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ABSTRACT

Providing a stable and accurate reference frame is of the fundamental importance
because accurate solution realization of an International Terresterial Reference
Frame (ITRF) is essential to the correct interpretation of any geophysical and
geologic phenomena. The existing ITRF mathematical model uses the state
vectors of different stations derived from a number of terrestrial reference frames
as observations. However, the station state vectors are not always directly
observed but derived from different space geodetic measurements that may be
lack of Earth’s center of mass and orientation information, which are necessary for

defining a terrestrial reference frame.

This thesis aims to demonstrate an alternative approach, called Preferred
Observation Functionals (POF) approach, in the solution realization of an
international terrestrial reference frame from the combination of a number of
auxiliary reference frames. The new formulation takes into account the inherent
properties of different space geodesy measurement techniques in the solution.
Three alternative formulations are demonstrated using the available TRF data.
State Vector (SV) based solution is also presented for comparison with the

alternative solutions.

The resulting station position and velocity estimates generated from the POF
approach are, in general, comparatively more precise than the SV based solution.
The results also indicate the actual position difference between station position

estimates obtained from the above approaches and ITRF2000 solution realization



in each coordinate component are at a few centimeter levels, while the horizontal
station velocity estimates generated from both approaches shows a good
agreement with the ITRF2000 solution, particularly for those based on the POF
approach. Those results present that the alternative combination solutions are not
significantly different from the ITRF2000 official solution, but improve upon
them by directly accounting for the inherent geometric and physical properties of

different space geodesy measurement techniques.
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1. INTRODUCTION

1.1 Introduction

The evolution of space geodesy techniques (e.g. SLR, VLBI, GPS, DORIS) and
their contribution to the reference system realization has a marked impact on the
geophysical and geodetic research over the past decade. Most of these studies rely
on the International Terrestrial Reference Frame (ITRF), which is defined as a
combination of each individual solution of space geodesy techniques that defines

its own terrestrial reference frame (TRF) [1z and Fok, 2004].

A terrestrial reference system (TRS) is one of the key elements in the modeling
and monitoring of Earth rotation [Boucher, 1990]. Continuous effort in defining
and maintaining a stable and accurate reference frame is necessary [Bock and Zhu,
1982)] because how well the reference frame is realized has important
implications for our ability to study both regional and global properties of the
Earth, including post-glacial rebound, sea-level change, plate tectonics, regional
subsidence and loading, plate boundary deformation, and Earth orientation
excitation [Altamimi et al., 1993, 2001c; Becker et al., 1997; Blewitt et al., 1997,
Bruyninx et al., 1997; Dietrich et al., 2001; Drewes, 1998; Willis and Morel,

2001].

As each space geodesy technique defines and realizes its own TRS, having
systematic differences (offsets) when one is compared to another [Altamimi et al.,
1993, 2002a, 2002b; Boucher et al., 1997; Sillard et al., 1998], International

Terrestrial Reference System (ITRS) was initiated to be a unique TRS by
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International Association of Geodesy (IUGG) and the International Association of
Geodesy (IAG) for all Earth science applications [Geodesist’s Handbook, 1992],
which is realized by a set of physical points with precisely determined coordinates.
Such realization of ITRS, which is based on combination of several Sets of
Stations Coordinates (SSC) and associated velocities coming from space geodesy
techniques, is called International Terrestrial Reference Frame [Altamimi et al.,

1993].

Since the first version of ITRS realization, namely ITRF88, eight other ITRF
versions were established [Boucher and Altamimi, 1992, Altamimi et al., 2001a]
and published by the International Earth Rotation and Reference Systems Service
(IERS). Improvement in accuracy of ITRF has been made by including more new
sites and observations available for different space techniques. ITRF2005, which

is based on time series combination, has recently become available to the public.

Due to the underlying importance of the establishment of the combined reference
frame (i.e. ITRF2000), a cross check has been carried out by DGFI analysis center
to validate the results using the input data provided by IGN. The results showed a
number of significant differences for station positions and velocities [Beutler et al.,
2002; DGFI Annual Report, 2003], which are attributed to the utilization of
different combination strategies. Therefore, the combination of different TRFs in

an optimal manner is still an open research question.

This thesis aims to introduce a new approach to the ITRF solution realization

based on Preferred Observation Functionals (POF) using generalized condition
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equations. This approach takes into consideration the unique potential of SLR
which is sensitive to the position of the center of mass of the Earth, VLBI which
provides accurate earth orientation information and baseline vectors, and GPS
which generates accurate scale through baseline length measurements. Since GPS
also provides accurate state vectors and baseline vectors, it is worthwhile to
investigate formulations that make use of such information as observations.
Consequently, three alternative mathematical models are formulated for

combination of various space geodetic data in the ITRF solution realization.

1.2 Objectives of this study

The objective of this thesis is to demonstrate an alternative approach based on the
strength of different space geodesy techniques, which will be called “Preferred
Observation Functionals (POF) formulation”, to the realization of the combined

reference frame solution. Three mathematical models are formulated.

In the first formulation geocenter of the ITRF is defined by SLR by fixing to zero
the translation parameters and their rates between the combined reference frame
(ITRF) and the SLR-based state vector solutions. The orientation of the ITRF is
defined by VLBI by setting the rotation parameters and their rates between the
ITRF and the VLBI-based baseline vector solutions to zero. Contribution of the

GPS is limited by the use of only the GPS baseline lengths as observations.

The second formulation differs from the first by the use of GPS baseline vectors

and their rate of changes instead of baseline lengths.
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The third formulation takes into account the GPS state vectors as observations.

Hence, it is similar to the current ITRF combination model.

1.3 Organization of this thesis

Chapter 2 provides the background to the study. Reference frame, ITRF concepts
and its transformation are illustrated in detail. Different types of solutions
provided by analysis centers and introduction of the advanced space geodesy
techniques used for ITRF solution realization are presented. Attention is paid on
the derivation of the relationship between terrestrial reference frames (TRFs) and
ITRF. The final two sections of the chapter focus on the detailed ITRF

combination methodology and the research topics in ITRF solution realization.

Chapter 3 reviews two different least squares adjustment methods used for the
study. The adjustment formulation for the ITRF2000 solution realization is
detailed. The final section focuses on the mathematical modeling and adjustment
formulation of the new approach to the combined reference frame solution. State
vector based solution is also presented for comparison with the alternative

solutions.

In Chapter 4, the input data and their spatial distribution are presented. The
correlation matrices of the input covariance matrices of the stations state vectors
are illustrated through their contour plots. Considerations for the preprocessing of
input data is also detailed as it represents a step forward towards the

implementation for the combination solutions using the new approach.
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The solutions to the preferred observation functionals formulations are compared
to the solution from the formulation using station state vectors (i.e. state vector
based solution) in Chapter 5. The difference between the solutions from the new
approach and the ITRF2000 solution realization is examined despite a few number

of stations and data used in this study.

An overall evaluation of this study and further recommendations are included in

Chapter 6.



2. BACKGROUND ON ITRF

This chapter discusses ITRF background, concepts and mathematical relationship
that relate the ITRF and TRF. The space geodesy techniques used for ITRF
combination, the raw data format, and the solutions computed by different
analysis centers are introduced. Both the ITRF transformation and the
combination concepts with their derivations are described. Different research

topics in ITRF solution realization are presented.

2.1 General statements on the reference systems, frames and ITRF

The conventional reference system is defined through the description of
relationship between its configuration of the basic structure and its coordinates in
details. In making a reference system available to users, it is normally
materialized through a number of points, objects, or coordinates, and a set of
parameters, and hence the term conventional reference frame. The reference frame
must be accessible and clearly defined without ambiguity in writing equations of
motion of a body whose coordinates are referred to in the frame [Witchayangkoon,

1997].

The Earth moves, rotates and undergoes deformations. Since motion and position
are not absolute concepts, they can be mathematically described only with respect
to some reference of coordinates, reference frames. According to Kovalevsky and
Mueller (1989), the purpose of a reference frame is to provide the means to
materialize a reference system so that it can be used for the quantitative

description of positions and motions on the Earth (terrestrial frames) or a celestial
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bodies including the Earth in space (celestial frames). In constructing the

reference frame, a set of parameters must be chosen.

With the initiative to standardizing a reference system for Earth science
applications, the International Terrestrial Reference Frame (ITRF) was established
and is maintained by the Terrestrial Reference Frame Section of the Central
Bureau (CB) of the IERS. Currently, there are three main products generated by
the IERS CB including the ITRF, International Celestial Reference Frame (ICRF),
and the determination of Earth orientation parameters (EOP) which relate the

ITRS and the ICRS.

The International Terrestrial Reference Frame (ITRF) is a realization of the
International Terrestrial Reference System (ITRS), where ITRS is a particular
conventional terrestrial reference system (CTRS) which is defined by a coherent
set of global models and definitions. The CTRS is realized through an adopted set
of station coordinates, while the ITRS is realized through the estimates of the
coordinates and velocities of a set of observing stations of the IERS. The ITRS
uses International Standard (SI1) meter for its length unit defined in a local Earth
frame in the meaning of a relativistic theory of gravitation. According to the
resolutions by the IAU and the IUGG, the orientation of the ITRS axes is
consistent with that of the BIH System at 1984.0 within£ 3 milli-arc-second (mas)
and the time evolution in orientation of ITRS has no residual rotation relative to

Earth’s crust [Boucher and Altamimi, 1996].

Its implementation was originally based on the combination of sets of station
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coordinates (SSC) and velocities derived from observations of space-geodetic
techniques such as Satellite Laser Ranging (SLR), Lunar Laser Ranging (LLR),
Very Long Baseline Interferometry (VLBI). IERS augmented the methodology to
include GPS in 1991 and the Doppler Orbitography and Radio-positioning
Integrated by Satellite (DORIS) in 1994 [Boucher and Altamimi, 1996]. IERS
regularly performs annual ITRF solutions, which are published in the IERS
Annual Reports and Technical Notes. Since the first version of ITRS realization,
namely, ITRF88, eight other ITRF versions were established including ITRF2000.
In the past decade, a new ITRF has been prepared approximately every 2 years
[Altamimi et al., 2001d]. The newly established combined reference frame,

ITRF2005, has currently been released for public use.

2.2 Solutions computed by analysis centers used in the ITRF combination

The space geodesy solutions (i.e. TRF solutions) computed by individual analysis
center (AC) are the primary input data for the ITRF combination (Table 2.1). The
ACs submitted their solutions in SINEX data format [Blewitt et al., 1994; Davis
and Blewitt, 2000]. These solutions contain station coordinates and velocities at a
given epoch together with their corresponding covariance matrices. The statement
on the constraints used to compute the solution, which is provided by different
analysis centers, is also provided to allow the flexibility for the re-definition of the
datum constraints to be applied to each individual input TRF solution, as one
would desire before the whole combination adjustment. They are generally

classified into three types:

(1) Loose constraints, solutions are derived from “Free network” approach where
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the uncertainty applied to the constraints is & >1 m for positions and >10 cm/yr

for velocities;

(2) Removable constraints, solution for which the estimated station positions and

velocities are constrained to external values within an uncertainty & ~10°m for

positions and mm/yr for velocities;

(3) Minimum constraints, used solely to define the TRF using a minimum amount
of required information so that the normal matrix could be invertible through that

constraints [Altamimi et al., 2002b].

The summary of each individual solution also states the orientation rate

constraints (e.g. NNR NUVEL-1A) applied to the station velocities as well.
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Table 2.1 Individual TRF Solutions Used in the ITRF2000 Combination (Courtesy of Altamimi

(2002))
Technique AC Data Station .
Analysis Center(AC) SSC Span  Number Constraints
VLBI
Geodetic Institute of Bonn University (GIUB)00R 01  84-99 51 Loose
Goddard Space Flight Center (GSFC)00R 01  79-99 130 Loose
Shanghai Astronomical Observatory  (SHA)0O0R 01  79-99 127 Loose
LLR
Forschungseinrichtung Satellitengeodaesie  (FSG) 00 M 01  77-00 3 Loose
SLR
Australian Surveying and Land Infornéa;tc:ﬁg (AUS)00L 01  92-00 55 Loose
Centro Geodesia Spaziale, Matera  (CGS)00L 01  84-99 94 Loose
Communications Research Laboratory  (CRL)00L 02  90-00 60 Loose
Center for Space Research  (CSR)00L 04  76-00 139 Loose
Delft Ins. Earth Oriented Space Research (DEOS) 00 L 05 83-99 91 Loose
Deutsches Geod atisches Forschungsinstitut  (DGFI) 00 L01  90-00 43 Removable
Joint Center for Earth System Technology, (JCET)00L 05  93-00 48 Loose
GSFC
GPS
Center for Orbit Determination in Europe (CODE) 00 P 03  93-00 160 Minimum
GeoForschungsZentrum Potsdam  (GFZ)00 P01  93-00 98 Minimum
International GPS Service by Natural (IGS) 00 P 46 96-00 179 Minimum
Resources Canada
Jet Propulsion Laboratory ~ (JPL) 00 P 01 91-99 112 Minimum
Univ of Newcastle upon Tyne  (NCL)00P 01  95-99 90 Minimum
NOAA, National Geodetic Survey (NOAA)00P 01 94-00 165 Removable
DORIS
Groupe de Recherche de Geodesie Spatiale (GRGS)00D 01 93-00 66 Loose
Institut Gographique National ~ (IGN) 00D 09  92-00 80 Minimum
Multi-technique (SLR +DORIS +PRARE)
GRIMS project (GRGS+GFZ) (GRIM)00C 01 85-99 183 Loose
CSR: SLR + DORISon TOPEX (CSR)00CO01  93-00 147 Loose
GPS Densification
CORS Network by NOAA (CORS)00P 01  94-99 80 Removable
South America Network by Deutsches
Geodatisches Forschungsinstitut (DGF1)00P 01 96-00 31 Loose
IAG Subcommission for Europe (EUREF),
by Bundesamt fuer Kartographieund (EUR)00P 03  96-00 81 Minimum
Geod“asie
Geophysical Institute, University of Alaska  (GIA)00P 01  96-99 20 Minimum
Institut G”eographique National ~ (IGN)00P 01  98-00 28 Minimum
Jet Propulsion Laboratory ~ (JPL) 00 P 02 91-99 28 Minimum
Antartica network, by Institut Geographlque (IGN)0OP 02  95-00 17 Minimum
National
REGAL Network, France (REG'?)‘I?:) 0P 96-00 29 Minimum
Antartica SCAR network, by Institut fuer (SCAR)00P 02  95-99 66 Removable

Planetare Geodaesie, TU Dresden
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2.3 Space geodesy techniques for ITRF solution realization

This section briefly introduces different space geodesy techniques for the
maintenance and solution realization of ITRF. Their principles, data source service,
and scientific contribution will be discussed with emphasis on the strength of each

technique in the concluding remarks.

2.3.1 Satellite Laser Ranging (SLR)

The primary measurement in SLR system is the round-trip laser pulse travel time
to Earth-orbiting geodetic satellites. With appropriate corrections, the travel time
can be used to obtain the range from the laser instrument to the center of mass of
the target satellite [Tapley, et al., 1985; Kar, S. 1997]. This provides instantaneous
range measurements of millimeter level precision which can be accumulated to
give accurate orbits and a host of important science products [Otsubo and Gotoh,

2002; Schillak and Wnuk, 2003].

The International Laser Ranging Service (ILRS) was formed to provide a service
to support, through Satellite and Lunar Laser Ranging data and related products,
geodetic and geophysical research activities as well as IERS products important to
the maintenance of an accurate International Terrestrial Reference Frame (ITRF).
The service also developed the necessary standards/specifications and encourages

international adherence to its conventions [Pearlman et al., 2002].

Some of the scientific results derived from SLR include detection and monitoring

of tectonic plate motion, crustal deformation, determination of basin-scale ocean
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tides, monitoring of millimeter-level variations in the location of the center of
mass of the total Earth system, and establishment and maintenance of the
International Terrestrial Reference System (ITRS), despite falling short of precise
determination of the Earth’s orientation (precession and nutation) as opposed to

VLBI and LLR.

Among all the above scientific results derived from SLR, the major strength of the
SLR technique is its excellent capability in providing a precise measurement on
the Earth scale information (i.e. GM constant), which allows the accurate
definition of the center of mass of the Earth [Montag et al., 1996; Smith el al.,
1999]. It follows that the SLR technique could be regarded as one of the
fundamental geophysical and geodetic measurement technique [Schutz et al.,

1989].

2.3.2 Very Long Baseline Interferometry (VLBI)

VLBI is a geometric technique which cannot only be able to measure a distance of
thousands of kilometers or relative positions between two antennas in different
places around the world with a few millimeters accuracy by receiving wavefront
emitted by a distant quasar, but also be able to determine the Earth orientation
accurately. With the global coverage of VLBI antennas, VLBI determines the
inertial reference frame, which is important to definition of the earth orientation

instantaneously [Takahashi et al., 2000; Joel, 2004].

The International VLBI Service for Geodesy and Astrometry (IVS) is an

international collaboration of organizations that operate or support Very Long
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Baseline Interferometry (VLBI) components. IVS provides a service which
supports geodetic and astrometric work on reference systems, Earth science
research, and operational activities [Fejes et al., 1989; Nothnagel, 2003]. The IVS
grouped geodesy and astrometry together because they share the same
observations and the same analysis gives both types of results [Carter and

Robertson, 1990; Schluter et al., 2002].

Some of the scientific results derived from VLBI include motion of the Earth's
tectonic plates, regional deformation and local uplift or subsidence, definition of
the celestial reference frame, variations in the Earth's orientation and length of day,
maintenance of the terrestrial reference frame, measurement of gravitational
forces of the Sun and Moon on the Earth and the deep structure of the Earth and

improvement of atmospheric models [Takahashi et al., 2000; Joel, 2004].

Among all the above scientific results derived from VLBI, the major strength of
the VLBI technique is its excellent capability in providing a precise measurement
on the Earth orientation information (i.e. UT1-UTC), which is essential to the
precise GPS positioning. Without VLBI, the continued maintenance of UT1
standards will not be possible [Takahashi et al., 2000]. Besides, it also provides
precise measurement for the relative positions. It follows that the VLBI technique
could be regarded as another measurement technique for geodetic and geophysical

applications [Nothnagel, 2003].

2.3.3 The Global Positioning System (GPS)

The Global Positioning System (GPS) is a satellite-based navigation system that
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consists of a network of 24 satellites placed into orbit by the U.S. Department of
Defense. It works in any weather conditions and any place in the world. Its
applications are beyond just a navigation system and position determination. It
could be used for cartography, engineering, forestry, mineral exploration, wildlife

habitat management, to mention but a few.

The International GPS Services (IGS) was formed to collect, archive, and
distribute GPS observation datasets, and use them to generate high precision GPS
satellite ephemeredes, Earth rotation parameters, coordinates and velocities of IGS
tracking stations, GPS satellite clock, and ionospheric corrections. These products
have been submitted to the Crustal Dynamics Data Information System (CDDIS)
for availability to the global science community. In general, a majority of the data
delivered to and archived on the CDDIS are available to the user community
within a few hours after the observation day [Beutler et al., 1999; Ferland et al.,

2000; Ferland, 2002].

The accuracies of the IGS products are sufficient to support several scientific
objectives including the improvement and maintenance of the ITRF, monitoring of
the Earth’s rotation and deformations of its liquid and solid components, precise
GPS satellite orbit and clock determinations for analysis of regional GPS
campaigns, monitoring of the ionosphere and troposphere, precise time transfer,

for example.

However, the accuracy of the position of the geocenter and the earth orientation

parameters (EOP) are questionable, because GPS cannot generate accurate and
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precise station positions without the utilization of VLBI derived EOP as a-priori
information (i.e. particularly for UT1), since it cannot separate variations in
orbital elements from changes in the orientation of the Earth [Hase, 1997].
Nonetheless, it provides accurate baseline lengths [Leick, 1995] if the ambiguity
resolution are well determined. For the above reason, the baseline lengths and
their rates are reconstructed from the station state vectors and utilized as one of

the three formulations as stated in the introduction.

2.3.4 DORIS Doppler Tracking

DORIS (Doppler Orbit determination and Radiopositioning by Satellite), which is
developed by the French Centre National d’Etudes Spatiales (CNES), is a
dual-frequency Doppler system that has currently been used for the past 14 years
for precise orbit determination as well as precise geodetic positioning of ground

tracking stations [Tavernier et al., 2003; Willis et al., 2005a; 2005b].

Unlike many other navigation systems, DORIS is based on an uplink device. The
receivers are on board the satellite while the transmitters are on the ground. This
creates a centralized system in which the complete set of observations is
downloaded by the satellite to the ground center, from where they are distributed

after editing and processing [Kuijper et al., 1995; Jayles et al., 2006].

Starting from 1990s, the DORIS receivers are equipped in four satellites, namely
SPOT-2 (launched in 1990), TOPEX/ Poseidon (launched in 1992), SPOT-3
(launched in 1993 and ended in 1996) and SPOT-4 (launched in 1998). Three

other satellites carrying the second generation of DORIS receivers are currently in
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orbit, namely Jason-1 (launched in 2001), ENVISAT (launched in 2002) and
SPOT-5 (launched in 2002). Its positioning accuracy improved continuously from
10-cm level to 3-cm level, thanks to the development of better antenna receiver
generation and advancement of data processing techniques. The recent and
fore-coming could generate weekly DORIS station coordinates with an almost

1-cm precision as well [Tavernier et al., 2003; 2005; 2006; Willis et al., 2005b].

The International DORIS Service (IDS) was also established in 2003 which
served to provide a support, through online DORIS data and products, to geodetic,
geophysical, and other research and operational activities [Willis et al., 2004; Noll

and Soudarin, 2006].

With a globally well distributed coverage of 56 ground station and its achievable
accuracy, most scientists has currently engaged in the use of DORIS data for
different scientific exploration. It includes precise orbit determination, sea level
changes, polar ice studies, gravity field measurement and the maintenance of
global accessibility to, and the improvement of, the International Terrestrial
Reference Frame (ITRF) and monitoring Earth rotation, to mention but a few

[Vincent et al., 2002].

However, DORIS is a microwave system that carries many similarities to GPS.
The major difference is the reverse of the installation of receivers and transmitters
on the satellite and on the ground respectively. Therefore, DORIS technique is
excluded in this study for the reasons of its similarity to GPS technique and the

limited availability of different techniques within a co-located site.
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2.4 Mathematical model that relates ITRF and TRF

The fundamental relationship between ITRF and TRF of a measurement system is
achieved using a 14-parameter transformation model between ITRF and TRFs. In
this process, common stations in various systems (i.e. ITRF and TRFs) are
required for the estimation of the transformation parameters. The 14 parameter
transformation model originates from the 3D Helmert (similarity, also known as
7-parameter) transformation while taking into account the changes of the positions
of stations and the changes of the transformation parameters over time (i.e.

translation, rotation and scale rates).

Consider the seven transformation parameters between system | and Il which
includes three translation components, one scale factor, and the three rotation
angles, designated respectively, T1, T2, T3, D, R1, R2, R3. The transformation of a

station position X,, expressed in a reference system I, into the same station

position X, , expressed in another reference system Il, is given by

X, =X, +T +DX, +RX, (2-1)
where
T1 D 0 O 0 —-R3 R2
T=|T2|,D={0 D O0]|,andR=| RS 0 -R1
T3 0 0 D -R2 R1 0

In order to take into consideration of the crustal motion associated with plate
tectonics, land subsidence, volcanic activity, postglacial rebound, and so on, the
coordinates of a point is expressed as a function of time [Soler and Snay, 2004].
Hence, the transformation parameters are subject to time-dependent changes.

These time-dependent variations are assumed to be mostly linear [Soler, 1998;
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2003]. Differentiating equation (2-1) with respect to time gives

X, =X, +T +DX, + DX, +RX, +RX, (2-2)

Since the magnitudes of D and R are at or below 10® level and X, is, at most,
about 10 cm per year [Altamimi et al., 2002b; Chapter 4 IERS Conventions,
2003], the terms DX, and RX,, which represent about 0.1 mm over 100 years,
are negligible. Therefore, equation (2-2) could be written as

X, =X, +T +DX, +RX, (2-3)

Taking X, and X, as X,z and X, respectively, the transformation of
positional coordinates from X .- referenced to an epoch t, to X 4
referenced to an epoch t... expressed in an individual TRF could be deduced

directly through three distinct transformations as shown in Figure 2.1.
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Figure 2.1 Kinematics between TRFs and ITRF

Starting from the bottom frame of Figure 2.1 above, one transforms position

vector X atepoch t, to X,z atepoch t, through its associated velocity

vector X . , Which is expressed using a vectorial relationship as,

XITRF(tk ): XITRF(tO )+(tk _tO )XITRF (2_4)
Then transforms the position vector X .- at epoch t, to X, at epoch t,
through the Helmert transformation, which is expressed as,

XTRF(tk ): XITRF(tk )+Tk + DkXITRF(tk )+ Rk)(ITRF(tk ) (2-5)

Finally, one transforms the position vector from X, at epoch t, to X, at
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epoch t., which is expressed as,

XTRF(tTRF ): XTRF(tk )+(tTRF _tk )XTRF

Addition of (2-4), (2-5) and (2-6) gives,
XTRF(tTRF )= [XITRF(tO )+(tk —1 )XITRF ] +AXF +(tTRF -1 )XTRF
where

AXg =T, + D (X ge (t) + (t, _tO)XITRF) + R (X e () + (t, _tO)XITRF)
=T, + D X e (t) + R X e ()

(2-6)

(2-7)

(2-8)

AX . represents the frame change at epoch t,. The terms D, (t, —t,) X .z and

R, (t, —t,) X ;rse is Negligible, since the magnitudes of D and R are at or below 107

level and X | is, at most, about 10 cm per year as stated in the above.

Differentiating equation (2-8) with respect to time gives,
AXF :Tk + DkXITRF(tO )+ ka ITRF(tO )= XTRF - XITRF
where in turn

XTRF = XITRF +Tk + DkXITRF(tO )+ RkXITRF(tO )

which is equivalent to (2-3).

Substituting (2-8) and (2-9) into (2-7) followed by rearrangement gives,

XTRF (tTRF ) =X ITRF (tO) + (tTRF - tO) X ITRF + Tk + Dk X ITRF + Rk X ITRF
+ (tTRF _tk )I.-rk + Dk X ITRF + Rk X ITRF]

(2-9)

(2-10)

(2-11)
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Writing equation (2-10) and (2-11) together, and omitting the epochs of TRF and

ITRF position gives

X'Ii'RF = XIiTRF +(tre — 1 )XIiTRF
+ T + D Xirpe + Ry X e
+ (e =t [Ty + D Xirge + R X

X'Ii'RF = XIiTRF +Tk + DkXIiTRF + RkXIiTRF

(2-12)

where the translation vector T, the scale factor D, ; and the rotation matrix R,

are respectively defined (following IERS conventions) as:

T1, D, 0 O 0 -R3, R2
T, =/T2.|, D,={ 0 D, 0] and R=| R3, 0 —RL

The dotted parameters T,, D, and R, represent their derivatives with respect

to time. This relationship is the same as the general ITRF combination model

[Boucher et al., 1999; 2003] but derived using alternative approach.

2.5 ITRF combination concepts and ITRF2000 solution
Different terrestrial reference frames (TRFs) have been realized for different
purposes. With a view to unifying the reference system, different TRFs were

combined in calculating ITRF.

In the combined solution, using (2-12), one has to estimate a set of positions

X e at agiven epoch t,, velocities X e » and their respective transformation
parameters T, and rates Tk at an epoch t,, from the ITRF to each individual

frame at epoch t, . This is an unusual least squares task that the input data types
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are the same as the output parameter types (i.e. positional coordinates and

velocities in 3D for each station) and additional 3D Helmert transformation

parameters and their respective rates have to be estimated [Davies and Blewitt,

2000].

Individual TRFs' . |Intra-technique | .
. Combination :

e

s

e

s

i

s

VLBI Combined TRF _+ VLBI Combined TRF
SLR Combined TRF  sesmtesli SLR Combined TRF
GPS Combined TRF el GPS Combined TRF

DORIS Combined TRF _-> DORIS Combined TRF

Inter-technique Combination '

ITRF

i

] G
| &=

l @

Figure 2.2 Intra-technique and Inter-technique combination

Figure 2.2 illustrates the concepts of intra-technique and inter-technique

combination. For the TRFs belonging to the same technique, some stations would

be the same and hence provide redundant observations for the intra-technique

combination. Since there is no dynamic datum defined in combined TRF frame

within the same technique, the observation design matrix has a rank deficiency of

14. The rank deficiency can be overcome either by fixing the values of 14 Helmert

transformation parameters between one of the TRFs and the combined TRF frame,

or defining a minimum constraint datum of the combined TRF frame through 7
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coordinates and 7 velocities components of stations.

As the stations of different TRFs from different techniques are referenced to
different nearby physical monuments, local ties are needed to relate different
TRFs together in co-located sites and hence, providing redundancy to the solution
formulation. Given sufficient redundancy of observations, the rank deficiency
could be solved again either by fixing the values of 14 Helmert transformation
parameters between one of the individual TRF or combination of them and the
ITRF (i.e. the combined TRF frame), or defining a datum of ITRF through
coordinates and velocities components of some stations for inter-technique
combination. It is reminded that the ITRF is an unknown to be determined

together with the transformation parameters between each individual TRF.

Following the aforementioned discussion, ITRF2000 solution can be carried out in
three stages: (i) application of minimum constraint for the pre-processing, (ii)
combination of individual solutions with local ties, and (iii) variance components

estimation and outlier detection during the combination.

(i) Application of minimum constraint for the pre-processing

As discussed in Section 2.2, the constraints applied by each individual ACs to the
normal equations for the input solution in the form of Cartesian coordinate system
can be classified as loose constraints, removable constraints, and minimum

constraints.

Those constraints, which are not originally applied with minimum constraints, are
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removed and re-applied with minimum constraints. This is because one would
desire to provide homogeneous (and consistent) input covariance matrices and

solutions before the combination of the solutions [Altamimi et al., 2002a; 2002b].

Removable constraints may be removed before the combination solution using the

following relationship:

XS _ Z;ﬂc l(zist )‘1 X Sest _ (z (szonst )‘1 X SCOHSt J (2-13)

where
) ) e =
o) =), ) =

For some solutions which are derived with “free network” approach (loosely
constraint solutions), the underlying reference system is loosely fixed. The
covariance matrices of those solutions derived from this approach contain both
random errors and relatively large Reference System Effect (RSE). Therefore,
equation (2-16) is used to convert the relatively large RSE to a well known a
reference system with small RSE (i.e. minimum constraint datum) [Boucher et al.,

1999].
s o3 3BT (BESBT +3,) B (2-16)
where B = (AT A)"t AT is the matrix containing all the information necessary to

define the reference TRF, depending on the shape of the implied network. lemc is
the unconstrained matrix,Z(Smet is the constrained matrix,Zgnc is the minimally

constrained variance matrix,EzSt is the estimated matrix, 20 is the diagonal
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matrix containing small variances for the 14 transformation parameters, X is
the newly minimum constraint solution constructed after the removal of the

original constraints, XSeSt is the estimated solution [Sillard and Boucher, 2001].

(if) Combination of individual solutions with local ties

After the minimum constraints are applied, all the individual solutions serve as an
input data for the ITRF2000 combination solution. The variance-covariance
matrices for the individual solutions and the variances for the local ties provide
the weight matrix (being as the inverse of the whole variance-covariance matrix)
for all observations during the iteration for the intermediate results for the
inter-technique combination that are weighted through the estimated variance

components iteratively which will be discussed later in this section.

Co-located sites represent a key element of the ITRF combination; connecting the
individual TRF networks together [Altamimi et al., 2002b]. Because these sites
are not truly co-located, local measurements derived from local surveys are used

to provide baseline (tie) vectors between the stations at co-located sites.

Ax! x) —x'
Ay =y -y (2-17)
Az!) 2l -7

(Ax;’i,Ay;’i,Az;vi) are the geocentric components of the tie vector linking two
points i and j, of a given data set s. The standard deviations (an;"' ,gAy;i,aAz;vi)

for each local tie vector are used to compute a diagonal variance matrix. If those

standard deviations are not available, they are computed through [Altamimi et al.,
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2002b]:

O-computed = 0-12 + 0-22 (2'18)

where ¢; = £3 mm and

o, =107 \[(AX)? + (AyM)? + (AT’ (2-19)

o, = 23 mm is introduced to allow the uncertainties of each XYZ component of

the local ties derived from local surveys to be at a minimum of £3 mm.

Despite the redundancy provided by local ties, the design matrix of the
combination solution observation equations is still of rank defect by 14 since the
ITRF2000 datum is still yet to be defined. In order to compensate for the rank

deficiency, the implementation of the ITRF2000 datum is achieved as follows:

(1) Translation constraints are introduced as ‘zero’ values to the translation and its
corresponding translation rate parameters stochastically between ITRF and the
weighted mean of the SLR solutions of the five analysis centers: CGS, CRL, CSR,
DGFI and JCET [Altamimi et al., 2001b; 2002b], so that these translation
parameters and its rates are adjusted simultaneously with other parameters.
Consequently, the resulting translation and their corresponding rate parameters for
those solutions listed in the IERS Technical Note are not exactly equal to zero

together with their precision.

(2) Scale constraints are introduced as ‘zero’ values to the scale and its
corresponding scale rate parameters stochastically between ITRF and the

weighted mean of the above SLR solutions and the VLBI solutions [Altamimi et
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al., 2001b; 2002b], so that the ITRF scale is defined by the SLR and VLBI

techniques.

(3) Orientation constraints, which is the alignment of ITRF2000 to ITRF97 and to
the NNR-NUVEL-1A model, is given by,

B(X,—X)=0 (2-20)

where (1) B=(ATA)_1AT and A is the design matrix of partial derivatives
(restricted to its last three columns), as given in Section 3.2; (2) X, ITRF97

positions at epoch 1997.0 defining the rotation angles and NNR-NUVEL-1A
velocities defining the rotation rates; and (3) X, estimated station positions and
velocities. It should be noted that equation (2-20) applied only upon 50 selected
sites with high geodetic quality, which introduces six equations defining the
ITRF2000 orientation and its respective time evolution [Altamimi et al., 2001b;

2002b].

(4) Velocity constraints are introduced to limit the stations within the same site to
have the same velocity as the separation in-between is small [Altamimi et al.,

2002b].

(ili) Variance components estimation and outlier detection during the
combination

This is the last step before the final combination result is wholly prepared. The
calculated variance components in the first run are used to re-scale their
corresponding weighted matrices and solutions, and the combination will

continuously iterate until the variance component of the global combination
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converge to unity. During the process of iteration, outliers are detected
continuously. Stations are rejected if any position or velocity normalized residual
exceeds a chosen threshold value. The formula of the variance components

estimation and the description of outlier detection are given in Chapter 5.

2.6 Research topics in ITRS realization
Some topics on ITRF related research has been outlined in the IERS Workshop on
Combination Research and Global Geophysical Fluids 2002 [Angermann et al.,

2002; 2003a] as:

(a) Assessment on the quality of the local tie information and study on the impact

of local ties on the combination. [Altamimi et al., 2002c]

(b) Study on the weighting of solutions in the intra- ad inter-technique case and
development on weighting methods and variance component estimation

techniques, etc.

(c) Modeling on the non-linear site motions for sites located in deformation zones.

(d) Study on zero-order datum definition issues for combined solutions.

(e) Study on systematic modeling error and potential biases between the

techniques concerned with the resulting scale, geocentre, LOD (and nutation rates)

from satellite techniques, biases in time series of station position and velocity

estimates (especially for co-located sites), biases in time series of EOPSs,



29

consistency between TRF and EOPs, impact of combination on the ICRF solution

realization.

Currently, most studies concentrate on (e) fully exploiting the potential of analysis
of the time series as provided by space geodetic observations for the
investigations of various global and regional, short-term, seasonal, and annual
effect and stability performance of the ITRF [Altamimi et al., 2003b; 2005a;
2005b; Angermann et al., 2003b, 2004b; Ferland et al., 2004; Meisel et al., 2005].
Investigations are also conducted to demonstrate proper the local tie data format,
different local survey strategies to the improvement of accuracy and its quality,
and the disagreement of the local survey information with respect to the combined
reference frame in terms of magnitude and their corresponding normalized
spherical error [Altamimi, 2003b; Angermann et al., 2004a; McCarthy and Petit,

2003; Sarti et al., 2004; Ray and Altamimi, 2005], which belongs to (a).

However, little researches have been conducted to model non-linear motion of
geodetic station caused by equipment changes, systematic errors and environment
changes or seismic events [Petrov, 2005], to investigate the weighting methods
and the variance component estimation for inter-technique combination
[Feissel-Vernier and Le Bail, 2005], and to study on the datum definition issues
for the combined reference frames [Dong et al., 2003; Rothacher, 2005], which

are belonging to (b), (c) and (d) respectively.

With a view to meeting future needs, IERS Working Group on Combination has

currently been formed to realize an up-to-date version of ITRF, namely ITRF2004.
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Different combination proposals have been received and summarized [Rothacher
et al., 2004]. Instead of computing the ITRF station positions, velocities and their
transformation parameters, weekly time series of station position and velocity
solutions, their transformation parameters and Earth Orientation Parameters (EOP)
will be computed simultaneously so as to closely monitor the station movements
and Earth’s kinematics. Thus, ITRF formulation and combination approaches for
weekly time series combination have been developed for evaluation

[Schwegmann and Richter, 2005].

Three approaches, namely rigorous, approximate (minimal and weekly) and
semi-rigorous, have been suggested. The first two approaches were suggested in
2004 [Altamimi and Ray, 2004], while the latter approach was proposed in 2005
[Rothacher, 2005]. All methods generate the weekly combination solutions. The
first approach requires the reference solutions to process together with new
weekly solutions, while the second aligns new weekly solutions to the ITRF2004
reference solutions. The last approach aligns respective weekly solutions to their
own combined TRF solutions for different techniques without additional datum
and local tie. However, the ITRF datum definition would be kept unchanged as in
the ITRF2000 [Altamimi et al., 2002b; 2003b; 2005b]. Those methods are still

under investigation.

This study focuses on investigating an appropriate weighting method through
variance components estimation and the zero-order datum definition for the ITRF
combined solutions, which belongs to (b) and (d). This will be illustrated in

subsequent sections.
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3. ADJUSTMENT MODEL FOR ITRF

COMBINATION

In this chapter, a synopsis of least-squares adjustment models is given. It also
introduces methods in handling rank defects in parametric least squares model.
Both the adjustment of ITRF2000 combination and alternative formulations are

presented.

3.1 Least squares adjustment models

3.1.1 Parametric adjustment for non-linear model and rank deficiency
problem

In this study, mathematical model is non-linear. Therefore, following the content
and the notation given by Uotila (1997), the mathematical model of the non-linear

observation equations is expressed as
L2 = F(X?) > [* =F(X?) (3-1)
where L? is the theoretical values of observations, X ? is the theoretical values

of parameters, L is the vector of adjusted values of observations, X? is the

vector of estimates (i.e. unknown parameters).

In statistical terms, all observations, L”, contain errors. Considering the true error
of the observations, &, the non-linear observation equations are given by the
following matrix expression

L* —&=F(X? (3-2)

and the weight matrix associated with the observations is given by



32

P = o7 (3-3)

where Z refers to the covariance matrix of the observations.

In order to estimate the unknown parameters, the non-linear observation equations
in the above are linearized using Taylor series expansion and give

L’ —e=F(X?*)= F(x°)+aa':

- (X*=X)+-- (3-4)

x3=x°

The second order and higher terms are neglected in equation (3-4).

Denoting

oF =A
ax a X=X 0
where X °refers to the vector of approximate (nominal) values of parameters to

be estimated.

With the use of the following relations,

—e=AX+F(X9)-L" X=X*-X°
o (o) b 70 ¢ 20 (3-5)
V=AX+F(X%)-L" X=X*-X

and denoting

F(X%=L°
L°-L" =L

Therefore, one obtains the following simplified expression for the linearized

observation equations

V=AX+L (3-6)

nx1 nxmmxl nx1
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where n is the number of observations and m is the number of unknown

parameters. Attention is to be paid to the sign of the L term and its definition. Note

also that, L° must be computed rigorously and enough significant digits must be

recorded in the above expression [Uotila, 1997].

Notice that the number of observations n is normally larger than the number of
unknown parameters m to be solved to provide redundancy of observations. The
redundancy of the system is given by:

r=n-rk(A)=n-m (3-7)

where rk(A) refers to the rank of design matrix A.

A least squares solution vector for X (provided the design matrix A is of full

rank) is obtained by minimizing the quadratic form of V'PV and satisfying the
equation (3-6) simultaneously through the method of Lagrange multiplier, and

thus expressed as,
X =—(ATPAJ ATPL (3-8)
such that the refined estimates and the adjusted observations are obtained

respectively from X®=X°+X and [*=L"+V . Iteration is required to get

further refined estimates.

The estimated variance component is given by

Oy (3-9)

and the corresponding covariance matrix for X*, L* and V are
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3., =62(ATPAJ’ (3-10)
S, = 6ZAATPA)T AT (3-11)
5, =62(P - A(ATPA) AT )=3, -3, (3-12)

However, the design matrix A is not always of full rank as it is the case in this
study, unique solutions to equations (3-8) can be obtained using independent
a-priori information (stochastic or otherwise) on the unknown parameters or by
reformulating the mathematical model as a function of estimable quantities

[Grafarend and Schaffrin 1974; Tan, 2002].

In this study, the mathematical model is rank deficient because the datum has not
been defined. Therefore, the adjustment with stochastic constraints for the
minimum constraint estimation, which is first introduced by H.J. Buiten (1978), is
being employed as our baseline solution because different methods of the
adjustment with constraints used in a similar situation are shown to give similar
result [Fok, et al., 2007 (in press)], whereas adjustment based on generalization is

being used in the alternative model.

3.1.2 Adjustment based on generalization

Instead of writing least squares adjustment in the parametric form, a new set of
generalized condition equations could be formulated if, instead of conventional
practice, all parameters comprising the mathematical model are also considered as

measured quantities to be adjusted.
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Such an interpretation is plausible if we consider an observation to be a constant
and the corresponding residual is zero when associated with an infinitely large
weight. Similarly, a quantity could be considered as an unknown parameter if it is

associated with a zero weight [Mikhail, 1976; Uotila, 1997].

Following again the derivations by Uotila (1997), the mathematical model of the

non-linear generalized condition equations is expressed as
F(L2,L2)=0—F(L%,L2)=0 (3-13)

where L% is the theoretical values of observations in the first group, L is the

theoretical values of desired observations in the second group, I:i is the vector

of adjusted values of observations in the first group, I:i is the desired vector of

adjusted observations in the second group.

Denoting that

L = L2 +V,
L2 =L5 +V,

where L2, V., L, and V, refer to the vector of observed values and

residuals in the first group, and the vector of observed values and residuals in the

second group respectively.

The weight matrices associated with the observed values of the first and the

second groups are given by

P: = O'OZE’&
S (3-14)
X — o

L
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where Z, and Z, refers to the covariance matrices of the observations in the

first and the second group.

Again, the non-linear generalized condition equations in the above are linearized

using Taylor series expansion to give

F(L,L3) = F(LY +V,, L5 +V,)

SR )+ G FL oy ssg (19)
OL¢ |-t oL [La-tt
L=L% =15
Denoting
oF oF
= Bg, =B, and F(L2,L5)=W,
OLg |Le-t F oL |a-12 X ( F X) F
L=t 13 =18

and assuming that there are r equations, n L:’sandu LS ’s.

Therefore, one obtains the following simplified expression for the linearized
generalized condition equations
B Ve + B, Vi +W, =0 (3-16)
A least squares solution for V, and V. are obtained by minimizing the
guadratic form of V,PV, , V/P.V. and satisfying equation (3-16)
simultaneously through the method of Lagrange multiplier and thus expressed as,
V, =—(BIM{B, + P, ) 'BIM W, (3-17)

Ve = _PF_lB-IF— M El(BxVx +WF) (3-18)
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The estimated variance component is given by

T T
5o _ Ve PeVe +rVX PV, (3-10)

The corresponding covariance matrix of V, and V. are given by

~2(p-1 Tpg L -1
S, =6 (Px ~(BIM'By +P,) ) (3-20)
2y, = 5-02 (PF_lBl (M r T My )_1 B PF_l) (3-21)

F

where M. =B.P:'Bf and M, =B, P,'B;

The corresponding covariance matrix of I:i and Ei are given by
_ ~2( BYE! -1
=52(BIMB, +P;) (3-22)

=52(BIM B, +P, )" (3-23)

3.2 Adjustment model for current ITRF solution
The formulation for the ITRF combination adjustment model, considering the
issues discussed in Chapter 2, is the last step in the computation of the final

combination solution.

Differentiating the equation (2-12) with respect to ITRF yields,
Vi | [@+D¢ +0dt, D)y + Ry by s ) AX e
v DI? I 33 T RI? |3><3 dX ITRF

X1re
+( iRF dt;I(A'I[RF J(di]-f-[x-?RF _X'Il')RF]
0 A'IFRF di X'I(')RF - XTbRF

where DPand D?are the approximate scale and scale rate parameters expressed in

(3-24)
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a given frame at epoch t, .

R, is the design matrix of partial derivatives constructed using approximate

S

rotation parametersR1),R29 R3] and its rates expressed in a given frame at

epoch t,.
0 —(R3Y +dt,R3Y) (R2% +dt,R2?)
R, =| (R3{+dt,R3?) 0 —(RL} +dt,R1))
—(R2) +dt,R2y) (RL) +dt,R1)) 0

A is the design matrix of partial derivatives constructed using approximate

station positions (x(') Vo, zg) where 1<i<n and n is the number of stations

1 00 :
A'iFRF =010 y(i) Z(i) 0 X(iJ
001z vy, -x5 O

where V, ~and V, are the vector of residual of the observations
corresponding to the positions and velocities respectively.

The above adjustment model given in equation (3-24) could be simplified as

V=AX+AT +L (3-25)
where

Al _[|3><3 dtTRFI3><3J and A _(A'irRF dtkA'i[RFJ
= o = i
0 |3><3 O ATRF

by assuming D/, R1?, R2° and R3 and their rates zero which yield a simpler form
of matrix for A, since their values are extremely small that poses negligible effect

on the final estimates as mentioned from chapter 2 with dt. - =t —t, and
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dt, =t —t,. L is the vector of (Computed-Observed) observations in the

linearized mathematical model context. The unknown parameters in equation
(3-25) are the corrections to station positions and velocities, X , and the

corrections to the nominal values of the transformation parameters,T, , and their

corresponding rates from ITRF to a particular TRF frame at epoch t, .

As discussed in Chapter 2, the estimated parameters cannot be computed directly
since the normal matrix of a single adjustment for all ITRF parameters is
rank-deficient. Constraints, either fixed or stochastic, have to be applied to

provide independent equations for inverting the normal matrix.

3.3 Combined reference frame solution through station state vectors and
preferred observation functionals

This section aims to introduce a preferred observation functionals formulation
based on the strength of different space geodesy techniques with three variations.
Their solutions will be carried out using generalized condition equations. We will
also describe a formulation which uses station state vectors. This formulation is

solved using minimum constraint and the solution results are used for comparison.

3.3.1 State vectors formulation

The transformation between ITRF and TRFs station state vectors is assumed to be
an extended 3D similarity transformation by taking into account of the time
dependent changes in the station positions including the ITRF at different epochs
and thus, the 14-parameter transformation model is formulated and described in

Chapter 2. Since the generated normal equations are of rank defect by 14, a
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minimum constraint solution for the state vector (SV) formulation can be obtained
by fixing 7 position vector components of co-located stations and 7 velocity

vector components in equation (3-25).

3.3.2 Preferred observation functionals approach based on the strength of the
techniques

As compared to the existing coordinate-based ITRF solution formulation, the
following preferred observation functionals (POF) formulation is proposed. The
formulation uses SLR station state vectors recognizing the fact that SLR satellite
orbits are referenced dynamically to the center of mass of the Earth which
provides position information referenced to the center of mass of the Earth in
addition to the accurate Earth orientation information. The VLBI system, being
purely geometric, provides accurate earth orientation information and baseline
vectors. Although GPS shares the SLR system properties, the accuracy of station
positions in vertical is significantly lower than the horizontal counterparts.
Moreover, GPS solutions make use of the long term EOP provided by VLBI
solutions and hence, creating a strong correlation between the two technigues.
Under these circumstances, the only independent observations that GPS provides

is the baseline lengths and their rates.

To investigate the effect of the duplicate information on the ITRF solution, the

following variations in the mathematical formulation are considered in this study:

1 — GPS station state vectors are replaced by GPS derived baselines and baseline

rates which are not sensitive to the changes in the orientations and origin of the
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GPS-based reference frames.

2 — GPS baseline vectors are used which are insensitive to the origin of the
GPS-based reference frames but allowing duplication of EOP information from

VLBI technique.

3 — GPS station state vectors are used which allow the use of inaccurate
coordinate system information with their corresponding weights for the ITRF

solution.

In solving the alternative formulations, it is recognized that all the unknown
parameters of the solution parameters can be treated as observations with
appropriate weights in the context of generalized condition equations [Mikhail,
1976; Uotila, 1997]. In this least square solution method, the most up-to-date
ITRF station state vectors and the 3D conformal transformation parameters are
considered as observations to be adjusted rather than as unknown parameters to be
solved for, since some of the parameters along with their covariance matrix are

available a-priori from the most recent ITRF solution (ITRF97) in this study.

The corresponding mathematical and statistical models are derived in the

following sections.
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3.3.2.1 Mathematical model based on the strength of different techniques

Mathematical model for Satellite Laser Ranging (SLR) based data
Because the orbits of the SLR system satellites are referenced accurately to the
center of mass of the Earth, it is desirable to have the origin of the ITRF solution

to be defined by the SLR, which can be achieved by setting the translation T,
and their rates Tk to zero for the TRF frames realized by SLR technique in

equation (2-12). The following condition equations establishes the relationships

between the ITRF and the SLR that gives accordingly,

{X:TRF + (tk _tO)XIiTRF + (tSLR _tk)XéLR + (Dk + RVLBI )XIiTRF N X;LR =0 (3'26)

XIiTRF +(Dk + RVLBI)XIiTRF - X;LR =0
where R, is the rotation between the SLR and VLBI TRFs since the

orientation of the ITRF is defined by VLBI baseline vectors as discussed in the

following section.

Mathematical model for Very Long Baseline Interferometry (VLBI) based
data

The VLBI provides accurate earth orientation information and baseline vectors but
VLBI observations, being purely geometric, do not contain any information about
the Earth’s center of mass. We therefore formulate VLBI measurement
contributions accordingly as a function of their observables (i.e. baseline vectors
between station i and station j along with their respective velocities at the same
epoch t.) using equation (2-12) and thus it gives

(3-27)

{AX :jTRF + (tk _to)AX :jTRF + (tVLBI _tk )Ax\i/jle + DkAX :jTRF - Ax\i/jLBI =0
AX II!I'RF + DkAX |”TRF _AX\I/JLBI =0
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This formulation does not include any translation parameters because the baseline
vectors do not contain any information about the origin of the reference frame.
Also, no rotation parameters appear between the VLBI and the combined
reference frame, because VLBI is chosen to define the orientation of the ITRF.
Meanwhile, the simultaneously observed baseline vectors must be non-trivial, i.e.
independent of each other; otherwise, the generated design matrix will be

rank-deficient.

Mathematical model for Global Positioning System (GPS) based data

Although the GPS technique is excellent for relative positioning with high
precision, absolute station position information cannot be determined very
accurately. Moreover, current GPS orbit solutions require the use of a-priori Earth
orientation Parameter (EOP) provided by the VLBI. As a result, the GPS station
state vector estimates are highly correlated with those from VLBI measurements,
as a result of duplicate information. The following three variant formulations are

considered for investigation.

1 — GPS contributes accurate scale information in the ITRF solution realization
through baseline length measurements. Baseline lengths do not contain translation
and rotation information, therefore, the corresponding mathematical model for the
GPS baseline observation is formulated using equation (3-27) through the norm of

the baseline vector at the same epoch t,.- for simplicity and it gives,
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H[AX ITRF T (tk - to )AX TRE T (tGPS - tk )AX eps T DkAX ITRF ]T )

[AX imre T (tk - to )AX imre T (tGPS - tk )AX ops T Dk AX ITRF ]‘
) (3-28)
- HAX ops AXgps H =0

H[AX e+ DiAX e ]T [AX e + D AX ITRF]

- HAX GPST AX GPS H =0

Here, superscripts ij are omitted for a better clarity. Note that no rotation and

rotation rate parameters appear in the above equation.

2 — The second formulation utilizes GPS baseline vectors and their rates as
observations as opposed to the station state vectors. This corresponding
mathematical model is similar to equation (3-27) for the VLBI-based data, while
leaving the rotation parameters and their rates to be adjusted rather than letting

them to define the orientation. Therefore, it gives

AX :jTRF + (tk _to)AX :jTRF + (tGPS _tk)AX gPs
+D,AX :jTRF +R,AX :jTRF _Axgps =0 (3-29)
AX :jTRF + DkAX :jTRF + RkAX :jTRF — AX gps =0

3 — The third formulation makes use of equation (2-12) which leaves all the 14
transformation parameters intact but still relies on VLBI for orientations in the

estimation. Therefore, the mathematical model reads as,

XIiTRF +(tk _tO)XIiTRF +(tGPS _tk)XiGPS
+T, + (D + Ry ) X pe — Xgps =0 (3-30)
Xige T + (D +Ryg ) X e — Xgps =0
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3.3.2.2 Statistical model based on generalization
Since all the mathematical models for different based data as described in the

previous section are non-linear, they have to be linearlized accordingly.

Linearized mathematical model for SLR-based data
Taylor expansion of the equation (3-26) with respect to L5, and Lig.

respectively and retaining only the linear terms gives,

oF =1 x (t —t )I x VXSLR
sirVx,. — - VXSLR — 3x3 SLR k /" 3x3 (3_31)
aI—s|_R Lr=%x 0 - |3><3 VXSLR
L?TRF:LkI)TRF
oF
B -
ITRF ¥ X 1re 6L?TRF LZLR:LELR X 1RE
L?TRF =LkI)TRF
VX ITRF
VX ITRF (3'32)
_ (Ia + DE + R\?le) (tk _to)ls DR 0 VDk
DI? + R\k/)LBI |3 0 DR VRVLBI
VRVLBI
Wik = F(LgLR’ L?TRF (3-33)

such that BggVy = +BreVy, . +Wsg =0, where

X |bTRF 0 YA IbTRF - YI?RF
DR = YI?RF - ZIbTRF 0 X |bTRF

b b b
YA ITRF YITRF - X ITRF 0

It is noted that V, corresponds to the residual for a scale value. V

RVLBI

corresponds to the 3x1 vector of residuals for the three rotation components.
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Linearized mathematical model for VLBI-based data
Taylor expansion of the equation (3-27) with respect to L, and Li.
respectively and retaining only the linear terms gives,

V _ -1 3 (tVLBI - tk ) I 3 VAXVLBI (3_34)
Lite =Lt M 0 - |3 VAXVLBI

a b
Litre =Litrr

oF
oL

Byl Mo

oF
BITRF e B ﬂ L'?ILBI:L'BLBI e
L?TRF:LEI’TRF
V;ITRF (3'35)
2
_((|3 + DIE) (tk _tO)Ist VXITRF + AX It?I'RF 0 VDk
- \b 1iy/1 b V.
Dk I 3 X 1re 0 AX ITRF Dy
2
XITRF
WVLBI = F(L?/le ) LkI)TRF (3'36)

suchthat By gV, . +BimeVax,,. +Wue =0, where

K [t 7l 00 (3-37)
oo 1, 1y

Note that in.w and V;W in (3-35) refer to 3x1 vector of residuals for the station

positions and velocities at position i respectively.

Linearized mathematical model for GPS-based data

Since there are many terms in equation (3-28), they are grouped by and denoted as

IITRF = H[AX mre T (tk _to )AX mre T (tGPS _tk )AX eps T DkAX ITRF]T ’

[AX iTRe T (tk —t )AX iTRe Tt (tGPS —t )AX cps T Dy AX e ]‘
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I.ITRF = H[AX ITRF + DkAX ITRF ]T [AX ITRF + DkAX ITRF ]

IGPS = HAX c-;PsT AX gps H
I‘GPS = HAX GPST AX GPS H

for simplicity and better presentation.

Similarly, Taylor expansion of the equation (3-28) with respect to L%, and

L% respectively and retaining only the linear terms gives,

T
_AX gPS K
oF | ? Vix
. _ _ GPS . ors (3-38)
GPS ™ AXeps al—gps Laps =Lps s 0 AXgPsT [VAXGPSJ
L?TRF:LITRF B |
IGPS
oF
B|TRFVAX|TRF = AX rre
8LZPS Lips=L2ps
Lirre =Lire
K, Ka
ek o x| ki otk 69
ITRF ITRF
1
X itre
K sz N 1 ’ vo
ITRF + . T S T k
! V; 0 -_[AX IbTRF AX IbTRF + DEAX IbTRF AX IbTRF] Vs
2|TRF IITRF k
X ire
(3-40)

WGPS = F(Lt()aps , LtI)TRF)

such that BgpsV,x . + BimgeVax,,, +Weps =0 for the POF approach based on the

first formulation, where

1 { '
Kz - |_{(tGPs _tk )(1+ DE )AX |bTRFT + (tk _to )(tGPS _tk )AX |bTRFT + (tGPS _tk )2 AngST }

ITRF
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K, =t {(1+ DY J AX Bee '+ (t, —to )L+ D2 JAX 2o + (taps —t, L+ DY )AX@PST}

I ITRF

1 { '
K4 {(t _t (1+ D )AX ITRFT ( to)ZAX |bTRFT +(tk _to)(tGPS _tk )AXgPST}

ITRF

T .
Kg = {(1+ Db )AX |bTRF AX ITRF +( )AX IbTRF AX, ITRF +( eps ~ L )AX IbTRF AX gPS }

ITRF

The linearized GPS observation for the second formulation is similar to equation

(3-34) to (3-37). Taylor expansion of the equation (3-29) with respect to Lg,
and LS. respectively and retaining only the linear terms gives the following
generalized condition equations,

oF

Bars Meps o8
GPS

_ - |3 (tGPS _tk)|3 VAXeps (3_41)
LEps =L2ps Wlors 0 - |3 VAXGPS

a b
Litre =Litre

oF
B|TRF AXITRF aLITRF Leps—Leps AXyrre
LITRF_LITRF
V;ITRF VDk (3'42)
— [(I?: + DIE + RIE) (tk _tO)I3JK VXZITRF + (ADR 0 j VRVLBI
- . . l 1
D, + Ry I R 0 ADR) Vg
XZITRF R\/LBI
WGPS - F (LGPS ' I‘tI)TRF (3_43)

such that BgpgVax .. + BirreVax,. +Weps =0, where

AX IbTRF 0 AZ |bTRF - AY#RF
ADR = AY#RF —-AZ |bTRF 0 AX |bTRF
AZ |bTRF AYI?’RF —AX IbTRF 0
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The linearized GPS observation for the third formulation is similar to equation
(3-24). Taylor expansion of the equation (3-30) with respect to Lg,s and Li-

respectively and retaining only the linear terms gives the following generalized

- tene —t )L YV
VXGPS :( 03 (teps | K) 3](Vxepsj (3-44)
Laps =Lips — I3

condition equations,

oF

GPSV Xgps oL
GPS

5 Xeps
a
Litre =Litre

_ oF
ITRF ¥ Xi7re aLTTRF Laeps=Lkbéps X\iTrF
Lirre =Litre (3_45)
(I 3 + DIE + RIE) (tk _tO)I 3 VXITRF Ak O VTk
= b ‘b V + V
Dy +Ry I P 0 A Vs,
WGPS = F(l—?sps ) LtI)TRF) (3'46)

such that BgpgVy  + BV, +Weps =0, Where

100X IbTRF 0 VA |bTRF - YI?RF
010 YI?’RF -Z |bTRF 0 X IbTRF
001 2 |bTRF YI?’RF - X |bTRF 0

A

and V; and V, denote the seven transformation parameters and their rates

respectively.
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4. ITRF INPUT DATA AND PREPROCESSING

This chapter examines the input data through visualization of the correlation of
the a-priori covariance matrices of the space geodetic input data, basic statistical
measures, and spatial distribution of the selected stations. It also details proper

considerations before further processing of the input data.

4.1 Input data used in the study and their spatial distribution

There are a variety of stations available in the world. The longer the time span of
the observation techniques, the more stable the TRF solutions would be. Therefore,
this investigation includes TRF solutions from VLBI and SLR techniques at first

because of their long time spans.

Because of limited availability of DORIS co-located with SLR and VLBI
technique and its similar performance to GPS, DORIS measurements were
excluded in this study. Therefore, stations with three techniques (i.e. SLR, VLBI,
GPS) simultaneously occupied within a co-located site are selected for the
investigation so that those technique contribution to the final combination solution
for the new approach can be assessed. The selected stations are displayed in

Figure 4.1.

The TRF solutions used for the study are as follows (see also Table 4.1):
SLR: Six of the SLR solutions submitted for ITRF2000 solution are provided by
Australian Surveying and Land Information Group (AUS), Australia; Centro

Geodesia Spaziale, Matera (CGS), Italy; Communication Research Laboratory
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(CRL), Japan; Delft Institute of Earth Oriented Space Research (DEOS),
Netherlands; Deutshes Geodadtisches Forschungsinstitut (DGFI), Germany and

Joint Center for Earth System Technology, GSFC (JCET), NASA, USA.

VLBI: Three VLBI solutions submitted for ITRF2000 solution are provided by
the Geodetic Institutes of the University of Boon (GIUB), Germany; the Goddard
Space Flight Center (GSFC), NASA, USA and the Shanghai Astronomical

Observatory (SHA), China.

GPS: Six of the GPS solutions submitted for ITRF2000 solution are provided by
the Center for Orbit Determination (CODE) in Europe; GeoForschungsZentrum
Potsdam (GFZ), Germany; International GPS Service (IGS) by Natural Resources
Canada; Jet Propulsion Laboratory (JPL), USA; University of Newcastle upon
Tyne (NCL), England and National Oceanic and Atmospheric Administration

(NOAA), USA.

Table 4.1 Summary of solutions used for the TRF combination investigation

Technique AC Solution Data Span No. of No. of Constraints
Stations ~ Stations Applied
Original Used
VLBI (GIUB) 00 R 01 1984 -1999 51 14 Loose
(GSFC) 00 R 01 1979 -1999 130 22 Loose
(SHA) 00 R 01 1979 -1999 127 22 Loose
SLR (AUS) 00 L 01 1992 -2000 55 13 Loose
(CGS)ooL 01 1984 -1999 94 12 Loose
(CRL)00 L 02 1990 -2000 60 14 Loose
(DEOS) 00 L 05 1983 -1999 91 12 Loose
(DGFI) 00 L 01 1990 -2000 43 11 Removable
(JCET) 00 L 05 1993 -2000 48 15 Loose
GPS (CODE) 00 P 03 1993 2000 160 15 Minimum
(GFZ) 00 P 01 1993 -2000 98 13 Minimum
(IGS) 00 P 46 1996 —2000 179 13 Minimum
(JPL)0O0 P01 1991 -2000 112 12 Minimum
(NCL) 00 P01 1995 -1999 90 13 Minimum

(NOAA) 00 P 01 1994 —2000 165 12 Removable
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Figure 4.1 Spatial distribution of 14 co-located sites (with VLBI, SLR and GPS)

4.1.1 Space geodesy techniques solutions and local ties

In this section, the input covariance matrices of the space geodetic solutions and
local ties are described. Plot of the correlation matrices together with basic
statistics are made so as to gain a better understanding of the precision and
correlation within a space geodetic technique solution (TRF) or a technique.

Description about the local tie is also provided.

4.1.1.1 Input covariance matrices for the VLBI data

The original covariance matrices for VLBI corresponding to the three-dimensional
Cartesian coordinates (x,y,z) along with their respective velocities (X,Y,2)
were computed from the VLBI analysis centers. The covariance matrices, X .,

for the required stations are extracted for this study, which is in the following

format:

z“obs = [ ZC ZCV J (4'1)
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where X., X, and X, correspond to the covariance matrix for the

coordinates, the covariance matrix for the velocities, and the covariance matrix

between the coordinates and velocities vectors.

The average standard deviation for the XYZ coordinate, o,, and velocity

components, o, , are computed as follows:

tr(/diag (=) @2

mean(o, ) = n
mean(o,) = tr(— “di:g(z\’)) (4-3)

where n is the number of stations and tr(,/diag (Z)) represents the trace or the

sum of the square root of variances in the diagonal of a covariance matrix.

GIUB TRF Solution (VLBI)
~ T T T “ﬂ_" T T T T

Figure 4.2 Plot of correlation matrix for GIUB TRF Solution (VLBI)
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Figure 4.3 Plot of correlation matrix for GSFC TRF Solution (VLBI)

1 10 19 28 37 46 55 64 73 82 91 100 109 118 127

Figure 4.4 Plot of correlation matrix for SHA TRF Solution (VLBI)

Figures 4.2 to Figure 4.4 show the correlation matrices. They display high
correlation among the station positions and velocities respectively. On the contrary,
they present low correlation between the position and velocity vectors. The
difference in the pattern of those correlation matrix plots is due to different
processing strategies made by each individual analysis center.

The summary statistics for the precision of station positions and velocities is also
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given in Table 4.2 and 4.3 respectively. Overall, the average precision of the
station positions and velocities of the VLBI-based TRF solutions are at a meter
and centimeter/year level respectively. The precision of VLBI GSFC TRF
solutions is relatively more diverse than the other VVLBI solutions because the
constraints for the estimation of positions and velocities are applied more loosely

for some particular stations along with their respective velocities.

Table 4.2 Summary statistics for the input VLBI covariance matrices for station positions (in m)

A/C Solutions ~ Min (o) Max (o) Mean (o, ) Median (o, )
GluB +1.395 +1.399 +1.397 +1.396
GSFC +0.854 +6.337 +1.896 +0.856

SHA +0.873 +1.272 +0.954 +0.884

Table 4.3 Summary statistics for the input VVLBI covariance matrices for station velocities

(in m/year)

AJC Solutions Min (o) Max (o) Mean (o, ) Median (o)
GlUuB 1+0.014 10.016 +0.015 1+0.014
GSFC +0.087 +0.764 +0.219 +0.088
SHA +0.010 +0.100 +0.031 +0.011

4.1.1.2 Input covariance matrices for the SLR data

The original covariance matrices for SLR follow the same arrangement as in the
case of VLBI (Figure 4.5 to Figure 4.10). In general, high correlation values
within the correlation matrix plot are randomly appeared for a TRF without
specific pattern, because of different processing strategies from different analysis
centers. They also present low correlation between the position and velocity
vectors, except DEOS TRF solution that displays relatively high correlation in

reverse sense.
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Figure 4.5 Plot of correlation matrix for AUS TRF Solution (SLR)
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Figure 4.6 Plot of correlation matrix for CGS TRF Solution (SLR)
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DGFI TRF Solution (SLR)
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Figure 4.7 Plot of correlation matrix for DGFI TRF Solution (SLR)

1 7 13 19 25 31 37 43 49

Figure 4.8 Plot of correlation matrix for CRL TRF Solution (SLR)
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Figure 4.9 Plot of correlation matrix for DEOS TRF Solution (SLR)
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Figure 4.10 Plot of correlation matrix for JCET TRF Solution (SLR)
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The summary statistics shown in the Table 4.4 and 4.5 give a diverse level of
precision among different TRF solutions. The precision of the station positions
and velocities range from less than a millimeter to meter level and less than a
millimeter/year and a meter/year level respectively. The precision of the positions
are generally lower than the velocities counterpart, except for the DEOS TRF

solutions.

Table 4.4 Summary statistics for the input SLR covariance matrices for station positions (in m)

A/C Solutions Min (o,) Max (o, ) Mean (o, ) Median (o, )
AUS +0.135 +0.999 +0.464 +0.284
CGS +0.001 +0.119 +0.019 +0.008
DGFI +0.000 +0.002 +0.001 +0.001
CRL +1.970 +4.642 +3.707 +3.920

DEOS +0.007 +0.064 +0.019 +0.014
JCET +0.016 +1.042 +0.136 +0.089

Table 4.5 Summary statistics for the input SLR covariance matrices for station velocities

(in m/year)

AJC Solutions Min (o) Max (o) Mean (o, ) Median (o)
AUS +0.038 +0.996 +0.297 10.094
CGS +0.000 +0.019 +0.003 +0.001
DGFI +0.000 +0.001 +0.001 +0.001
CRL +0.197 +0.469 +0.371 +0.392

DEOS +0.061 +0.140 +0.102 +0.107
JCET +0.003 +0.124 +0.021 +0.013

4.1.1.3 Input covariance matrices for the GPS data

Figures 4.11 to Figure 4.16 show the correlation matrices for TRF solutions
realized by GPS technique. They show low correlation between the coordinates
and velocities vectors in general, except CODE TRF solution. The pattern for the
high correlation among station positions or those in the station velocities is not

apparent in general.
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Figure 4.11 Plot of correlation matrix for CODE TRF Solution (GPS)

GFZ TRF Solution (GPS)
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Figure 4.12 Plot of correlation matrix for GFZ TRF Solution (GPS)
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IGS TRF Solution (GPS)
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Figure 4.13 Plot of correlation matrix for IGS TRF Solution (GPS)

JPL TRF Solution (GPS)

Figure 4.14 Plot of correlation matrix for JPL TRF Solution (GPS)
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NCL TRF Solution (GPS)

=\

Figure 4.15 Plot of correlation matrix for NCL TRF Solution (GPS)

NOAA TRF Solution (GPS)
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Figure 4.16 Plot of correlation matrix for NOAA TRF Solution (GPS)

Table 4.6 and Table 4.7 display the summary statistics for the precision of the
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station positions and velocities. Both tables present the precision of both the
station positions and velocities of the GPS-based TRF solutions, which are at or
below millimeter and millimeter/year level respectively, are higher than those
VLBI-based and SLR-based TRF solutions. This indicates the input covariance
matrices for the GPS data may be overestimated. Again, the precision for the

positions are generally lower than the velocity counterparts.

Table 4.6 Summary statistics for the input GPS covariance matrices for station positions (in m)

A/C Solutions Min (o,) Max (o, ) Mean (o, ) Median (o, )
CODE +0.000 +0.001 +0.000 +0.000
GFz +0.006 +0.115 +0.019 +0.011
IGS +0.002 +0.004 +0.003 +0.003
JPL +0.000 +0.001 +0.000 +0.000
NCL +0.001 +0.004 +0.001 +0.001
NOAA +0.000 +0.000 +0.000 +0.001

Table 4.7 Summary statistics for the input GPS covariance matrices for station velocities

(in m/year)
AJC Solutions Min (o) Max (o) Mean (o, ) Median (o)
CODE +0.000 +0.000 +0.000 +0.000
GFz +0.002 +0.013 +0.005 10.004
IGS +0.001 +0.003 +0.002 +0.002
JPL +0.000 +0.000 +0.000 +0.000
NCL +0.001 +0.002 +0.001 +0.001
NOAA +0.000 +0.000 +0.000 +0.000

4.1.2 Local ties for co-located sites

The local ties, which are precisely surveyed in three dimensions using classical
surveying method and GPS technique by national geodetic agencies, provide a
link between those geodetic markers or monument realized by different space
techniques within a co-located site. Typical distance between geodetic markers in
a co-located site is of the order of few hundred meters. Normally, it is available in

the form of coordinate differences together with their precisions.
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4.2 Considerations for the preprocessing of the input data

Different analysis centers have their own way to realize their respective TRF
solutions through three types of constraints as explained. Current ITRF solutions
remove the datum constraints from all TRF solutions and re-apply minimum
constraints to all of them again as explained in Chapter 2. However, these
constraints were not clearly reported in the SINEX files. Even if they are reported,
the recovery of unconstrained normal equations sometimes fails due to numerical
computation problem. For example, GSFC and SHA solutions cannot be properly
deconstrained to recover the original normal equations (DGFI Annual Report
2003). Hence, all the datum constraints are retained along with their respective
covariance matrices as provided in this study. In fact, this approach is, in reality,

more appropriate since datum constraints are part of the TRF solution realization.

From the published ITRF2000 results, most values of the transformation
parameters between TRFs and ITRF are at a few millimeters level, except for
those between VLBI TRFs and ITRF, which displays apparent offset (especially in
the translation). This implies that those TRFs, which are not being to VLBI
technique, are not much different from the ITRF. Accordingly, one could regard
all TRFs within the same technique as one frame for the inter-technique
combination. In other words, only 14 parameters of the 3D Helmert
transformation with rates between the frame of each technique and the combined
frame (ITRF) needs to be computed during the inter-technique combination
instead of all the transformation parameters between TRFs and the ITRF. The

same can be applied to VLBI TRFs either by taking the difference such that the
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definition of origin vanishes (which is utilized in the new approach) or applying

an appropriate transformation before usage.

Local ties employed in the ITRF2000 combination are being used for connecting
TRFs from different techniques together, as different techniques are occupied in
different physical monuments within a co-located site. Since direct propagation to
a common station within a co-located site allows explicit assessment on the
contribution of each technique, local ties have to be shown in agreement with the
previous ITRF version. It was found that the differences are at or below a

centimeter level for each XYZ coordinate component.

Thus, station positions of different individual TRF within a co-located site can be
propagated to a common station using local tie measurements given the validation
of local ties. All the local ties within selected co-located sites are utilized. Details

implementation for the combination solutions will be illustrated in Chapter 5.
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5. POST-PROCESSING STRATEGY AND RESULT

This chapter gives an overview of the post-processing procedures taken to ensure
good quality of the final combination solution. The comparison of the outcome
solution from the new approach to both the minimum constraint solution from

state vector formulation and the ITRF2000 solution realization is made.

5.1 Outlier detection

Residuals reflect the amount of discrepancy between the observed and adjusted
values that remains during the iteration or after the process of the estimation.
Inspection of the residuals is essential, as outliers contaminated in the observation

impair the precision of the estimates.

In the context of ITRF combination, there are two approaches in handling the
influential data. The normalized residual (i.e. raw residual divided by its original
observation standard deviation) has been utilized together with a pre-set threshold
value of 4 [Altamimi et al., 2002b]. Another approach makes use of the spherical
position differences with a specified threshold together with the normalized value
(i.e. the spherical position differences divided by their standard deviation) as a
second indicator [Angermann et al., 2004a]. However, none of them give explicit

statistical evaluation of the residuals.

Assume normally distributed residuals, with V ~ N(O,aozP‘l), the following

statistic (Studentized residuals) is t-distributed [Belsley, 1980; Snow, 2002].
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po Vi (5-1)
beiQ),

where subscript jj denote the jth diagonal element of the cofactor matrix Q, for

the residuals. This statistic was used to detect the outliers during the variance
components estimation at 0.01 significance level after the fourth iteration. Except

for two velocity component residuals, no outliers were detected.

5.2 Variance components estimation in combining heterogeneous data

Given the varying quality of the input data sets from different TRF, an iterative
variance components estimation algorithm of Helmert type is used to calculate
appropriate variance components for weighting the data sets iteratively to obtain

the final combination solution.

5.2.1 Variance components estimation for the observation equation
formulation
This variance components estimation was classically derived by Helmert (1924).

Relevant formulas are provided as below [Boucher et al., 1999]:

Given the linear model in (3-6) with k sets of independent heterogeneous data sets
and their corresponding variance of unit weights, the weight matrix is expressed

as

(5-2)

0 0 - o235t
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where
ol refers to the variance component of data set k
e refers to the inverse of the covariance matrix of data set k

The variance components estimation of the Helmert type based on observation

equations is estimated using,

So?=W (5-3)
kxk kx1 kx1
where
n —2tr(NN)+tr(N'N,)?, i=j
_[m AN NN = ) -
tr(NN;NTN;) i = ]
6=y Gp  Gg) (5-5)
W = (\/1T PV; VzT PV, - VkT PVi )T (5-6)
N=A"PA N, =A"PA (i=1..,k) (5-7)
The equation (5-3) could be simplified to
~ ViT PiVi
Gg = (5-8)
n, —tr(N—N;)
by assuming that all the variance components are equal, that is;
6021 = 6'022 == 602k (5-9)

where n, is the number of observations, P, is the weight matrix and A is the

design matrix of a particular dataset i.

The iteration is performed until variance components, o, for their respective

cofactor matrices converge to 1. The rescaling of the cofactor matrices during the
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iteration process could be described as,

Q" = ﬁ 6-02i(n)Qi (5-10)

n=0
where n refers to the iteration at which they belong to, m refers to the number of

iteration, and Q, is the cofactor matrix for a particular dataset i.

5.2.2 Variance components estimation for the generalized condition equation
formulation

The variance components estimation for the Helmert’s “conditioned observation
equations with unknowns which are known a-priori” has been derived by Yu
(1996) based on maximum likelihood estimation. The solution is equivalent to the

variance components estimation based on generalized condition equations.

Given the generalized condition equation model in (3-16) with two sets of
independent heterogeneous datasets,

BV, +B,V, +W =0 (5-11)
together with the corresponding weights

P = 0'02121‘1 and P, = 0'52251

The M matrix of the generalized equation could be expressed as,

M =B,PB/ +B,P,B] =M, + M, (5-12)

The least squares solution for the residual vectors V, and V, are
V, =-P'B/ MW (5-13)

V, =—P,'BJM "W (5-14)
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The covariance matrix of V, is

2 P—l 0 BT
5, =P 'B/M (B, B,| ™" BVECY-E
V., 1 1 ( 1 2{ 0 ngpz_]_ B;’ 11

= Jélpl_lBlT M _1M1M _1Blpl_1 + 652 Pl_lBlT MM ,M _lBlpl_l

Thus,
E(VlT PlV1) = tr{Pl ’ E(VlvlT )}
='[I’(P12V1)
=tr(RP'B/M MM "B ")y
+tr(RR'B/M*M,M~B,R)og,
=tr(M *"M,M *M,)c, +tr(M *M,M *M,)c{,
Similarly,

E(V, PV,) =tr(M*M,M *M,)o?, +tr(M *M,M *M,)c,
Rearrangement of equation (5-16) and (5-17) in matrix form gives,

S6* =W

2x2 2x1 2x1

where

s =( tr(M*M,)2  tr(M MM -1|v|2)j
tr(M*M,M*M,)  tr(M*M,)?
~2\T

A2 a2
0" =(0y Oy

W = (VlT P1V1 VzT szz)T

(5-15)

(5-16)

(5-17)

(5-18)

(5-19)

(5-20)

(5-21)

Extending this solution to k sets of independent heterogeneous datasets results in

the following expressions:

S62=W

kxk kx1 kx1

where

_{ tr(MM,)2,i= j
DT lr(M MM M) i

(5-22)

(5-23)
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62 =(65 64 - GL) (5-24)
W = (VlT RVi VzT PV, - VkT RVi )T (5-25)
The equation (5-22) could be simplified to

)
G2 =tV Evi (5-26)
tr(M~M,)

by assuming that all the variance components are equal using equation (5-9).

5.3 Result and analysis

In the light of earlier discussions, combination process is carried out as follows:

1. The station positions of different individual TRF within a co-located site are
propagated to a common station using local tie measurements which are assumed
to be errorless. No corrections are applied to the station velocities within the

co-located site because of the proximities.

2. The input covariance matrices are rescaled using their given estimated variance
components calculated from earlier TRF solutions for the initial weight

assignment.

3. Since an a priori ITRF datum has to be defined in the ITRF system through the
nominal values (as given by the a-priori known ITRF97 solution), the covariance
matrix for ITRF97 solution is multiplied by factor of “9” (i.e. 3o) so as not to
make them too dominative in both the state vectors and the preferred observation
functionals approach initially. The transformation parameters extracted from

ITRF97, which is utilized initially in the new approach, are averaged because this
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study regards TRFs within the same technique as one frame for the inter-technique
combination as mentioned in section 4.2. Their corresponding variances for the
transformation parameters are done in a similar fashion. Hence, only 14
parameters of the 3D Helmert transformation with rates between the frame of each

technique and the combined frame (ITRF) are given in the result.

4. The above processed input is put into the linearized equations for estimation.
The variance components are estimated so as to re-weight their respective data
sets iteratively to obtain the final combination solution. Outlier detection process
is also being carried out after a few numbers of iteration. Iteration is stopped until
the variance component of the global combination and all other variance

components converge to unity.

Therefore, the combination solution obtained from the preferred observation
functionals formulations are subsequently compared to the minimum constraint
solution obtained from state vector formulation since both solutions use the same
data. A comparison between solution based on the new formulation and the
official ITRF2000 solution is also made to further assess the new solution’s

impact on the station position and velocity estimates.

5.3.1 Analysis of the quality of the estimates for the preferred observation
functionals approach

The resulting estimates based on State Vectors (SV) formulation and Preferred
Observation Functionals (POF) approach are compared using the individual

technique residuals, the correlation matrix for the station position and velocity
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estimates, the precision of the station position and velocity estimates for the POF
approach against the SV formulation, and the estimated transformation parameters.
Three different POF solutions, where their difference is solely based on the

variants of the GPS formulations, are abbreviated as

1. POF with GPSBL, the POF solution with GPS Baseline Lengths as

observations;

2. POF with GPSBV, the POF solution with GPS Baseline Vectors as

observations;

3. POF with GPSSV, the POF solution with GPS State VVectors as observations.

Analysis of the individual technique residuals

The residuals based on state vectors and POF formulations are given in Appendix
Al. Figure Al.1 to Figure Al.6 displays the plots of residuals for each technique
estimated using SV formulation. While the residuals for the positions from GIUB
and SHA TRF are at or below centimeter levels, those from GSFC gives
comparatively larger residuals than the other but they are not deleted due to its
corresponding low precision. Similar situation is shown in the velocity
counterparts (Figure Al1.1 and Al.2). Except for CRL and JCET TRF, the residuals
for the position and velocities of SLR TRFs are at centimeter and centimeter/year
levels. The SV residuals for GPS TRFs, which are at or below centimeter and
centimeter/year levels for both position and velocity residuals respectively, are

smaller than the SV residuals of the VLBI and SLR. This indicates that the GPS
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data dominates the combined solution.

The residuals generated from the POF approach exhibit similar properties to those
obtained from SV formulation, but the magnitude of residuals for the POF
approach are much less than those obtained from the SV formulation (Figure Al1.1

to Figure Al.24).

When the three formulations from the POF approach are inter-compared, all
residuals for SLR and VLBI TRFs are comparable to each other. However, the
residuals for GPS TRFs based on the POF with GPSBV formulation are the

smallest among the POF solutions (Figure AL1.7 to Figure Al1.24).

Analysis of the correlation matrix for the estimates

Figure 5.1 to Figure 5.4 show the contour plot of the correlation matrices for the
estimates (i.e. both the station position and velocity estimates, and the
transformation parameters) for different combination solutions. The upper left
represents sub-correlation matrix for the station position and velocity estimates,
while the lower right gives the sub-correlation matrix for the transformation
parameters. The other two sides give the correlation between the station and
transformation parameter estimates. The uneven size of the correlation matrices
among different results is due to different number of transformation parameters

being estimated as explained in Section 3.3.2.

From the figures, both solutions generated from the SV formulation and the POF

approaches present a low correlation between station and transformation
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parameter estimates. The correlations amongst the station position and velocity
estimates and amongst the transformation parameters, in general, are low for all
the solutions. If comparison among different solutions in terms of correlation is
required, the solution from POF with GPSBL gives a better correlation matrix for
the estimates since the high correlation value is much more concentrated on the
diagonals of the correlation matrix, while other solutions spread more on the
diagonals. This is owing to the use of only GPS baseline lengths as observations

in the POF with GPSBL solution.
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Figure 5.1 Plot of correlation matrix for the combination solution (SV formulation)
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Figure 5.2 Plot of correlation matrix for the combination solution (POF with GPSBL formulation)

Figure 5.3 Plot of correlation matrix for the combination solution (POF with GPSBYV formulation).
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Figure 5.4 Plot of correlation matrix for the combination solution (POF with GPSSV formulation)

Analysis of the station state vector and transformation parameter estimates
for the POF formulations against the SV formulation

Table 5.1 to Table 5.4 shows the precision of the station position and velocity
estimates for both the SV formulation and the POF solution approach. The
precision of the station positions for the SV formulation are at a few or even
above centimeter level, while those estimated from the POF approach are at or
below a centimeter level. Their velocity counterparts are at a few millimeter levels
for both the SV formulation and the POF approach. The difference can be
explained by the use of additional information used in the solution of the POF

formulations.

The solution obtained from the POF with GPSBYV comparatively achieves a better

station position and velocity estimates than the other formulation in terms of
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precision overall as shown in Table 5.1 to Table 5.4. The actual position and

velocity difference against ITRF2000 solution are compared in section 5.3.3.

Table 5.1 Precision of the station position and velocity estimates for the state vectors formulation
(SV formulation)

O, O, O

DOMES ID om o,m o,(m) x y 2
(m/year) (m/year) (m/year)

100025001 7835 0.018 0.028 0.018 0.001 0.001 0.001
105035001 7805 0.016 0.015 0.017 0.001 0.001 0.001
12717M001 7543 0.020 0.032 0.017 0.002 0.001 0.002
127345001 7939 0.019 0.028 0.017 0.001 0.001 0.001
14201S002 7834 0.017 0.022 0.017 0.001 0.001 0.001
40104M003 7410 0.077 0.028 0.049 0.002 0.002 0.001
40405M013 7288 0.090 0.059 0.055 0.002 0.002 0.002
40440M001 7091 0.077 0.027 0.050 0.002 0.002 0.001
40442M008 7850 0.095 0.049 0.060 0.002 0.002 0.002
40451M105 7105 0.083 0.030 0.053 0.002 0.002 0.001
40497M001 7110 0.092 0.060 0.057 0.002 0.002 0.002
40499M002 7295 0.093 0.038 0.061 0.002 0.002 0.002
41705M004 7404 0.085 0.080 0.067 0.002 0.002 0.002
501035007 7843 0.010 0.121 0.066 0.002 0.003 0.003

RMS value 0.067 0.052 0.048 0.002 0.002 0.002

Table 5.2 Precision of the station position and velocity estimates for the preferred observation
functionals approach (POF with GPSBL formulation)

O O, o

DOMES ID o, (m o, (m o, (m X y 2
«(m) () : (M) (mlyear)  (mfyear)  (mlyear)
10002S001 7835 0.005 0.005 0.005 0.001 0.001 0.001
105035001 7805 0.007 0.006 0.008 0.001 0.001 0.001
12717M001 7543 0.010 0.006 0.009 0.002 0.001 0.002
12734S001 7939 0.006 0.005 0.005 0.001 0.001 0.001
14201S002 7834 0.005 0.005 0.005 0.001 0.001 0.001
40104M003 7410 0.007 0.006 0.007 0.001 0.001 0.001
40405M013 7288 0.007 0.009 0.011 0.001 0.001 0.001
40440M001 7091 0.007 0.006 0.009 0.001 0.001 0.001
40442M008 7850 0.005 0.005 0.005 0.001 0.001 0.001
40451M105 7105 0.005 0.005 0.005 0.001 0.001 0.001
40497M001 7110 0.005 0.005 0.005 0.001 0.001 0.001
40499M002 7295 0.007 0.008 0.007 0.001 0.002 0.001
41705M004 7404 0.035 0.033 0.025 0.002 0.002 0.002
501035007 7843 0.005 0.005 0.005 0.001 0.001 0.001

RMS value 0.011 0.011 0.009 0.001 0.001 0.001
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Table 5.3 Precision of the station position and velocity estimates for the preferred observation
functionals approach (POF with GPSBV formulation)

DOMES D o, m o,Mm o,(m) O %y o
(m/year) (m/year)  (m/year)

100025001 7835 0.005 0.005 0.005 0.001 0.001 0.001
105035001 7805 0.006 0.005 0.005 0.001 0.001 0.001
12717M001 7543 0.006 0.005 0.005 0.002 0.001 0.001
127345001 7939 0.006 0.005 0.005 0.001 0.001 0.001
14201S002 7834 0.005 0.005 0.005 0.001 0.001 0.001
40104M003 7410 0.005 0.005 0.005 0.001 0.001 0.001
40405M013 7288 0.005 0.006 0.005 0.001 0.001 0.001
40440M001 7091 0.005 0.005 0.005 0.001 0.001 0.001
40442M008 7850 0.006 0.005 0.005 0.001 0.001 0.001
40451M105 7105 0.005 0.005 0.005 0.001 0.001 0.001
40497M001 7110 0.005 0.006 0.005 0.001 0.001 0.001
40499M002 7295 0.006 0.007 0.006 0.001 0.002 0.001
41705M004 7404 0.007 0.006 0.006 0.002 0.002 0.001
50103S007 7843 0.006 0.005 0.006 0.001 0.001 0.001

RMS value 0.006 0.005 0.005 0.001 0.001 0.001

Table 5.4 Precision of the station position and velocity estimates for the preferred observation
functionals approach (POF with GPSSV formulation)

DOMES D o,m o,m o,(m) Ox Oy o,
(mlyear)  (mf/year)  (mlyear)

10002001 7835 0.006 0.006 0.006 0.001 0.001 0.001
10503S001 7805 0.007 0.006 0.006 0.002 0.001 0.001
12717M001 7543 0.007 0.006 0.006 0.002 0.002 0.002
127345001 7939 0.007 0.006 0.006 0.001 0.001 0.001
14201S002 7834 0.007 0.006 0.006 0.001 0.001 0.001
40104M003 7410 0.006 0.006 0.006 0.001 0.001 0.001
40405M013 7288 0.006 0.007 0.006 0.002 0.002 0.002
40440M001 7091 0.006 0.006 0.006 0.001 0.001 0.001
40442M008 7850 0.007 0.006 0.006 0.002 0.001 0.001
40451M105 7105 0.007 0.006 0.006 0.002 0.001 0.001
40497M001 7110 0.006 0.007 0.006 0.002 0.001 0.001
40499M002 7295 0.007 0.008 0.007 0.002 0.002 0.002
41705M004 7404 0.008 0.007 0.007 0.002 0.002 0.002
501035007 7843 0.006 0.006 0.007 0.002 0.002 0.002

RMS value 0.007 0.006 0.006 0.002 0.001 0.001

Table 5.5 to 5.8 shows the results of 3D Helmert transformation parameters with
rates for the combination solution obtained from the SV formulation and the POF
approach respectively. The magnitude of the translation parameters between VLBI
frame and ITRF obtained from the SV formulation are comparatively large. The

precision of transformation parameters between SLR frame or GPS frame and
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ITRF are lower than those between VLBI frame and ITRF (Table 5.5). This result
implies that ITRF solution is not well aligned with the SV VLBI frame, which is

not desirable.

Table 5.5 Results of 3D Helmert transformation with rates for the SV formulation

Parameter VLBI SLR GPS
T, ® -868+75396 -237 + 249 -196 + 249
T, ® -89.46 + 75004 027 + 568 143 + 568
T, ® 4363 +74664 325+ 354 135+ 354
S P 6610+ 482 -314+ 481 072+ 481
R,© 7951 + 2791 -028+ 541 -013 + 538
R, © -411+ 1854 241+ 237 165+ 230
R, © 2653 + 1087 -346 + 809 -425% 805
T, % -112+ 1104 -007 + 011 -020 + 011
T, ® -1184 = 1105 009 + 015 -005* 0.14
T,® 619+ 1085 073+ 017 047 = 0.6
S P 920+ 024 -019+ 024 020+ 022
R, ® 1100 + 449 017 + 016 010 + 013
R,© 016+ 305 033+ 019 052% 016
R,© 403+ 337 010+ 030 034z 020

z
& Units are cm for the translations and cm/yr for their rates
® Units are ppb (10°®) for the scale and ppb/yr for its rate
¢ Units are cm for the rotations and for cm/yr for their rates (i.e. the
rotation in radians is multiplied by the radius of the Earth)

Due to the nature of the POF formulations, no values are given for particular
transformation parameters as shown in Table 5.6 to Table 5.8. The magnitude of
the transformation parameters generated from the POF approach is generally
smaller than those obtained from the SV formulation, except for the translation
rate parameters in Y and Z component obtained from POF with GPSSV
formulation. This is because the origin and their rates of the ITRF are chiefly
defined by SLR technique but not both SLR and GPS technique; hence those two

parameters are adjusted accordingly based on the origin of the ITRF as defined by
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SLR technique. Their precision counterparts for those three POF formulations are

higher than those obtained from the SV formulation.

Table 5.6 Results of 3D Helmert transformation with rates for POF with GPSBL formulation

Parameter VLBI SLR GPS
T ® -t - -t - -+ -
T, ° —+ - - -+ -
T, ® -+ - -+ - -t -
S® 094+ 764 063+ 071 152+ 080
R, ° - - -012 £ 069 -+ -
R, ° -t - 034+ 07 -+ -
R, ° - % - 059 £ 097 -+ -
T ® -+ - -+ - —+ -
T, ® — - —x - -+ -
T, ® _ - _ - -+ -
§ 5 023+ 096 004+ 015 034+ 021
R, © -1 - 004+ 013 -+ -
R, ° — — 026+ 011 -t -
R, ° - - 024+ 023 -+ -

z
Units are cm for the translations and cm/yr for their rates
® Units are ppb (10°®) for the scale and ppb/yr for its rate
¢ Units are cm for the rotations and for cm/yr for their rates (i.e. the
rotation in radians is multiplied by the radius of the Earth)




Table 5.7 Results of 3D Helmert transformation with rates for POF with GPSBV formulation

Parameter VLBI SLR GPS
T ® -t - -t - -+ -
a
T, -+ - -+ - -+ -
-I-Z a -+ _ -+ _ — + —_
S 142+ 812 -118% 076 117 £ 0.76
R, © - - -046 £ 076 -024 + 056
R, ° -t - 048 + 078 -129% 0.56
R, ° - % - 009+ 103 -0.76 + 061
T ® - - — - -+ -
T, ® — - —x - -+ -
T, ® _ - _ - -+ -
§ P 027+ 103 003+ 017 006 + 0.7
R, © -1 — 001+ 015 -0.05% 0.12
R, ° ~+ - 020+ 016 003+ 013
R, ¢ — % — 017 + 027 009 + 014

Z

Units are cm for the translations and cm/yr for their rates

® Units are ppb (10°®) for the scale and ppb/yr for its rate

¢ Units are cm for the rotations and for cm/yr for their rates (i.e. the
rotation in radians is multiplied by the radius of the Earth)
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Table 5.8 Results of 3D Helmert transformation with rates for POF with GPSSV formulation

Parameter VLBI SLR GPS
T @ _ - _ — 045+ 0.15
T, ° —+ - - - 12+ 015
T, @ _ 1 - —% - 18 % 015
S P 111+ 813 -125+ 090 110+ 090
R, © - - -050 £ 082 -029+ 066
R, ° -t - -055+ 084 -127 % 067
R, ¢ -+ - 006+ 110 -077 £ 0.73
T @ -+ - -+ - -138+ 006
T, ® -+ - —% - -1963% 006
T, ® -z - -t - 228t 005
S P 025+ 103 002% 020 010+ 020
R, © -1 — 004+ 016 -007 + 0.14
R, ° ~+ - 023 017 00l 015
R, ¢ — - 023+ 028 008+ 017

Z

Units are cm for the translations and cm/yr for their rates

® Units are ppb (10°®) for the scale and ppb/yr for its rate

¢ Units are cm for the rotations and for cm/yr for their rates (i.e. the
rotation in radians is multiplied by the radius of the Earth)

5.3.2 Contribution for each technique to the final combination solution

Generalized variance, which is the determinant of the covariance matrix of the
estimates, can be used to describe the overall quality of the estimates [Johnson
and Wichern, 1992]. To assess the contribution of a particular kind of
measurement technique on the solution, the covariance ratio, which is utilized in
the identification of influential data [Belsley, 1980], is modified in such a way that
only the sum of the diagonal variances is used instead of generalized variance.
Hence, this modification, which replaces the multidimensional ellipsoidal volume

with a spherical one, highlights more on the variances of the solution.
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Let the Overall Variance Ratio (OVR) be defined as,

_rE)

OVR =
tr(Z,)

(5-27)

where X, is the covariance matrix of the estimates which is obtained from a

solution that does not include observations from a particular measurement

technique and X, is the reference covariance matrix of the estimates generated

by the whole set of observations. OVR value is interpreted as follows:

1. OVR > 1 indicates a positive contribution of the measurement technique to the
final combination solution (i.e. it enhances the quality of the final solution if it
is included).

2. OVR < 1 indicates a negative contribution of the measurement technique to
the final combination solution (i.e. it worsens the quality of the final solution
if it is included).

3. OVR = 1 indicates the technique has no impact on the final combination

solution.

Since different types of estimates are included within the covariance matrix, it is

subdivided into the covariance matrix for the station positions X, velocities X,

and transformation parameters ..

The relative contribution of each technique estimated using both the SV and POF
formulations are displayed in Table 5.9. It shows that the exclusion of VLBI
technique poses an insignificant influence on the overall variances for different

kind of estimates. On the other hand, the exclusion of GPS technique on the
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combined solution represents a considerable increase in the overall variances for

station position and velocity estimates.

However, the exclusion of any technique has negligible effect on the overall
precision for the transformation parameters based on the POF with GPSBL and
POF with GPSBYV, but not in the case of the solution with SV and POF with
GPSSV. The negative influence of the exclusion of GPS techniques on the overall
precision for the station position and velocity estimates obtained from the SV is
because the variance component estimation technique makes the GPS
observations more dominative through iterative re-weighting which reduces the
influence of the observations as provided by SLR and VLBI and hence; lowering
the overall precision of the transformation parameters between SLR or VLBI and
ITRF. The exclusion of SLR technique also poses a great impact on the overall
precision of the station position and velocity estimates obtained from the POF
with GPSBL, because SLR is chiefly responsible for defining the geocenter as

mentioned in Section 3.3.2.
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Table 5.9 Relative contribution of each technique to the combination solution with respect to its
corresponding formulation

Technique OVR for the OVR for the OVR for the
Approach . o transformation
excluded positions velocities

parameters
SV VLBI 1.000 1.073 1.000
SLR 1.000 1.054 1.053
GPS 1.332 20.379 0.171
POF with GPSBL VLBI 1.048 0.920 0.959
SLR 10.911 17.816 0.835
GPS 2.180 2.366 0.947
POF with GPSBV VLBI 1.032 1.031 1.024
SLR 1.927 1.647 1.024
GPS 7.852 2.136 0.947
POF with GPSSV VLBI 1.022 1.020 1.003
SLR 1.189 1.049 15.219
GPS 5.628 1.540 0.947

5.3.3 Comparison of state vectors and preferred observation functional
formulations with the ITRF2000 official solution

It is not appropriate to compare the solution generated from the new approach
with the ITRF2000 solution realization, since not all data is utilized to estimate
the final combination solution. Nevertheless, it gives a sense of idea on how much
the difference between them. The assessment is made through the analysis of the
overall quality of the station position and velocity estimates, and the difference

among the station position and velocity estimates.

Analysis of the quality of the station position and velocity estimates for the
SV and the POF formulations as compared to ITRF2000 official solution
Table 5.10 shows the precision of the station position and velocity estimates for
the ITRF2000 solution realization. It displays the precision of station positions
and velocities are at millimeter and below millimeter/year level respectively.
When it is compared to the solution obtained from the SV and the POF
formulations as displayed from Table 5.1 to Table 5.4, it is apparent that the

ITRF2000 solution displays a better precision for the station position and velocity
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estimates in general.

Table 5.10 Precision of the station position and velocity estimates for the ITRF2000 official

solution
DOMES D o, m o,Mm o,m) O %y o
(m/year) (m/year)  (m/year)

100025001 7835 0.002 0.001 0.002 0.000 0.000 0.000
105035001 7805 0.005 0.005 0.005 0.000 0.000 0.001
12717M001 7543 0.002 0.002 0.002 0.000 0.000 0.000
127345001 7939 0.002 0.002 0.002 0.000 0.000 0.000
14201S002 7834 0.002 0.001 0.002 0.000 0.000 0.000
40104M003 7410 0.002 0.003 0.003 0.000 0.000 0.000
40405M013 7288 0.003 0.005 0.004 0.000 0.000 0.000
40440M001 7091 0.001 0.003 0.003 0.000 0.000 0.000
40442M008 7850 0.002 0.003 0.002 0.000 0.000 0.000
40451M105 7105 0.001 0.002 0.002 0.000 0.000 0.000
40497M001 7110 0.001 0.002 0.002 0.000 0.000 0.000
40499M002 7295 0.002 0.004 0.003 0.000 0.001 0.000
41705M004 7404 0.026 0.028 0.022 0.000 0.001 0.001
50103S007 7843 0.002 0.002 0.002 0.000 0.000 0.001

RMS value 0.007 0.008 0.006 0.000 0.000 0.000

It is difficult to judge the overall precision of the station positions based on the
tables because of the relatively low precision of the station with DOMES
“41705M004” listed in ITRF2000 official solution when compared to those
solution obtained from POF with GPSBV and POF with GPSSV formulations
(Table 5.3 and Table 5.4), even though RMS value shows a certain indication.
Therefore, OVR, which is introduced in the previous section, is utilized in order to
reveal the ratio of overall precision of the station position and velocity estimates
obtained through the POF approach and the SV baseline solution to those realized
by ITRF2000. But now, the numerator of OVR is the sum of diagonal variance of
the covariance matrix estimated through the SV or POF formulations, whereas the
denominator is the sum of diagonal variance of the covariance matrix for the
ITRF2000 solution realization as a reference. The value of OVR large than one

indicates that the overall precision of the station position and velocity estimates
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obtained based on the new approach is lower than those realized by ITRF2000.

Table 5.11 lists the overall variance ratio of the SV and POF formulations to the
reference solution (ITRF2000). It shows that the overall variance of the station
position and velocity estimates based on the SV solution is larger than those
solution obtained from the POF formulations and ITRF2000 official solution,

because it uses the minimum number of constraints to get the solution.

In addition, the overall variance for the velocity estimates of both the POF and the
SV formulations are larger than those realized by ITRF2000 because duplicate
information of the TRF observations has been eliminated, and hence, lowering the
precision of the velocity estimates. Nevertheless, the horizontal velocity estimates
for the POF approach are in good agreement in terms of both magnitude and

direction as displayed in Figure 5.11 and Figure 5.12.

The overall variances ratio for the position counterparts of POF with GPSBV and
POF with GPSSV indicates that they give a better position precision than the
ITRF2000 solution because of both the reduction of the useless (or even
deleterious) information through the POF with GPSBV and POF with GPSSV
formulations and the utilization of generalized condition equations, and hence,
increasing the precision of the station with DOMES “41705M004”. However, it is
not the case in POF with GPSBL because of the truly independent observation

information used in its GPS formulation.



89

Table 5.11 Overall variance ratio of the SV formulation and the POF approach with respect to
ITRF2000 official solution

Approach OVR for the positions ~ OVR for the velocities
SV 59.173 28.104
POF with GPSBL 2.046 13.190
POF with GPSBV 0.568 14.609
POF with GPSSV 0.793 20.258

Analysis of the actual differences between station position and velocity
estimates against ITRF2000 official solution

Station position and velocity difference in XYZ components from the SV and
POF formulation solutions can also be compared to ITRF2000 official solution in
addition to the comparison of the precision of the station position and velocity
estimates. The station position and velocity estimates along with their precisions

are shown in Appendix A2.

Table 5.12 to Table 5.15 indicates the actual position difference in XYZ
components obtained from the SV and the POF formulation solutions against the
ITRF2000 solution are in agreement within a few centimeters. In general, the
station position differences between the POF and ITRF2000 solutions are
relatively smaller than the station position differences between the SV formulation
and ITRF2000 solution. In addition, the station position differences between POF
with GPSBL and ITRF2000 solution is larger than those solutions from POF with
GPSBV and POF with GPSSV for the same approach, possibly because only GPS
baseline lengths, which are independent of the orientation information, utilized in
POF with GPSBL formulation instead of the repetitive usage of the input

information in both the POF with GPSBV and POF with GPSSV formulations.
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formulation and ITRF2000 solution

Table 5.12 Station position difference in XYZ components at epoch 1997.0 between the SV

DOMES Site Name ID AX(m) AY(m) AZ(m)
100025001 GRASSE 7835 0023 0.023 20,003
105035001 METSAHOVI 7805 0012 0.008 0011
12717M001  NOTO 7543 0012 0.027 -0.009
127345001 ~ MATERA 7939 0012 0.026 -0.013
142015002  WETTZELL 7834 0010 0.021 :0.014
40104M003 ALGONQUIN 7410  0.042 0.003 -0.027
40405M013 GOLDSTONE 7288 0028 -0.025 -0.053
40440M001  WESTFORD 7091  0.035 0.001 10031
40442M008  FORTDAVIS 7850  0.047 :0.025 :0.028
4045IM105 WASHINGTON 7105  0.053 -0.021 0018
aosormoor  MONOMENT 7130 0041 -0.038 -0.028
40499M002  RICHMOND 7295  0.056 :0.035 -0.002
41705M004  SANTIAGO 7404  0.061 0.022 -0.022
501035007 CANBERRA _ 7843 0015 -0.034 -0.041

RMS value 0.036 0.025 0.026

observation functionals approach (POF with GPSBL) and ITRF2000 solution

DOMES Site Name ID AX(m) AY(m) AZ(m)
10002S001 GRASSE 7835 0.013 -0.001 -0.002
105035001 METSAHOVI 7805 0.016 -0.016 -0.001
12717M001 NOTO 7543 0.008 0.001 -0.004
127345001 MATERA 7939 0.005 0.001 -0.007
142015002 WETTZELL 7834 0.003 -0.002 -0.016
40104M003 ALGONQUIN 7410 0.015 0.006 -0.012
40405M013 GOLDSTONE 7288 0.013 -0.026 0.007
40440M001 WESTFORD 7091 0.013 -0.003 0.014
40442M008  FORT DAVIS 7850 0.008 -0.006 -0.004
40451M105 WASHINGTON 7105 0.010 -0.010 0.005
40497M001 MOE‘XFL\AKENT 7110 0.004 -0.010 0.008
40499M002 RICHMOND 7295 0.010 -0.031 0.004
41705M004  SANTIAGO 7404 -0.025 0.084 -0.027
501035007  CANBERRA 7843 0.012 -0.012 0.022

RMS value 0.012 0.026 0.012

Table 5.13 Station position difference in XYZ components at epoch 1997.0 between preferred
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observation functionals approach (POF with GPSBV) and ITRF2000 solution

DOMES Site Name ID AX(m) AY(m) AZ(m)
100025001 GRASSE 7835 0.013 -0.002 -0.001
105035001 METSAHOVI 7805 0.016 -0.009 -0.001
12717M001 NOTO 7543 0.003 0.000 -0.007
127345001 MATERA 7939 0.005 0.000 -0.010
142015002 WETTZELL 7834 0.007 -0.002 -0.009
40104M003 ALGONQUIN 7410 0.014 0.008 -0.010
40405M013 GOLDSTONE 7288 -0.002 -0.003 -0.019
40440M001  WESTFORD 7091 0.002 0.004 -0.017
40442M008  FORT DAVIS 7850 0.012 -0.006 0.003
40451M105 WASHINGTON 7105 0.019 -0.015 0.000
aosormoor  MONOMENT 7130 o0m -0.013 0.006
40499M002 RICHMOND 7295 0.010 -0.031 0.019
41705M004  SANTIAGO 7404 -0.010 0.025 0.008
501035007 CANBERRA 7843 -0.002 -0.011 0.018

RMS value 0.010 0.013 0.011

observation functionals approach (POF with GPSSV) and ITRF2000 solution

Table 5.14 Station position difference in XYZ components at epoch 1997.0 between preferred

Table 5.15 Station position difference in XYZ components at epoch 1997.0 between preferred

DOMES Site Name ID AX(m) AY(m) AZ(m)
10002S001 GRASSE 7835 0.014 -0.001 0.000
10503001 METSAHOVI 7805 0.016 -0.009 -0.002
12717M001 NOTO 7543 0.003 0.000 -0.007
127345001 MATERA 7939 0.005 0.000 -0.010
142015002 WETTZELL 7834 0.006 -0.002 -0.010
40104M003 ALGONQUIN 7410 0.014 0.008 -0.011
40405M013 GOLDSTONE 7288 -0.003 -0.006 -0.017
40440M001  WESTFORD 7091 0.002 0.004 -0.018
40442M008  FORT DAVIS 7850 0.012 -0.007 0.003
40451M105 WASHINGTON 7105 0.019 -0.016 0.000
40497M001 MOE‘XFL\AKENT 7110 0.011 -0.014 0.006
40499M002 RICHMOND 7295 0.010 -0.030 0.018
41705M004  SANTIAGO 7404 -0.011 0.026 0.008
501035007  CANBERRA 7843 -0.003 -0.010 0.018

RMS value 0.010 0.013 0.011

When the horizontal velocities are being compared, those generated from the POF
approach displays a good agreement both in direction of velocities and their
corresponding magnitudes for all stations. The velocity estimates in Europe
calculated from the SV formulation solution are quite consistent with the

ITRF2000 solution, except for those stations in United States (Figure 5.5 and
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Figure 5.6). Those POF and SV formulation solution results imply an extra
NNR-NUVEL-1A condition on the alignment of the orientation rates does not
pose a significant change in both the horizontal velocity direction and magnitude

for each station.

0 60 120° 180° 240° 300°

60° 60°

30° 2 ( é 30°

» 10 mm/yr ITRF2000 realization

10 mm/yr Selutions from SV
—B0° # 10 mmyr Solutions from POF with GPSBL —F0°

0 60° 120° 180° 240° 300°

Figure 5.5 Horizontal station velocities for ITRF2000 solution, solutions from State vectors (SV)
formulation and from Preferred observation functionals approach (POF with GPSBL)

0 B0 120° 180° 240° 300°
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3o 30°
o 0
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» 10 mmAr ITRF2000 realization
10 mmyr Solutions from POF with GPSBV

60" * 10 mmdAr Solutions from POF with GPS5V -60°

0 50° 120° 180° 240° 300°

Figure 5.6 Horizontal station velocities for ITRF2000 solution, solutions from Preferred
observation functionals approach (POF with GPSBV and POF with GPSSV)
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5.4 Summary

In this chapter, studentized residuals were used to detect outliers. Overall, no
outlier was found at 99% confidence level. Variance components estimation of the
Helmert type was described and used during the combination. A simplified
derivation of the variance components estimation together with its approximate

formula for the generalized condition was formulated and implemented.

The steps for achieving the combination solutions in this study have also been
introduced in section 5.3 so that the whole process involving from the input data
preparation to the iterative data sets re-weighting and outlier detection are clearly

presented.

Overall, the new formulations gave a better precision for the station position and
velocity estimates than those obtained from the SV formulation. It was found that
the exclusion of VLBI technique posed a negligible influence on the overall
variances for different kind of estimates as displayed in section 5.3.2. When
solutions obtained from the SV and the POF formulations were compared to
ITRF2000 solution, the overall variance for the velocity estimates of both the POF
and SV formulations were comparatively larger than those realized by ITRF2000
for the reason that the duplicate information has not been entered into the

combination process.

The overall variance ratio for the position counterparts for both the POF with
GPSBYV and POF with GPSSV formulations indicated that it gave a better position

precision than the ITRF2000 solution because of both the reduction of the useless
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(or even deleterious) information through the POF with GPSBV and POF with
GPSSV formulations and the utilization of generalized condition equations for the

adjustment process, and hence, increasing the overall precision.

The difference of the station positions and velocities of the POF approach were
also compared to the ITRF2000 solution, it was found that the position differences
in magnitude for each coordinate component were at centimeter level, whereas the
direction and magnitude of horizontal velocity vectors were in good agreement
with the ITRF2000 solution results. This implied the redundant orientation rate
condition, which has been applied to the combination for the ITRF2000 solution,
did not pose a significant influence on both the horizontal velocity direction and

magnitude for each station.
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6. CONCLUSION AND FUTURE WORK

6.1 Summary and conclusion

The aim of this thesis was to investigate alternative approach to the estimation of
the combined reference frame (ITRF). Attention has been paid on the datum
definition of the combined reference frame and the appropriate weighting method

for the alternative approach.

The concept of the reference systems, frames, ITRF and its transformation
relationship were discussed. In order to gain a better understanding of the whole
combination solution process in practice, different types of input data from
various space geodesy techniques and implementation strategies were explained in

steps. The research topics in the ITRF solution realization were also detailed.

The current least squares adjustment model and related mathematical relationships
used in practice and in this study were illustrated. Three new mathematical models
were formulated using the concept of preferred observation functionals (POF).
The first formulation (POF with GPSBL) emphasized the definition of geocenter
and its rates between the combined reference frame (ITRF) and the SLR-based
state vector raw solutions; the definition of orientation between the ITRF and the
VLBI-based baseline vector solutions; and the conversion of the GPS-based state
vector to the baseline length formulation. The second formulation differed from
the first through the utilization of GPS baseline vectors and their rate of changes
(instead of GPS baseline lengths only), while the third formulation treated the

GPS state vectors as observations. Their corresponding statistical models to be
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used in the generalized condition equations were also formulated. The state
vectors (SV) formulation was also presented to obtain the minimum constraint

solution for the comparison against the POF approach.

The plot of correlation matrices and the basic statistical measures for the input
TRF solutions showed that the constraints are non-uniformly applied to different
stations for different TRFs computed by different analysis centers. In some cases,
it was found that same station position estimates from different analysis centers
for the same technique could be different from each other up to a meter,

particularly for VLBI TRF solution computed by GSFC.

The input data was preprocessed to combine various analysis TRF data into one
unique set to be used in the combination solutions. The data is also scrutinized for

outliers and none was found at 99% confidence level.

A Helmert-type variance components estimation technique was used for
re-weighting different data sets during the iterative combination process. While
the variance components estimation was well-known in solving observation
equations (parametric adjustment), their use for the generalized condition
adjustment was not common. The simplified derivation of the variance
components estimation together with its approximate formula for the generalized
condition was formulated. The statistical formulation of the variance components
estimation for the generalized condition adjustment is similar to that of parametric

adjustment. This thesis utilized this technique in the new approach.
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The precision of the POF formulation combination solution estimates (station
state vectors and transformation parameters) were shown to be much better than
the combination solution based on SV formulation. It was also found that the
contribution for the VLBI TRFs were not significant in the combination solutions

obtained from both the SV and POF formulations.

The station position and velocity estimates obtained from the SV and POF
formulations were compared with the ITRF2000 solution values. It was found that
the overall precision for the station position and velocity estimates based on the
SV was comparatively lower, because only minimum constraints were applied to
get the solution. The overall precision for the station position and velocity
estimates based on POF formulations were, in general, lower than those given by
ITRF2000 solution as well for the reason that the replicated information has not
been inputted into the combination process. However, both the POF with GPSBV
and POF with GPSSV formulations gave a better position precision than the
ITRF2000 solution as shown in both the RMS values for each coordinate
component and the overall variance thanks to both the reduction of the deleterious
information through the POF with GPSBV and POF with GPSSV formulations

and the utilization of generalized condition equations for the adjustment process.

The actual difference between solutions obtained from the POF approach and
ITRF2000 solution was also compared. It was found that the actual position
differences between them in magnitude for each coordinate component are at a
maximum of a few centimeters. The horizontal station velocities also showed a

good agreement with those in ITRF2000 both in terms of direction and magnitude.
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This illustrates the application of the redundant orientation constraints, which has
been applied to the combination for the ITRF2000 solution, gives the negligible
effect on both the horizontal velocity direction and magnitude for each station.
Those results also present the POF approach based on synergetic fusion is an
attractive method which deserves further investigation in the solution realization

of the ITRF.

6.2 Recommendation of future work

This study is limited to the investigation for those co-located sites with SLR,
VLBI and GPS techniques. More observations for stations estimated from
different techniques in different co-located site could be included for the inter
technique combination process. Since intra technique combination has currently
been made by the International DORIS Service (IDS), International GNSS Service
(IGS), the International Laser Ranging Service (ILRS) and the International VVLBI
Service (IVS), the station position and velocity estimates could be served as an
input in a direct manner to estimate the combination solutions using the new

approach demonstrated in this thesis for further evaluation.
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