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With the advances in high-performance networks and digital video technology, different 

Video-on-Demand (VoD) systems have come into practice in recent years. With this 

technology, users can playback the video content without waiting for the entire file to 

arrive and also enjoy the flexible control of video playback. However, deployment of a 

large-scale VoD system requires an enormous amount of server and network resources in 

order to archive hundreds/thousands of videos for customers and handle an enormous 

number of concurrent video streams. Thus, one of the most challenging design aspects of 

a VoD system is how to deliver videos to a large community economically. On the other 

hand, clients can connect to the network with different communication technologies that 

the downstream rates vary from 56kbps to 10Mbps or above. Heterogeneity of the 

network environment is another design issue that should be addressed in order to meet 
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different capabilities of the clients’ devices in the system. This thesis presents the results 

of our work on development and analysis of a VoD system in heterogeneous network 

environment. 

In this dissertation, we first investigate a feasible solution for building a unified 

model for a VoD system in heterogeneous environment that integrates the technologies of 

proxy caching, video broadcasting, replicated/layering videos. With this model, we study 

various design options and perform system dimensioning. Then, we extend the 

framework by developing a complementary approach using both video replication and 

layering for video streaming such that the system performance can be further improved. 

On the other hand, we also investigate the benefit of renegotiation about video quality 

when the system resources cannot satisfy the request from a client. 

Although the hierarchical architecture approach can greatly improve the system 

performance, the video server is still the bottleneck in such client-server architecture. To 

tackle this problem, we consider using the peer-to-peer (P2P) approach to address the 

issues of system scalability. In this regard, we first propose a peer-to-peer batching (PPB) 

policy to exploit the multicast/broadcast capability of the network and P2P paradigm to 

efficiently deliver video data to a large number of clients. The objective of this policy is 

to consider the trade-off between the network bandwidth requirement for P2P 

transmission and multicast delivery such that the overall transmission cost can be 

minimized. In addition, we also develop a fault tolerance and recovery procedure for this 
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policy to take the peer’s departure behaviour into account for better management of the 

system resources. It is found that this policy can leverage the workload of the central 

server about 50%. To further improve the scalability of the system, we also propose a 

distributed scheme to disperse the duty of multicast/broadcast delivery from the central 

server to a number of high-end machines denoted peer servers, which have a higher 

storage and bandwidth capacity than normal peers. We also show how this framework can 

be applied to the existing broadcasting protocols to take benefits from the P2P paradigm. 

To investigate the system behaviour of such framework, another unified model is also 

developed. With this model, we can have a better understanding of the system dynamics. 

This model also provides guidelines for efficient management of system resources and 

realization of VoD services. 
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1.1 Introduction 

The Internet has seen miraculous growth since its appearance. Web browsing and file 

transfer are the dominant services provided through the Internet. However, these kinds of 

service providing information about text, pictures and document exchange are no longer 

satisfied the demand of clients. With the recent advances in digital technologies, such as 

high-speed networking, media compression technologies and fast computer processing 

power, more and more multimedia applications involving digital audio and video are come 

into practice on the Internet.  

Video-on-demand (VoD) is an enabling technology [SINCO91] allowing 

geographically distributed users to interactively access video files from remote VoD 

servers. With this technology, users can playback the video content without waiting for the 

entire file to arrive and also enjoy the flexible control of video playback with VCR-like 

functions. Compared with conventional data communications, delivery of video data has 

more stringent requirements on network bandwidth, delay and loss [LU00]. However, the 
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current Internet is inherently a packet-switched network that was not designed to handle 

isochronous (continuous time-based) traffic such as audio and video. The Internet can only 

provide best-effort services and has no guarantee on the quality of service (QoS) for audio 

and video transmission. In addition, a large-scale VoD system must have a large storage 

capacity to archive hundreds or even thousands of videos and a high performance I/O 

bandwidth to handle an enormous number of concurrent video streams. As a result, there 

are still many open issues in designing protocols and transmission strategies for VoD 

systems. 

Figure 1 shows a typical large-scale VoD system architecture that basically consists of 

 

Figure 1. Architecture of a Typical Large-Scale VoD System 
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four main components: video server, directory server, proxy server and clients. While a 

number of clients connected via a local area network (LAN), wide area network (WAN) 

provides a mean to interconnect video servers and geographically-dispersed clients 

together. In order to effectively utilize the system resources, video objects should first be 

compressed and then stored in central repository. The video server is responsible for 

managing and allocating resources for requests from clients. It determines whether there 

are sufficient resources such as disk bandwidth and available network bandwidth to 

provide continuous transfer of data before accepting a request from the client. The server is 

also able to support both unicast and broadcast connections depending on the infrastructure 

of the underlying network. The client is only responsible for generating a request and 

receiving the acknowledgment to and from the video server. The interaction between the 

server and clients may follow proprietary mechanisms or well-defined open standards, 

such as real-time streaming protocol (RTSP) [SCHUL98]. When the server accepts the 

request, a dedicated channel is allocated between the server and client. Then, video data is 

forwarded along this channel to client which decodes the compressed video data and then 

renders video contents onto display. If the server does not have enough resource to support 

the service, the request will be blocked. Obviously, it is annoyed to clients when they are 

blocked by the system frequently. Nevertheless, due to the limited resources of the system, 

blocking may not be avoided. 
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In order to provide cost-effective and scalable solutions for a VoD system such that 

more clients can admit to the system, various designs have been proposed in terms of 

system architecture [THOUI07], bandwidth allocation [DAN95] and transmission schemes 

[HUA04]. Among these, the broadcasting and data sharing techniques exploit the broadcast 

capability of a network such that video contents are distributed along a number of video 

channels shared among clients. In addition, hierarchical architectures have also been 

explored to provide a cost effective implementation of a VoD system. In such hierarchical 

frameworks, video data are temporarily stored in a proxy server so that the workload of the 

central server can be significantly reduced. Recently, peer-to-peer (P2P) communications 

have become a popular alternative solution to support large-scale VoD services. Under this 

transmission strategy, each end-point called peer is operated as client and server 

simultaneously such that the bottleneck of the system is no longer at the server side. 

Nevertheless, most of the previous works mainly focused on reducing the bandwidth 

required for the VoD system and providing the VoD services in a homogeneous 

environment. In practical situations, clients can connect to the network, says Internet, with 

different communication technologies such as modem, ASDL and wireless link and their 

downstream rates vary from 56kbps to 10Mbps or above. In this thesis, we investigate a 

feasible solution for building an efficient hierarchical VoD system using proxy caching 

coupled with broadcasting and appropriate coding schemes in heterogeneous network 



Chapter 1 

Introduction 

 

5 

environments. We also explore the feasibility of using the broadcast/multicast capability of 

the network coupled with P2P transmission strategy for video transmission. In addition, we 

develop generalized mathematical models to study the performance of our proposed 

frameworks. 

1.2 Objective of the Thesis 

Deployment of a large-scale VoD system requires an enormous amount of server and 

network resources. Thus, one of the most challenging aspects of a VoD design is how to 

deliver videos to a large community economically. Hierarchical architecture is one of the 

possible solutions for building a cost-effective VoD system. However, most of the previous 

researches mainly focused on homogeneous environment. Actually, clients can connect to 

the network with different communication technologies that the downstream rates vary 

from 56kbps to 10Mbps or above in practical situations. In this dissertation, we focus on 

the design issues of the scalability of a VoD system in heterogeneous environments. One of 

our research objectives is to investigate a feasible solution for building a unified model for 

VoD in heterogeneous environments by integrating the technologies of proxy caching, 

video broadcasting, replicated/layering videos. With this model, we can study various 

design options and perform system dimensioning. 

Peer-to-Peer (P2P) and multicast/broadcast approaches are other common 

transmission strategies to provide scalable and cost efficient solutions for VoD services. 
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The former approach requires small server resources and provides a negligible delay to 

users, but the bandwidth requirement inside the network will be rapidly increased when 

more customers join the video session. On the other hand, if the system simply uses a 

multicast/broadcast scheme to deliver a video, customers will experience a noticeable 

delay before watching the video whereas the overall bandwidth requirement will not be 

significantly increased. Based on their natures of video transmission, we consider the 

trade-off between the network bandwidth requirement for P2P transmission and 

multicast/broadcast delivery. Hence, another focus of the thesis is to exploit the 

multicast/broadcast capability of the network and P2P paradigm to efficiently deliver video 

data to the clients. 

1.3 Organization of the Dissertation 

Following the introduction of the thesis, a brief review on different technological issues for 

a VoD system is given in Chapter 2. In this chapter, we first present various existing video 

compression methods especially the scalable/layered coding techniques for video 

streaming applications. Then, we describe different existing VoD architectures as well as 

various transmission strategies for VoD system. We also highlight the strength and 

weakness of these approaches. 

 We first investigate possible solutions for building a large-scale VoD system in a 

heterogeneous network environment in Chapter 3. In this chapter, we explore the impact of 
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the broadcasting schemes coupled with proxy caching for video transmission. To meet 

different clients’ bandwidth constraints, videos are encoded into a number of quality levels 

with replication or layered encoding. We investigate the efficiency of the proposed 

framework by developing a mathematical model to effectively compare the performance of 

video replication and that of video layering for video streaming under different scenarios 

and parameter settings. The model can also be applied to different system configurations 

such as centralized/ distributed, unicast/broadcast as well as replication/layering, which can 

assist the system designer to study various design options and to perform system 

dimensioning. 

 Based on the analysis in Chapter 3, we have known that the layering approach is 

suitable for proxy caching and video broadcasting while replication is favorable to 

end-to-end transmission. The results introduce an interesting question whether the system 

performance can be further improved if both coding schemes are deployed in the system 

concurrently based on their natures. Therefore, in Chapter 4, we extend the framework in 

Chapter 3 by developing a complementary approach using both video replication and 

layering for video streaming such that the system performance can be further improved. On 

the other hand, the client will be blocked when the system resources cannot satisfy client’s 

request in the previous proposed architecture. However, this request may still be accepted 

if the system resources can support a lower quality level of the requested video. Therefore, 
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we also investigate the benefit of renegotiation about the video quality when the system 

resources are limited in this chapter. 

After analytically investigating the performance of a hierarchical VoD system in 

heterogeneous network environments by our mathematics model, it can be concluded that 

the system performance can be significantly improved when video broadcasting technique 

and an appropriate coding scheme are used. Nevertheless, one problem to implement such 

framework is that the bottleneck of the system is still at the server side and thus such 

client-server architecture does still not scale very well. Thus, we turn our focus to another 

approach to address the issues of system scalability – peer-to-peer (P2P). We explore the 

feasibility of using the multicast delivery coupled with P2P transmission strategy for video 

streaming in Chapter 5. In this chapter, a new batching policy called peer-to-peer batching 

(PPB) is proposed. To provide an insensitive delay services with PPB, clients first 

construct a P2P network and use a cache-and-relay manner (i.e. chaining [SHEU97]) to 

deliver the leading portion of the video for the late-coming clients during the beginning of 

the video session. When the size of the P2P network is large enough, they will be grouped 

together and served by a multicast channel so that the network bandwidth will not be 

exhausted rapidly. Due to the dynamic nature of the P2P application, we also consider the 

issues of fault exception in our system framework. In addition, we develop a mathematical 

model to evaluate the performance analytically and determine the optimal state of the 
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system such that the overall transmission cost of the system is minimized. 

 PPB can share the workload of the central server roughly by half. However, the 

central server still reserves a lot of resources for video multicasting. To further improve the 

scalability of the system, in Chapter 6, we extend the framework of PPB to develop a 

generic VoD system model that uses a P2P paradigm coupled with video broadcasting and 

CDN-like approach for video delivery. We also propose a distributed scheme to disperse 

the duty of multicast delivery from the central server to a number of high-end machines 

denoted peer servers. In the proposed framework, a video is first divided into two parts. 

The first part of the video is transmitted among peers by P2P such that customers can 

obtain the service in a short time. The second part of the video is periodically broadcasted 

by a number of peer servers having a higher storage space and bandwidth capacity than 

normal peers. This content delivery strategy allows the workload of the system disperse 

over the network and also takes a benefit from video broadcasting. We also consider the 

heterogeneity of outbound bandwidth of peers in this framework. To avoid the disruption 

of the service due to the dynamic of P2P applications, a central server is still deployed to 

provide a certain level of reliability. The focus of this chapter is to study the features of the 

proposed VoD architecture by analytical model. We examine how the partition of the video 

impacts on the system performance in terms of bandwidth requirement. Then, we 

investigate how various system parameters affect the proliferation of the system capacity 
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as well as the usage of the central server resources. We also determine the minimum 

number of peer servers required for the system. This study allows us better understanding 

of system dynamics and provides guidelines for the management of design resources and 

realization of VoD services based on this architecture. 

 Finally, we draw a conclusion of the thesis and give directions for future research in 

Chapter 7. 
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2.1 Introduction 

In this chapter, an overview and literature survey for Video-on-Demand (VoD) systems are 

presented. Different technical issues related to the design of a VoD system are examined. In 

Section 2.2, we first briefly describe various existing video compression methods 

especially the scalable/layered coding techniques for video streaming applications. An 

overview of the typical architectures for VoD systems is presented in Section 2.3. We also 

describe different types of video services and various transmission strategies in this section. 

In Section 2.4, the P2P-based frameworks for media streaming will be discussed. Finally, 

we present several novel hybrid architectures for VoD services in Section 2.5. The 

problems encountered in the existing technologies will be highlighted. 

2.2 Video Compression Techniques 

As the large volume of raw video data imposes a stringent bandwidth and disk space 

requirement, compression is widely employed to achieve transmission and storage 

efficiency. MPEG-1 [ISO93] released in 1993 was the first video coding standard proposed 
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by the ISO MPEG committee. It is targeted for the compression of CIF or SIF full-motion 

video at a rate of 1.5 Mbps for storage applications such as Video CD (VCD). It uses 

block-based discrete cosine transform (DCT) and motion compensation to reduce 

redundancies in spatial and temporal domain respectively [HASKE97]. Basically, MPEG-1 

is a non-scalable compression scheme and thus it requires the clients with bandwidth 

which is identical to the compressed data rate. However, the system may need to serve 

different clients with different capabilities simultaneously. Therefore, multiple versions 

with identical content but at different compressed data rates should be supported by the 

system. This strategy is known as replication. 

 To support the quality adaptation in a video application according to the available 

bandwidth between the server and clients, the layered coding technique is an alternative 

solution to flexibly provide different qualities of video. With layered encoding, streams of 

different rates can be extracted from a single stream. The basic principle of layered coding 

is that the video is encoded in a base layer and one or more enhancement layers. The base 

layer can be decoded independently while the enhancement layers should be decoded 

cumulatively. That is, layer k should be decoded along with layer 1 to layer k-1. The base 

layer only provides a low or coarse quality but the enhancement layers contribute to the 

improvement of the video quality. Depends on the available bandwidth of the clients, they 

can request different layers of the encoded video to obtain different qualities of the video. 
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In general, more enhancement layers received higher video quality can be obtained. 

MPEG-2 [ISO96a, ISO96b] is the first video compression standard that can support 

scalable coding in MPEG series. MPEG-2 defines three types of scalability modes: 

signal-to-noise ratio (SNR), spatial and temporal. These allow a different set of tradeoffs in 

bandwidth, video resolution and overall implementation complexity. In the SNR scalability, 

different visual qualities of video can be extracted from different layers in a single stream. 

While the spatial scalability is targeted for the enhancement of the video resolution, the 

temporal scalability is focused on frame rate scalability. MPEG-2 allows a combination of 

the scalability modes that leads to the hybrid scalability. 

As the encoder may not know the network condition, the scalable coding approach 

defined in MPEG-2 providing only a step-like quality enhancement may not be able to 

fully utilize the available bit-rate of the channel. On the other hand, the decoder may not be 

able to decode all the received data fast enough for reconstruction. Therefore, the objective 

of video coding for multimedia streaming is to optimize the video quality over a given 

bit-rate range instead of a given bit-rate. Also the bitstream should be partially decodable at 

any bit-rate within the bit-rate range to reconstruct with optimized quality [LI01]. To meet 

these demands, a new scalable coding mechanism, called fine granularity scalability (FGS) 

[ISO00] was proposed in MPEG-4. An FGS encoder compresses raw video data into two 

streams, base layer bitstream and enhancement layer bitstream. Similar to the traditional 
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video encoder, it relies on two basic methods for compression: intra-frame DCT coding for 

reduction of spatial redundancy and inter-frame motion compensation for reduction of 

temporal redundancy. Different from MPEG-2 scalable encoder, the FGS encoder produces 

the enhancement stream using bitplane coding, which is achieved by coding the difference 

between the DCT coefficients on the reconstructed frame and the original frame and then 

extracting each bit from 64 DCT coefficients with same significant to form a bitplane (BP). 

Therefore, all the most significant bits (MSB) from the 64 DCT coefficients form BP-1 and 

all the second MSB form BP-2, and so on. With this coding technique, the encoder can 

truncate the bitstream of the enhancement layer anywhere to achieve continuous rate 

control. 

As mentioned, video can be coded by either replication or layered coding to adapt 

clients’ requirement as clients can connect to the network with different communication 

technologies such as modem, ASDL and wireless links and their downstream rates vary 

from 56kbps to 10Mbps. There is a common belief that layered coding is performed better 

than the replication approach. The main argument is that the replication method can cause 

large increase in the amount of storage and waste bandwidth by essentially duplicating the 

video content. However, the layering approach also has a flaw that it generates additional 

bandwidth overhead [KIMUR99] such that it actually requires more transmission 

bandwidth than the replication approach for the same quality level. Therefore, in order to 
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clarify their efficiencies for video transmission in heterogeneous environment, we will 

develop an analytical model to compare these two coding approaches for a VoD system in 

Chapter 3. 

2.3 Video-on-Demand (VoD) System 

With the explosive growth of the Internet, the demand for various multimedia applications 

is rapidly increasing in recent years. Among different multimedia applications, 

Video-on-Demand (VoD) is playing a very important role. With VoD, customers can 

choose their desired video at arbitrary time they wish via public communication networks. 

Such systems are required to store several hundreds of videos as well as serve thousands of 

customers simultaneously. When a user wants to watch a video, he or she makes a request 

from a list of available programs and the video is ready to playback within a short time. 

During enjoying the video, the user may also generate a sequence of VCR commands to 

control the flow of playback. These simple interactions involve many complicated 

mechanisms and policies operating behind the user. In addition, transmission of video 

content requires a significant amount of disk storage and network bandwidth. In order to 

support a cost-effective and scalable solution for a large-scale VoD system, various designs 

have been proposed in terms of system architecture, transmission schemes and bandwidth 

allocation based on the nature of different video services. 
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2.3.1 Categories of Video Services 

Video services can be classified into the following categories based on the amount of 

interactivity allowed and the scheduling policies of data delivery deployed [LITTL96, 

MA02]: 

i. Broadcast (No-VoD): This service is similar to the traditional television broadcasting 

system where a user is a passive participant and has no control over the video session. 

A user only selects a specific programme provided by the system to view. 

ii. Pay-per-view (PPV): This service is similar to the cable TV system where a user signs 

up and pays for specific programmes scheduled at predetermined times. In this case, a 

user still does not have any control right for a particular video session. 

iii. Near video-on-demand (N-VoD): Users arriving within a short time interval and 

requesting for the same video are served using one video stream. Users can select any 

movie at any time but the server still dominates the service in determining when to 

start the video. Since it is possible that multiple channels with the same programme 

skew in time, users can switch among these channels that simple VCR functions such 

as forward and reverse can be achieved.  

iv. Quasi video-on-demand (Q-VoD): It is a threshold-based N-VoD system in which 

users are grouped based on a threshold of interest. Users can perform rudimentary 

temporal control activities by switching to a different group. 
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v. True video-on-demand (T-VoD): In this case, the user has complete control over the 

video session. Users can request and view any video at any time with full VCR 

capabilities including forward, reverse, freeze and random positioning. Allocating a 

dedicated stream to every user is the simple way to provide T-VoD service. However, 

it is not a cost-effective and scalable approach. 

Obviously, No-VoD is the cheapest solution to provide video services. However, the user is 

constrained to watch the undesired programmes probably. In contrast, T-VoD is the most 

expensive solution but it provides the most ideal service that fulfills most of users’ 

requirement on service customization. Thus, there is a trade-off between the system cost 

and user’s expectation or requirement. 

2.3.2 Examples of Current Video Streaming Applications 

NOW TV (http://www.now-tv.com) and HKBN (http://www.hkbn.net) are two broadband 

TV service providers in Hong Kong, which provide PPV and N-VoD services for 

customers. Basically, the system architecture is based on a client-server approach with 

broadcast capability. In the system, each programme owns a dedicated broadcast channel to 

deliver the video contents over the network. Customers can enjoy their favor programmes 

by subscribing one of these broadcast channels through the remote controller. YouTube 

(http://www.youtube.com) is a video sharing website where users can upload, view and 

share video clips. Video playback technology of YouTube is based on Macromedia's Flash 
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Player 9 which supports H.264 video and HE-AAC audio. Video contents can be delivered 

by “Streamed via RTMP (Real-Time Message Protocol)” or “Progressive download via 

HTTP (Hyper Text Transmission Protocol) [BERME96]”. While a special streaming server, 

the Flash Media Server, is required to support “Streamed via RTMP”, the existing generic 

HTTP servers can still be used to support “Progressive download via HTTP”. YouTube 

relies on progressive download to provide video services for users. Although it cannot offer 

a real-time broadcasting but it can provide the lowest cost solution for VoD with interactive 

function that allows users to seek to any part of the video before buffering is complete. 

PPLive (http://www.pplive.com) is a P2P streaming application created in Huazhong 

University of Science and Technology, People's Republic of China. It enables users to 

share video content with each other over the Internet by P2P manner. The technology 

behind it is similar to that of Bittorrent (http://www.bittorrent.com), where the users upload 

their cached video content and currently download their desired programs. 

2.3.3 Architecture of a Video-on-Demand System 

The VoD systems proposed in the last decade typically can be classified into four main 

architectures [THOUI07]: centralized, proxy-based, content distribution network (CDN) 

and peer-to-peer (P2P) architecture. The diagrams for these architectures of a VoD system 

are shown in Figure 2.1. 
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(a) Centralized Architecture 

 

(b) Proxy-based Architecture 

 

(c) CDN Architecture 

 

(d) Peer-to-Peer Architecture 

Figure 2.1. Architectures of a Video-on-Demand System 
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 In a centralized architecture, the system consists of two main components: the central 

server and client (Figure 2.1a). The central server has a large storage space to store all the 

available videos for clients connected via a wide area network (WAN) or local area 

network (LAN). In such framework, all the requests from clients are handled at the central 

server. The request process starts with generating a request message from clients to the 

central server. In response to the client’s request, the central server serves each request 

individually with a dedicated channel
1
. This operation is simple to implement. However, 

this architecture is excessively expensive and non-scalable because the bandwidth 

bottleneck of the central server limits the number of clients it can serve. Furthermore, the 

introduction of long service latencies is another critical factor affecting the system 

performance, which is especially significant when the video is transmitted over the WAN. 

 To leverage the workload of the central server and reduce the service latencies, an 

intermediate device called proxy is sit between the central server and clients (Figure 2.1b). 

In the proxy-based architecture, a portion of video is cached in the proxy. The request 

generated by a client is served by the proxy if it has a cached portion of the requested video. 

Meanwhile, the central server also delivers the uncached portion of the video to the client 

directly. Existing caching mechanisms can mainly be classified into four categories 

[LIU04]: sliding-interval caching, prefix caching, segment caching and rate-split caching. 

Sliding-interval [TEWAR98] caches the playback interval between two requests. Prefix 

                                                 
1 The unit of server capacity required to sustain the playback of one video stream is referred to as a channel [HUA04]. 
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caching [SEN99] divides the video into two parts named prefix and suffix. Prefix is the 

leading portion of the video which is cached in the proxy while suffix is the rest of the 

video which is stored in the central server. Upon receiving a client’s request, the proxy 

delivers the prefix to the client, meanwhile, it also downloads the suffix from the central 

server and then relays to the client. Segment caching [CHEN04] generalizes the prefix 

caching by partitioning a video object into a number of segments. The proxy caches one or 

several segments based on the caching decision algorithm. In rate-split caching 

[ZHANG00], the central server stores the video frame with the data rate which is less than 

a threshold called cutoff rate. If the data rate of the video frame is higher than the cutoff 

rate, it is partitioned into two parts where the cutoff is the boundary such that the 

transmission rate of the central server can keep constant. 

 Content distribution network (CDN) is an extension of the proxy caching. In such 

architecture (Figure 2.1c), a number of CDN servers are deployed at the edge of the 

network core. Unlike proxy which only stores a portion of the video, a full copy of the 

video is replicated in each CDN server. Then, clients request the video from their closest 

CDN servers directly. This architecture significantly reduces the workload of the central 

server and provides a better quality of service (QoS) to clients. 

In a P2P architecture, a number of clients denoted peers self-organize into an overlay 

network via unicast connections (Figure 2.1d). Each peer operates as client and server 
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simultaneously that it retrieves what it requests from the overlay network and 

forwards/relays what it has to the overlay network as well. The peer requesting the service 

is denoted as requesting peer while the peer providing the service is denoted as supplying 

peer. To subscribe the service, a peer establishes one or several dedicated channel(s) to 

other peers in the system and caches the incoming video contents for subsequent peers. 

Since each peer contributes its own resources to the system, the system capacity is vastly 

proliferated compared to the previous architectures. 

2.3.4 Transmission Strategies for Video-on-Demand System 

Unicast is the simplest way to deliver video contents over a VoD system. Each client 

generates a request for the desired video to the server. Once this request has been accepted, 

the server will allocate a dedicated channel to this client who can acquire a full control 

right for this channel. Therefore, the unicast approach can provide T-VoD services. 

However, such approach incurs very high costs of the system and lack of scalability. In fact, 

if the server does not have sufficient resources to support the request, the client may either 

wait in the system or is blocked from the system. The average waiting time or blocking 

probability can be modeled as an M/G/c queue. To conserve the server resources and 

improve the system performance, the exploitation of the broadcast capabilities of the 

network has been investigated. 
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Figure 2.2. Staggered Broadcasting Protocol 

A number of periodic broadcast protocols have been proposed in recent years to 

exploit the broadcast facility of modern communication networks to provide an efficient 

means of one-to-many data transmission [DAN94, VISWA96, HUA97, JUHN97]. In this 
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on the designated video channel periodically. Clients do not need to make any requests 

explicitly. They only listen and fetch the desired segments from the appropriate channels 

according to the download policy. Therefore, the server bandwidth requirement is 

independent of the number of clients that the system can support. The conventional 

approach to implement the broadcast scheme is to open a new video channel at a fixed 
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this mechanism. Figure 2.2 illustrates the idea of SB. Assume that the video length is L 
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d seconds, the system requires to allocate 
d

L
 number of video channels. d is also the 

maximum access time denoted startup delay that the longest time any client needs to wait. 

Therefore, for example, 4 video channels are allocated to each video if the length of the 

video is 120 minutes and the startup delay of the system is 30 minutes. In SB, the 

requirement of clients is very simple. Each client only needs to have a bandwidth capacity 

at the playback rate of the video and it does not need any storage requirement to cache the 

data. However, each client has to suffer from very long startup delay of 
2

d
 seconds on 

average. To reduce the startup latency, the system should linearly increase the number of 

video channels. 

To improve the startup latency, Pyramid Broadcasting (PB) was proposed in 

[VISWA96] with the cost of a large client buffer. In this scheme, the server bandwidth (B) 

is divided into k video channels of equal bandwidth. Suppose that there are M videos 

provided by the system. The video is partitioned into k segments of geometrically 

increasing size and the segments size of the i
th

 video segment ( PB
iS ) can be determined by 

eqn.(2.1). 

LS
k

i
PB
i ⋅

−

−
=

−

1

)1(1

α

αα
          (2.1) 

where 
CMk

B
=α  [VISWA96]. Then, the server broadcasts one of these segments of the 

video in a separate video channel periodically. In addition, different videos are mingles 

together in each logical channel. Client can fetch segment at its earliest occurrence from at 
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most two consecutive channels simultaneously. The startup delay of the scheme ( PBD ) is 

given by eqn.(2.2). 

)1(

)1(

−

−
=

k

PB

B

CLMk
D

α

α
          (2.2) 

This approach requires each segment to be transmitted in a very high rate in order to 

provide on time delivery of the videos such that this approach is very strict with the 

requirement of client machine. Its variant, Permutation-Based Pyramid Broadcasting 

(PBPB) [AGGAR96b], was proposed to tackle the problem of high client machine 

requirement. The idea behind this variation is to divide each logical channel into n 

sub-channels and in turn broadcast each replica of segment with a uniform phase delay. 

Therefore, the transmission rate of each segment is reduced.  

To further enhance the performance of PBPB so that the client requirement can be 

reduced, Skyscraper Broadcasting (SKB) was developed in [HUA97]. In this scheme, as 

shown in Figure 2.3, the server bandwidth is divided into a number of logical channels of 

bandwidth equal to the playback rate of the video (i.e. C Mbits/s). A video is partitioned 

into a number of segments and the size of each segment is determined by the segment size 

progression, such as {1,2,2,5,5,12,12,25,25,…}, but the size of the last segment is limited 

by the client buffer size (Buf). In general, the segments size of the i
th

 video segment ( SKB
iS ) 

can be computed by eqn.(2.3). 
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Figure 2.3. Skyscraper Broadcasting Protocol 
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Clients are required to download from at most two channels (segments) at any time. The 

startup delay of this scheme ( SKBD ) is given by eqn.(2.4). 
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Originally, SKB was only designed for supporting an N-VoD service to clients. Some later 

works [EAGER01, POON03] had successfully modified SKB to provide a true-VoD 

service. In [EAGER01], a partitioned dynamic skyscraper (PDS) was proposed. Instead of 
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retrieving the first segment from the broadcast channel, a unicast connection is established 

between each newly admitted client and the central server such that the first segment can 

be served directly without a sensitive delay experienced. In [POON03], by using the 

concept of patching and reorganizing the first segment into a number of small 

sub-segments, a new client can receive the missing sub-segment from the patching 

channels to guarantee a continue playback.  

Harmonic Broadcasting (HB) [JUHN97] provided an alternative solution to support 

video broadcasting. In HB, as shown in Figure 2.4, a video is divided into equal size of 

segments which are broadcasted in logical channels of decreasing bandwidth. The 

bandwidth allocation of channel i ( iX ) in this approach follows the harmonic series which 

can be computed by 
i

C
X i = . Each channel is only required to handle one segment of 
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video that segment i ( iS ) is periodically being broadcasted on the rate of iX . The 

playback duration of a segment is defined as a slot. According to the designated bandwidth 

of each logical channel, each segment may occupy several slots for transmission. Clients 

start fetching data from each channel right after it can start downloading the first segment. 

When the client is ready to playback iS , it has already received i – 1 slots of data from 

that segment and the last slot of that segment can be received during playback time of the 

segment. This approach requires much less server bandwidth than the pyramid-based 

broadcasting protocols. The startup delay of the video is determined by the size of the first 

segment. The main flaw in HB is that it cannot always deliver all the segments on time. Its 

variants, such as Cautions-Harmonic [PARIS98a], Quasi-Harmonic and Poly-Harmonic 

[PARIS98b], were proposed to address this problem. 

From the above policy, we can know that the unicast scheme is unable to cope with 

the overload situation while the system resources will be under-utilized with the use of 

broadcast scheme during low loads. In order to address some of the drawbacks of the 

previous two policies, a multicast scheme was thus proposed. In the multicast approach, 

customers arriving within a short time interval for the request of same video are batched 

together. This approach is also referred to as batching. Customers arrived to the system are 

first placed on a queue and the system will select a number of customers from the queue(s) 

to serve based on different service policies when the system resources become available. 
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Figure 2.5 illustrates three static multicast policies. In the first-come-first serve (FCFS) 

policy [DAN96], all customers are first queued on the same queue. Then, when the system 

resource is got ready, the oldest request with the longest waiting time will be batched and 

served next. In Figure 2.5a, since the oldest request is the request of video 1, the system 

will fetch all customers requesting the video 1 from the queue under this policy. This 

policy treats each customer equally regardless of the popularity of the video and thus 

provides a good fairness of services. However, as the serving batch is based on the arriving 

time of customers, this policy may introduce a drawback of low system throughput in case 

the next selected batch only has fewer requests compared to the other batches. Therefore, 

New request Waiting Queue 

1 3 1 1 3 2 1 3 Available Channel 

  Video 1 

  Video 2 

Video 3   

Available Channel 

  Video 1 

  Video 2 

Video 3   

Available Channel 

(a) FCFS Policy 

(b) MQLF Policy 

(c) MFQLF Policy 

Figure 2.5. Various Batching Policy 



Chapter 2 

Literature Reviews 

 

30 

the maximum-queue-length-first (MQLF) policy [DAN96] was proposed to address this 

problem. Under this policy, each video has its own waiting queue for customers and the 

system serves the queue with the longest queue length (as shown in Figure 2.5b). This 

approach can maximize the utilization of system resource. Nevertheless, requesting of less 

popular video may not be served by the system that induces a problem on fairness as the 

next batch is selected only according to the length of the queue. In order to provide 

reasonable fairness and also high system throughput, maximum-factored-queued- 

length-first (MFQLF) [AGGAR96a] revised the batching mechanism of MFQL. MFQLF 

uses the same queuing strategy as MFQL but there is a slight difference on selection of 

queue to be served next. As shown in Figure 2.5c, when the system resource is free, each 

queue is first weighted by a factor of 2

1
−

ip , where ip  is the popularity of video i, the 

system then selects the queue with the highest weighted value to be served. This factor 

avoids the server from always fetching the longest queue. In this batching-based multicast 

approach, clients have to wait in a queue and thus they only obtain N-VoD services.  

To provide T-VoD services for customers in a multicast environment, the system 

should allow late-arriving requests for the same video to join the existing ongoing 

multicast channel. Transmission rate adjustment and extra channel allocation are two 

general ideas to achieve this purpose. Golubchik et al. [GOLUB96] proposed a 

piggybacking approach which merges different customers together by adjusting the 
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transmission rate of the video stream. When a new customer arrives, the server first 

increases the transmission rate of the video stream to a new customer and slows down the 

transmission rate of the current video stream to the previous customers for the same video. 

When they reach the same playback point in the video, the server merges the two video 

streams and serves them with a single multicast channel. However, this adjustment should 

be controlled within 5% to preserve the display quality of the video that limits the number 

of channels it can merge to save resources. Furthermore, this method has to store a replica 

of videos with different playout rates in the server or adjust the playout rate in real time 

which increases the complexity of the system. Patching [HUA98] is another scheme 

providing T-VoD services over multicast, which is achieved by allocating an extra channel 

to customer from the server so that the customer can enjoy the service without waiting. 

When the late-arriving customer requests a video, it first joins and caches the contents 

from the newest ongoing multicast channel for the same video. Since it is only retrieving 

the later portion of video from the multicast channel, the initial portion of video is missed. 

Therefore, the server allocates an extra channel called patching stream that delivers the 

missing portion of the video to customer. So, the customer is downloading the video from 

two streams (patching stream and multicast stream) simultaneously in this scheme. When 

finishing playing back the video content in the patching stream, it switches to playback the 

video content in its local buffer. The buffer size equipped depends on the time interval 
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between consecutive multicast channels for the same video. 

2.4 Video Transmission in Peer-to-Peer Network 

The P2P architecture for video transmission is emerging in recent years which can 

eliminate the need for costly dedicated video servers as in the traditional client-sever 

approach. The beauty of this architecture is that the system is inherently scalable, i.e. each 

admitted user contributes its processing power, data storage and bandwidth to increase the 

capacity of the system. Research [SRIPA04] has shown that the P2P approach is a feasible 

way to support large-scale VoD services, but this approach still faces some design 

challenges. In a P2P system, peers do not always stay in the system that they can leave and 

enter the system in arbitrary time. Such dynamic nature of P2P framework requires the 

system to have a quick searching and a graceful recovery procedure to localize supplying 

peers and handle service failures. Unlike a powerful dedicated video server, peers can only 

contribute a limited bandwidth and storage capacities to the system. In addition, the 

available bandwidth of the supplying peers might fluctuate unexpectedly. Therefore, the 

system should provide an efficient way for supplying peers assignment and scheduling to 

keep the streaming quality unaffected. In order to keep the service without disruption, 

peers are required to exchange information periodically. To prevent such information 

overloading the network, overhead for exchanging information among peers has to be kept 

small. To address these issues, a number of peer locating mechanisms and transmission 
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strategies have been proposed. 

2.4.1 Peer Locating Mechanisms 

To achieve a good quality of service, each requesting peer has to find sufficient supplying 

peers with sufficient bandwidth and low latency. Thus, locating supplying peer is an 

essential process in a P2P VoD application.  

 Keeping a centralized directory of all peers in a directory server is the simplest way 

and commonly used approach for locating peers. In this approach, all peer information 

such as its available bandwidth and network address are stored in a special list denoted 

peer directory in the directory server. When a new requesting peer issues a request, it is 

first redirected to the directory server. Then, the directory server selects the most suitable 

supplying peers from the peer directory for the requesting peer. Meanwhile, the directory 

server also updates its peer directory with the requesting peer’s information. If a peer wants 

to leave the system, it should generate a LEAVE message to the directory server so that its 

entry can be eliminated from the peer directory. The main advantage of this approach is 

simple deployment and easy implementation. However, since all peers information should 

be maintained, the directory server requires to keep track O(N) states given N peers in the 

system. Therefore, it might overload the system if N is large. 

 To disperse the workload of locating peer over the system, peers construct a 

hierarchical overlay structure that allows a new requesting peer adaptively locates the 
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supplying peer over it. In this approach, a new requesting peer first communicates with the 

overlay’s rendezvous point which is the data source in the hierarchy. In response to the 

request, the rendezvous point returns a list of connected peers down one level in the 

hierarchy. Then, the requesting peer probes each peer in the list and determines the most 

suitable peer P. The requesting peer contacts P which replies with another list of its 

connected peers down one level in the hierarchy. The requesting peer finds out the best 

peer from the new list. This process repeats again until the requesting peer reaches a 

position in the overlay where it can obtain the best QoS. 

 Distributed Hash Table (DHT) is another distributed approach for locating supplying 

peers in P2P application. In DHT, each file is associated with a key k which is generated by 

a SHA1 hash function. The peer holding this file sends a message PUT(k, data) to any 

other peers participating in the DHT. This message is forwarded from peer to peer through 

the overlay network until it reaches the single peer responsible for key k. There is a routing 

table maintained at each peer in the DHT. When a requesting peer wants to retrieve the 

contents of the file, it first hashes the requested file to produce key k and queries any peer 

in the DHT to find the data associated with key k with a message GET(k). This message 

will be routed through the overlay again to the node responsible for key k, which will reply 

with the requested data. Research works [ROWST01, STOIC03] have proven that the 

query message is routed through O(log N) peers only for each request and each peer only 
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requires to hold O(log N) states in its routing table. 

2.4.2 Transmission Strategies 

Chaining [SHEU97] forms the foundation of various P2P approaches for video delivery. 

We first briefly introduce the basic concept of the chaining-based scheme as follows. When 

the central server receives a new video request from a client, it first determines whether it 

is the first request for the new video session. If so, the server will open a unicast 

connection and deliver the requested video to the client immediately. Otherwise, the server 

redirects this request to the latest arrived client in the current video session, who will be 

responsible to serve this client. Thus, a late-coming client will first setup a connection to 

the latest arrived client and then retrieve the video content from that client. This 

interconnection mechanism between clients to pipeline video data forms a video chain. To 

accomplish this mechanism, each client should cache a sliding window of the video into 

local buffer during playback. If the video content in the latest client’s buffer in the current 
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video chain does not meet the playback time of next client, a new video session (i.e. a new 

video chain) is initialized. In chaining-based schemes, video is partitioned into fixed-sized 

N segments which are numbered from 1 to N and transmitted in sequence along the video 

chain. Each client has a local buffer with the size of B segments (normally, B N≦ ). To 

illustrate the flow of data, it is first assumed that transmission of one segment spends one 

time unit. Figure 2.8 illustrates how these various schemes operate. There are five clients, 

C1, C2, C3, C4 and C5, each of which has a buffer of four segments (i.e. B=4). The arrival 

time between two successive arrived clients, Cj and Ck, denotes playback gap (Tj,k). Let the 

arrival time of Ci be ti, Tj,k can be computed by Tj,k = tk - tj. It is shown from the figure that 

T1,2 = 2, T3,4= 7, T3,4= 7 and 4,5= 3. In basic chaining, if Cj is the tail of the current video 

chain, Ck can join this chain only when Tj,k B≦ . Otherwise, a new video chain is initialized 

and Ck becomes the head of the new chain. Figure 2.6 shows an example operation of a 

basic chaining scheme at a snapshot, t1 + 29. At first, C1 issues a request for video i to the 

central server at t1. The server examines that it is the first request for this video and thus 

allocates a new video channel to serve this client. C1 is receiving the video data from this 

channel, meanwhile, storing in its local buffer. At t2, C2 arrives and generates a request for 

the same video. Since the playback gap of C1 and C2 is 2 that mean C1 already has the first 

two segments of video i in its buffer, they can be chained together. Hence, the server 

redirects this request to C1 which then setups a connection to serve C2. Just a moment has 
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elapsed, C3 arrives. Obviously, it cannot join the existing video chain because the playback 

gap of C2 and C3 is larger than 4. Therefore, the central server generates a new stream for 

C3. Due to the same reason, another new stream should be established to serve Ck4. Finally, 

C5 can chain to C4 because their playback gap fulfill the predefined condition. In this 

example, five video channels are allocated in the system (three of them generated from 

central server, two of them setup from clients). Under this scheme, except for the current 

playback segment, other segments in the buffer have already been played out and used for 

chaining the following client. This type of buffering technique is so called backward buffer. 

DirectStream [GUO03] improves “Chaining” by taking peer’s outbound bandwidth into 

account. Each peer is permitted to serve more than one peer to fully utilize its outbound 

bandwidth and thus a higher degree application layer multicast tree is constructed. It also 

considers the smooth playback by delaying the playback time to prevent from buffer 

starvation caused by an early departure of the peer’s parent. 

While chaining-based transmission scheme uses different buffering techniques to 

reduce the server bandwidth requirement, P2Cast [NICOLO03] uses an alternative 

approach, patching, to accomplish the same purpose. In P2Cast, clients arriving close 

within a predefined threshold T are grouped to form a session. Clients in the same session 

construct an application layer multicast tree denoted base tree and the whole copy of video 

data transmits along this tree from the central server. The video data flows on base tree is 
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called base stream. Each client has to join the base tree in a specific session and retrieve 

the video data from the base stream immediately upon the request has been accepted. 

Obviously, in the same session, except for the first arrival client, other late-coming clients 

also miss the video content from when this session starts to when they arrives. Thus, they 

setup another channel denoted patching channel to other peer (called patch server) to 

obtain the initial part of the video simultaneously. Therefore, under this scheme, the base 

tree can grow continuously within T without breakdown. Figure 2.7 is an example to show 

the idea of this scheme. The number inside the circle identifies the arrival sequence of the 

peer (i.e. late-coming clients has higher number). All clients in session N-1 have completed 

the patching process and thus they only receive the rest part of the video data from the base 

stream. In session N, three clients are still receiving the initial part of the video from patch 

servers and also downloading the current video data from the base stream simultaneously. 
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Apparently, the central server bandwidth requirement is governed by T. Large T results in 

lower server resources but it increases the duration of patching of clients that both clients’ 

buffer and network bandwidth requirement are also increased. Therefore, T is a critical 

factor affecting the performance of the whole system. 

Nguyen et al. [NGUYE04] proposed a distributed video streaming framework using a 

receiver-driven protocol for simultaneous video streaming from multiple senders to a 

single receiver. This protocol consists of a rate allocation algorithm (RAA) and a packet 

partition algorithm (PPA). Once the desired video object has been found from M peers in 

the P2P network, the receiving peer first uses RAA to determine how to split the total rate 

of the video between M sending peers in order to minimize the probability of irrecoverable 
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loss for a given amount of FEC as well as ensure the scheduled transmsission rate that does 

not excess the available bandwidth of the sender. During video streaming, each sending 

peer should estimate and send its round-trip time (RTT) to the receiving peer periodically. 

The receiving peer uses this information and the estimated loss rate of each sending peer as 

parameters for RAA. The outputs of RAA embedded in control packet are then transmitted 

to the corresponding sending peers. Then, based on this feedback information in the control 

packet, each sending peer uses PPA to determine which packets should be sent in order to 

prevent packet duplication and minimize the startup delay. We describe the details of PPA 

as follows. Figure 2.8(a) depicts the format of control packet, which includes three types of 

information, for 5 sending peers. D(i) specifies the estimated delay from sending peer i (Pi) 

to the receiving peer and S(i) shows the allowable sending rate of Pi. The Sync. field holds 

the starting sequence number that is used for determining the next packet to send by each 

sending peer. The time at which the control packet with starting sequence number k’ is sent 

by the receiving peer is denoted as 'kT . Therefore, each sending peer has a global 

knowledge about all participants throught the control packet. If n(j, k, k’) denotes the 

number of packets already sent by Pj since packet k’ and up to k, the estimated arrival time 

of the k
th

 packet sent by Pj can be computed by )(2)()',,( 1 jDjSkkjn +− . Since the playback 

time of the k
th

 packet wih respect to 
'kT is )(' kPk , the estimated time difference between 

the arrival and playback time of the k
th

 packet sent by Pj is expressed by 
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( ))(2)()',,()(),( 1
'' jDjSkkjnkPkjA kk +−= − . Based on such information, each sending peer 

can determine the next packet to send. Pj first computes ),(' kiAk  of Pi for packet k, where 

i=1,2,...M. If it finds ),(' kiAk  at a maximum when i=j, it sends packet k. Otherwise, it 

simply increases k by one and repeats the procedure again. Therefore, Pj is allowed to send 

packet k only if Pj gets the highest value on ),(' kiAk  among other sending peers such 

that the probability of packet k being late can be minimized. Figure 2.8(b) illustrates an 

example operation of PPA. In this example, there are two sending peers, P1 and P2, with 

the same sending rate. The Sync sequence number in control packet is 30. Since D(1) is 

lower than D(2) (control packet arrived in P1 first) and thus )30,1(30A is higher than 

)30,2(30A , packet 30 is sent by P1. For packet 31, because P1 has transmsitted one packet 

over the network, obvisouly, )31,2(31A  is higher than )31,1(31A  such that packet 31 is 

sent by P2. Therefore, following packets are interlacing transmitted by P1 and P2. 

Another M-to-1 transmission protocol is P2P Adaptive Layered Streaming (PALS) 

[AGARW06] which involves the consideration to layered encoded video stream. In this 

scheme, the receiver monitors the exponentially weighted moving average (EWMA) 

bandwidth from each sender and determines EWMA of aggregate bandwidth from all 

senders (Tewma). Time is divided into a number of fixed intervals, each of which represents 

a range of timestamps for packets. The receiver maintains a window of time (∆) called 

active buffering window and deploys a sliding window (SW) mechanism to govern the 
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movement of this window along the intervals such that packet with timestamp identical to 

the interval inside the window must be requested and recevied. With the assumption of the 

value of Tewma kept unchange for one window, the number of incoming packets can be 

determine by 
S

Tewma ∆⋅
, where S is the size of packet. Based on the relative positive, the 

window can be divided into three groups, namely Playing Window, Buffering Window and 

Future Window. Figure 2.9 shows an illustration of these windows. Buffering Window [t2, 

t3] is the current position of the active buffering window. Packets belongs to this window 

must be requested at this point. Playing Window [t1, t2] is the previous window where the 

player fetches packets for playback. In this window, some packets have not been delivered 

but still have sufficient time for delivery of these packets. Furture Window [t2, t3] is the 

next window of the current window. If the current estimated bandwidth is large enough or 

most of the packets within the current window have been already arrived, packets belongs 

to this window can be requested early. After determining the aggregate bandwidth and 

number of incoming packet, the Quality Adaptation (QA) mechanism is invoked. The QA 
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mechanism is launched once per window to detemine the required packets for each active 

layer based on variations of Tewma. Denote n be the number of active layers and C be the 

data rate of each layer. When the aggregate bandwidth is higher than the stream bandwidth 

( ewmaTnC ≤ ), QA assigns excess bandwidth to request future packets filled in the Future 

Window. Once the buffered data reaches to an appropriate level, QA increases the stream 

bandwidth by adding a new layer. In contrast, when the aggregate bandwidth is lower than 

the stream bandwidth ( ewmaTnC > ), it first drains the buffered data to compensate the 

bandwidth deficit. If the buffered data is inadequate to absorb bandwidth deficit, it drops 

the top layer. In order to react the long-term and short-term mismatch between available 

bandwidth and stream bandwidth, QA provides coarse-grained adaption and fine-grained 

adaption to adjust the number of layers and control evolution of buffer state respectively. 

After selecting the required packets, the receiver assigns these packets to be delivered by 

the appropriate sender. It is accomplished by Packet Assignment (PA) mechanism. PA 

divides selected packets into disjoint subset and sends a separate request to each sender. 

The number of packets to be delivered by each sender is based on its EWMA bandwidth. 

Unlike the previous approach that the sender is required to determine which packet to be 

sent next, each sender simply transmits requested packets in PALS. 

CoolStreaming [ZHANG05] uses a data-centric design to provide live media 

streaming. The idea of this scheme is simple. Each peer periodically exchanges data 
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availability information with a set of partners and retrieves unavailable data from one or 

more partners, or supplies available data to partners. The role of the peer and its partners 

are equal such that this partnership relation allows video data transmit from late-coming 

peer to early-coming ones or in reverse direction. In other words, it is the availability of 

data that guilds the flow directions. Each peer running CoolStreaming has a unique 

identifier and maintains a membership cache denoted mCache. This cache contains a 

partial list of the identifiers for the active peers in the CoolStreaming network. To keep the 

updated membership information among peers, each peer should periodically distribute 

membership message following Scalable Gossip Membership protocol [GANES03]. 
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Figure 2.10(a) shows an example of the partnership in CoolStreaming. Similar to the 

previous schemes, a video stream is divided into a number of fixed-length segments in 

CoolStreaming. Each peer deploys a circular bit map called Buffer Map (BM) to represent 

the availability of the segments in its local buffer. An example of the size of BM is 120 bits. 

Each bit in BM indicates whether the corresponding segment is available or not. The 

sequence number of the first segment in BM is recorded by another two bytes. Figure 

2.10(b) illustrates the idea of BM. Each rectangle represents the availability of each 

segment (white and dark rectangle indicates available and unavailable segments of 

between 12345 and 12464 in peer’s local buffer respectively). Then, each peer 

continuously exchanges its BM with its partners and then schedules which segment is to be 

fetched from which partner accordingly. Therefore, under this scheme, each peer tries to 

retrieve the unavailable segments from other partners which indciate these segments are 

available from their BMs. CoolStreaming uses a heuristic algorithm to determine the best 

suppliers for a specific segment from a number of potential suppliers (i.e. the 

corresponding bit for this specific segment is set in BM) based on their bandwidth and the 

available time for transmission. For example, refer to Figure 2.10(a) again, peer G receives 

BMs from peer C, peer E and peer H. Peer G first determines the deadline of segment i and 

counts the number of peers containing segment i based on the received BMs. Then, it 

computes the transmission time of segment i from each peer. Assume peer C has the 
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highest bandwidth and the shortest transmission time for segment i, peer G sends a request 

message to this peer to fetch this segment. This segment is delivered through a real-time 

transport protocol which adopts the TCP-friendly rate control protocol [PADHY98, 

FLOYD99, FLOYD00, BANSA01]. With the same principle, other peers retrieve their 

desired segment from their partners based on the contents of their BMs. 

2.5 Hybrid Transmission Approach for Video-on-Demand Systems 

In Section 2.3.3 and Section 2.4, we have reviewed a number of transmission strategies for 

VoD systems. However, these approaches have their own problems for video delivery. 

Proxy caching and CDN are expensive to deploy and maintain. P2P requires a sufficient 

number of supplying peers to jumpstart the distribution process [XU06] because each peer 

may only able to contribute limit resources to the system. For example, the outbound 

bandwidth of the peer may be lower than the playback rate of the video. In addition, the 

dynamic nature of P2P application is another flaw that a peer can leave the system at any 

time without notice. Broadcasting protocols such as HB are impractical to support 

insensitive (less-than-minutes) startup delay services since the central server needs to 

manage a large number of concurrent channels for a single video. Therefore, to compensate 

for their disadvantages, a number of hybrid approaches have been proposed recently. 
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Figure 2.11. Operation of CDN-P2P Architecture 

Xu et al. [XU06] proposed a CDN-P2P architecture that integrates both P2P and CDN 

to provide a cost-effective solution for video services. In this architecture, these two 

technologies complement each other. As shown in Figure 2.11, the distribution process of 

video data in this framework involves three stages. When the system is launched, the 

system first enters an initial stage. In this stage, the requesting peers are served by the 

CDN server directly. During obtaining the video data from the CDN server, a number of 

supplying peers are also created. The CDN server can then divide the workload between 

itself and the supplying peers such that any newly admitted peers are served by the CDN 

server and the supplying peers simultaneously. This is the second stage when the CDN and 

P2P delivery co-exist to support the service. Once the aggregated bandwidth of the 

supplying peers is sufficient to support the subsequent peers, the system goes into the third 

stage that the reserved CDN server resources are released and let the supplying peers 
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maintain the services. But, the CDN should take over the service again if the bandwidth 

contribution of the P2P network is lower than the demands. Therefore, customers can 

guarantee to obtain the service without collapsing by the dynamic nature of P2P framework 

and the CDN server resources can be used more effectively as well.  

Kusmierek et al. [KUSMI06] exploits the idea of chaining and proxy caching 

techniques to support video services in their proposed system called Loopback. In 

Loopback, customers arriving close to each other in time form a forwarding ring with the 

first customer obtaining data from a proxy and the last customer returning data to the proxy. 

Therefore, a loop is formed. Whenever a customer buffer fills up before the next customer 

arrives, a new loop is created for the next customer. Figure 2.12 illustrates the operation of 

Loopback. The arrow in the figure indicates the direction of the video data flows between 

the proxy and each loop. Assume that the buffer size of the proxy is the same as the length 

of video (L seconds). The first peer arrived at t1 which has played the leading part of the 

Peer Arrival Time t4  t5 t6     ty t1  t2   t3  tx 

Proxy Buffer 

Peer Buffer 

From Server 

time 

Filled Unfilled 

Video Length 0 L 
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Figure 2.12. Operation of Loopback 
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video and is downloading the current part of the video from the central server. Later, the 

second and third peer arrived which were close to the first peer and thus they chained 

together. After tx, there is no more peer that can be chained and the third peer should pass 

the video data to the proxy. When the forth peer arrives, it obtains the video data from the 

proxy server directly and then forwards it to the subsequent peers (i.e. the fifth and sixth 

peer). The sixth peer then starts to return the video data to the proxy at ty. In this 

mechanism, the proxy server only requires to cache the length of the video in the time gap 

between two loops. Thus, Loopback can reduce storage and bandwidth requirement of the 

proxy as well as the workload of the central server. 

 To et al. [TO05] proposed a hybrid scheme called Distributed Probabilistic Clock 

Synchronization (DPCS) in which the existing SB is modified to adapt the P2P 

PS 2 

… 

… 1 

PS 1 

2 3 4 N-1 N 

1 1 1 1 1 1 

… 2 2 2 2 2 2 

… N N N N N N 

…
 

Video 

PS N 

 
time 

Figure 2.13. DPCS Transmission Scheme 

d seconds 



Chapter 2 

Literature Reviews 

 

50 

transmission. Unlike the original SB that a new video session is created every d seconds 

(i.e. the startup delay of the system) from the central server and a whole video is 

transmitted on the video channel periodically. As shown in Figure 2.13, in DPCS, a video 

with a length of L seconds is first divided into N equal segments (i.e. dLN /= ), each of 

which is assigned to one end-point machine denoted peer server (PS). Each PS then 

transmits its assigned segment to its own video channel periodically. Each PS is required to 

contribute a buffer size of d seconds. While the bandwidth required for the system is still 

kept as the original SB, the workload of the system is dispersed among PSs. 

Yang et al. [YANG05] developed Dynamic Distributed Collaborative Merging 

(DDCM) which comprised of two stream managers, Patch Stream Manager (PSM) as well 

as Complete Stream Manager (CSM), for P2P streaming. PSM uses peers’ unused buffer to 

form a collaborative buffer to store the suitable video data. When a new video session 

starts up, the central server first allocates a new multicast channel for the first peer of a 

new peer group. Other subsequent peers for the same group then join this multicast channel 

and establish a unicast channel to obtain the leading part of the video from either the 

central server or other peers in the system if the video contents are available in the 

collaborative buffer. With CMS, a number of peers are selected, each of which holds a 

portion of the video and streams its cached content to the multicast channel. Based on these 

two mechanisms, the workload of the central server can be significantly reduced. 
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Because the hybrid approach is much suitable for providing large scale VoD services, 

we also bases on this hybrid framework to exploit the multicast/ broadcast capability of the 

network and P2P paradigm to efficiently deliver video data to the clients, which will be 

described in Chapter 5 and Chapter 6. In the proposed architecture, similar to CDN-P2P, a 

central server is deployed in order to avoid the disruption of the service caused by the 

dynamic nature of P2P applications. But, we also consider the use of broadcast capability 

in the network as DPCS and DDCM. However, unlike DDCM that the system will use the 

client buffer space as much as possible to reduce the use of the central server resources, our 

proposed framework intends to determine the optimal resource allocation on the unicast 

transmission and multicast delivery in the whole system such that the overall transmission 

cost of the system is minimized. Furthermore, we also consider fault exception which has 

not been studied in DDCM. Similar to DPCS that the duty of the broadcasting is dispersed 

among a number of peer servers. But, we also address the issues of reliability which has 

not been considered in DPCS. In addition, we also explore the relationship between the 

number of peer servers required and the bandwidth requirement of the central server. 

In the following work, we will perform a number of simulations in order to verify the 

correctness of our model. The simulation program is developed in C++ using GSL 

software package (it can be found in http://www.gnu.org/software/gsl/). The simulated 

environment models a commercial video-on-demand system composed of thousands of 
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users. The inter-arrival and the inter-departure time of clients are modeled by Poisson 

distribution as well as exponential distribution respectively which are generated by GSL. 

The simulator is an event-driven based. Each arrival or departure triggers an event. The 

event may cause to occupy the system resources or to release the system resources. If the 

system does not have enough resource to handle the event, this event will be blocked. We 

count the number of blocked events during the pre-defined simulation time to calculate the 

system blocking probability. 
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3.1 Introduction 

With the advances in digital video technology, Video-on-Demand (VoD) systems have 

come into practice in recent years. Nevertheless, such systems have not yet been 

commercial success because of the high cost of implementation. The server and network 

requirements are still the limiting factors in the wide deployment of VoD services. Many 

works [LIU01, SERPA00] have thus tried to minimize the resources requirements as well 

as increase the system scalability. Currently, data broadcasting and proxy caching are the 

two orthogonal approaches to provide a cost-effective VoD service. 

To support large-scale video streaming services, people exploited the broadcast 

capability of a network to share the system resources. Staggered broadcasting [WONG88] is 

the simplest broadcasting protocol proposed in the early days. Since the staggered 

broadcasting scheme suffered from a long start-up latency, some efficient broadcasting 
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protocols such as skyscraper [HUA97], harmonic [JUHN97] and consonant [LIU03] were 

then developed to minimize the .start-up delay. In such broadcasting schemes, customers are 

required to receive data from several channels simultaneously and a buffer should be 

installed in each receiver. Taking the bandwidth capacity of the user into consideration, Yan 

et al. [YAN03] proved that the generalized Fibonacci broadcasting achieved the best 

performance among the known schemes. The results showed that efficient broadcasting 

protocols can support a nearly true VoD service and the waiting time can be reduced to as 

little as a few seconds. To implement a true (zero-delay) VoD system in a broadcast 

environment, patching [HUA98] and hierarchical stream merging (HSM) [TAN02] schemes 

were proposed. The idea of patching is that a client first downloads data on two channels 

simultaneously. After receiving the leading portion of the video, the client is then able to 

merge into one of the broadcasting channels. For the HSM scheme, the clients hierarchically 

merge with the broadcasting groups so that the bandwidth requirement can be further 

reduced compared with the patching protocol. 

In addition to the broadcasting techniques, hierarchical architectures have also been 

explored to provide cost saving as well as increased quality of service to end users in a 

VoD system. In such hierarchical frameworks, video data can be temporarily stored in 

proxy servers so that the workload of the central server can be greatly alleviated. In [LI96], 

Li et al. developed a queuing model with the two-tier architecture to decide which video 
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and how many copies have to maintain at each distributed server. Instead of storing the 

video programs as entity in the local servers, the “server caching” scheme [CHAN01] in a 

distributed system was proposed to pre-cache a portion of the video for the local customers. 

Wang et al. [WANG04] also addressed the problem of streaming videos from a remote 

server through a proxy and developed a generalized allocation technique to minimize the 

transmission cost. 

Most of the previous works, however, mainly focused on providing the streaming 

services in a homogeneous environment, i.e. all users have the same traffic characteristics 

such as downstream bandwidth. In practical situations, access to the Internet is highly 

heterogeneous. Clients can connect to the network with different communication 

technologies such as modem, ASDL and wireless links. Their downstream rates may vary 

from 56kbps to 10Mbps. Different systems were thus proposed to deal with the problem of 

heterogeneity of the receiver capability. One of the approaches called replication 

[JIANG98] is that the servers support multiple quality video streams with identical content 

but at different data rates. The clients can therefore receive the appropriate video streams 

according to their network conditions. For example, the video encoded into low quality 

will be delivered to low bandwidth clients such as mobile users. On the other hand, the 

high quality video will be streamed to the high capacity receivers. Nevertheless, multiple 

versions of the same video can cause large increases in the amount of storage. Thus, some 
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researchers argued that layered encoded videos [KANGA02, REJAI01] should be used to 

create multiple quality video streams. Although the storage requirement of the layering 

approach is much less than that of the replication technique, creating video layers generates 

additional bandwidth overhead [KIMUR99, KIM01, HARTA02]. In particular, for the 

same video quality, layered encoding typically requires more transmission bandwidth than 

does a replication. 

In this chapter, we investigate possible solutions for building a large-scale VoD 

system in a heterogeneous network environment using both the broadcasting technique and 

hierarchical architecture. We compare video streaming of replication with that of layering 

in the proposed framework. The difference of this work from [KIM01] is that Kim et al. 

did not consider the proxy servers sitting between the central server and the clients. In 

[KANGA02], delivering layered videos using caches was investigated. However, the 

authors did not take into account replication and therefore did not provide any comparative 

results. Similar work was also presented in [HARTA02] but the authors neither explored 

the broadcast capability in the network nor verified the results by simulation. The main 

contribution of this chapter is that we explore the impact of the broadcasting schemes 

coupled with proxy caching and different coding schemes. In addition, we develop an 

analytical model to evaluate the system performance. The model can be applied to different 

system configurations such as centralized/distributed, unicast/broadcast as well as 
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replication/layering. In addition, an extensive simulation is performed to verify the 

correctness of the model. We develop guidelines for resources allocation and identify the 

combination of transmission strategies and caching schemes that provide the best 

performance under different scenarios with heterogeneous requesting patterns. It is 

believed that the model can assist the system designers to study various design options and 

to perform system dimensioning.  

This chapter is organized as follows. In Section 3.2, we discuss the system 

architecture for video streaming. In Section 3.3 and 3.4, we propose how the video 

replication approach and layered encoded videos can be applied to support the 

heterogeneous clients respectively. In addition, the performance model is derived as well. 

The simulation is then built and the results of both simulation and analytical models will be 

shown in Section 3.5. Finally, a summary of this chapter will be given in Section 3.6. 

3.2 System Architecture 

In this section, we describe how the proposed system provides video streaming services in 

the heterogeneous environment such as Internet. Figure 3.1 illustrates a typical two-tier 

VoD system which consists of one central server and several proxy servers. The central 

server, which has a large storage space to store all the available videos for clients, is 

connected to the proxy servers that are physically located closer to the clients. To meet 

clients’ bandwidth requirements, video m will be encoded into n different quality levels. It 
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is assumed that the proxy servers are independent and a large group of heterogeneous 

clients is served by a single proxy server. 

In general, the proxy server caches the most popular videos for users’ repeating 

requests in order to minimize the transmission cost. Upon the user’s request received by 

the proxy server, it will acknowledge the request if the video has been already cached. 

Otherwise, it will bypass the request to the higher level. To cater for the heterogeneous 

requirement, the system will deliver different qualities of video streams to the clients 

according to their capacity constraints. If the clients have a low bandwidth connection such 

as 56Kbps, they will receive the videos encoded at a low bit rate. On the other hand, the 

high quality video will be streamed to the customers having the broadband access 

 

Figure 3.1. Hierarchical of VoD Architecture 

Bottleneck of the 

whole system 

Broadcast or 

unicast channels 
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capability.   

Because the storage capacity of the proxy server is limited, some popular videos 

cannot be cached and eventually should be delivered from the central server. It is clearly 

seen that the system is not scalable since the bandwidth requirement will linearly increase 

with the number of clients or the arrival rate. To further enhance the system performance, 

we also exploit the broadcasting capability in such a hierarchical architecture. Apart from 

storing the popular videos in the proxy server, some videos will also be broadcasted to the 

clients over the backbone network. Therefore, it is assumed that a generic network 

infrastructure that supports broadcasting operations is used to implement the broadcasting 

protocols. 

In the proposed architecture, we assume that the I/O and network bandwidth of the 

proxy server is sufficient to serve all the video requests from the local area. Therefore, the 

bottleneck of the proposed system is the access bandwidth between the central server and 

the wide area network (as illustrated in Figure 3.1). For a given access bandwidth, only a 

finite number of requests can be served by the system. When a client issues a request for 

the system, the system first checks whether the requested video is stored in the proxy cache. 

If so, this request is accepted. Otherwise, the system further examines whether the 

requested item is delivered over the broadcasting channels. When it is not satisfied by the 

broadcasting channels, the central server will open a unicast channel for this request 
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Symbol Meanings 

M  Number of videos in the system 

B  Bandwidth between the central and proxy servers (bits/s) 

K  Proxy size (in bits) 

λ  System arrival rate (reqs/s) 

mp  Popularity of video m 

ml  Number of quality levels of video m 

jr  Probability of customers requesting th
j  quality of videos 

R
sλ  

Arrival rate for the dedicated streams (reqs/s), replication and no 

broadcast  
RB
sλ  Arrival rate for the dedicated streams (reqs/s), replication and broadcast 

R
mjc  Streaming rate of replicated video m having th

j  quality level (bits/s) 

R
mjs  Size of replicated video m encoded into th

j  quality (bits) 

R
d  

Average rate of the dedicated streams (bits/s), replication and no 

broadcast 

RB
d  Average rate for the dedicated streams (bits/s), replication and broadcast 

Rχ  Bandwidth for broadcasting (bits/s), replication 

L
sλ  Arrival rate for the dedicated streams (reqs/s), layering and no broadcast 
LB
sλ  Arrival rate for the dedicated streams (reqs/s), layering and broadcast 

L
mjc  Streaming rate of layered video m having th

j  quality level (bits/s) 

L
mjη  Streaming rate of layer j of video m (bits/s) 

L
mjs  Size of layer j of video m (bits) 

L
d  Average rate for the dedicated streams (bits/s), layering and no broadcast 

LB
d  Average rate for the dedicated streams (bits/s), layering and broadcast 

Lχ  Bandwidth for broadcasting (bits/s), layering 

Table 3.1. Summary of Notations 



Chapter 3 

Performance Analysis of Hierarchical Video-on-Demand Systems in Heterogeneous Environments 

 

61 

directly if there is available access bandwidth between the central server and the network. 

Otherwise, the request will be blocked. It is also assumed that the system will not check 

whether the resources can support a lower quality level of the requested video. In the 

following analysis, the blocking probability, which is measured as the probability that the 

user’s request cannot be served due to insufficient access bandwidth of the central server, 

will be used as the performance metric for the system. To facilitate our discussion, we 

define notations listed in Table 3.1. 

3.3 Replication Approach 

In this section, we are going to describe the system using the replication approach to 

provide VoD services and develop an analytical model to evaluate the performance in 

terms of the blocking probability. Using replications, video m with j
th

 quality ( mjv ) is 

encoded at a rate R
mjC . Without a loss of generality, R

ml
R
m

R
m

m

CCC <<< L21 . We first 

consider how to determine which video replicas are stored in the proxy server. It is 

assumed that jr  is the probability of the users requesting mvmj∀  where ∑
=

=
ml

j
jr

1

1 . In 

the proposed system, the proxy server simply stores the most popular videos to maximize 

the cache hits. Define mjb  as the proxy map that is used to describe the subsets of video 

replicas in its cache. mjb  is set to 1 if mjv  is in proxy. Otherwise, it is set to 0. Therefore, 

with the objective of maximizing the cache hits, the optimization problem is then formally 
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stated as follows. 

Maximize :  mjj

M

m

l

j
m brp

m

∑ ∑
= =1 1

  

Subject to  Kbs mj

M

m

l

j

R
mj

m

≤∑ ∑
= =1 1

 

To efficiently determine which video replicas should be cached such that the cache 

hits can be maximized, we develop an algorithm for proxy caching as shown in Table 3. 1. 

The algorithm starts with sorting mjv  in the ascending order of popularity jmrp  into the 

stack. Each element in the stack is composed of (vmj, pmrj) pair. For each iteration, the 

algorithm fetches one element from the top of stack. If the proxy cache has enough space 

to store the video replica indicated in the fetched element, the cache map mjb  for this 

1. Sort mjv  in the ascending order of pmrj into stack where m=1, 2, 3, …, M 

and j=1, 2, 3, …, lm. 

2. Set temp = 0 and cached = 0 

3. fetch the first element from the top of stack 

4. while ( Kcached < and all elements in the stack are not fetched) 

5.   Set m = the video id referred in the fetched element 

6.   Set j = the replica id referred in the fetched element 

7.   Set temp = the data size of the corresponding video replica   

   referred in the fetched element 

8.   if ( Kcachedtemp ≤+ ) 

9.     cached = cached + temp 

10.     Set bmj = 1 

11.   end if 

12.   fetch next element from the top of stack 

13. end while 

Table 3.2. Algorithm for Proxy Caching 
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video replica is set to 1. Otherwise, the algorithm fetches the next element until all the 

proxy cache space is occupied. 

Once mjb  has been found by maximizing the cache efficiency, we can determine the 

fraction of requests that goes up to the central server for the dedicated streams. Since a 

portion of requests is satisfied by the proxy server, the arrival rate of the requests going to 

the central server can be computed by eqn. (3.1) 

∑ ∑
= =

−=
M

m

l

j
mjjm

R
s

m

brp
1 1

)1(λλ         (3.1) 

Since multiple qualities of video streams are delivered at different data rates from the 

central server to the clients, the average streaming rate can thus be calculated by eqn. (3.2). 

∑ ∑
= =

=
M

m

l

j
mj

R
mjjmR

s

R
m

bcrpd
1 1λ

λ
       (3.2) 

where 

ijij bb  of complement:  

To deliver a large number of video streams, the central server is generally the 

bottleneck of the whole system (refer to Figure 3.1). Thus, we particularly focus on the 

performance of the central server. Denote B as the available bandwidth between the central 

server and the proxy server. On average, the central server can thus simultaneously support 

N
R
 number of video streams where 












=

R

R

d

B
N . Assume that the service time of each 

video stream is exponentially distributed with mean T (service rate 
T

1
=µ ) by considering 
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the varying length of different videos. The system can be modeled as an M/M/N
R
/N

R
 

queueing system [PRABH97] and the blocking probability is equal to  

∑
=

=
R

R

N

j

jR
s

RNR
sR

j

N
P

0

!/)/(

!/)/(

µλ

µλ

.         

(3.3) 

If the bandwidth from the proxy server to the clients is large enough and no requests 

will be blocked, the overall blocking probability of the system is given by eqn. (3.4). 

λ

λ RR
sR

overall

P
P =            (3.4) 

Apart from storing the popular videos in the proxy server, some replicated videos will 

also be broadcasted to the clients over the backbone network. For example, a low quality 

video is delivered over the broadcasting channels but the same video encoded at higher 

data rate is transmitted to the clients through the dedicated streams. Then, we should 

determine which video can be delivered over the broadcast channels. Since our focus is on 

the performance of the whole architecture, the broadcasting techniques are not our major 

concern. In general, any efficient protocols, such as [HUA97, JUHN97, LIU03], can be 

applied to the system framework. Because the bandwidth requirement of the broadcasting 

protocols depends on the transmission schedule and user bandwidth constraints, xH  is 

denoted as the number of channels required for the protocol x to broadcast a video such 

that the start-up delay is insensitive to the clients. It is further assumed that the receiver 

buffer is large enough to implement the efficient broadcasting protocol. To determine 
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which video replicas should be sent over the broadcasting channels, mjw  is used to 

indicate whether mjv  is broadcasted or not. Then, the bandwidth required for 

broadcasting can be calculated by eqn. (3.5). 

mj

M

m

l

j
mj

xR
mj

R wbHc
m

∑ ∑
= =

=
1 1

χ          (3.5) 

Similar to proxy caching, we assign mjv  to the broadcasting channels according to 

their popularity. For example, mjv  with the highest popularity will be first broadcasted. 

Given the bandwidth reserved for broadcasting ( rsvB ), mjw  can be found such that the 

broadcasting bandwidth does not exceed the reserved capacity, i.e. rsv
R B≤χ . Because 

some of the replicated videos are being broadcasted, the arrival rate for the dedicated 

channels is given by eqn. (3.6) which is equal to the arrival rate to the system minus the 

arrival rate to the proxy server as well as the arrival rate to the broadcast channels. 

∑ ∑∑ ∑
= == =

−−=
M

mi

l

j
mjmjjm

M

m

l

j
mjjm

RB
s

mm

wbrpbrp )1(
11 1

λλ     (3.6) 

The average streaming rate of the dedicated channels can thus be found by eqn. (3.7). 

∑ ∑
= =

=
M

m

l

j

mjmj
R
mjjmRB

s

RB
m

wbcrpd
1 1λ

λ
        (3.7) 

As B is the available bandwidth, the number of streams that can be concurrently 

supported by the server is found by 










 −
=

RB

R
RB

d

B
N

χ
. Similar to eqns. (3.3) and (3.4), the 

M/M/N
RB

/N
RB

 queue can be applied and the overall blocking probability can be found 
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accordingly. 

3.4 Layering Approach 

It is argued that layering can achieve better performance than replication. In this section, 

we extend the model to investigate the system using layered encoded videos. In a 

heterogeneous environment, layered encoding can also provide multiple qualities of video 

streams. For instance, if the clients have a low bandwidth connection, they can simply 

receive the base layer of the videos. On the other hand, both base and enhancement layers 

of the videos will be delivered to the clients who have the broadband access capability. 

Refer to Figure 3.1 again, when the proxy server cannot support the requested quality of 

video streams, it will deliver the cached layer(s) to the client and the missing enhancement 

layer(s) is retrieved from the central server directly. Similar to the replication approach, if 

the central server does not have sufficient bandwidth to stream the missing layer(s), the 

client will be blocked from the system. 

The reports in [KIMUR99, KIM01] showed that a non-layered stream has better video 

quality than a layered stream at the same data rate. Specifically, for the same quality level, 

the layered video will incur around 20%-30% overhead compared with the non-layered 

video and as a result the system requires more transmission bandwidth. With a view to 

making a fair comparison between layering and replication, we assume β to be the 

overhead of the layered videos where 0≥β . The relationship of the streaming rate of 
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mjv  between these two approaches is given by eqn. (3.8). 

R
mj

L
mj

j

k

L
mj cc )1(

1

βη +==∑
=

         (3.8) 

Different from the replication approach, the proxy server will cache the layers of the 

videos instead of the video replicas at different quality levels. Considering the property of 

the layered video, i.e. all the lower quality layers must be stored before caching the 

enhancement layers, we define mjq  as the fraction of users requesting the thj  layer of 

video m such that ∑
=

=
m

l

jk
kmj rq [GUO01]. Because the proxy server stores the most popular 

layers of the videos to increase the cache hits, the problem is to maximize 

mjmj

M

m

l

j
mj bqp

m

∑ ∑
= =1 1

 subject to Kbs mj

M

m

l

j

L
mj

m

≤∑ ∑
= =1 1

. It is noted that 1=mjb  here represents 

layer j of video m that is cached in the proxy server and mjb  can also be determined by the 

algorithm shown in Table 3.2. Once mjb  has been found, eqn. (3.1) can be used to 

compute L
sλ . Because the client for mjv  will receive j layered video streams 

simultaneously, the average streaming rate is equal to 

∑ ∑ ∑
= = =

=
M

m

l

j

mk

j

k

L
mkjm

s

L
m

brpd
1 1 1

)( η
λ

λ
        (3.9) 

To determine which layers of the videos should be sent over the broadcasting 

channels, mg  is denoted as the highest layer of video m using the broadcasting scheme 

such that the thj  layer of video m, where mgj ≤ , is either broadcasted to the customers 

or stored in the proxy server. Then, the broadcasting bandwidth can be calculated by eqn. 
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(3.10). 

∑ ∑
= =

=
M

m

g

j
mj

xL
mj

L
m

bH
1 1

ηχ           (3.10) 

mg  can therefore be found on condition that rsv
L B≤χ  and  LB

sλ  is equal to 
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Since some video requests only retrieve the enhancement layers from the central 

server, the average bandwidth of the dedicated streams can thus be computed by eqn. 

(3.12). 

∑ ∑ ∑
= += +=
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l
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Similar to the replication approach, the number of streams that can be supported by 

the server with and without broadcasting is found by 












 −
=

LB

L

LB

d

B
N

χ
 and 














=

L

L

d

B
N  

respectively. The M/M/N
L
/N

L
 and M/M/N

LB
/N

LB
 queue can therefore be applied and the 

overall blocking probability can be calculated by eqns (3.3) and (3.4). It should be noted 

that, with the layering approach, the clients may be required to delay the start of video 

playback because some layers retrieved from the broadcasting channels may not be 

synchronized with other layers streamed dedicatedly from the central server or the proxy 

server. However, such delay is negligible as the start-up latency of an efficient 

broadcasting protocol is insensitive to the clients. 
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3.5 Experimental Results 

Computer simulations are performed to study the performance of the proposed hierarchical 

framework and verify the results from the analytical model. The simulated environment 

models a commercial VoD system serving thousands of users with five different bandwidth 

capacities. Based on their bandwidth capacity, we define two video quality requesting 

patterns which will be stated in Table 3.4 to simulate the heterogeneous environment. In 

the simulation, there are 200 videos for which each of them is encoded into five quality 

levels and stored at the central database. The client requests are modeled as the Poisson 

arrival process and the video popularity is followed by Zipf’s distribution [ZIPF49] with 

the skew parameter 271.0=θ . Then, 
θ−

Ω
=

1m
pm  where 

∑
=

−

=Ω
M

i i1
1

1

1

θ

, Since the Erlang’s loss 

formula [MEDHI94] holds for any distribution of service time (having mean 1/µ) provided 

that the input is Poisson, i.e. it holds for the model M/G/N/N, it is assumed that the length 

of each video is fixed as 90 minutes. The environment is simulated as long as 240 hours. 

The blocking probability is defined as the ratio of the number of rejected requests to the 

total number of video requests. For the replication approach, the client for mjv  will be 

served by the proxy server or the broadcasting channels if the requested video has been 

cached or broadcast. Otherwise, the client will retrieve the video from the central server. 

For the layering approach, when the client issues a video request, he/she will be served by 

the proxy server if all the requested layers of the video are cached. Otherwise, he/she will 
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listen to the broadcasting channels for the missing video layers. If the missing layers are 

not being broadcasted, the client will open a dedicated stream from the central server. 

Assume that the streaming rate of the base layer of all the videos is KbpsL
m 560 =η . In 

order to provide the high quality of video streams for the high capacity receivers, some 

video information is encoded in the enhancement layers. It is assumed that all layers that 

have the same rate [REJAI00], i.e. L
m

L
mj 1ηη = . As the backbone bandwidth is fixed, it is 

further assumed that the proportion of bandwidth, rsvp , is reserved for broadcasting, i.e. 

BpB rsvrsv = . The results in [YAN03] reported that less than 10 broadcasting channels are 

sufficient to provide delay insensitive VoD services. Therefore, xH is set to 10 for the 

following experiments unless other specified. From the results in [KIMUR99], the amount 

of overhead incurred by the layered encoded videos is varied from 0 to 30%. Table 3.3 

summarizes the parameters used in the simulation. 

In order to evaluate the performance of the system with heterogeneous clients, two 

Parameter Nominal Value Range 

No of videos (M) 200 - 

System arrival rate (λ ) 0.3, 0.8 0.1 – 1 reqs/s 

Proxy size (K) 5% 0% – 10% 

No of broadcast channels (H
x
) 10 4 – 14  

Access bandwidth of the central video server (B) 100Mbps - 

Layering overhead (β) 0.25 0 – 1  

Proportion of bandwidth reserved ( rsvp ) 0.1 0 – 1 

Layer stream rate (
L
mjη ) 

L

m1η  - 

Table 3.3. Parameters of the Simulation 
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requesting patterns will be considered as shown in Table 3.4. S-A is to model the less 

heterogeneity environment (i.e. the system serves only two types of client) while S-B 

focuses on considering for highly heterogeneity environment (i.e. the system serves five 

types of client): 

In the following, each curve is represented by “Model
2
: (x, y, z)” where “x=requesting 

scenario”, “y=system configuration
3

” and “z=arrival rate”. We first evaluate the 

performance impact of system arrival rates to the blocking probability when B is 100Mbps 

and the result is illustrated in Figure 3.2. The figures show that our mathematical model is 

closely matched with the simulation results under various system configurations. As we 

expected, more customers are blocked by the system when the arrival rate is increasing. It 

can be found in Figure 3.2(a) that the performance of the layering approach is worse than 

that of the replication approach when the arrival rate is low even though layering requires 

less storage capacity. When the arrival rate is low, the system does not take much 

advantage from proxy caching and thus most of the requests will be handled by the 

                                                 
2
  Math – results obtained from mathematics model, Sim – results obtained from simulation model 

3
 R=Replication, L=Layering, B=Broadcasting 

Scenario A (S-A) 2
nd

 and 5
th

 qualities of videos are requested equally 

(r2 = r5 = 0.5, r1 = r3 = r4 = 0) 

Scenario B (S-B) All videos qualities are requested uniformly 

(r1 = r2 = r3 = r4 = r5 = 0.2) 

Table 3.4. Requesting Patterns of Clients 
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central server. Because layering requires more transmission bandwidth than replication for 

the same quality level, fewer video channels can be allocated by the server simultaneously 

and thus more customers are blocked. However, when the arrival rate is further increasing, 

the cache hit rate is increased. Since more videos can be cached with the layering approach, 

the performance between layering and replication is then getting close. Figure 3.2(b) shows 

the blocking probability of the system under “S-B”. It is found that layering can achieve 
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Figure 3.2 Blocking Probability against Arrival Rate 
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better performance than replication for different arrival rates. It is expected that, under the 

layering approach, more videos can be cached in the proxy server. Hence, most of the 

requests can be satisfied by the proxy server. If the video quality can be adapted to the 

customers’ environment, the system can serve more customers. These results are consistent 

with [HARTA02] that replication is favorable to less heterogeneous environment while 

layering is suitable for highly heterogeneous environment. In the figures, the impact of 

broadcasting is also examined. It is observed that the performance cannot be significantly 

improved under light traffic such as 0.2 requests/s. When the arrival rate is further 

increased, the system with broadcasting can obtain better performance than the system 

without broadcasting because broadcasting favors the popular videos. On the other hand, it 

can be found that layering with broadcasting can perform better than replication without 

broadcasting when the arrival rate is higher than 0.45 req/s in S-A. Therefore, layering 

with broadcasting can still obtain better performance under less heterogeneous 

environment when the arrival rate is high. 

Figure 3.3 shows the simulation results with dynamic load, where the arrival rate is 

dynamically changed during the simulation but the overall arrival rate is kept constant. 

From the results, we can see that the same conclusion can be drawn (i.e. layering approach 

performs better than replication approach in highly heterogeneous network environment). 
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From the model, apart from the arrival rate, it can be observed that the proxy size (K), 

the efficiency of the broadcasting scheme ( x
H ) and the bandwidth reserved for 

broadcasting ( rsvB ) also bring a great impact on the system performance. In order to have a 

close look on the effectiveness of the broadcasting protocol to the system, Figures 3.4 to 

3.6 show the blocking probability of the systems when these parameters are varied. Figure 

3.4 illustrates the system blocking probability against the proxy size. Increasing the proxy 
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Figure 3.3 Blocking Probability against Arrival Rate with Dynamic Load 
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size results in fewer video requests passed to the central server and thus more customers 

can be served. In “S-A”, the video requests for replicated video streams can obtain better 

performance when the proxy size is small. The reason is that when the proxy size is small, 

most of the requests should be handled by the central server but the layering overhead 

results in higher streaming rate of the videos. We can see that the performances of 

replication and layering are getting close under high traffic when the proxy size is further 

increased. The similar trend can be observed in “S-B” which is shown in Figure 3.4(b). 

However, in this case, the layering approach can obtain better performance when the proxy 

size is just larger than 2% since the layered videos can use the storage capacity in a more 

efficient way. The results show that the blocking probability of the layering approach can 

be less than that of the replication approach up to 10% when the proxy capacity is further 

increasing. It should be noticed that replication obtains better performance than layering 

when the proxy size is zero (i.e. no proxy). This result is consistent with [KIM01] when 

there is no proxy server sitting between the central server and the clients. On the other 

hand, it is also found that the system with either replication or layering performs better if 

the broadcasting scheme is incorporated. However, the gain is insignificant when the proxy 

size is too large as all the popular videos are locally cached and the system only broadcasts 

the less popular videos. 
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Figure 3.4 Blocking Probability against Proxy Size 

Next we consider how broadcasting affects the system performance. Figure 3.5 

illustrates the blocking probability against the number of broadcasting channels. The more 

efficient the broadcasting scheme is, the fewer the broadcasting channels are required. 

Therefore, the blocking probability is lower when fewer number of broadcasting channels 

is used. Similar to the previous results, the performance of replication is better than that of 

layering in “S-A” because layering consumes more transmission bandwidth than 

replication when the environment is not highly heterogeneous. In contrast, as shown in 
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Figure 3.5 (b), the layering approach performs better if the system needs to provide five 

different qualities of video streams. It can be found that the blocking probability goes 

convergence when the number of broadcasting channels is further increased. It is because 

the reserved bandwidth for broadcasting is fixed (i.e. rsvB ) and more broadcasting channels 

assigned to a video layer or a replicated video results in reducing the number of videos that 

can take the benefit from broadcasting. It is also the reason that the blocking probability of 
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Figure 3.5 Blocking Probability against Broadcasting Efficiency 
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the system with broadcasting is higher than that of the system without broadcasting 

approaches if the number of broadcasting channels is further increasing (e.g. Math(B, RB, 

0.3)). In addition, as we expected, the system performance is better when the arrival rate is 

high. From the results in Figure 3.5(b), the broadcasting scheme can still reduce the 

blocking probability when the arrival rate is 0.8 requests/s even if more than 10 channels 

are used to broadcast a video. It is noted that, by using some recently proposed 

broadcasting protocols, 6 to 10 channels are sufficient to provide delay insensitive VoD 

services. 

Now we plot the blocking probability when the proportion of bandwidth reserved for 

broadcasting is changed from 0 to 1 in Figure 3.6. To demonstrate the results with low, 

medium and high traffic, we now set the arrival rate as 0.2, 0.6 and 1.0 requests/s 

respectively. If rsvp  is 0, there is no bandwidth reserved for broadcasting. On the other 

hand, all the available bandwidth will be used for broadcasting if rsvp  is 1. It can be seen 

that the systems are getting worse with the increase of bandwidth reserved for broadcasting 

at low traffic because broadcasting does not favor to the systems with low arrival rate. At 

high traffic, the system blocking is strictly decreasing. However, when all the bandwidth is 

reserved for broadcasting, the performance of various system configurations converges. It 

is because only a portion of the videos can be delivered to the customers and some less 

popular videos will never be served. In Figure 3.6(a), we can observe that the blocking 
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probability of the layering approach is higher than that of replication but it performs better 

when the bandwidth reserved for broadcasting is increasing. One of the reasons is that 

most of the requests are still handled by the central server when rsvp  is low. Layering 

overhead is the main drawback of end-to-end delivery. However, since the layering 

approach can utilize the broadcasting bandwidth more effective than replication when 

rsvp  is high such that the layering approach can assign more videos on the broadcasting 
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Figure 3.6 Blocking Probability against Reserved Broadcasting Bandwidth 
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channels than replication does, more clients can download the video data from the 

broadcasting channels. It is found that when all the bandwidth are reserved for 

broadcasting, the blocking probability of “Math: (A, LB, 0.2)” is about 3% lower than that 

of “Math; (A, RB, 0.2)”. In contrast, when no bandwidth are reserved, the blocking 

probability of “Math: (A, LB, 0.2)” is about 7% higher than that of “Math: (A, RB, 0.2)”. It 

is noted that the gain from broadcasting is more obvious if the storage capacity of the 

proxy server is not large enough to store all the popular videos.   

Finally, we look into the effect of layering overhead. The overhead is varied from 0% 

to 30%. Figure 3.7 demonstrates the blocking probability of the systems against layering 

overhead. As expected, more clients will be blocked from the systems with higher layering 

overhead. It is shown that the layering approach should be used in a highly heterogeneous 

environment. In the case of “S-B”, layering is still better than replication even if 30% of 

layering overhead is incurred. However, for the system with only two types of clients like 

“S-A”, the replication approach should be adopted if the overhead is larger than 20%. It 

should be noticed that the system still has superior performance when the broadcasting 

protocol is implemented for various layering overhead factors. 
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Figure 3.7 Blocking Probability against Layering Overhead 

3.6 Summary 

Video transmission over Internet is one of the hottest research topics in recent years. One 

of the challenges to provide VoD services is how the video streams can be delivered in a 

heterogeneous network environment. In this chapter, we consider using the replication and 

layering approach to create multiple qualities of video streams. We developed the 

large-scale video streaming system using both the proxy caching and data broadcasting 
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techniques. In the proposed system, either replicated or layered videos are streamed to the 

clients according to their bandwidth constraints. An analytical model was developed to 

compare their performance in terms of the blocking probability. From this model, it has 

been found that the proxy size, the efficiency of the broadcasting scheme, the bandwidth 

reserved for broadcasting as well as the layering overhead have significant impacts on the 

system performance. The results showed that the blocking probability of layering is lower 

than that of replication when the environment is highly heterogeneous, i.e. the system 

needs to support five different qualities of video streams at the same time. In addition, it 

has been observed that the system performance can be further improved by exploring the 

broadcast capability of the network if the proxy server cannot store all the popular videos.  
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Chapter 4 

Hierarchical Video-on-Demand Systems with 

Hybrid Coding Scheme and Quality Renegotiation 

 

 

 

 

4.1 Introduction 

In chapter 3, we investigated possible solutions for building a large-scale VoD system in 

heterogeneous network environments using the hierarchical architecture. In such 

architecture, the proxy server serves most of the popular videos to clients directly such that 

the workload of the central server can be alleviated. In order to effectively use the server 

resources as well as improve the scalability of the system, the broadcast capability of a 

network is also exploited that video contents are distributed along a number of video 

channels shared among clients. To meet different clients’ bandwidth constraints, videos are 

encoded into a number of different quality levels with replication or layered encoding. We 

investigated the efficiency of the system by developing an analytical model to effectively 

compare the performance of the replication approach and that of layering for video 

streaming in the proposed framework under different scenarios and parameter settings. 

From the results, it can be found that the layering approach is suitable for proxy caching 
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and video broadcasting while replication is favorable to end-to-end transmission. The 

results introduce an interesting question whether the system performance can be further 

improved if both coding schemes are deployed in different parts of the system based on 

their natures. Thus, in this chapter, we are going to investigate a complementary approach 

using both video replication and layering for video streaming such that the blocking 

probability of the system can be reduced. On the other hand, the client is blocked when the 

system resources cannot satisfy client’s request in the previous proposed architecture. 

However, this request may still be accepted if the system resources can support a lower 

quality level of the requested video. Therefore, we also investigate the benefit of 

renegotiation about the video quality under limited system resources in this chapter. 

 The remaining portion of this chapter is organized as follows. In Section 4.2, we 

describe how video replication and video layering are deployed in the system. In Section 

4.3, we consider renegotiation about video quality that the client is no longer blocked 

immediately when the system can support a lower quality of the requested video. A 

mathematical model is derived to show the efficacy of these approaches analytically. 

Computer simulations are then performed to evaluate the performance and the results of 

both simulation and analytical models will be presented in Section 4.4. Finally, some 

concluding remarks of this chapter are given in Section 4.5. 
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Symbol Meanings 

LBR
sλ  

Arrival rate for the dedicated streams (reqs/s), layering, replication 

and broadcast 

LBRd  
Average rate for the dedicated streams (bits/s), layering, 

replication and broadcast 

LBRχ  
Bandwidth for broadcasting (bit/s), layering, replication and 

broadcast 

mz  
An indicator that indicate whether video m is layered-encoded 

Q The expected proportion of the requested qualities of the video 

that can be delivered to the clients 

Table 4.1. Summary of Notations 

4.2 Hybrid Coding Strategy 

In this section, we describe a complementary approach using both video replication and 

layering for video streaming. The system architecture remains unchanged which has been 

described in Section 3.2 and depicted in Figure 3.1. In this section, we assume that clients 

are able to decode the video for playback no matter what coding scheme is used for the 

video. To facilitate our discussion, the notations defined in Table 3.1 are still applied and 

we also define new symbols listed in Table 4.1. 

The problem here is how to determine which coding scheme should be used for a 

particular video. Since layered-encoded video is favorable to proxy caching and video 

broadcasting, details of Section 3.4 can be applied to decide which layers of the videos are 

cached in proxy server or broadcasted over broadcasting channels. Once mjb  and mg  are 

found, the broadcasting bandwidth LBRχ  and the arrival rate to the central server LBR
sλ  
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can thus be calculated by eqn. (3.10) and eqn. (3.11) respectively. When LBR
sλ  has been 

computed, we can determine the number of the dedicated streams that can be supported by 

the central server. However, as mentioned before, replication is favor to end-to-end 

transmission. Therefore, rest of the videos should be encoded by the replication approach if 

it is neither cached in the proxy server nor delivered over the broadcasting channels. To 

indicate whether video m is layered-encoded, we denote zm as an indicator which is set to 1 

if ∑
=

>
ml

i
mjb

1

0  or 0>mg  and 0 otherwise. The average bandwidth of the dedicated streams 

can thus be computed by  



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The first term of eqn. (4.1) shows the average bandwidth requirement of the video which is 

layered-encoded while the second term illustrates that of the video which is encoded by 

replication approach. Therefore, the number of the streams that can be sustained by the 

server is 








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B
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. Then, the blocking probability of the central server is equal 

to 
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and the overall blocking probability of the system can be found by eqn. (4.3). 

λ
λ LBRLBR

sLBR
R

P
P =            (4.3) 
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4.3 Quality Renegotiation 

In this section, we investigate the benefit of renegotiation about the video quality when the 

system resources are limited. In the original framework, the client is blocked immediately 

when the system resources cannot satisfy the client’s request. However, this request may 

still be accepted if the system resources can support a lower quality level of the requested 

video. It is first assumed that the client will always accept the lower quality level of video 

when the original request is rejected due to lack of system resources. Define Quality 

Perception (Q) as the expected proportion of the requested quality of the video that can be 

delivered to the clients, which can be expressed by 

requestedlevelqualityofnumber

receivedlevelqualityofnumber
QPerceptionQuality =)(  

Therefore, Q is equal to 1 if the system can completely satisfy what the client requests. 

There are several strategies to be considered for the renegotiation mechanism, i.e.   

S-1. Provide the video which is cached in proxy or delivered over the broadcasting 

channels only. 

S-2. Provide the lowest quality level by the central server if the requested layers are 

neither cached in proxy nor broadcasted (S-1 is still applied). 

S-3. Based on the current resources, provide the highest quality level of video to the 

requested client (S-1 is still applied). 
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(b) Proxy Size = 10%, Broadcast Efficiency = 0.1 
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(c) Proxy Size = 5%, Broadcast Efficiency = 0.5 

Figure 4.1. System Performance in various Renegotiation Mechanisms  
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We first use the simulation to show the efficacy of these strategies in various 

scenarios as shown in Figure 4.1. It can be found that S-1 dominates the major 

improvement and the others only provide less than 1% further enhancement in various 

system parameters. Based on this finding, we use S-1 to approximate the system 

performance with renegotiations. Since the request will be relayed to the central server 

only when the original request is rejected, meanwhile, it cannot be satisfied by the proxy 

and broadcast channels, the overall blocking probability of the system with quality 

renegotiation (
Q

overallP ) can thus be determined by 

LBR
M

i

l

j

j

k

ikji
Q

overall PkbrpP
i









= ∑ ∑ ∏

= = =1 1 1

)(|η       (4.4) 

where  



 ≤

=
otherwise

gk
k

i

,0

,1
)(η  and “ | ” is an OR operation 

Since the system allows the customers to start playing back the video even if the 

given video quality is lower than what they requested, we should determine the probability 

that the customer can obtain all requested layers from the system (or the expected 

proportion of the requested layers that can be delivered to the clients). Because the 

expected proportion of clients that can be admitted to the system is 
Q

overall
P−1 , Q can be 

calculated by  



Chapter 4 

Hierarchical Video-on-Demand Systems with Hybrid Coding Scheme and Quality Renegotiation 

 

90 

Q
overall

M

i

l

j

j

k

Hik
ij

H
ijijji

P

P
j

kb
jbPjbjbrp

Q

i

−



















×+−×+

=

∑ ∑ ∑
= = =

1

)(|
))(()1))((())(|(

1 1 1

η
ηηη

 

              (4.5) 

where “× ” is an AND operator.  

Therefore, Q is equal to 1 if the requested layers can be obtained from the proxy server or 

broadcast channels (i.e. ))(( ijij bjb η+ ) or can be streamed directly from the central server 

(i.e. )1))((( H
ij Pjb −×η ). The third term indicates the proportion of clients that can still be 

satisfied by the system even if the resources cannot support the desired quality levels. 

4.4 Experimental Results 

In this section, we evaluate the performance of the proposed schemes in terms of blocking 

probability as well as quality perception. Computer simulation is also performed to verify 

the correctness of the analytical model. The parameters used for the evaluation are defined 

in Table 3.3. The two scenarios of requesting quality pattern stated in Table 3.4 will be 

used again to evaluate the performance of the system. 

We first evaluate the performance impact of various arrival rates to the blocking 

probability. Figure 4.2 illustrates the performance of the proposed hybrid approach (LBR) 

and that with renegotiation (LBRQ) for various arrival rates. The figures show that our 

mathematical model is closely matched with the simulation results under various system 

configurations. As we expected, the blocking probability is increasing when the arrival rate 



Chapter 4 

Hierarchical Video-on-Demand Systems with Hybrid Coding Scheme and Quality Renegotiation 

 

91 

is increased for various configurations. It can be seen that the systems with complementary 

approach can obtain further improvement compared to the sole approach (i.e. the system 

only uses layering with broadcasting (LB) or replication with broadcasting (RB) approach) 

for video transmission in both scenarios. As we know, LB performs worse than RB when 

the system environment is homogeneous, especially in low arrival rate. We can find from 

the result in Figure 4.2(a) that LBR can have a reduction of blocking probability up to 8% 

and can perform better than RB about 2% when the replication approach is taken the place 

of layering for end-to-end transmission in LB. On the other hand, it can be observed in 

Figure 4.2(b) that LBR can also obtain up to 9% further improvement when replication is 

deployed for unicast transmission in LB. However, it can be seen that the improvement is 

reducing when the arrival rate is further increased. It is because proxy caching is favor to 

high arrival rate and most of requests can be satisfied by the proxy server directly. In the 

figure, the performance of renegotiation is also presented. It can be observed that the 

system performance can be improved significantly when renegotiation mechanism is 

applied. We can see that the gain is increasing when the arrival rate is increased. It is 

because renegotiation increases the cache hit such that more requests can be satisfied by 

the proxy server. Although the renegotiation process can improve the system performance, 

it may reduce the customers’ perception because this process cannot satisfy the customer’s 
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(c) Quality Perception 

Figure 4.2 System Performance against Arrival Rate 



Chapter 4 

Hierarchical Video-on-Demand Systems with Hybrid Coding Scheme and Quality Renegotiation 

 

93 

request completely when lacking of system resources. Therefore, we look at the probability 

that the customer can obtain all requested layers from the system (or the expected 

proportion of the requested layers that can be delivered to the customers). Figure 4.2(c) 

shows the quality perception against the arrival rate. We can observe that the quality 

perception is decreasing when the arrival rate is increased. When the arrival rate is 

increasing, H
Sλ is also increasing. Because the number of dedicated channels supported by 

the central server is limited, more requests should be accomplished by the renegotiation 

mechanism. Therefore, quality perception is reducing.  

From the model, apart from the arrival rate, it can be observed that the proxy size (K), 

the efficiency of the broadcasting scheme ( xH  ) and the bandwidth reserved for 

broadcasting ( rsvB ) bring a great impact on the system performance. In order to have a 

close look on the effectiveness of the broadcasting protocols to the system, Figures 4.3 and 

4.4 show the blocking probability of the systems when these parameters are varied. We 

first investigate the impact of the proxy size when K is varied but rsvB  is fixed. Figure 4.3 

illustrates the system blocking probability as the proxy size is changed. Increasing the 

proxy size results in fewer video requests passed to the central server and thus more 

customers can be served. Therefore, it can be found that all the blocking probabilities are 

decreasing along with the growth of the proxy size. In “S-A”, it can be more clearly seen 

that LBR can improve the drawback of LB in homogeneous environment. In “S-B”, LBR 
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(c) Quality Perception 

Figure 4.3 System Performance against Proxy Size 

 



Chapter 4 

Hierarchical Video-on-Demand Systems with Hybrid Coding Scheme and Quality Renegotiation 

 

95 

can also further enhance the system performance. It is because LBR is benefited from both  

layering and replication for proxy caching and end-to-end transmission respectively. In 

addition, the system performance can have a further improvement up to 10% when LBRQ 

is used. The system performance in terms of the video quality is depicted in Figure 4.3(c). 

It can be observed that the video quality is improving when the proxy size is increased. In 

various proxy sizes, we can see that the system can provide more than 80% quality 

perception to the customer. Therefore, the customers are still able to obtain the quality of 

video close to their expectation under this approach. 

 Now we plot the bandwidth reserved for broadcasting. The proportion of broadcasting 

bandwidth is changed from 0 to 1 as shown in Figure 4.4. If rsvp  is 0, there is no 

bandwidth reserved for broadcasting. On the other hand, all the available bandwidth will 

be used for broadcasting the videos if rsvp  is 1. It can be seen that the systems are getting 

worse with the increase of bandwidth reserved for broadcasting at low traffic. It is 

expected because broadcasting does not favor to the systems with low arrival rate. At high 

traffic, the system blocking is strictly decreasing. However, when all bandwidth is reserved 

for broadcasting, the performance of the systems is convergence. It is because only a 

portion of videos in the systems can be served to the customers and some less popular 

videos will never be served. The results show that the performance of LBR still performs 

better than LB and RB but the performance of LBR is getting close to the performance of  
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LB in various system configurations. One explanation for this is that the system bandwidth 

for end-to-end transmission is shrinking and thus the operation of LBR and LB becomes 

identical. Figure 4.4(c) illustrates the average video quality to serve the admitted customers 

when the proportion of reserved bandwidth for broadcasting is increased. It can be 

observed that increases in reserved bandwidth will result in decreases in quality perception 

of customers.  When the reserved bandwidth is increased, the number of dedicated 

channels provided by the central server is reducing and hence the flexibility of the system 

will be reduced. As a result, the system only provides a restrictive quality level of videos to 

customers from the proxy cache and broadcast channels. However, the system can still 

deliver the video streams to provide customers more than 87% of video quality that they 

request. 

4.5 Summary 

By using the findings in Chapter 3, we investigate a complementary approach using both 

video replication and layering for video streaming in this chapter. We then analytically 

explore the benefit of renegotiation about video quality when the system resources cannot 

support the requested quality levels. From the results, we have found that the system 

performance can obtain an improvement up to 15% when complementary coding schemes 

(i.e. layering approach is used for proxy caching and video broadcasting while replication 

is used for end-to-end transmission) for video transmission and renegotiation mechanism 
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are used. 
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5.1 Introduction 

In Chapter 3 ad Chapter 4, we have investigated possible solutions for building a 

large-scale VoD system in a heterogeneous network environment using both the 

broadcasting technique and hierarchical architecture. We also compared video streaming 

of replication with that of layering in the proposed framework. In such architecture, we 

deploy broadcast/multicast to improve the scalability of the system. In general, any 

efficient protocols can be applied to the system framework. Among existing broadcast 

protocols, Staggered is the earliest broadcasting scheme proposed in [DAN94] that we 

can be applied. As it introduces very long start-up latency, some efficient broadcasting 

protocols [VISWA96, JUHN97] were then proposed to reduce the start-up delay and at 

the same time minimize the bandwidth requirement. Nevertheless, these broadcasting 

protocols such as Harmonic [JUHN97] are impractical to support insensitive (less-than- 

minutes) start-up delay services since the system needs to manage a large number of 



Chapter 5 

Peer-to-Peer Batching Policy for Video-on-Demand 

 

100 

concurrent channels for a single video. Moreover, the requirement on client bandwidth 

and buffer is strict high, making the overall system very expensive [HUA94]. Different 

from the broadcasting system, in a multicast VoD system, customers arriving closely 

enough can be grouped together and served by a single multicasting channel. Time 

between the consecutive multicasting channels is known as batching time/start-up delay. 

To implement a true (zero-delay) VoD system in such a multicast environment, a video 

server needs to allocate unicast channels for late-arriving customers until they can catch 

up the ongoing multicast video session. Patching [HUA98, CAI99, GAO99] is one of the 

representative protocols based on this idea. Although these schemes can improve the 

scalability of the system, this approach still inherits from the client-sever model such that 

the bottleneck of the system is still at the server side. Recently, researchers have turned 

their focus to another approach to address the issues of system scalability – peer-to-peer 

(P2P). In such P2P architecture, each end-point called peer is operated as client and 

server simultaneously. It retrieves what it requests from the system and forwards/relays it 

to the system as well in such a way that an application layer multicast is constructed 

[SHEU97, XU02, GUO03a, GUO03b, HEFEE03, NICOLO03, TRAN04,]. To watch a 

video, a peer establishes one/several dedicated channels to other peers in the system. The 

number of channels established for one video session is therefore proportionally 

increased with the arrival rate. 
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 As mentioned, the broadcasting schemes may not be feasible to support the 

zero-delay VoD services. Instead, it is believed that both multicasting and P2P are the two 

promising alternatives. It is observed that a classic P2P mechanism requires small server 

resources as well as provides an insensitive delay. However, the bandwidth requirement 

inside the network will be rapidly increased when more peers joins the video session. On 

the other hand, if the system simply uses a multicast scheme to deliver a video, the peers 

will wait for a noticeable delay before watching the video whereas the overall bandwidth 

requirement will not be significantly increased. In this chapter, we consider the trade-off 

between the network bandwidth requirement for P2P transmission and multicast delivery. 

We exploit the multicast capability of the network and P2P paradigm to efficiently deliver 

video data to the clients. A Peer-to-Peer Batching (PPB) policy is proposed to minimize 

the system requirement. Unlike traditional multicast approaches that use extra server 

resources to meet the true VoD requirement, in PPB, the central server shifts this duty to 

peers for providing the initial portion of the video to the subsequent peers by means of 

P2P transmission during the video session. If the size of the P2P network is large enough, 

any subsequent peer will be served by a new video session. Hence, the size of the P2P 

network using PPB will not proportionally grow with the arrival rate. One of the 

objectives of this chapter is to determine the optimal size of the P2P network such that 

the overall transmission cost is minimized. In addition, because peers can leave the 
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system at any time without notice and the departure or failure of any peer may corrupt the 

service, fault tolerance and recovery procedures are developed to take the peers departure 

behavior into account for better management of the system resources.  

This chapter is organized as follows. We first describe our proposed PPB policy in 

Section 5.2. We then develop an admission blocking probability model for PPB in 

Section 5.3. The fault recovery mechanism of PPB will be presented in Section 5.4. In 

Section 5.5, analytical results will be presented to demonstrate the efficacy of the 

proposed system. In addition, simulations are also performed to verify the correctness of 

the analytical model. Finally, some concluding remarks are given in Section 5.6. 

5.2 Peer-to-Peer Batching (PPB) Policy 

In this section, we describe PPB and then derive an analytical model to evaluate the 

system performance of PPB. In our proposed architecture, it is first assumed that a 

generic infrastructure of network is multicast-enabled. All peers in the system have an 

identical upstream and downstream bandwidth. In addition, the downstream bandwidth is 

at least double of the playback rate. It is further assumed that the caching buffer is enough 

to store a small portion of the video and data sharing can only be accomplished within the 

same video session. All the peers are assumed to leave the system when the playback has 

been completed. To facilitate our discussion, we define the notations in Table 5.1. 
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Symbol Meanings 

λ  System arrival rate (reqs/s) 

µ  System departure rate (departure/s) 

R  Data rate of the video (bit/s) 

W  Length of the batching time (s) 

L  Length of the video (s) 

B  Buffer size of peer (s) 

M  Number of videos in the system 

ip  Popularity of video i 

Eλ  The effective arrival rate of the system 

Eµ  The expected service rate of the system 

sc  Transmission cost of the central server for one video channel 

pc  Transmission cost of the P2P network for one video channel 

SS , F
SS  

Number of multicast channel demand for the central server without and 

with fault exception 

PS , F
PS  

Number of PPC demand for the system without and with fault 

exception 

R
SS  

Number of unicast channel demand for the central server during fault 

exception 

SC , F
SC  

Transmission cost demanded for the central server without and with 

fault exception 

PC , F
PC  

Transmission cost demanded for the P2P network without and with 

fault exception 

F
rC  

Transmission cost demanded for the system for fault recovery 

optW , F
optW  

Optimal batching time of the system without and with fault exception 

Table 5.1. Notations of Symbol 



Chapter 5 

Peer-to-Peer Batching Policy for Video-on-Demand 

 

104 

 

Figure 5.1. The Scheme of the Proposed PPB Policy 

 In PPB, each peer needs to go through two phases to retrieve the whole copy of the 

video for playback, namely, P2P transmission phase (PTP) and multicast transmission 

phase (MTP). PTP enables the peers to start watching the video without a long waiting 

time while MTP is to reduce the network bandwidth requirement when more peers join 

the system. In this policy, a new video session for one particular video is created every W 

seconds called batching time and peers arriving within W for video session i form a peer 

group (Gi). As shown in Figure 5.1, in PTP, any peer arriving after the beginning of the 

video session (denoted patch-caller) is served by a unicast channel called peer-to-peer 

channel (PPC) opened from a previously arrived peer (denoted patch-callee) to retrieve 
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the initial portion of the video (denoted video patch). The duration of the video patch to 

be retrieved (di) can be computed as: 

Wtd ii mod=            (5.1) 

where ti is the arrival time of peer i (mi). Therefore, the peers in the same video session 

are interconnected by PPCs and a P2P network is formed. While concurrently 

downloading the video patch from the P2P network, any subsequent patch-caller is also 

required to join the multicast channel to retrieve the current video content. After di 

seconds, mi has completed downloading the video patch and PPC for mi is in 

synchronization with the multicast channel. This PPC is thus released. If all PPCs are 

released, the P2P network for the peer group is dismissed and this peer group goes into 

the MTP phase. During this phase, no new peer can join this peer group and all members 

in this group simply retrieve the video data from the multicast channel until the end of the 

video session. Therefore, the time to switch from PTP into MTP during a video session is 

governed by W. Obviously, this value is critical on affecting the system performance in 

terms of overall bandwidth requirement or transmission cost.  

Now, we look at how W affects the system performance in terms of bandwidth 

requirement. As shown in Figure 5.2(b), when the slot slider moves to the right by x 

seconds, the size of the P2P network is expanded to 1)( −+ xWλ . However, the number 

of multicast channels is reduced to 
xW

L

+
. Interestingly, the situation is opposite when 
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the slot slider moves to the left by x seconds as shown in Figure 5.2(c). In this case, the 

group size is reduced to 1)1( −−Wλ  and the number of multicast channels is increased 

to 
xW

L

−
. Thus, the change of W increases the bandwidth demanded for one 

transmission phase but decreases another. This behaviour is defined as sliding effect. 

There is obviously a tradeoff between the number of channels required by the P2P 

transmission phase and multicast delivery phase. Our objective is therefore to determine 

the optimal value of W ( optW ) such that the overall bandwidth requirement is minimized. 

…… 

W 

Request Arrivals 
Slot Slider 

Time 

unicast channel 

multicast channel 

…… …… 

Time 

Slot slider moves right by x sec 

…… 

Time 

Slot slider moves left by x sec 

(a) 

(b) 

(c) 

Figure 5.2. The Effect of Slot Width W 
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As mentioned, a new video session for one particular video is created every W 

seconds. To calculate the average number of PPCs for the system, it is assumed that all 

P2P groups are statistically identical. In addition, the peer arrival process is assumed as a 

Poisson process with rate λ. The mean number of peers (α) arriving within W can then be 

approximately given by 

  )1,max( W×= λα           (5.2) 

Assume that the time between two consecutive arrivals is x seconds. Since the i
th

 peer of 

this peer group retrieves ix seconds of the video patch from its patch-callee, the total 

number of bits of the video patch demanded for one peer group ( ID ) during PTP can be 

calculated by the following equation 

2

)1(1

1

xR
ixRD

i
I

−
== ∑

−

=

ααα
         (5.3) 

where R is the data rate of the video. Under the assumption of Poisson arrival process, the 

probability density function of x is f(x)=λe
-λx

. The expected number of PPCs ( PS ) is thus 

given by 

2

1
)(

1

0

−
≈= ∫

− α
dxxf

RW

D
S

W
I

P         (5.4) 

Then, the average number of concurrent video channels allocated by the central server is 

thus given by 

W

L
SS = ,             (5.5) 

where L is the length of the video. Denote that the transmission cost of the central server 
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and that of the P2P network are equal to SS SC =  and PP cSC =  respectively, where c 

is ratio of the transmission cost of PPCs to that of the video channels from the central 

server. Then, the total system transmission cost is SPT CCC += . If λ and L are fixed, to 

find Wopt, we define 

PS cSSWg +=)(            (5.6) 

By setting the derivative of the g(W) with respect to W to zero, optW  is then obtained as  

λc

L
Wopt

2
=             (5.7) 

As the last-coming peer in the peer group misses at most ( 1−− λoptW ) seconds’ leading 

portion of the video, the minimum buffer size (B) of the peers is thus equal to 

1−−= λoptWB .  

5.3 Admission Blocking Probability 

Apart from calculating the average resource requirement of the system, the system 

blocking probability is another important factor to the design of a VoD system. Similar to 

other batching-based VoD systems [AGGAR96a, DAN96, POON00, TANG04], our 

proposed policy also serves a group of customers only when the resource is available. 

Therefore, customers are blocked when there is no multicast channel available for video 

delivery. 

 Assume that the system provides M videos for customers. Denote ip  and iL  be 

the popularity and the length of video i respectively. Because the arrival process is 
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modeled as a Poisson process with rate λ , the effective request rate of video i ( iλ ) can 

be determined as 

i

i
i

L

pc

2

λ
λ =             (5.8) 

Thus, the effective request rate for the system ( Eλ ) can be computed by 

∑
=

=
M

i
iE

1

λλ             (5.9) 

Then, the expected service rate of the system ( Eµ ) is given by 

1

1

−

=








= ∑

M

i E

ii
E

L

λ
λ

µ            (5.10) 

From the viewpoint of queuing theory [PRABH97], the system can be considered that 

there are K video channels supported by the central server simultaneously and the service 

time is followed a general distribution with rate Eµ . Since the arrival rate of the system 

for batching is Eλ , the system can be modeled as M/G/K/K queuing system and the 

blocking probability ( BP ) is equal to  

( )

( )∑
=

=
K

i

j
EE

K
EEB

i

K
P

0

!

!

µλ

µλ
          (5.11) 

5.4 Fault Tolerance and Recovery Mechanism 

In Section 5.2, it is simply assumed that the peers leave the system when the playback has 

been completed. However, similar to any P2P applications, the peers may leave from the 

system at any time without notice and the departure/failure of any peers may affect other 
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peers in the system. We thus investigate such early departure behavior of the peers and 

propose a fault tolerance and recovery mechanism in our proposed framework. 

In PPB, the recovery procedure is handled by other peers in the same video session 

(i.e. a peer is never redirected to other video sessions to recover the service). The reason 

1 2 S 

IM(1,Rup) IM(1,Rup) 

IM(2,Rup) 

IM(1,Rup) 

IM(2,Rup) 

IM(3,Rup) 

IM(1,Rup) 
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IM(3,Rup) 

IM(4,Rup) 

3 4 5 

Server 

Online Peer 

1 2 S 

RM(4,tx) 

3 4 5 

Offline Peer 

1 2 S 

RM(2,ty) 

4 5 

Data path 

Data path broken 

Recovery message path 

(a) 

(b) 

(c) 

Figure 5.3. Fault Exception Recovery Mechanism in PPB 



Chapter 5 

Peer-to-Peer Batching Policy for Video-on-Demand 

 

111 

is that, under our assumption, data sharing can only be accomplished within the same 

video session. From the results in Section 5.5, it can be found that this limitation only 

introduces insignificantly additional server resources but it can increase the efficiency of 

the recovery process. As shown in Figure 5.3(a), during PTP, the peer should send 

information message (IM) including its identifier along the video chain periodically such 

that all late-coming peers have their ascendants’ information in the same video session. It 

can be seen from the figure that peer 1 (m1) sends an information message IM(1) to m2. 

Then, m2 relays this message to m3 and so on. The time duration to send IM can be 

self-clocked or triggered by the arrival of IM from the other peers. When a peer receives 

an IM, it updates its IM table which is sorted according to the descending order of peers’ 

identifier. Based on this information, the peer can therefore determine which ascendant 

should connect to without the aid of the central server when a fault is detected.  

To detect a normal fault exception, a peer should send a “leave” message with its 

identifier to its descendants along the video chain when it is going to offline. Then, its 

identifier will be removed from other peers’ IM table. However, to handle the unexpected 

departure/failure, each identifier in IM table is also associated with a count down timer, 

which is reset whenever the corresponding peer’s identifier is arrived. Thus, if the timer 

is expired, the corresponding peer is considered as failure and its identifier will also be 

removed from the IM table. Whenever the peer finds that its ascendant’s identifier (i.e. 
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patch-callee) is removed from the IM table due to normal or unexpected failure, it will 

launch the fault recovery process. If there is no ascendant to recover the fault, the peer 

sends a recovery message (RM) to the central server which then opens a recovery channel 

immediately. RM is composed of the peer’s identifier as well as the resumption point of 

the video. Formally speaking, when mi departs, the video chain is split such that mi+1 and 

its descendant(s) cannot retrieve the video data from the system. To continue the service, 

mi+1 should look for mr ( 1+≠ ir ) which should be with the highest identifier from the IM 

table. If the desired mr is found, mi+1 sends RM to mr and the recovery process is 

successful (see Figure 5.3(b)). Otherwise, the central server has to create a recovery 

channel for mi+1 (see Figure 5.3(c)). 

To take the early departure behavior of the peers into account in the performance 

model, the central server may not need to deliver the whole video to one peer group. 

Therefore, we first determine the time duration between the start and the end of the video 

session in one peer group. For simplicity, we assume that the transition time for recovery 

is very short and can be neglected. In the proposed policy, a peer retrieves the video patch 

and current portion of video content from the unicast channel and the multicast channel 

respectively at the same time. Since the video patch is delivered to the late-coming peers 

either from the P2P network or from the central server, the peer can admit into the system 

without blocking. From the viewpoint of queuing theory, the system can be considered 
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that there are infinite serving PPC for peers and the mean time to departure (MTD) 

follows an exponential distribution with rateµ . As the arrival process is Poisson, the 

system can be viewed as an ∞// MM  queuing system. Since the peers arriving after 

W are served by another video session, the lifetime of one video session depends on the 

number of active peers in such session. Thus, we investigate the transient behavior of the 

system and, from [PARLA00], the transient probability of ∞// MM  can be 

expressed by 

)()1(
!

1
)( 0 tPe

n
tp

n
t

n ⋅







−= −µ

µ
λ

,        (5.12) 

where 
)1(

0 )(

te

etp

µ

µ
λ −−−

= . The expected number of peers (K) that is still in the system at 

t is then given by 

















−= − 1,)1(min)( tetK µ

µ
λ

         (5.13) 

With K(t), we can compute the average serving time of the central server for each video 

session. The time starting from W until all the peers leave is called the peer preserving 

time (TP) which can be modeled as a parallel system of K(W) independent exponential 

distributed components with rate µ . Hence, we have 

∫
−

−−=
WL

WKt
P dteT

0

)()1( µ          (5.14) 

The expected time duration for serving each video session by the central server is TP + W 

and thus the expected number of server channels to be used for multicasting is  
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W

WT
S PF

S

+
=             (5.15) 

 

We now calculate the bandwidth required for the P2P network and the recovery 

process. As the expected inter-arrival time between two consecutive arrivals is λ-1
 

seconds, mi needs to download the video patch for iλ-1
 seconds. Therefore, the total 
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Figure 5.4. Illustration of Recovery Mechanism in PPB 
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number of bits ( F
ID ) transmitted over the P2P network for one peer group can be 

calculated by 

∑
−

=
⋅=

1

1

)(
α

λ
i

F
I iARD            (5.16) 

where ∫
−= t x dxetA

0
)( µ

, which is the expected duration of each peer to download the 

video patch. 

As mentioned before, the data sharing involves two peers (i.e. one is patch-callee 

and one is patch-caller). Obviously, this retrieval process between patch-callee and 

patch-caller forms a series system and either of them who leaves early will terminate the 

normal download process and thus the recovery procedure should be started. Therefore, 

for one video session, the total expected number of bits downloaded successfully of each 

patch-caller from its first patch-callee ( F
CD ) can be determined by 

∑
−

=
−=

1

1
0 )())(1(

α
λ

i

F
C tCipD ,         (5.17) 

where ∫
−= t xdxeRtC

0

2)( µ
, which is the expected duration that the patch-caller can 

obtain the video patch from its first patch-callee. )(1 0 tp−  is the probability that at least 

one peer is ready to serve in the peer group at time t. Hence, the expected number of bits 

required for fault recovery ( R
FD ) is 

F
C

F
I

R
F DDD −= . Actually, R

FD  is contributed by 

the central server and the P2P network. When a new peer enters the system, the number 

of peers in the current video session determines how long this peer can retrieve the video 

patch from the P2P network. If this time is longer than its expected duration of retrieving 
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the video patch, there is no recovery channel allocated by the central server. Otherwise, 

the central server has to open a recovery channel to deliver the rest of the video patch to 

this peer. As shown in Figure 5.4(a), C4 arrives at tx and three peers in the system can 

become the patch-callee of C4. Let B(t) be the expected serving time of these 

patch-callees which can be expressed as ∫
−−=

t
tKx dxetB

0

)()1()( µ . If C4 can completely 

download the video patch or leave the system before )(tB , no recovery channel will be 

opened from the central server. Otherwise, as shown in Figure 5.4(b), if C1, C2 and C3 

depart from the system, the central server should allocate a video channel for C4 until it 

leaves or completely receives the video patch. Therefore, the expected number of bits 

delivered from the central server for fault recovery ( R
SD ) can be expressed by: 

(( ) RiipiAipD
i

R
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The first term in eqn.(5.18) is the expected number of bits transmitted from the central 

server if there is no peer ready to serve at time t. The second term is the expected number 

of bits transmitted from the central server when all the patch-callees depart from the 

system. Then, the expected number of bits delivered from the P2P network ( F
PD ) can be 

given by R
S

F
I

F
P DDD −= .  
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The expected number of server channels ( R
SS ) and PPC ( F

PS ) required for the 

system during PTP can thus be determined by WRDS R
S

R
S =  and WRDS F

P
F
P =  

respectively. Then, the transmission cost of the system for recovery ( F
rC ) can be 

computed by )( WRDScSC F
C

F
P

R
S

F
r −+= . Finally, the transmission cost of the central 

server and that of the P2P network is equal to R
S

F
S

F
S SSC +=  and F

P
F
P cSC = . Similar 

to PPB, the system performance highly depends on W. In order to determine the optimal 

value of W ( F
optW ), the objective function can be formally stated as to minimize 

F
P

F
S CC +  subject to LW ≤<0 . As the range of W is bounded, this optimization 

problem can be solved numerically. 

5.5 Experimental Results 

In this section, we present the performance of our proposed policies in terms of 

transmission cost. Computer simulations are performed to verify the correctness of the 

Parameter Nominal Value Range of Value 

λ  0.1 req/s 0.05-0.15 req/s, 1 req/s 

1−µ  
1200 seconds 300-3600 seconds 

L 7200 seconds - 

c 0.5 0.1-1 

B 10% of L 5%-50% of L 

X 1 - 

M 50 - 

K - 50, 100, 150 

Table 5.2. Summary of the System Parameters 
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analytical models. We assume that all videos have the identical length of 7200 seconds (2 

hours). Unless otherwise specified, 5.0=c  [WANG04] and R=1. To illustrate the 

performance of our system, we compare the proposed policy with DirectStream 

[GUO03a] and PSM [YANG05]. The parameters used for evaluation are summarized in 

Table 4.2. In the following results, each curve is represented by “Model
4
:(

cb
a

,
, p)” where 

cb
a

,
 is the output of the curve which is equivalent to b

ca  in our notations and p is the 

parameter for the curve. For example, 
sf

C
,

 is used to represent F
SC  in the graph. 

5.5.1 Performance of the PPB Policy without Fault Exception 

We first investigate the transmission cost against W in Figure 5.5 when the arrival rate is 

fixed as 0.1 req/s for a single video. It is found that the mathematical model closely 

matches with the simulation results. As expected, SC  is decreasing when W is increased. 

However, PC  is increasing because the size of the P2P network is increasing with W. As 

mentioned, our goal is to determine Wopt in order to minimize the total transmission cost 

of the system. From Figure 5.5, it is observed that Wopt is about 550 seconds and the 

corresponding total transmission cost is about 25.  

Figure 5.6 shows Wopt and its corresponding transmission cost with various arrival 

rates. As we expected, the total transmission cost is increasing when the arrival rate is 

increased. But, it can be found that Wopt is decreasing. When the arrival rate is high, the 

                                                 
4
 Math – results obtained from analytical model, Sim – results obtained from simulation  
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Figure 5.5. Transmission Cost against Various Batching Time W 
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Figure 5.6. Optimal Batching Time Wopt and Its Corresponding              

Transmission Cost Requirement against Arrival Rates 
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Figure 5.7. Optimal Batching Time Wopt and Its Corresponding             

Transmission Cost Requirement against Cost Ratios 
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size of the P2P network is reduced but more multicast channels are allocated. It is 

intuitive that multicast is suitable for high arrival rate while unicast is favor to low arrival 

rate. Our system adjusts the slot slider (i.e. W) to make a trade-off between the use of 

multicast delivery and unicast transmission for various arrival rates to minimize the total 

transmission cost. On the other hand, it can be found that the transmission cost for the 

central server and the P2P network are nearly the same when the system operates in the 

optimal state.  

Figure 5.7 shows the transmission cost and optW when the cost ratio is changed. It 

can be seen from the results that, when the cost ratio is increased, optW  is decreased but 

the system requires higher transmission cost. The reason is that when the cost ratio is low, 

the transmission cost for the server channels is high so the system enlarges the size of the 

P2P network (i.e. increase W) to reduce the number of multicast channels. It is worth 

noting that the central server and the P2P network also roughly share the same amount of 

transmission cost from the total transmission cost when the system operates in the 

optimal state. 

We then compare the performance of PPB with DirectStream and PSM. We assume 

that the system supports 50 videos with the identical length and the arrival rate of the 

system is 1 req/s. The video popularity follows the Zipf’s distribution with a skew factor 

of 0.271 [ZIPF49]. Figure 5.8(a) shows the total transmission cost required for PPB, 
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DirectStream and PSM with different buffer size. The transmission cost is normalized by 

Lλ  (i.e. the total transmission cost of the system where each request is served by the 

central server with unicast stream directly). It is found that both PPB and PSM require 

less transmission cost than DirectStream because of the use of multicast transmission 

solution. From the results, the performance of PPB and PSM is similar when the buffer 

size is less than 15% of L. However, when it is over 15%, PPB performs better than PSM. 
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(a) Comparison of PPB, DirectStream and PSM in various buffer sizes 
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(b) Comparison of PPB and Patching 

Figure 5.8 Comparisons of Various Schemes with PPB 
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When the buffer size is small, both schemes fully utilize the buffer space. Nevertheless, 

PSM and PPB manage the buffer space in different ways when the buffer size is 

increased. In PSM, the system will use the buffer space as much as possible to reduce the 

central server resources. On the other hand, in PPB, min(Wopt, B) is occupied to minimize 

the overall system transmission cost. Therefore, when the buffer size is increased, PSM 

will obtain less benefit from multicasting because of the unrestricted growth of the P2P 

network (refer to Figure 5.5). In fact, we will see in next section that the bound buffer 

management will be more efficient for fault recovery. We also compare the performance 

of PPB with Patching [HUA98] (a native multicast approach). The result of Patching is 

computed from the model in [CAI99]. Figure 5.8(b) shows the expected transmission cost 

required for the central server in PPB and Patching with different arrival rates. It is 

observed that the transmission cost required for the central server in PPB is significantly 

lower than Patching in various arrival rates. The server resource requirement of PPB is 

less than Patching by half when the arrival rate is of 0.1 req/s even the cost ratio of the 

system is equal to 1. It is because each peer in PPB contributes its resources to the system 

to share the workload of the server. It can be found that PPB can have further reduction of 

transmission cost up to 30% when the cost ratio is 0.5. We would like to point out that 

PPB can serve more video to clients than Patching if their hardware settings are the same 

on server.  
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5.5.2 System Blocking Probability 

Now, we are going to investigate the blocking probability of the system in various system 

configurations. Again, there are 50 videos with identical length and the video popularity 

is followed by Zipf’s distribution. Figure 5.9 shows the blocking probability as a function 

of arrival rate. It can be seen from the results that the blocking probability of the system 
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Figure 5.9. Blocking probability against arrival rate 
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Figure 5.10. Channels required to achieve less than 5%                        

blocking probability against arrival rate 
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is increasing when the system arrival rate is increased. It is because more multicast 

channels are required when the arrival rate is high. In additional, the impact of the 

number of channels reserved for multicasting (i.e. K) is also presented in this figure. It 

can be found that the system performance can be improved significantly when K is 

increased. 

Figure 5.10 depicts the number of channels required to support the system with less 

than 5% blocking probability in various arrival rates. As we expected, more channels are 

needed when the arrival rate is high. From the results, we can see that about 300 channels 

are enough to support the arrival rate of 1 req/s with less than 5% blocking probability. 

5.5.3 Performance of PPB Policy with Fault Exception 

We now investigate how the early departure behavior of the peers affects the system 

performance. Unless otherwise specified, the peer’s MTD is assumed to be 1200 seconds. 

Figure 5.11 shows the transmission cost against W when the arrival rate is 0.1 req/s. It can 

be observed that the mathematical model also closely matches with the simulation results. 

By comparing with Figure 5.5, F
optW  is smaller (i.e. about 480 seconds) and the 

transmission cost is reduced as well. On the other hand, the transmission cost for 

recovery process (i.e F
rC ) is also presented in this figure. It can be seen that longer W 

requires more resources for recovery since more peers join the same video session and 



Chapter 5 

Peer-to-Peer Batching Policy for Video-on-Demand 

 

125 

the video patch for subsequent peers is longer. The P2P network formed by a peer group 

can be dismissed early when W is short and thus peers leaving within W is infrequent. 

Conversely, when W is increased, more peers depart before completely sending/receiving 

the video patch. Therefore, more resources for recovery are required. The optimum value 

of W and the corresponding transmission cost against the arrival rate is plotted in Figure 

5.12. The trend is similar to that of Figure 5.6. It can be seen that the transmission cost 
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Figure 5.11. Transmission Cost against Various Batching Time W 
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Figure 5.12. Optimal Batching Time and Its Corresponding                

Transmission Cost Requirement against Arrival Rate 
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required for fault recovery is slightly increasing when the arrival rate is increased. 

In Figure 5.13, the transmission cost and F
optW  are plotted against MTD when the 

arrival rate is 0.1 req/s. Longer MTD requires more transmission cost since more peers 

stay in the system and F
optW  should be deflate to enlarge the size of the P2P network. 

However, when MTD > 1800s, it can be found that the transmission cost is slightly 

increasing because fewer peers leave early and the recovery process is rarely triggered. In 
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Figure 5.13 Transmission Cost and Its Corresponding                    

Transmission Cost Requirement against MTD 
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Figure 5.14 Transmission Cost again MTD with Wopt 
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Figure 5.14, we also investigate the impact of MTD but optW  is used ( optW  is obtained 

from eqn.(5.7)). We can see that the total transmission cost with optW is higher than that 

with F
optW  when the departure rate of the system is high. Although the transmission cost 

required for the central server with optW is slightly lower than that with F
optW , it is 

evident that the P2P network and fault recovery with optW  require higher transmission 

cost because most of the peers leave the system before W. The results show a strong 

relationship between the batching time and the departure rate, which bring a great impact 

on the system performance. Therefore, these results bring us important information that 

W should be adjusted in respond to the variation of MTD such that the resources can be 

utilized efficiently and the overall system transmission cost is optimal.  

As mentioned in Section 5.3, the bandwidth allocation for fault recovery is 

contributed by the P2P network as well as the central server. Figure 5.15 shows how the 
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Figure 5.15. Distribution of Transmission Cost for Recovery                           

between the P2P Network and the Central Server  
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transmission cost is shared between the P2P network and the central server for fault 

recovery when MTD is varied. It can be seen that the resources for fault recovery are 

mainly contributed by the P2P network. From the results, the transmission cost is first 

increasing and then decreasing when MTD is increased. The reason is that when MTD is 

small, the size of the P2P network is small and thus the bandwidth required for the video 

patch for one peer group is low. As a result, the transmission cost required for fault 

exception is low. When MTD is increased, the size of the P2P network is increased as 

well. The bandwidth required for the video patch for one peer group is also increased. 

However, the transmission cost is decreasing when MTD is beyond certain value. It is 

because peers are rarely to leave the system and thus fewer recovery operations are 

launched. 

5.6 Summary 

In this chapter, we propose a new batching policy called peer-to-peer batching (PPB) to 

explore the multicast delivery coupled with P2P transmission strategy for video streaming. 

To provide the zero-delay services, customers form a P2P network and use a 

cache-and-relay manner to deliver the initial portion of the video for the late-coming 

customers during the beginning of the video session. When the size of the P2P network is 

large enough, they will be grouped together and served by a multicast channel so that the 

network bandwidth will not be exhausted rapidly. We also consider the issues of fault 
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exception in our system framework. It is found that that the resources can be utilized 

more effectively when the departure rate of customers is taken into account. In addition, a 

mathematical model is developed to determine the optimal batching time such that the 

overall transmission cost is minimized. From the results, we can find that this policy can 

leverage the workload of the central server about 50%. 
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6.1 Introduction 

In Chapter 5, we proposed a new PPB policy to take both benefit of multicast delivery and 

P2P paradigm for VoD services. It is shown that PPB can leverage the workload of the 

central server about 50%. Although the network resources can be utilized more effectively 

using PPB when compared with other existing schemes, there are still rooms for 

enhancement. With the PPB scheme, the central server still needs to reserve quite a number 

of resources for video multicasting. In this chapter, we develop a generic VoD system 

model that uses P2P paradigm coupled with video broadcasting and CDN-like approach for 

video delivery. Unlike PPB that the delivery of the leading portion of a video should be 

accomplished in chaining manner and each peer should have identical bandwidth, the 

proposed framework in this chapter allows peer to select a set of peers with different 

bandwidth capacity for video transmission. In addition, we also propose a distributed 

scheme to disperse the workload from the central server to the peer side.  
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In the proposed framework, a video is first divided into two parts. The first part of the 

video is transmitted among peers by P2P manner such that customers can obtain the 

service in a short time. The second part of the video is periodically broadcasted by a 

number of high-end machines called peer server which has a higher storage space and 

bandwidth capacity than normal peer. The peer server is assumed to preload the video in its 

storage given that the video access pattern changes slowly. Therefore, customers will 

obtain the whole copy of video from the P2P network as well as broadcasting channels 

simultaneously. This content delivery strategy allows the workload of the system disperse 

over the network and also takes a benefit from video broadcasting. However, as mentioned, 

in real situation, the outbound bandwidth of a normal peer is limited that may not be able 

to support a full playback rate for video transmission. Also, both the normal peer and peer 

server may leave the system at arbitrary time. Therefore, a central server is still deployed 

to avoid the disruption of the service as PPB. The responsibility of the central server has 

twofold. It provides the first part of the video to the customers until the aggregated 

bandwidth of the supplying peers is sufficient to support the subsequent peers. It takes over 

the duty of video broadcasting when any peer server leaves the system. In order to increase 

the system reliability, a fault tolerant mechanism based on replication as well as erasure 

correcting codes are proposed for peer servers. The focus of this work is to study the 

features of the proposed VoD architecture by analytical model. We first examine how the 
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partition of the video impacts on the system performance in terms of bandwidth 

requirement. Then, we investigate how various system parameters affect the proliferation 

of the system capacity as well as the usage of the central server resources. We also explore 

the relationship between the number of peer servers required for the system and the server 

resources such that the minimum number of peer servers required for the system can be 

determined when the central server resource is given. This study allows us better 

understanding of the system dynamics and provides guidelines for the management of 

design resources and realization of VoD services based on our proposed architecture. 

In the following, this chapter is organized as follows. In Section 6.2, we discuss our 

proposed system architecture for video streaming using video broadcasting technique 

coupled with P2P paradigm. The analytical model of the proposed architecture is 

developed in Section 6.3. In Section 6.4, the results will be presented to demonstrate the 

efficacy of the proposed system. In Section 6.5, we describe how erasure correcting code 

can be applied to the proposed framework. Finally, some concluding remarks are given in 

Section 6.6. 

6.2 Description of the Proposed Policy 

Figure 6.1 illustrates a generic architecture of the proposed VoD system. The central server 

has a large storage space to store all the available videos for clients. It is assumed that a 

generic network infrastructure that supports broadcasting operations is used to implement 
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the broadcasting protocols. In general, most of the existing broadcasting protocols can be 

applied to the proposed system framework. In this chapter, Staggered Broadcasting (SB) 

scheme, in particular, is used as an example to illustrate the design issue. In the proposed 

architecture, we define two classes of peer. The first class named Peer Client (PC) which 

only contributes a little storage and bandwidth capacity for the system and shares its 

cached content to other PCs such that a P2P network is constructed. The PC which is 

currently ready to stream its content to other PCs in the system is named Serving Peer 

Client (SPC). In addition, PC is assumed to perform data sharing only when the video is 

playback. Once the playback has been completed, it will leave the system and the cached 

content is assumed to be erased. The second class of peer called Peer Server (PS) which 

supports a full copy of video and has a bandwidth of at least the playback rate. PS is 
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Figure 6.1. The Architecture of the Proposed Policy 
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assumed to preload a part of the video in its storage given that video access pattern changes 

slowly. Each PS in the system is allowed to leave and enter the system at arbitrary time. 

Specifically, as shown in Figure 6.2, a video is divided into two pieces. The first piece of 

the video named video-prefix is shared among PCs over the P2P network while the second 

piece called video-suffix is transmitted by PSs over the broadcast channels periodically. 

Depending on the underlying broadcasting scheme, the video-suffix may be further 

partitioned into a number of segments [HUA97, JUHN97, LIU03], each of which is 

transmitted over the dedicated broadcast channel periodically. The size of the video-prefix 

and video-suffix have great impact on the system performance in terms of overall 

bandwidth requirement or transmission cost and their optimal size will be determined in 

Section 6.3. 

When a new-coming peer admits into the system, it first searches for the video-prefix 

from the P2P network. One possible way to accomplish this purpose is to employ the 

Video (L) 

Video-Suffix 

(Lm) 

Video-Prefix 

(Lu) 

Transmitted among peer 

clients (PC) 

Transmitted by peer 

servers (PS) over 

Figure 6.2 Video Partitioning Scheme 
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well-known Distributed Hash Table. Once the requesting peer has been found that E 

serving peer clients (SPC) have its requested video content, it should schedule which 

SPC(s) should take part in the data transmission. It can be achieved by using the rate 

allocation algorithm (RAA) and the packet partition algorithm (PPA) defined in 

[NGUYE02]. The video channel established between the requesting PC and SPC is 

denoted as Peer-to-Peer Channel (PPC). However, if the request cannot be satisfied by the 

P2P network or the aggregated upload bandwidth among E SPCs is insufficient to support 

the request, this peer should make a new request to the central server. Then, the central 

server will open a dedicated channel for this request directly. The video frames received 

are played and cached in its local buffer. When the PC has completed downloading the 

video-prefix, it becomes a SPC and it is ready to serve other subsequent PCs. In general, 

the capacity of the P2P network is self-amplification. Therefore, the workload of the 

central server only persists for a short period. Apart from receiving the video-prefix from 

the P2P network or the server, peers are also required to download the video-suffix from 

the broadcasting channels. PC starts fetching data from the broadcasting channels right 

after it can start downloading the video-suffix according to the policy of a particular 

broadcasting scheme. When the playback has been completed, PC leaves the system and it 

is no longer to contribute its capability to the system. 

As mentioned before, the video-suffix is handled by PSs. According to the SB 
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protocol, the system requires to allocate X video channels for video broadcasting. 

Therefore, if each PS can contribute B video channels ( 1≥B ), each of which has the same 

rate of the playback rate, the system should employ X/B PSs. However, similar to other 

P2P applications, each PS in the system is allowed to leave and enter the system at 

arbitrary time. Therefore, each video channel may require more than one PS in order to 

increase the system reliability. All PSs handling the identical video channel form a peer 

server group (PSG) and only one of them denoted active serving peer (ASP) will be 

responsible for broadcasting the video. When the system is launched, one of PSs in each 

PSG will be selected as an ASP to broadcast the stored video over the network. The 

simplest way to determine which PS provides the service in the same group is described in 

the following. When a PS is online, it generates a random number and its access time 

(referenced by the reference peer) as its identifier and then exchanges this identifier with 

other PSs in the same PSG periodically. A list of identifier is then collected and stored in a 

PSG table which is arranged in first-come-first-list manner according to the access time. 

When PS is offline, it broadcasts a “leave” message with its identifier to other peers. Then, 

its identifier will be removed from other PSs’ PSG table. On the other hand, each identifier 

in the PSG table is also associated with a count down timer, which is reset whenever the 

corresponding PS’s identifier is arrived. If the timer has elapsed, the corresponding PS is 

considered as departure or failure and thus its identifier will be removed from the PSG 
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table. Therefore, when a PS finds that its identifier is listed at the top of the PSG table, it 

will become an ASP. As shown in Figure 6.3, there are three PSs forming a PSG and ps1 is 

selected to broadcast the video. After some time has elapsed, the current ASP (ps1) departs. 

Another PS in the same PSG is then picked to take over the service (i.e. ps2, see Figure 

6.3b). However, if all PSs for this video leave, the central server should handle the service 

in order to avoid disruption of service (see Figure 6.3c). Once one of the PSs in the PSG is 

online again, the central server will return the duty to this PSG. It should be noticed that 

this PS should obtain the synchronization information from the central server before 

starting the service. In general, the central server provides the services to clients only when 

all PSs in the PGS are offline. Therefore, in order to leverage the workload of the central 

server, we should determine the minimum number of replica for each video channel which 

will be described in Section 6.4.  

On the other hand, in order to ensure that all PSs in the same group can synchronize 

PPC P2P Network 

ps1 ps2 ps3 

S 

ps1 ps2 ps3 ps1 ps2 ps3 

S S 

Multicast 

(a) (b) (c) 

Offline 
Online 

Figure 6.3. Idea of Video-Suffix Delivery 
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with each others, a clock synchronization procedure is required. This synchronization step 

can be accomplished by the Probabilistic Clock Synchronization (PCS) algorithm 

[ARVIN94]. In the proposed architecture, ASP will act as a reference peer in PCS. To 

allow other PSs and the central server estimate the current time on ASP’s clock, ASP is 

required to broadcast a sequence of synchronization messages to other PSs in the same 

group periodically. If other PSs and the central server have received n synchronization 

messages during the progress, the ASP’s clock can be estimated by using the following 

equation 

dnTnRRT ne ++−= )()(          (6.1) 

where  

∑
=

=
n

i
iT

n
nT

1

1
)(  and ∑

=
=

n

i
iR

n
nR

1

1
)(  

Ti is the timestamp recorded by ASP on the i
th

 synchronization message transmitted, Ri is 

the time at which the i
th

 synchronization message is received by other PSs and d is an 

estimate of the expected value of the message delay. It should be mentioned that, the 

central server will become the reference if all PSs depart in one of the PSGs. On the other 

hand, the current frame number of the video should be associated with the synchronization 

message. Therefore, by using this clock information, each PS can estimate the how many 

frames have been transmitted when the current ASP has left. 
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Symbol Meanings 

pλ  System arrival rate (reqs/s) 

pγ  PC departure rate (departure/s) 

pµ  Download rate of video-prefix 

sµ  Download rate of video-suffix 

upγ  Mean up time of the PS 

downγ  Mean down time of the PS 

B  Number of video channels contributed by the PS 

R  Data rate of the video (bit/s) 

L  Length of the video (s) 

uL  Length of video-prefix (s) 

mL  Length of video-suffix (s) 

uS  Expected number of PPCs required for the system 

mS  Expected number of broadcast channel required for the system 

opt
uL  

Optimum length of video-prefix (s) 

opt
mL  

Optimum length of video-suffix (s) 

downG  Number of PCs obtaining the video-prefix 

upG  Number of SPS serving the video-suffix 

U  Average number of channels contributed by PC 

J  Number of PSG required for the system 

A  Availability of PS 

j
Z  Mean serving time of PSG j   

j
D  Mean serving time of the central server for PSG j   

j
T  Mean time of renewal period of PSG j 

j
SB  

Bandwidth requirement of the central server for PSG j 

SB  Total bandwidth requirement of the central server for video broadcasting 

N  Total number of PSs required for the system 

Table 6.1. Notations of Symbol 

 



Chapter 6 

Peer-to-Peer Video-on-Demand Systems in Broadcast Environment 

 

140 

6.3 System Modeling 

In this section, we develop an analytical model to evaluate the performance of the 

proposed architecture. We first examine how the length of video-prefix and video-suffix 

affects the system performance so that their optimal length can be determined. Then, with 

the use of a simple fluid model and queuing model, we can show that the proposed 

architecture is scalable. Finally, we find out the optimal number of PSs such that the 

workload of the central server can be reduced to a target level. To facilitate our discussion, 

we define the notations in Table 6.1. 

6.3.1 Video Partitioning 

In the proposed architecture, the video is partitioned into video-prefix as well as 

video-suffix, which is handled by the PCs in the P2P network and the PSs respectively. 

Obviously, their size is critical on affecting the system performance in terms of overall 

bandwidth requirement or transmission cost. If the video-prefix is too short, more multicast 

channels will be allocated. If it is too large, more PPCs will be opened. Therefore, an 

analytical model is developed to determine the optimal value of Lu (
opt
uL ) and Lm ( opt

mL )  

In order to calculate the number of video channels required for the system including 

both PCC and multicast channel, we first assume that the customer arrival process is a 
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Poisson process with rate pλ . Then, the expected number of PPCs required for the P2P 

network (Su) can be calculated by 

ppu LS λ=             (6.2) 

Next, we consider the total number of concurrent video channels allocated for multicast 

delivery (Sm). As mention in Section 6.2, most of the efficient broadcasting protocols can 

be applied to the system framework to deliver the video-suffix over the broadcasting 

channels. Depending on the particular broadcasting scheme, B
x
 is denoted as the number of 

multicast channels required for the protocol x to broadcast the video-suffix and Sm is thus 

equal to B
x
. For SB, a new broadcast channel should be opened at fixed interval of Lu 

seconds. Thus, Sm is given by 

u

u
m

L

LL
S

−
=             (6.3) 

Therefore, the total bandwidth required for the system (ST) is muT SSS += . If pλ  and 

L are fixed to find the optimal value of Lu, we define muu SSLg +=)( . By setting the 

derivative of )( uLg  with respect to Lu to zero, opt
uL   is then obtained as 

Download Upload 

 

Departure 

Arrival Download video-prefix completed 

Leave from the system 

End the video or leave from the system 

Figure 6.4. State Diagram of PC 
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λ
L

Lopt
u =             (6.4) 

6.3.2 Modeling of PC 

Figure 6.4 shows the state-space diagram of the proposed system. When a PC admits into 

the system, it first enters the “Download” state to obtain the video-prefix from the P2P 

network. When the retrieval of video-prefix has been completed, it goes to the “Upload” 

state. In this state, it acts as a SPC to serve other subsequent arriving PCs in the system. As 

mentioned before, the PC is no longer used to provide services to the system when its 

playback has completed and thus it moves to the “Depart” state. Similar to other P2P 

applications, PC is allowed to leave the system at any time. Therefore, it is also possible to 

move to the “Depart” state from either the “Download” state or the “Upload” state. With 

this state-space diagram, a queuing network model is developed to explore several system 

parameters, such as the average number of PCs which is currently downloading the 

video-prefix from the P2P network, the average number of SPCs which is serving the 

system as well as the workload of the central server. 

In the proposed architecture, a PC should download the video-prefix for opt
uL  

seconds from the P2P network. The total streaming rate required for )(tGdown  PCs 

should be supported by the central server and/or SPCs. Then, the transition rate of the 

system from “Download” state to “Upload” state can be expressed as )(tGdownpµ , where 
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opt
u

p
L

1
=µ . Occasionally, the PC may leave the system when it has completely played 

back the video. Assume that each PC independently leaves the system after a certain 

amount of time which is exponentially distributed with mean pγ . Therefore, the transition 

rate of )(tGdown  PCs from “Download” state to “Depart” state is )(tGdownpγ . Similar 

to “Download” state, a PC may not stay in the system before the playback has been 

completed when it is in the “Upload” state. Therefore, the transition rate of )(tGup  SPCs 

from “Upload” state to “Depart” state is given by )(),min( tGupps γµ , where 
opt
m

s
L

1
=µ . 

With the above information, we are going to determine the number of PCs in the 

“Download” state and SPCs in the “Upload” state. When a PC admits into the system, it 

first retrieves the video-prefix from the P2P network and then acts as SPC to serve the 

system. Therefore, the system can be viewed as a tandem queuing network as shown in 

Figure 6.5. As mentioned before, if the aggregated bandwidth of the P2P network is 

insufficient to provide service to this PC, it should be served by the central server. 

…
…

…
 

pµ  

pγ  

pλ  

),min( ps γµ  

∞// MM  

Arrival Departure 

upC  

…
…

…
 

Figure 6.5. Queuing System of the Proposed Framework 
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Therefore, the PC can admit into the system without blocking. From the viewpoint of 

queuing theory, this operation can be considered that there are infinite serving PPCs for 

PCs. As the arrival process is Poisson, the system can be approximated as an ∞// MM  

queuing system. From [PARLA00], the number of PCs of an ∞// MM  at time t can be 

expressed by 





 −

+
= +− t

pp

p
down

ppetG
)(

1)(
µγ

µγ

λ
       (6.5) 

In steady-state, the expected number of PCs in the system ( downG ) can be computed by 

pp

p
downG

µγ

λ

+
=  [PARLA00]. In order to determine the number of SPCs which is 

currently serving at time t (i.e. )(tGup ), we develop a simple fluid model for the evolution 

of )(tGup , which is given by 

[ ] )(),min(1

)(),min()()(

)(
tGe

tGtGtG

upps

t

pp

pp

uppsdownpup

pp γµ
µγ

µλ

γµµ

µγ −−
+

=

−=

+−

•

    (6.6) 

By introducing the Laplace transform of the eqn.(6.6) and setting the initial value of 

0)0( =upG , we have 

)),min()(()),min((
)(

)(),min()0()(

psppps

up

upps

pp

upup

ssss
sG

sG
ss

sGssG

γµµγ
ψ

γµ
ψ

γµ
µγ

ψψ

+++
−

+
=

−
++

−=−

∗

∗∗

  

               (6.7) 

where 
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pp

pp

µγ

µλ
ψ

+
=  

By using the inverse Laplace transform, )(tGup can be solved by 

ttt

up
pppsps eAeAeAtG
)(

3

),min(

2

),min(

1 )1()(
µγγµγµ +−−− −−−=    (6.8) 

where 

),min(
1

ps

A
λµ

ψ
= , 

),min(
2

pspp

A
γµµγ

ψ
−+

= , and 

ppps

A
µγγµ

ψ
−−

=
),min(

3  

Thus, the expected number of SPCs in the system in steady-state ( upG ) can be expressed 

as 
))(,min( ppps

pp

upG
µγγµ

µλ

+
= . Assume that each SPC can contribute a bandwidth of U  

to the system on average. Then, the aggregated bandwidth of the P2P network at time t is 

equal to )(tGU up . Therefore, the bandwidth requirement of the central server at time t 

( )(tSs ) can be computed by 

))()(,0max()( tGUtGtS updowns −=        (6.9) 

Therefore, if )()( tGtGU downup ≥ , the central server becomes idle. The time that the 

system reaches this state is called transition time. However, if downup GGU < , the central 

server should reserved at least upup GUG − channels for PCs.  

6.3.3 Modeling of PS 

Since the number of broadcast channels required for the system is mS , the number of PSG 
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for the video (J) can be expressed by 







=

B

S
J m  if each PS can contribute B channels, 

where B>0. Therefore, each PSG has to handle B video channels. Denote jC as the set of 

the assigned channels for PSG j, where j=1,2,3…,J. Since each PS can leave and enter the 

system at anytime, it is assumed that the mean up time and mean down time of each PS are 

independent and identically distributed with exponential function with the rate γup and γdown 

respectively. Then, the availability of each PS can be defined as 11

1

−−

−

+
=

downup

up
A

γγ

γ
 

[HOYLA94]. As mentioned before, the central server takes over the service only when all 

PSs in the PSG are offline and it returns the duty to PSG when one of the PSs in the group 

is online. Because jC  is served alternatively by PSG j and the central server, it forms an 

alternating renewal process [HOYLA94] as shown in Figure 6.6. Denote Yj(t) as the state 

variable of the system for PSG j at time t. It is equal to 1 if the PSG j is carrying the video 

broadcasting operation. When the central server is taking over the service, it is equal to 0. 

Time 

Yj(t) 

j
Z

1      
j

D
1

    
j

Z 2      
j

D2      
j

Z3    
j

D3      
j

Z 4  

……… 

0 

1 

j
T1  

j
T2  

j
T3  

j
T4  

Figure 6.6. Alternative Renewal Process for PSG j 
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Let 
j

Z
1

, 
j

Z
2

, … denote the successive serving time of PSG j for jC  and also let 
j

D
1

, 

j
D

2
, … denote the corresponding successive serving time of the central server. Therefore, 

we have a renewal process with renewal periods 
j

i
j

i
j

i DZT +=  for i = 1, 2, 3,…. 

Obviously, more PSs for PSG j results in longer kZ
j

k
∀,  and thus fewer resources from 

the central server are required. Denote jN  as the number of PSs deployed for jC . To 

determine the mean serving time of PSG j (
j

Z ) with jN  PSs, we use a continuous-time 

Markov Chains (CTMC) model the PSG and the state-space diagram for this model is 

shown in Figure 6.7(a). It is assumed that all PSs are independent to each others and all 

PSGs also operate independently to other PSGs in the system. Thus, we can simply 

consider one particular PSG with K PSs. Denote s
kλ and s

kµ  be the transition rate from 

down
S

Kγµ =0  

down
S

K γµ )1(
1

−=  

… K-1 K K-2 2 1 0 

up
S
K Kγλ =  

up
S
K K γλ )1(1 −=−

 up
S γλ 2
2

=  
up

S γλ =
1

 

down
S
K γµ =−1

 down
S
K

γµ 2
2

=−

(a) Peer Server Group  

(b) Central Server 

1 0 

Figure 6.7. State-Space Diagram 
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state k+1 to state k and from state k-1 to k respectively. When the system is at state K, all 

PSs are available for broadcasting the segments. State 0 here denotes that all PSs in PSG 

leave and is assumed to be an absorbing state. We first define )(tPk to be the probability 

of the PSG in state k at time t (k=0, 1, 2, 3, … K). From Figure 6.7(a), the state equations 

of the CTMC are given by 

0,)()(

1,)()()()()(
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1111

==

≥+++−=
•

++−−

•

ktPtP

ktPtPtPtP

s

k
s
kk

s
kk

s
k

s
kk

λ

λµµλ
 (6.10) 

Since the transition rate matrix does not have full rank, we can remove the equation of k=0 

without loosing any information [HOYLA94]. Therefore, we obtain 

1,)()()()()( 1111
≥+++−= ++−−

•
ktPtPtPtP k

s
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s
kk

s
k

s
kk λµµλ  (6.11) 

By introducing the Laplace transform of the eqn.(6.11), we have 
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               (6.12) 

In the proposed architecture, the PSG will take over the duty when one of PSs in the group 

is online. Hence, the initial state of the PSG at time t=0 is defined as 

10)0(

1)0(1

≠=

=

kforP

P

k
 

By inserting s=0 in eqn.(6.12), we obtain 
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               (6.13) 

Because the expected time to reach state 0 from state 1 is equal to 
upγ
1

, eqn.(6.13) can be 

solved for )0(kP
∗

for 1≥k . Then, the mean time to failure (MTTF) of the CTMC can be 

determined by [HOYLA94] 

∑
=

∗
=

K

k

kPKMTTF
1

)0()(           (6.14) 

Therefore, the mean serving time of PSG j (
j

Z ) with jN  PSs can be expressed as: 
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To compute the corresponding mean serving time of the central server (
j

D ), we use 

another CTMC model as shown in Figure 6.7(b). When the system is at state 0, the central 

server is taking over the broadcasting operation. If one of the PSs in the PSG is online 

again, the system will move to state 1 so that the broadcasting operation is returned to this 

PSG. Therefore, 
j

D  can be computed by 

downj
j

j

N
ND

γ
1

)( =            (6.16) 

Then, the average bandwidth reserved by the central server for PSG j can be given by 

)()(

)(
)(

j
j

j
j

j
j

j
j

S
NZND

NDBR
NB

+

⋅
= ,        (6.17) 

where R is the streaming rate of the video. Therefore, the mean time of renewal period of 

PSG j is equal to )()()( j
j

j
j

j
j NZNDNY += . Then, the overall bandwidth required for 
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the central server (Bs) is thus computed by 

∑
=

=
J

j
j

j
SS

NBB
1

)(            (6.18) 

In general, we want to determine the minimal number of PSs required for the system such 

that the central server resources for this video can be reduced from SmR
5
 to rSmR, 

where 10 ≤< r . Therefore, the optimization problem is defined as below: 

Minimize N  

Subject to RrSB mS ≤ and JiNi ,3,2,1,1 K=≥  

where ∑
=

=
J

i
iNN

1

           (6.19) 

The second constraint implies that at least one PS should be deployed in each PSG. It 

should also be noted that iN  , where Ji ,3,2,1 K= , should have the same value because 

all PSGs have equal importance. 

6.4 Experimental Results 

In this section, some numerical results from our analytical models and computer 

simulations are presented. Unless otherwise specified, the following settings are used for 

our evaluation. We assume that the video length is 7200 seconds (2 hours) and R=1. The 

average bandwidth contribution of each PC (i.e.U ) is 0.5. It is also assumed that the 

availability of each PS is 0.4, each of which reserves one video channel for video 

                                                 
5
  In general VoD system, this bandwidth allocation is supported by the central server and we want to 

 determine the number of PSs such that this workload can leverage to a particular value. 
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broadcasting. The mean up time and mean up time of each PS is γup=36000A seconds 

andγdown=36000(1-A) seconds respectively. Therefore, the online/offline time of each PS is 

ranged between 1 to 10 hours governed by A. The parameters used for evaluation are 

summarized in Table 6.2. In the following results, each curve is represented by “Model
6
:(a, 

b)”, where a is the output of the curve and p is the parameter for the curve. 

We first investigate the bandwidth requirement against Lu with the arrival rate of 0.1 

req/s and 0.15 req/s for a single video in Figure 6.8. From the results, we can see that Sm is 

decreasing when Lu is increased. However, Su is increasing because the size of the P2P 

network is increased. It can be found that the minimum bandwidth requirement of the 

system for low popular video (0.1 req/s) can be achieved when Lu is 250 seconds. For the 

video with a higher arrival rate (0.15 reqs/s), it is as long as about 200s. To show the 

optimal length of the video-prefix (i.e. opt
uL ) in various arrival rates such that the overall 

                                                 
6
  Math – results obtained from analytical model, Sim - results obtained from simulation 

Parameter Nominal Value Range of Value 

pλ  0.1 req/s 0.05-0.15 req/s 

pγ/1  
7200 seconds 300-7200 seconds 

L 7200 seconds - 

U  0.5 0.5, 1, 1.5 

R 1 - 

B 1 1, 3 

r - 0.01-1 

A 0.4 0.1-1 

Table 6.2. Summary of the System Parameters 
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Figure 6.8. Number of Channel Requirement against Various Lu 
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bandwidth requirement of the system can be minimized, we plot the relationship of the 

arrival rate and opt
uL in Figure 6.9 As we expected, more channels are required for higher 

arrival rate. The results show that opt
uL  is decreasing with the increase of the arrival rate. 

It can be observed that the bandwidth required for multicast transmission and P2P delivery 

are nearly the same when the system operates in the optimal state. 

After examining how the length of the video-prefix affects the system performance, 

we are going to look at the evolution of the bandwidth capacity of the system in Figure 

6.10 with 1.0=pλ  and 15.0=pλ . As shown in Figure 6.10(a), it can be observed that 

the bandwidth required for the central server is first increasing and then decreasing 

gradually during the operation when the system arrival rate is 1.0=pλ . After the system 

is launched, only a few numbers of SPCs contribute to the system and thus most of the PCs 

will be served by the central server directly at the initial stage. When the operation is going 

on, the number of SPCs is increasing and the corresponding aggregated bandwidth 

capacity of the P2P network is expanding accordingly. Therefore, most of the subsequent 

requests can be supported by the P2P network directly and fewer server resources are 

involved as time goes by. From the results, we can see that the transition time of the 

system is about 800s and the maximum bandwidth requirement of the central server ( maxS ) 

during the operation is about 12 channels. Similar observation can be found when the 

system arrival rate is 15.0=pλ . But, the transition time of the system is reduced to about 
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650 seconds. 

Figure 6.11 shows the transition time of the system for various arrival rates. With this, 

we can schedule different videos at different time with the use of the same resources. It can 

be found that the transition time is decreasing when the arrival rate is increased. From the 

graphs, we also present how the bandwidth contribution of a peer affects the system 

performance. It can be seen from the results that the transition time are decreased and when 
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Figure 6.10. Evolution of the bandwidth capacity as a function of time 



Chapter 6 

Peer-to-Peer Video-on-Demand Systems in Broadcast Environment 

 

155 

U  is increased. As mentioned, a peer is allowed to leave the system at arbitrary time. We 

now investigate how the early departure behavior of the peer affects the system 

performance. In Figure 6.12, the transition time of the system is plotted against mean time 

to departure (MTD) (i.e. 
1−

pγ ) . Longer MTD requires longer transition time since more 

peers stays in the system. However, when MTD > 1800s, it can be found that the transition 

time is slightly increasing only because fewer peers leave early. 
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Figure 6.11. Transition time against various arrival rates 
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Figure 6.12. Transition time against MTD 
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Finally, we look at how the setting of PS affects the system performance. It is again 

assumed that Aup 36000=γ  seconds and )1(36000 Adown −=γ  seconds. Therefore, the 

online/offline time of each PS is ranged between 1 to 10 hours governed by A. We first 

look at the performance of the system without the central server involved, i.e. the operation 

is identical to the DPCS [TO05]. Therefore, the service is disrupted when all PSs in the 

system are offline and it can be resumed again only when one of the PSs in the PSG is 

online. Figure 6.13 shows the MTTF of the system and its corresponding MTTR against the 

number of PSs deployed. As we expected, the serving time of the system is increasing and 

its corresponding repairing time is decreasing when the number of PSs is increased. It can 

be found from the result that the customers should wait for about 20 minutes before the 

service can be started again once the service is suspended if there are 15 PSs used. Thus, 

more PSs should be required in order to reduce the suspension duration of the service. 
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Figure 6.13. The MTTF of the System and its corresponding              

MTTR against the Number of PSs per PSG 
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However, such framework cannot still prevent from the disruption of the service. In 

addition, enormous number of PSs also increases the cost of the system. Therefore, a 

central server is still used in our framework to make a tradeoff between the number of PSs 

required and the central server resources needed. 

Figure 6.14 depicts the average bandwidth requirement of the central server against 

the number of PSs required for each PSG with different arrival rates. As we expected, 

more PSs requires fewer central server resources. More PSs are deployed in the system, 

j
Z can be extended longer and the frequent of redirect from PSG to the central server is 

thus decreased. On the other hand, with the same number of PSs, higher arrival rate 

requires more resources because more PSG required for the video. However, it can be 

observed that the change is not significant even if more PSs are deployed into the system 

when Nj>10. It is because 
j

Z  is less responsive to the extra PSs (c.f. eqn.(6.15)).  
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Figure 6.14. Server Bandwidth Requirement against the                    

Number of PSs per PSG 
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As mentioned, a large amount of server bandwidth is still required for video 

broadcasting in general VoD system. Then, we have proposed to shift this duty to a 

number of PSGs. However, the central server still requires to take over the broadcast 

delivery when all PSs in the same group depart. Thus, the central server should reserve a 

portion of bandwidth for video broadcasting. Specifically, we should determine the number 

of PSs required for the system such that the server bandwidth required can be reduced to 

the desired level from that in general broadcast VoD system. Therefore, the number of PSs 

required for each PSG against the PS availability is plotted such that the target reduction of 

the central server resources can be achieved. In Figure 6.15, it is found that the number of 

PSs is decreasing when the availability is increased. For the same value of r, when the 

availability is increased, the lifetime of each PS is also increased and thus fewer PSs are 

required for standby. From the results, the workload of the central server can be reduced by 

95% compared with the original PPB when there are 156 PSs (Note that there are 26 PSG 
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Figure 6.15 Number of PSs per PSG against the Availability of PS 
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in the system) with the availability of 0.4. 

Figure 6.16 shows the total number of PSs and its corresponding server bandwidth 

requirement against the arrival rate when the availability of each PS is 0.4 and r=0.05. It 

can be observed that the system requires less than 200 PSs to achieve 95% reduction of the 

server resources. From the graph, we also present the system performance when the 

bandwidth contribution of each PS is increased. It can be seen that the total number of PSs 

required for the system can be significantly reduced to about 60 when U is increased to 3 

channels.  

6.5 Other Reliable Mechanism 

In the original proposed framework, the video-suffix of a video is replicated to a number of 

PSs in order to support a certain level of system reliability. In this section, we use an 

alternative approach to achieve the same purpose based on erasure correcting codes (ECC) 
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Figure 6.16 Number of PSs Requirement and Its Corresponding                   
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[MCAUL90] and compare its effectiveness to replication. Rather than producing 

duplicated contents in all PSs in the same PSG, the video-suffix is first partitioned and then 

applied to ECC encoder to generate a number of message and redundant symbols. Each PS 

holds one of the symbols and clients only need to have sufficient symbols that the original 

video content can be reconstructed.  

6.5.1 Peer Server with Erasure-Correcting Codes 

Similar to the original policy, the video-suffix is handled by a number of PSs. Instead of 

using the replication approach to produce a whole copy of the video in each PS in the PSG, 

m
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…
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an alternative approach based on ECC is used to improve the reliability of the system. The 

principle of ECC is to add extra information to the video-suffix. In ECC, the video-suffix 

is first partitioned into a number of segments, each of which has the size of m
opt
m SL /  

seconds as shown in Figure 6.17. Each segment is packetized into M blocks to form a 

group which is then applied to an ECC encoder to generate N blocks output (N>M) and 

thus an ECC(N, H) codeword is produced, where H=N-M which is the redundant blocks in 

the codeword. Therefore, the overhead of the codeword (O) can be expressed as O=H/M. 

To reconstruct the original group of blocks, the receiving side only needs to receive any M 

blocks out of the N blocks correctly. In order words, it can correct up to H missing blocks 

per group during transmission. The transmission rate of each video session will be 

increased to Rη , where η  is known as the code rate of the codeword which can be 

expressed as MN /=η . In the ECC approach, each PS is required to store at least one of 

N blocks in its local storage and contributes a bandwidth of NR /η  in contrary to the 

replication approach that each PS has to hold a complete video-suffix and to have a 

bandwidth of R. Although the transmission rate of each video session is increased by the 

factor of η , it should be mentioned that symbols are distributed to a number of PSs in our 

proposed system and thus it is not necessary to broadcast all symbols over the network in 

contrast with the conventional ECC transmission that a dedicated server should transmits 
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all symbols over the network. The system only is required to select M out of H PSs to 

broadcast the symbols. Therefore, there is no additional overhead for transmission in teams 

of bandwidth usage. 

N PSs comprising a complete ECC(N, H) codeword and handling one or more video 

sessions form a PSG. One of the online PSs will be selected as a group leader (GL) which 

has the same duty of ASP. As shown in Figure 6.18, there are three PSs forming a PSG 

with a ECC(3, 1) codeword. Therefore, the PSG can provide the service without disruption 

when any two of the PSs in the PSG is online. As shown in Figure 6.18(b), ps1 departs 

after some time has elapsed. Since the clients can still receive 2 blocks out of 3 blocks 

from the PSG, the service is kept going on. However, if one more PSs (i.e. ps2) for this 

video leave, the clients cannot reconstruct the video correctly. Thus, the central server 

should take over the service in order to avoid disruption of service (see Figure 6.18(c)). It 

(a) (b) (c) 
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Clients 
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Figure 6.18. Idea of Video-Suffix Delivery Using ECC 
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should be noticed that all online PSs in a PSG should suspend their transmission when the 

central server is handling the service. Once any one of the PSs in the PSG is online again, 

the central server will return the duty to this PSG. In general, the central server provides 

the service to clients only when less than M PSs in the PGS are online. Therefore, in order 

to evaluate the workload of the central server in this policy, we should determine the 

relationship between ECC(N, M) and the bandwidth requirement of the central server for 

each video which will be described in Section 6.5.2.  

6.5.2 Reliability Modeling 

Since the number of broadcast channels required for the system is mS , the number of PSG 

using ECC for the video ( ECCJ ) can be expressed by  NBSJ m
ECC η=  if each PS can 

contribute B video channels
7
, where B>0. Therefore, the number of video sessions handled 

by PSG j ( jG ) can be expressed by 

 
 




=

−=
=

JjMMBS

JjMBS
G

m

m

j
,)%,min(

1,...,3,2,1,),min(
  

Again, denote jC as the set of the assigned video sessions for PSG j, where j=1,2,3…,J. 

As mentioned before, similar to the replication approach, the central server takes over the 

service only when more than M PSs in the PSG are offline and it returns the duty to that 

PSG when more than M PSs in the group is online. Because jC  is served alternatively by 

                                                 
7
 To simplify our analysis, we assume that each PS has unlimited local storage space. 
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PSG j and the central server, it also forms an alternating renewal process. Again, let 
j

Z1 , 

j
Z 2 , …be the successive serving time of PSG j for jC  and also let

j
D1 , 

j
D2 , …as the 

corresponding successive serving time of the central server. Obviously, there is a 

relationship between the ECC(N,M) codeword and the bandwidth requirement of the 

central server. To determine the mean serving time of PSG j using ECC ( ECC
jZ ) with jN  

PSs, we use another set of CTMC to model the PSG using ECC and the state-space 

diagram for this model is shown in Figure 6.19(a). It is assumed that all PSs are 

independent to each others and all PSGs also operate independently to other PSGs in the 
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system. Thus, we can simply consider one particular PSG with N PSs. When the system is 

at state N, all PSs are available for broadcasting. State M-1 here shows that the PSG does 

not have sufficient PSs to sustain the service and is assumed to be an absorbing state. We 

first define )(tP ECC
k to be the probability of the PSG using ECC in state k at time t (k=0, 1, 

2, 3, … K). From Figure 6.19(a), the state equations of the CTMC are given by 

1,)()(
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               (6.20) 

Since the transition rate matrix does not have full rank, we can remove the equation of 

k=M-1 without loosing any information [HOYLA94]. Therefore, we obtain 
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By introducing the Laplace transform of the eqn.(6.21), we have 
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               (6.22) 

In the proposed architecture, the PSG will take over the duty when M PSs in the group is 

online. Hence, the initial state of the PSG at time t=0 is defined as 

MkforP
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By inserting s=0 in eqn.(6.22), we obtain 
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Because the expected time to reach state M-1 from state M is equal to S
Mλ/1 , eqn.(6.23) 

can be solved for )0(
∗

ECC
kP for Mk ≥ . Therefore, with eqn.(6.14), the mean serving time 

of PSG j using ECC ( ECC
jZ ) with jN  PSs can be expressed as: 
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To compute the corresponding mean serving time of the central server ( ECC
jD ), we 

use another CTMC model as shown in Figure 6.19(b). When the system is at state 0, 1, 

2, …, M-1, the central server is taking over the broadcasting operation. Once there are M 

PSs online, the broadcasting operation is returned to this PSG. Therefore, using the similar 

deviation from eqn.(6.20) to eqn.(6.23), ECC
jD  can be computed by 
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Then, the average bandwidth reserved by the central server for PSG j is given by 
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Then, the overall bandwidth required for the central server ( ECC
SB ) is thus computed by 

∑
=

=
ECCJ

j
j

j
S

ECC
S NBB

1

)(           (6.27) 

It should be noticed that eqn.(6.24) and eqn.(6.25) will be reduced to eqn.(6.15) and 

eqn.(6.16) when M is equal to 1. Similar to the replication approach, eqn.(6.19) can be 

used to determine the minimum number of PSs required for the system in order to achieve 

the desired bandwidth requirement of the central server. 

6.5.2 Results 

In this section, we evaluate the performance of the proposed protocol. Computer 

simulation is also performed to verify the correctness of the model. Again, it is first 

assumed that the video length is 7200 seconds long and R is equal to 1. The startup delay 

of the system (W) is 300 seconds such that there are 24 video sessions (i.e. Sm=24). Unless 

other specified, the availability of the PS is set as 0.6. For simplicity, we also assume that 

each PS with γup=36000A seconds and γdown=36000(1-A) seconds contributes a bandwidth 

of R. Therefore, the online/offline time of each PS is ranged between 1 to 10 hours 

governed by A. 

We first investigate how the number of PSs affects the system performance. Figure 

6.20 plots the total server bandwidth versus the number of PSs per PSG. The number of 

PSs in each PSG is determined by the value of M as well as the redundant overhead O. For 

example, if the value of M is 5 and O is 0.2, the number of PSs per PSG is 6. It is found 



Chapter 6 

Peer-to-Peer Video-on-Demand Systems in Broadcast Environment 

 

168 

that the mathematical model closely matches with the simulation results. From the result, it 

can be first found that the bandwidth requirement of the central server is decreasing when 

O is increased for all M. In case M=5 and O=0.2, Bs is equal to 18. If O is increased to 1.0, 

Bs can be reduced to about 4 channels. As the redundant of the PSG is increased (i.e. O is 

increased), the lifetime (or Z
j
) of each PSG is extended. Therefore, the duration of the 

central server taking over the broadcasting operation is reduced and thus utilizes fewer 

server resources. On the other hand, it is found from the result that the bandwidth 

requirement of the central server is increasing when O is low. But, that is decreasing when 

it is high. When the redundant is low (e.g. O=0.2), Z
j
 is decreasing with the increase of M 

but D
j
 is increased. However, when the redundant is high (e.g. O=1.0), the situation is 

opposed that Z
j
 is increasing with the increase of M but D

j
 is decreased.  

Then, we look at the system performance against the availability of the PS. Figure 
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Figure 6.20. Total Server Bandwidth Requirement against                          

the number of PSs per PSG 
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6.21 shows the bandwidth requirement of the central server when the availability of the PS 

is changed where M=25. As we expected, Bs is sharply decreasing when the availability of 

each PS is increased. For the same A, the performance can be also improved when O is 

increased. From the results, it can be seen that the system performance cannot get any 

benefit from the proposed policy when the availability of the PS is less than 0.4. It is 

because Z
j
 is short when A is low and thus the central server has to take over the 

broadcasting operation frequently. One possible solution to compensate this flaw is to 

further increase the redundant overhead. However, it can be found that the central server 

only requires to allocate less than 80% resources compared with the original SB for various 

value of O when A>0.5.  

Finally, we are going to investigate the number of PSs required for the system in order 

to achieve certain level of reduction of the central server resources compared to the 
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Figure 6.21. Total Server Bandwidth Requirement against                         

the Availability of PS 
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original SB. As shown in Figure 6.22, the number of PSs required for the system is 

decreased when the availability of PS is increased for all M. For the same M and A, it can 

be seen that the system with r=0.05 requires more PSs than the system with r=0.25. 

However, we can see that the performance with different r does not have significant 

difference when the availability is increasing. It is because Z
j
 can be extended longer by 

each additional PS. From the results, the workload of the central server can be reduced by 

95% compared with the original SB when there are 51 PSs with the availability of 0.6 

where M is 25. On the other hand, it is interesting to observe that the number of PSs 

required for system is irregularly changed when M is increasing with the same r and A. It is 

because their number of PSG required for the system is not the same for different M. With 

the same group size, the number of PSs required for system is increasing with the increase 

of M. For example, the case of 25≥M  has the same PSG size of 1. It should be 
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reminded that the requirement of the PS in terms of bandwidth and storage is decreasing 

when M is increased. 

6.6 Summary 

In this chapter, we develop a hybrid VoD system framework that uses a P2P paradigm 

coupled with video broadcasting and CDN-like approach for video delivery. In the 

proposed architecture, the video is first partitioned into two parts. The first part of the 

video is transmitted among customers in P2P manner while the second part of the video is 

broadcasted periodically by the peer server. In order to avoid the disruption of the service 

caused by the unpredictable departure/failure of peers, a central server is still deployed. 

This content delivery strategy allows the workload of the system disperse over the network 

while customers can still guarantee to obtain the service without collapsing by the dynamic 

nature of P2P framework. In addition, a fault exception mechanism based on replication 

and error correcting codes are deployed in peer servers. Analytical model is also developed 

to allow system designers better understanding of system dynamics and provide guidelines 

for the management of design resources and realization of VoD services based on this 

architecture. It is noted from the results that, using the replication approach, the workload 

of the central server can be reduced by 95% when the system arrival rate is 0.1 req/s and 

there are 156 peer servers are deployed, each of which has the availability of 0.4.  
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7.1 Conclusion of this Dissertation 

With the advances in digital video technology and high speed networking, 

video-on-demand (VoD) services have come into practice in recent years. The VoD 

service allows geographically distributed users to interactively access video files from 

remote VoD servers. Users can request videos from a server at any time and enjoy the 

flexible control of video playback. Nevertheless, such systems have not yet been 

commercial success because deployment of a large-scale VoD system requires an 

enormous amount of server and network resources. Therefore, one of the most 

challenging aspects of a VoD design is how to deliver videos to a large number of 

clients economically. On the other hand, heterogeneity of the network environment is 

another design issue that should be addressed in order to meet the different capability of 

the clients’ devices in the system. In this dissertation, we focused on investigating a 

feasible solution for building a cost-effective and scalable VoD system in heterogeneous 

network environment. We have made a number of contributions in various system 
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design issues including the development of an analytical model to efficiently compare 

the replication coding with the layered coding for video transmission in heterogeneous 

environment based on the hierarchical VoD framework. According to the findings of this 

model, we then explore the complementary coding approach to further improve the 

system performance. In this dissertation, another unified model is also developed that 

exploits the multicast/ broadcast capability of the network and P2P paradigm to 

efficiently deliver video data to the clients. With these models, we can have a better 

understanding of the system dynamics. Such models also provide guidelines for the 

management of system resources and realization of VoD services based on the proposed 

frameworks. 

 In this thesis, we first develop a unified model to explore the impact of the 

broadcasting schemes coupled with proxy caching for video transmission in hierarchical 

network architecture. This model also considers using the replication or layering 

approach to create multiple qualities of video streams to meet different requirements of 

clients. Using this model, we have first found that the proxy size, the efficiency of the 

broadcasting scheme, the bandwidth reserved for broadcasting as well as the layering 

overhead have significant impacts on the system performance. Based on this model, we 

also analytically compare the performance of the video replication approach with that of 

layering for video streaming under different scenarios and parameter settings. From the 
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result, it can be concluded that the layering approach is suitable for proxy caching and 

video broadcasting while replication is favorable to end-to-end transmission. 

 This finding motivates us to examine whether the system performance can be 

further improved if both coding schemes are deployed in different levels of the system 

based on their natures. Therefore, we propose a complementary coding scheme using 

both video replication and layering for video streaming (i.e. the layering approach is 

used for proxy caching and video broadcasting with replication is used for end-to-end 

transmission). In addition, we also analytically explore the benefit of renegotiation 

about video quality when the system resources cannot support the requested quality 

levels. From the results, we found that the system performance can have a further 

enhancement up to 15% when the complementary coding scheme and renegotiation 

mechanism are used. 

 Although the hierarchical architecture approach can greatly improve the system 

performance, such client-server architecture does still not scale well because the 

bottleneck of the system is still at the server side. Thus, we turn our focus to P2P 

paradigm to address the issues of system scalability. However, most of the traditional 

approaches were designed for streaming applications in a unicast infrastructure. As the 

successful deployment of IP multicast/broadcast delivery, it is believed that the system 

could have a further improvement in terms of cost effective and scalability when the 
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broadcasting scheme can be coupled with P2P paradigm in a suitable manner. Thus, a 

new batching policy called peer-to-peer batching (PPB) has been proposed. The 

objective of this policy is to consider the trade-off between the network bandwidth 

requirement for P2P transmission and multicast delivery such that the overall 

transmission cost is minimized. It is found that this policy can leverage the workload of 

the central server about 50%. In addition, the result also shows that there is a strong 

relationship among the batching time, the arrival rate and the departure rate, which 

bring a great impact on the system performance. 

 To further reduce the server’s workload, we develop another unified model that 

uses a P2P paradigm coupled with video broadcasting for video delivery. Similar to 

CDN-P2P, a central server is still deployed in order to avoid the disruption of the 

service caused by the dynamic nature of P2P applications. Unlike PPB that the delivery 

of leading portion of the video should be accomplished in chaining manner and each 

peer should have identical bandwidth, this framework allows peer to select a set of peers 

with different bandwidth capacity for video transmission. On the other hand, while PPB 

is required that video broadcasting should be done by the central server, the new 

framework disperses the duty of video broadcasting among a number of peer servers. In 

order to increase the system reliability, a fault tolerant mechanism based on replication 

as well as erasure correcting codes are applied to the peer server. In addition, the 
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relationship between the number of peer servers required and the bandwidth 

requirement of the central server are also investigated. In the proposed framework, with 

the engagement of the peer servers and the contribution of the normal peers, the 

workload of the system can be highly dispersed along the network and customers can 

also be guarantee to obtain the service without collapsing by the dynamic nature of P2P 

framework given that the finite server resources. From the results, using the replication 

approach, the workload of the central server can be reduced by 95% when the system 

arrival rate is 0.1 req/s and there are 156 peer servers are deployed, each of which has 

the availability of 0.4. 

7.2 Future Directions 

Robustness, reliability, scalability, ability to deal with heterogeneity, real-time or low 

latency service, security and interactivity with the clients are all important and desired 

properties of the T-VoD service. In this dissertation, the first five of these properties 

have been already considered. 

Since video contents are mainly distributed by the self-proliferation of peers in P2P 

applications, customers may not contact the central agent of the system directly during 

watching the video. Security is a very important design issue in P2P applications. In 

order to avoid the illegal duplication of video contents as well as unpaid users admitted 

to the system, a system should provide efficient support for copyright protection in 
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transmitting video streams to multiple peers. To allow a user to have a control right for a 

particular video session, VoD with VCR like features should also be supported. Users 

can request and view any video at any time with full VCR capabilities including 

forward, reverse, freeze and random positioning. 

On the other hand, other than video replication and layering encoding, Multiple 

Description Coding (MDC) is another video coding technique that can be used to 

support multiple qualities of videos to clients. It also provides error resilience to media 

streams such that it can resist the network congestion as well as packet loss which are 

common in best-effort networks such as the Internet. In addition, our performance 

models are mainly developed for constant-bit-rate (CBR) videos. Therefore, it is also 

worth to study the proposed architecture with variable-bit-rate (VBR) videos as well as 

MDC in the future development. 

 Besides delivering video data over the wired network environment, video 

transmission over wireless environment has also brought a great attention recently. 

Video call is one of the most common mobile video streaming applications, where users 

do not only hear the call partner’s voice as a conventional voice phone call but also can 

see the call partner’s activities through the display. However, there are a number of 

technical challenges in providing video services over wireless environment. One of 

these is the unreliable nature of wireless channels. Wireless links are error-prone and 
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varying connection quality in nature, which results in burst packet corruptions which 

bring a great impact on transmitted video quality. The other arises from the 

heterogeneity of end-to-end systems with different capabilities such as processing 

power and bandwidth limitations. In order to tackle these problems, scalable video 

coding (SVC) as well as network coding (NC) have been developed.  

The new scalable video coding (SVC) extension of H.264/AVC standard 

[SCHWA07] provides network-friendly scalability at a bit stream level with a moderate 

increase in decoder complexity compared to single-layer H.264/AVC. It supports 

functionalities such as bit rate, format, and power adaptation, graceful degradation in 

lossy transmission environments as well as lossless rewriting of quality-scalable SVC 

bit streams to single-layer H.264/AVC bit streams. These functionalities provide better 

performance to streaming and storage applications. SVC has achieved significant 

improvements in coding efficiency with an increased degree of supported scalability 

relative to the scalable profiles of prior video coding standards.  

In conventional video multicast, video data are carried by store-and-forward 

mechanisms with the FEC protection and the intermediate nodes in the system forward 

an exact copy of video data what they have received. A network coding (NC) 

[AHLSW00] theory has been developed which provides alternative approach that 

encodes packets at intermediate nodes. There are several advantages of NC for video 
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multicast. First, it enhances the throughput of the network. Seconds, robustness of video 

transmission can be easily achieved as compared with erasure coding in erroneous 

wireless channel. Third, it also simplifies the construction of multicast tree and routing 

which use broadcasting to construct multiple paths. Therefore, it can improve the 

overall received video quality significantly in wireless environment. 
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