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Synopsis

An open railway access market usually consists of an infrastructure provider (IP) and a
group of train service providers (TSPs). Through disintegration and distribution, the
managerial responsibilities on railway resources are allocated to these stakeholders.
To harmonise the interrelated resource allocation processes, negotiation among the
stakeholders is an important and inevitable process to resolve the operational conflicts.
This study aims to develop a software platform to enable such negotiations and

investigate the behaviour of the stakeholders in negotiations.

To address the distributed nature of the stakeholders and their behaviour during
negotiation, a Multi-Agent System for Open Railway Access Market (MAS-ORAM) is
established. MAS-ORAM is a virtual market where each stakeholder is represented by
a software agent. With this system, the study focuses on modelling three major
negotiations among the stakeholders (i.e. IP vs. TSP, IP vs. multiple TSPs, and TSP vs.
TSP). Such representations of the open market and the subsequent study on the
interactions between the stakeholders in railway management, particularly for open

access markets, are the novelty of this research work.

To facilitate rational decision-making by agents, not only has the study employed
algorithms of standard optimisation techniques, but also of artificial intelligence
approaches. The former includes Branch-and-Bound and Lemke’s Complementary

Pivoting algorithms, while the latter involves the solving of a Prioritised Fuzzy



Constraint Satisfaction problem. In addition, two policies on sequencing multiple
negotiations by an IP and three negotiation strategies for TSPs have been devised. The
performances of these algorithms and negotiation behaviours have been thoroughly

examined through extensive simulation studies and statistical analysis.

Simulation results have shown that software agents can be set up to represent railway
stakeholders of different operation objectives. During negotiation, these agents exhibit
rational behaviour in making concession. Results have also confirmed that the setup
of MAS-ORAM is able to derive Pareto-optimal resource plans. The system, with
proper enhancements and adaptation to a specific railway market, may thus be deployed
by the open railway access market stakeholders as an analytical tool before the actual
negotiations are conducted in practice. The research also demonstrates the feasibility

of applying agent modelling in railway management.
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Chapter 1

Introduction

1.1 Railway Resource Allocation in Open Access Markets

Modern railway resource management has been embracing new opportunities and
challenges ever since the introduction of open access markets. In conventional railway
markets, a railway is solely owned by a single entity. The owner of the railway is
responsible for both the management of infrastructure and the operation of train services.
This kind of integrated management usually gives rise to railway monopoly which
demands strong interference from local governments for regulations. The burden of
heavy regulations on pricing and service provision usually leads to low efficiency in
operation, resulting in poor adaptation to market demand. However, in open access
markets, the responsibilities of infrastructure provision and train operation are
distributed to independent stakeholders. This has led to an infrastructure provider (IP)
selling track capacity to a group of competing train service providers (TSPs). By
restructuring the conventional railway markets through disintegration, the regulatory
agencies anticipate improvement on the operational efficiency in their railway markets

so that rail transportation is more responsive to market demand.

Railway restructuring has created at least two new and important problems for
railway resource management. Firstly, since the TSPs can only operate train services

on the permanent ways with the permission from the IP, it is necessary for them to

1



negotiate with the IP to obtain the appropriate track access rights. Secondly, the
independently managed TSPs may also wish to coordinate their train schedules to
facilitate passenger transfer at an interchange station so that they reap the benefit of an
increase in passenger demand. In both problems, negotiation plays a key role in
steering the stakeholders with various objectives towards a mutually acceptable
agreement. In other words, whether railway resources can be allocated in an efficient

manner depends heavily on the negotiation behaviour of stakeholders.

1.2. Objectives of Thesis

Currently, most studies aim to analyse the existing open markets according to the
observed financial outcomes or train operational performances (Rothengatter, 1991,
Godward, 1998; Harris, 1999; Mizutani, 1999; Shaw 2001; Watson, 2001; Crompton &
Jupe, 2003). However, there has been little research devoted to performance
evaluation of the stakeholders by appropriate modelling and simulation. In fact, there
is even a lack of study to examine the requirements and feasibility of adopting a
simulation approach. As a consequence, the main objectives of this thesis are to
develop a software tool that is capable of simulating negotiation and examine the

applicability of such tool in assisting decision-making in railway resource planning.

The goals of this study and their relationships are depicted in Fig. 1.1. Having
identified the key modelling issues on the negotiations involved in open railway access
markets, a Multi-Agent System for Open Railway Access Market (MAS-ORAM) is
established. MAS-ORAM is a virtual market where each stakeholder is represented by
a software agent. The virtual market enables the modelling of three negotiations (but
not restricted to three) in open railway markets. The first negotiation, IP-TSP, is the

core transaction in an open market and it occurs between an IP agent and a TSP agent



Identification of the key modelling issues o
negotiations in open railway access markefs
(Chapter 2)

A
Conceptual modelling of the
MAS-ORAM architecture
(Chapters 3 — 4)

A 4 A A

Modelling and studying Modelling and studying Modelling and studying

the IP-TSP negotiation the IP-TSP negotiation the TSP-TSP negotiation
(Chapter 5) (Chapter 6) (Chapter 7)

A
Identification of the required
intelligence in decision-making
(Chapters 5 —-7)

v
Demonstration of the applicability of
MAS-ORAM against a practical backgroun
(Chapter 8)

o

4
Promoting awareness of agent
modelling in railway resource planning
(Chapters 1 —9)

Fig. 1.1. Objectives and structure of thesis

for reaching an agreement on track access rights. The second one,"|RsT&®
extension to the first negotiation and it requires the IP agent to grant track access rights
to a set ofn TSP agents. The last negotiation, TSP-TSP, involves two TSP agents
exploring the possibility on coordinating their train schedules at an interchange station.
During the course of modelling and studying these negotiations, there is a further need
to identify the intelligence in making rational decisions so that the software agents are
enabled to accomplish their designated tasks. In addition to these objectives, by
demonstrating the usefulness of MAS-ORAM in assisting resource planning in open

access markets, it is also intended to promote better understanding and enhance



awareness of agent modelling in railway resource planning and management.

1.3. Contributions to Research

The contributions of this work to research are in twofold. Firstly, the study has
associated two relatively isolated research topics together. Railway resource
management problems are traditionally studied by central decision-making models
(Ghosh, 1999) while distributed models, such as agent modelling, are seldom employed.
On the other hand, most of the applications involving multi-agent systems are found in
distributed sensing, data mining and e-commerce (Wooldridge, 2002). The idea of
employing agent modelling in open railway access markets therefore initiates a new and

valuable topic for research.

Secondly, the work in the thesis has demonstrated the usefulness of a range of
decision-making techniques and negotiation protocols in modelling the agent
transactions conducted on MAS-ORAM. In an [IP-TSP negotiation, the
decision-making problem of the TSP is modelled as a Prioritised Fuzzy Constraint
Satisfaction (PFCS) problem, and a rule-based resolution technique is used to optimise
the TSP’s satisfaction on track access rights. On the other hand, a constrained
optimisation problem is formulated to represent the objective of the IP, and a
Branch-and-Bound (BNB) algorithm is proposed to derive the optimal resource plan for
the IP. This negotiation is enabled by the Buyer and Seller Behaviour Protocol (BSBP)
which is capable of steering the agents to reach the Pareto-optimal deal. To allow
multilateral negotiation in the IP-T8Megotiation, BSBP is extended to Multiple
Buyers and Seller Behaviour Protocol (MBSBP). The IP agent handles the multiple
negotiations in a sequential manner by employing either First-Come-First-Serve (FCFS)

or Highest-Willingness-to-Pay-First (HW2PF) as the sequencing policy. In order to



evaluate the performance of the two sequencing policies with respect to the benefits of
the IP and the quality of train services, a statistical analysis based on simulation is
conducted. In the third negotiation problem of the TSP-TSP transaction, a simple

protocol between two TSP agents is introduced, allowing the agents to propose, accept
or reject offers. Three negotiation strategigs, (Swin and $ay are proposed for the

TSP agent. These strategies involve using the Lemke’s Complementary Pivoting
Algorithm (LCPA) incorporated with their respective local searching techniques to

generate potential offers.

1.4. Contributions to Railway Resource Management

The simulation of negotiation activities on MAS-ORAM is intended to be adopted
for strategic and tactical planning in open railway access markets. Resource planning
in railways is often divided into three time horizons: strategic, tactical and operational
(Watson, 2001). In strategic planning, decision makers concentrate on whether
changes to the current infrastructure is necessary (e.g. adding sidings at the bottlenecks,
constructing a new extension line, etc.). In tactical and operational planning, the
infrastructure is assumed to be unchanged. Specifically, tactical planning involves
decisions on the daily frequency and duration of train services and the subsequent
allocation of staff members on board the trains. On the other hand, operational
planning focuses on making prompt arrangement on the real-time perturbations to the

daily schedule (e.g. recovery of train services due to train delays).

With respect to strategic planning, the negotiation system may be used by the IP to
evaluate various means of capacity allocation. For example, simulation can be
conducted to compare different infrastructure pricing regimes or internal scheduling

policies. The IP may determine whether there are better ways to improve the current



capacity utilisation before considering new infrastructure constructions. The IP can
therefore benefit from the reduction in the number of unnecessary and costly

constructions.

Regarding to tactical planning, MAS-ORAM may be used by the stakeholders (i.e.
both TSP and IP) to determine the potential gain or loss prior to commencing the actual
negotiation. According to the simulation results, the stakeholders can adjust their
operational objectives or requirements in order to enhance their negotiation power and
enable better possibility of striking a good deal. In some circumstances, it may also
allow the stakeholders to withhold from initiating a negotiation in order to eliminate the

unnecessary transaction costs involved in the negotiation process.

Apart from providing a useful evaluation tool for the TSPs and IPs, MAS-ORAM
can be employed by the railway regulatory authority to simulate the possible effects of
any new regulation on the railway markets prior to the implementation. This reduces
the risk of imposing poor or ineffective regulations that would otherwise have caused an

adverse impact to the operations of the railway markets.

All contributions described above assume MAS-ORAM functions as an evaluation
tool in railway resource planning. Since decision-making in practice is undoubtedly
complex, the work in the thesis does not intend to replace the current human-to-human
interactions with automated negotiation. However, with proper considerations on the
assumptions made in the negotiation models, the proposed MAS-ORAM is expected to

generate useful results to the stakeholders.

1.5. Thesis Structure

Chapter 2 reviews the background on open railway access markets. In particular,

the importance of negotiation between the various railways stakeholders will be

6



discussed. The chapter also generalises the problem nature associated with modelling

open railway access markets and the negotiation between different parties.

Chapter 3 reviews the background on multi-agent systems. In addition, the
common standards and software agent development toolkits for multi-agent systems are
highlighted. The related agent applications in e-commerce, electricity markets and

railways are also discussed.

Chapter 4 puts forward the MAS-ORAM architecture. Since the architecture is
implemented using an agent development toolkit JADE, the key functions and
capability of the toolkit is further elaborated. With the proposed MAS-ORAM
architecture, the three negotiation problems of IP-TSP, IP;T&® TSP-TSP are

formally specified.

Chapter 5 focuses on the modelling and the subsequent evaluation of the IP-TSP
transaction. The mathematical models for the negotiation protocol and the
decision-making processes in the IP and TSP agents are formulated. A comprehensive
simulation study is set up to determine whether the agents are rational in their

negotiation behaviour.

Chapter 6 extends the IP-TSP transaction model derived in Chapter 5 to model the
IP-TSP' negotiation. A statistical evaluation by simulation is proposed and conducted
to compare the consequences of employing different negotiation sequences, in terms of

the benefits of the IP and the quality of train services.

Chapter 7 aims at modelling and studying the TSP-TSP negotiation concerning the
schedule coordination problem between two TSPs. Similar to the study in Chapter 5,
mathematical models are constructed for the negotiation process and the TSP agents.

This is then followed by simulation studies on a set of extreme cases to show the



rationality exhibited by the agents.

Chapter 8 contains two feasibility studies on MAS-ORAM to demonstrate its
potential applicability against a practical background in assisting railway resource
planning in open access markets. The first hypothetical study concerns the track
access rights allocation problem at the Hunter Valley rail network in Australia while the
second one examines the schedule coordination at the Liverpool station in the UK.
Finally, Chapter 9 summarises the findings and contributions of the thesis and suggests

further works for research.

1.6. Remarks

This chapter introduces the concept of open railway access markets and the role of
negotiation in reaching agreements between railway stakeholders. In order to improve
the negotiation outcomes and avoid irreversible changes to open markets, there is a need
of developing a software evaluation tool that enables railway stakeholders and
regulatory bodies to conduct critical cost-and-benefit analysis prior to the actual
negotiation. Therefore, this thesis aims to examine the modelling challenges for
negotiations in open railway access markets. Based on the multi-agent system (MAS)
paradigm, a virtual negotiation market, called MAS-ORAM, is proposed and the study
focuses on modelling three major negotiations (IP-TSP, IP-&88 TSP-TSP) among
the railway stakeholders. In addition, the intelligence required by the stakeholders in
making concession during negotiation is examined and the feasibility of representing

the stakeholders as software agents is investigated.



Chapter 2

Railway Open Access Markets

In recent years, extensive regulatory reforms in railways have been implemented in
many countries where the primary objective is to introduce intra-modal competition in
rail transportation. The successful reform precedents from utilities, such as gas,
electricity and telecommunication, have encouraged the formation of open railway
access markets. Under this new market structure, negotiation becomes an important
process for stakeholders to allocate railway resources. In this chapter, the background
on the evolution of railway markets is first introduced, followed by the description of
the major negotiations conducted in open access markets. Then, the benefits and
obstacles for a computer simulation approach to resolve the problems generated in open

railway access markets are discussed.

2.1. Types of Railway Markets

Conventional railway markets are often referred as integrated railways because the
ownership of infrastructure and the operation of train services belong to the same entity.
Some of these conventional railway markets have recently restructured into open access
markets or third-party access markets. The background and relationship between these

railway markets are discussed below.



2.1.1. Conventional Structure and Organisation

Many railways, particularly those originated from thd' t@ntury, were established

by a set of private companies. These companies constructed and possessed their own
infrastructure, over which they also had the exclusive rights to operate train services.
At the beginning, these railways usually served the purpose of transporting freight from
its source to destination. For instance, coal might be carried from mines to ports on
the coast for exports. Passenger transportation was later introduced between major
cities to facilitate long-distance travel. Although these railways might be in close
proximity with one another, the companies often developed their systems individually
and had little intention to connect them together to form a large network (ECMT, 2001;

DOTARS, 2003).

These independent developments gradually caused duplication of tracks and
stations. Different railways also employed different track gauges and signalling
systems. Thus, not only did railway transportation suffer from inefficiencies due to
excessive capacity, but it was also in lack of system integration and interoperability.
These problems eventually prompted for the nationalisation of railways, either within a
country or a state, so that the fragmented systems become the property of the
government or a private corporation. Control and management of the entire railway
operations and developments were then centralised to a single integrated organisation

(ECMT, 2001; DOTARS, 2003).

The emergence of such an integrated structure has been explained formally by
transportation economic principles (Boyer, 1998; Campos & Cantos, 1999). Firstly,
railway asset is considered to be indivisible as a result of the lumpy change in supply
being significantly greater than the fluctuations in demand. When a railway is
constructed or expanded, capacity is often created in large incremental step (or lump)
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relative to the unit consumption by the train services. In other words, the newly built
infrastructure is capable of supporting a large increase in traffic volume. Since the
fixed investment cost is recovered from the actual rise in demand, the average cost of
transportation declines when traffic volume increases over the range of additional

capacity (Fig. 2.1). Consequently, it is usually cheager<{P;) to provide train

services when the entire demand is captured by a single operator.

Secondly, railway costs are sub-additive which refers to the improved efficiency
when train services are provided by a single railway rather than sharing the services by
different ones. Since it is possible for many railway services (e.g. passenger and
freight) to use a common infrastructure, the addition of a train on permanent ways only
requires a relatively small increase in expenditure when compared with the vast
investment in establishing a new system. Therefore, railways are naturally less
expensive to operate by a single entity and the industry is not easily subject to

intra-modal competition.

Owing to asset indivisibility and cost sub-additivity, railway was commonly
considered as an incontestable (non-competitive) business (Campos & Cantos, 1999;
ECMT, 2001). With the absence of competition, it was not surprising to discover that

local jurisdictions had imposed regulations on pricing regimes so as to protect the

A: Demand captured by a single operator
B: Reduced demand subject to competition
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Fig. 2.1. Average cost curve
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general interest of the community from excessive monopoly manipulations. Moreover,
there were additional regulations on train operation as a result of the prevailing social
perceptions that railways should provide a minimum transportation supply to the
population and assist the urbanisation of rural areas. These social responsibilities often
forced the industry to operate some unprofitable routes which greatly discouraged

efficient development and provision of rail transportation.

The progressive burdening from heavy regulations eventually resulted in poor
adaptability to market demands which in turn led to the degradation of quality of service
and the requirement of considerable subsidisation from local governments (Boyer, 1998;
Crompton & Jupe, 2003). Since the 1950s, railways have also been challenged by
road transportation due to the rapid development of road networks which have provided
reliable and easily accessible infrastructures for automobiles. On the other hand,
similar growth in railways was largely hindered by excessive regulations. With such
rapid improvements in road networks, railway was severely losing the market share to
road transportation (ECMT, 1998; BTRE, 2003; EC, 2006). Railway was thus in
desperate need of countermeasures to revitalise the industry, making it an efficient

market-driven transportation.

2.1.2. Open Access Markets

In response to the fierce inter-modal competition, many countries have restructured

their railways through deregulations (Table 2.1). These reforms were also encouraged

Table 2.1. Worldwide Deregulations in Railways

Year Country Principal Legislation

1987 Japan Railway Enterprise Law

1988 Sweden Transport Policy Act

1992 Argentina State Reform and Public Enterprises Restructuring Law
1993 New Zealand State-Owned Enterprises Act 1986

1994 UK Railways Act 1993

1995 Australia National Competition Policy
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by an adjustment in economic principles on railways (Campos & Cantos, 1999; BTRE,
2003). Despite the conventional view that railway is incontestable, the recent
perspective argues that competition is possible for train operations (above-rail activities)
even though infrastructure provisions (below-rail activities) may prove more elusive.
The barrier to intra-modal competition may therefore be lowered by allowing multiple
train service operators to gain access to the infrastructure from a common provider.

This forms the basis of open railway access markets.

An open railway market, in its simplest form, consists of a group of train service
providers (TSPs) and an independent infrastructure provider (IP). In the UK, the
ancillary services of rolling stock and maintenance provisions are also separately
offered by the rolling stock leasing providers (RSPs) and the maintenance service
providers (MSPs) respectively (Shaw, 2000). An open railway market therefore
involves multiple stakeholders arranged as a supply-chain through which railway
resources (e.g. track capacity and rolling stock) are supplied to the TSPs to allow the

ultimate train service provisions to the end-consumers (Fig. 2.2).

The competing TSPs can be classified by their types of service provisions. At the

- - . Rolling stock
3 Rolling Stock Leasing Companies Providers (RSPs)

--------- e

25 Passenger Train 6 Freight Operating Train Service
Operators Companies Providers (TSPs) —>_ Customers

(IP)

13 Infrastructure Maintenance and Renewal Maintenance Servicg
Companies Providers (MSPs)

Fig. 2.2. Open access market in the UK upon privatisation
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Fig. 2.3. Possible types of railway services

first level, train services can be regarded as freight or passenger (Fig. 2.3). Freight
services can be further grouped by the nature of commodities being bulk (e.g. coal,
petrochemicals) or non-bulk (e.g. foodstuffs, postal, parcels) (Network Rail, 2004a).
On the other hand, passenger services are classified as regional or intercity according to
the distances travelled. In open access markets, these rail services are now operated by
different stakeholders, and on-rail and off-rail competitions are introduced into the

markets.

On-rail competition refers to the competition of capacity and customers (Shaw,
2001). Regardless of the types of rail services, all TSPs are required to obtain track
and station capacity from the IP as a result of their common operation on the same
infrastructure. Such competition is anticipated to improve network utilisation. On
the other hand, direct competition for customers between train operators usually occurs
in the freight market. Its benefits are derived from offering more choices to consumers
which creates pressure on the train operators to reduce expenditure and increase revenue
(Jensen, 1998). However, similar competition is less apparent in passenger services.
It is rare to find two passenger operators competing for identical routes because of
limited transportation demand. Nevertheless, a moderate competition is still possible
between partially overlapping routes and between services of different train speeds (e.g.

regular and express trains).
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On the contrary, off-rail competition is created from the social demand for
benchmarking the quality of services among the existing operators, even if their services
are running at different regions of the network (Shaw, 2001). If the operators fail to
provide an acceptable level of service, the rights of operation in the network may be
terminated by the local jurisdiction and acquired by other potential operators. The
existing operators are therefore pressed to respond to the market demand, and preferably,

develop innovative plans to explore new demand.

Despite these ideal advantages of competition, whether the widespread access
reforms have resulted in a net benefit to the railways is still debatable because these
reforms have concurrently generated several new challenges for the industry. Firstly,
the resource allocation problem now involves multiple parties whose objectives are
likely to be in conflicts. This causes addition complexity in making decisions in train
planning (Watson, 2001; Gibsen al., 2002; Nilsson, 2002; Gibson, 2003). Secondly,
with the increased number of stakeholders, there is a corresponding rise in transaction
costs (in terms of time and money) in forming contractual agreements for train
operation (Campos & Cantos, 1999; ECMT, 2001). Moreover, the new market
structure may create obstacles in providing seamless services and coordinated services
at interchange stations due to the possible conflicts between different stakeholders
(Campos & Cantos, 1999; BTRE, 2003). Finally, in regions where competition is
limited, the infrastructure owner may have low investment incentives on facilities
because the IP is in a weak position to bargain for a favourable rate of return (Campos

& Cantos, 1999). All these problems are yet to be resolved.

2.1.3.  Third-party Access Markets

Currently, only the British and Swedish systems have sought for full-scale open
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access reforms (ECMT, 1998; Campos & Cantos, 1999). Since open markets require
the complete separation of train operations from infrastructure provision, some
countries have preferred a less radical approach by allowing third-party access to an
integrated network. Under this kind of reform, the incumbent owner of the
infrastructure also operates train on the tracks, but independent train operators are

eligible to gain access to the fixed facilities to enter the competition.

To ensure that the incumbent owner will allocate capacity to external train operators
on a fair and equitable basis, the incumbent owner is required to implement a mandatory
process called ring fencing. Ring fencing involves the development of an internal
organisation structure so that it prevents the flows of information, personnel and
inappropriate transferring of costs and revenues within the organisation of the
incumbent owner (BTRE, 2003). A typical realisation of ring fencing is the formation
of separate departments responsible for infrastructure provision and train service
operation. Despite belonging to the same company, the train operation department is
required to obtain track capacity from the infrastructure department as if it were an

external operator.

Most countries given in Table 2.1, including Argentina, Australia, Japan and New
Zealand, have employed the third-party access approach (Campos & Cantos, 1999;
ECMT, 2001). Despite the difference in definition between open access and
third-party access, these railway markets have key similarities in both market structures
and operational activities. The former involves multiple stakeholders of different
managerial authorities, while the latter requires the external train operators to interact

with the IP for track access allocation.
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2.2. Negotiations

A simple open access market composes of an IP and a set of TSPs. In addition,
ancillary service providers such as RSPs and MSPs may also be present. The
efficiency of railway operations greatly depends on how these stakeholders interact to
produce the resource plans. In this section, the main contents and the parties involved

in these interactions are described, along with the related issues and problems.

2.2.1. Infrastructure Provider vs. Train Service Provider

The interaction between an IP and a TSP is the core interaction in an open or
third-party access market. The main objective of this interaction is to form a track
access rights agreement, which specifies the access price and capacity allocated to the
TSP. However, owing to the presence of different managerial authorities, the
requirements of the stakeholders are likely to be in conflicts and it is essential to resolve

these disputes during the formation of an agreement.

2.2.1.1. Railway Access Pricing

There are three principal pricing mechanisms in open access markets. Posted
pricing, direct negotiation and auctioning are the proposed mechanisms to access charge
setting (BTRE, 2003; ECMT, 2005). In posted pricing, charge rates are established in
advance and published to the access seekers. The tariff is often composed of a basic
charge in terms of the vehicle-kilometre or gross tonne-kilometre transported, and an
uplift cost that is levied according to the operating characteristics (e.g. freight/passenger
services and types of rolling stock). In direct negotiation, the IP and the TSPs take
turns to make concessions on issues including access charge, train schedule and

operating characteristics until both stakeholders agree on the terms of usage. For
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auctioning, capacity is pre-packaged into various sets of non-conflicting train paths to
allow interested seekers to bid at their most preferable prices. The operator with the

highest bid will obtain the train paths under a set of restrictions.

Apparently, posted pricing provides train operators with more certainty in
managing their businesses, but the IP may fail to discriminate TSPs with different
operating requirements effectively. For example, trains travelling at different speeds
may be charged identically even though they have different traction energy and peak
demand requirements. Conversely, services with identical speed specifications but
scheduled on different traffic conditions might also be charged at the same price despite
having different capacity consumption (see Section 2.2.1.2). On the other hand, direct
negotiation and auctioning have better capability to distinguish operators with respect to
their willingness-to-pay for rights-of-ways. Nevertheless, experience has suggested
that negotiated pricing can sometimes require time-consuming and costly transactions,
while auctioning has never been employed in practice because of the difficulty in
devising train paths that simultaneously suit the requirements of several train operators
(BTRE, 2003). These existing regimes have their merits and limitations, and the
railway regulators and stakeholders are still striving for better alternatives whenever

possible.

2.2.1.2. Capacity Management

Along with determining a suitable pricing regime, the IP also needs to formulate a
conflict-free and preferably efficient resource allocation plan for the access seekers.
Since the train operators are independently managed, they will occasionally request
conflicting train paths. The IP then has the responsibility to resolve their disputes in

rights-of-way.
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Efficient allocation is complicated by heterogeneous traffic condition (i.e. when
trains are operating with a wide range of speeds). Fig. 2.4 illustrates the effect on
capacity utilisation when the traffic demand is homogeneous or otherwise. Capacity
utilisation is defined as the ratio of the time taken in operating a set of trains with their
minimum headways (i.eA and B) to the time taken in travelling at their actual
timetables (i.e.W) (Gibsonet al, 2002). Clearly, when trains running at different
speeds are scheduled together, more capacity is needed to generate the same number of

services (BB W> A/W).

In principle, the cost of additional capacity consumption may be recovered from the
access charge. However, the predefined tariffs in posted pricing are unlikely to
respond to the ongoing changes in relative train speeds in the competitive market. On
the contrary, direct negotiation is able to provide a means to dynamically compute the
associated costs of capacity utilisation and traction power supply. Therefore, the
access charge can be more appropriately recovered by negotiation if a high transaction

speed is available. In addition, negotiation allows the operational train speeds to be
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Fig. 2.4. Capacity utilisation of (a) homogeneous traffic (b) heterogeneous traffic
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determined by the requirements of the access seekers. |If the service providers are
willing to afford a higher tariff, heterogeneous traffic may be allowed, otherwise the

infrastructure provider may offer a cheaper access charge for capacity saving.

2.2.1.3. Wheel-Rail Maintenance

Disputes in maintenance costs of track and rolling stock are another type of
potential conflict to be resolved (Johansson & Nilsson, 2004; Grassie, 2005). There is
an indivisible relationship between rails and wheels. Poor rail quality will induce an
increased rolling stock maintenance cost and vice versa. In an integrated railway, the
maintenance cost on rails can be balanced with the investments on rolling stock’s
quality. However, with the separation of responsibilities, service providers may tend to
keep maintenance on vehicles minimum so as to reduce their operating costs. In order
to recover the imposed maintenance fee, the IP has to decide whether to raise the access
price to reflect the actual damages on track or to restrict the use of track to better

maintained rolling stock.

2.2.1.4. Coordination of Multiple Negotiations

The one-to-one negotiation between an IP and a TSP forms the core interaction in
open access markets. However, since there are multiple train operators in open access
markets, the IP is thus required to conduct multiple transactions before the entire
network timetable can be produced. In other words, in addition to handling the
individual negotiations of the TSPs, the IP needs to decide how these multiple
negotiations may be managed to increase its potential benefits. This problem may be

reflected by the timetabling production process in the UK (Network Rail, 2004b).

The process begins with the TSPs devising their requirements on track access (Fig.

20



Preparatioron track Modification of draftf Allocation of

g Preparation of . ;
access rights draft timetable timetable by spare capacity {|

O

requirements negotiations ah-hoc demand
i 3.5months 2months 1 6months
; : : : » Time
1 1 1 ]
Annual Production o Production o Operation of
Timetable Draft Final Final
Conference Timetable Timetable Timetable
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2.5). At the annual timetable conference, the train operators submit these requirements
to the IP. After collecting the requests, the IP resolves the operational conflicts and
produces a draft timetable. When the timetable is available, the stakeholders begin a
negotiation period during which the IP and TSPs take turns to resolve further
operational differences. Owing to the substantial amount of time required for
formulating the new offers, the negotiation process may only have a few rounds before
the final timetable is produced. Afterwards, there is a period of time before the
timetable is actually put into operation. During this period, any ad-hoc services

(particularly for those operated by freight operators) may fill up the spare capacity.

During the modification of the draft timetable, the IP may conduct the track
capacity allocation in at least two different ways (Fig. 2.6). In the first approach
(combinatorial generation), the IP may collect all offers from the TSPs and determine
the optimal allocations for all access seekers simultaneously. If the TSPs decide to
reject the offers produced by the IP, they can revise their bids and submit them to the IP
in the next round of negotiation. The process iterates until the access agreements are

secured, or the stakeholders withdraw from the negotiation.

Since train timetabling is a complex and time-consuming process (Watson, 2001),
combinatorial generation may be infeasible when considering the deadline of the final
timetable production. Therefore, in the second approach (sequence generation), the IP
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conducts the individual negotiations in a sequential manner. This significantly reduces
the complexity in decision-making. Nevertheless, the IP is required to determine the

order in which the individual negotiations are to be conducted.

2.2.2. Train Service Provider vs. Train Service Provider

Another interaction in open access markets occurs between two TSPs when they
decide to explore the possibility of coordinating their services at an interchange station.
Schedule coordination can reduce the waiting time at an interchange station and thereby
improves the attractiveness of the train services offered by both operators. The
negotiation may thus lead to mutual benefits on increased transportation demand for

both parties.

22



2.2.2.1. Seamless Services and Interoperability

As one objective of railway restructuring is to revitalise the railway industry from
the continuous loss of market share to road transportation, there have been concerns to
both maintain and promote further seamless services in open access markets. The
availability of a direct transportation from source to destination is essential to compete
with the door-to-door and just-in-time services offered by road transportation.
Removing the barriers for seamless services is therefore another key issue in modern

railway markets.

In the context of railway reform, seamless services can be regarded as the operation
of train services involving multiple systems. This issue is of more concern in Australia
and European countries, where trains are required to cross boundaries of different
jurisdictions. The attention of seamless service provision can be realised from the
National Competition Policy (of Australia) (BTRE, 2003) and the European Ralil
Directive 91/440/EEC (EC, 2006) which stated the importance of achieving
interoperability between railways in different states/countries. However, four barriers
have been identified in achieving full-scale interoperability between railways of

different jurisdictions (Mulley & Nelson, 1999).

Firstly, technical interoperability must be resolved for interconnectivity of the
physical infrastructure. This includes the implementation of a compatible track gauge,
signalling system and power system. Secondly, the railways must encourage corporate
interoperability which refers to the willingness and the ability of different organisations
to cooperate for providing train services. The third barrier is juridical, which concerns
the different legislations between states/countries. In addition, cultural differences in

languages and attitudes to quality of service may also impede interoperability.
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Providing solutions for these barriers is a long-term process. For example in
Europe, the initial directive announced in 1991 was followed by updates and
amendments in Directives 95/18/EC and 95/19/EC announced in 1995, and Directives
2001/12/EC, 2001/13/EC and 2001/14/EC published in 2001 (EC, 2006). As a result,
where immediate interoperability is not feasible, the availability of coordinated train
services can facilitate the transportation across regions. In addition, even if seamless
services become available, coordinated services may still introduce intra-modal

competition by being an alternative choice for consumers.

2.2.2.2. Schedule Coordination at Interchange Stations

A schedule coordination problem involves the adjustment of arrival and departure
times of a set of trains serving different routes but sharing a common (interchange)
station. When the services are coordinated, transit time of passengers is shortened.
This reduces the impediment to consumers using rail transportation, hence improves

revenue collection from the increased demand.

Prior to railway restructuring, the train coordination problem in an integrated
railway was decided internally by train planners. At the beginning, all train services
possessed their earliest commencement times and preferred journey times (station dwell
times and inter-station runtimes). Schedule coordination was achieved by offsetting
the commencement times of the services while the preferred journey time was kept
undisturbed (Nachtigall & Voget, 1996). As the train planners had the exclusive rights
to modify the commencement times of all services, minimisation of passenger waiting

time for a group of train services could easily be achieved.

However, in open access markets, train coordination is complicated by the different

managerial authorities. As the stakeholders only look after their internal benefits, the
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commencement times may not be adjusted as handily as in the integrated railways.
Since both operators desire to have a schedule with minimum deviation from the earliest
commencement time to reduce the idle cost on rolling stock, the stakeholders are
required to conduct a negotiation to resolve the conflict. A successful deal may
become possible when the revenue increased from the transport demand is greater than

the idle cost generated.

2.2.2.3. Prohibition to Collusions

Besides the possible benefits of schedule coordination, it is also worth noting that
during the formulation of coordinated schedules, the TSPs are not allowed to negotiate
for any share of revenue generated from the increased in transportation demand (ECMT,
2001; BTRE, 2003). Otherwise the natural advantage of cost sub-additivity of
railways is likely to force the weaker operators out of the competition. Regulations are
therefore available to prevent collusions so as to facilitate a contestable market

environment.

2.2.3. Interactions with Ancillary Service Providers

Apart from the core negotiations conducted among the IPs and TSPs, there are
additional interactions in the railway market when ancillary service providers are
present. For examples, MSPs may interact with the IP to acquire timeslots for
performing the maintenance work, and RSPs may interact with TSP for leasing rolling

stock to the TSPs.

However, these interactions are of different natures from the negotiations described
thus far. Ancillary service providers are usually readily capable to satisfy the demand

from their clients. For instance, a MSP will be able to conduct the maintenance work
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on permanent ways at the specified time defined by the IP. Similarly, a RSP will
deliver the rolling stock to the TSP at the required scheduled time. As a result, these
interactions are more suitably regard as off-the-shelf transactions and they involve little

need of intensive negotiations to resolve their conflicts.

2.3. Research Opportunities

From the above discussions, three major problems regarding to the interactions
between the stakeholders have been identified. Firstly, between an IP and a TSP, there
is a need to resolve the pricing and capacity allocation problem. Next, the IP is
required to develop proper means to handle the multiple transactions with the TSPs in
order to establish a complete network timetable. Lastly, the TSPs may negotiate on the

commencement times of their services to improve transportation demand.

In all these interactions, there is a need to derive effective mechanisms to resolve
the disputes between the stakeholders. Various post-evaluations on the performance of
the current railway markets have been conducted with respect to regulatory efficiency
(Rothengatter, 1991; Campos & Cantos, 1999; Cantos & Maudos, 2001; ECMT, 2001),
train planning process (Watson, 2001; Gibsbal, 2002; Nilsson, 2002; Gibson, 2003)
and accounting profiles of stakeholders (Dodgson, 1994; Godward, 1998; Harris, 1999;
Mizutani, 1999; Shaw, 2001; Crompton & Jupe, 2003). Findings derived from these
studies can be applied in future improvements in resource management in the open
markets, which is followed by a new cycle of post-evaluations. Unfortunately, the
time-consuming and costly execution of changes often hinders the actual

implementation of these new findings.
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2.3.1. A Computer Simulation Approach

With the advance of fast computing technologies, computer simulation is a
cost-effective means to evaluate any change, however hypothetical, in a system. For
example, simulation suites have been developed to study a variety of traffic control
strategies according to sophisticated models of train dynamics, traction systems and
power systems (Goodmaat al, 1998). Simulation therefore allows pre-evaluation
studies and avoids irreversible changes to the physical system. It is beneficial if open
markets can be modelled in an appropriate manner to assist studies in future

improvements on railway operation.

A simulation model is a representation of the behaviour of a system that can be
executed in a computer. Most simulation models are devised and implemented as a
single (or central) computation unit which derives the expected system outputs by
processing the user-specified inputs with an algorithm. However, the idea of central
evaluation is inappropriate for open railway access markets due to the obstacles

described as follows.

2.3.2. Major Obstacles in Central Decision-making Models
2.3.2.1. Distributed Self-interested Entities

As a result of railway reforms, resource planning is now a distributed rather than
centralised problem and different stakeholders will inevitably attempt to optimise their
internal benefits. In fact, these optimisations are likely to involve multiple attributes
such as cost and travelling times, and they are subject to constraints derived from
business (e.g. availability of rolling stock supply), engineering (e.g. maximum line
speeds) and regulatory (e.g. regulated ceiling and floor prices) causes. Some of these

constraints and business objectives are not revealed to other stakeholders to avoid
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possible loss of advantage during the business transactions.

A suitable modelling framework should therefore enable the representation of the
stakeholders as separated entities with individual control over their information,
decisions and actions. The framework should also allow separate local simulation

models for solving the distributed multi-dimensional constrained optimisation problems.

2.3.2.2. Behavioural Modelling

Despite the isolated control over their activities, the stakeholders are still
interdependent during the formulation of train timetables. In the case of negotiation,
the stakeholders will attempt to persuade their negotiating partner to align with their
operational objectives through bargaining. To resemble the natural process of
resolving conflicts, the modelling of the coordination activities is of utmost importance.
As a result, in addition to the distributed framework, there are additional requirements
on modelling the interactions between the local entities. However, classical simulation

models are generally not designed to capture these behaviours.

2.3.2.3. Rationality of Local Entities

In principle, solving the local optimisation problems may take the advantage of the
classical simulation models. The rational decisions may be the outputs of the local
models while the operational objectives of the stakeholder can be considered as the
user-specified inputs. However, the choice of algorithm is complicated by the
additional inputs from the responses of its interacting entities which can only be
determined during runtime. These algorithms therefore require a certain degree of
flexibility so that the distributed entities may decide the best actions dynamically

without human interferences.
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Although this study will only focus on developing agents that react to the changing
environment, proactiveness is another important dimension of rationality that requires
attention. If such capability is required, the local entities should be able to inspect
their internal status and initiate activities (e.g. promotion of idle resources) which are
consistent with their business goals in order to enhance the competitiveness of the

stakeholders.

2.4. Remarks

This chapter has reviewed the background of open and third-party access markets in
railways. To respond to the increasing inter-modal competition from road
transportation, the structure and organisation of the railway markets in many countries
have been transformed from integration to separation. Through the separation of train
service provision from infrastructure provision, intra-modal competition has been

introduced in the railway markets.

Under the new market structure, there are three important interactions demanding
for resolutions on operational conflicts among the stakeholders. The first one occurs
between a single IP and a single TSP which involves the determination of access price
and capacity allocation. The second one also concerns the same issues, but the IP is
required to handle multiple transactions efficiently. In the third interaction, two TSPs

have to decide whether coordinating the schedules of their train services is beneficial.

Most studies on open railway access markets have aimed to analyse the current
situation according to the observed outcomes from the existing reforms, but there has
been little research devoted to evaluate the performance of the stakeholders by the use
of modelling and simulation. In fact, there has been even a lack of study to examine

the requirements and feasibility of adopting a simulation approach.
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Having considered the characteristics of open markets, the idea of centralised
computation may be used to capture the rationality for individual stakeholders, but it is
ineffective to represent the distributed nature of open markets and the interactions
conducted between the stakeholders. In Chapter 3, a different approach, modelling
with Multi-agent Systems (MAS), is introduced. In Chapter 4, a Multi-agent System
for Open Railway Access Market (MAS-ORAM) is proposed as a plausible means to

model the interacting behaviour between the railway stakeholders.
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Chapter 3

Multi-agent Systems

The last chapter has identified the difficulties of employing the concept of
centralised computation in capturing the distributed nature of the railway stakeholders
and their behaviour during negotiation. In this chapter, the concept of Multi-agent
Systems (MAS), which fundamentally differs from centralised computation, is
introduced. The background of MAS and the common misconceptions about agents
are first given, followed by the implementation issues on developing multi-agent
systems. The applications of agent modelling in e-commerce, electricity markets, road

transportation and railways are then reviewed briefly.

3.1. Background

The origin of MAS took root in the research disciplines of Artificial Intelligence
(Al) and Distributed Atrtificial Intelligence (DAI). The emergence of MAS from the

two disciplines is discussed below.

3.1.1.  Artificial Intelligence

The research on Al began in the 1950s. By definition, Al is a branch in science
and engineering whose goal is to understand and mimic the intelligence of human
beings in machines, especially in computer programs (McCarthy, 2004). The scope of

intelligence was later broadened to include other living organisms such as insects.
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Despite the clear definition of Al, the meaning of intelligence has been ambiguous
because it is difficult to develop an objective distinction between being intelligent and

otherwise.

Nevertheless, most researchers consider that intelligence is closely related to
problem-solving abilities. In other words, one may regard an entity to possess certain
extent of intelligence if it can solve problems. With such a perception on intelligence,
the aim of Al is then to develop machines or programs that can tackle problems by
employing observable mechanisms from living organisms. Since the beginning of Al,
researchers have been studying these observable processes mainly from the

philosophical and biological perspectives.

From the philosophical view, part of the human intelligence is contributed from the
ability to reason with knowledge. Therefore, the studies on the representation of
knowledge in machines, and the validation of inference rules in proposition logic,
first-order logic and probability theory contributed to the major works in the early Al
research. Other logical reasoning approaches such as temporal logic, fuzzy logic and
case-based heuristics rules were also developed and examined. The realisation of
these reasoning logics in software programs has gradually led to the development of

knowledge-based systems such as expert systems (Russel & Norvig, 1994).

On the other hand, some biological processes have also been identified to exhibit
problem-solving abilities. Two examples are Artificial Neural Network (ANN) and
Genetic Algorithm (GA). In ANN (Minsky & Papert, 1988), the logical relationships
between a set of inputs and outputs are modelled as a collection of interconnected
artificial neurons. By properly deciding the number, type and topology of neurons,
ANN provides a means to make inferences from a set of input stimuli similar to the

biological neural system. In GA (Holland, 1992), the decision-making process is
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inspired by genetic evolution. A feasible solution to a problem is represented by the
encodings in a chromosome. By carefully adapting the evolutionary operations of
crossover, mutation and selection, a relatively good decision is anticipated to emerge

from a set of less favourable ones.

3.1.2.  Distributed Atrtificial Intelligence

While classical Al has focused mainly on mimicking the intelligence exhibited by a
single individual, a subfield of Al emerged in the late-1970s whose focus has been the
study of intelligence derived from a group of interacting organisms. This subfield,
known as Distributed Artificial Intelligence (DAI), mainly attempts to solve problems
which are inherently distributed, where knowledge and activities are separated naturally
in space (Bond & Gasser, 1988). While each entity in the group has local problem
solving capabilities, the entire problem is too complex for any single entity to handle.
Only by proper coordination can these entities resolve the complex problem in a timely

and an efficient manner (Durfee et al., 1989).

Distributed Problem Solving (DPS) and Multi-agent Systems (MAS) are two
branches of research under DAI (Bond & Gasser, 1988). DPS considers the
decomposition of a problem and the allocation of these sub-problems to a set of
loosely-coupled problem-solvers, which cooperate through the direct sharing of
information (e.g. intermediate solutions). By being loosely-coupled, the
problem-solvers are assumed to have little knowledge about the internal structure and
status of each other (Bellifeminet al., 2003a), but they may form temporal
communication links to exchange the required information. Through such cooperative
activities, these problem-solvers are therefore working towards a common goal. On

the other hand, apart from allowing cooperation between the problem-solvers, MAS
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also permits them to possess individual goals that may be in conflict. Therefore,
research in MAS tends to focus on devising mechanisms for conflict resolutions, which

is essential in studying competitive interactions.

3.1.3.  Multi-agent Systems

The study on MAS began in the 1980s (Wooldridge, 2002). The problem-solving
entities in MAS are called agents. Similar to the difficulties in defining intelligence, a
commonly accepted definition of agent is not available. However, it is generally
recognised that an agent is at least an encapsulated computer system, situates in some
environment, and can act flexibly and autonomously in that environment to meet its
design objectives (Wooldridge, 2002; Jennings & Bussmann, 2003). In other words,
an agent is a piece of software-driven hardware that can only work in some
predetermined application domains (i.e. they are not ‘super-agents’), but provided that it
is operating in these domains, it can handle its designated tasks rationally and adapt to
changes in a flexible manner without human interventions. In MAS, the environment
contains more than one agent, and they are required to exhibit social interactions such as

negotiations or conducting auctions in the progress of pursuing their goals.

Agents are therefore characterised by being autonomous, rational (reactive and
proactive) and able to conduct social interactions (Wooldridge, 1997). The advantages
of conceptualising a system that composes of such entities have been summarised as
decomposition, abstraction and organisation (Jennings & Bussmann, 2003). Firstly,
the decomposition of a complex system into a group of agents allows software
engineers to better manage and develop the program by handling the sub-problems in
relative isolation. Secondly, through the abstraction of an agent community, some

properties of the problem are emphasised while others are suppressed. For example,
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the programmer of agent A only needs to assume that the other agents will interact with
A through some specified (social-like) interaction protocols, but not to concern with
their detailed implementation. Finally, with respect to organisation, MAS allows a
hierarchical structure of agents, where an agent can consist of several sub-agents.
These advantages are particularly apparent when the complex system is naturally
separated in space and groups, and the ultimate system behaviour emerges from the
interactions among the local entities. The notion of a system composing of
autonomous agents allows these complex systems to be studied from a ‘bottom-up’

approach (Teodor®j 2003; Yaskawa & Sakata, 2003).

3.1.4. Common Misconceptions about Agents

Agent modelling is a comparatively new area for research which has attracted much
attention from both academics and industries. The growing interest and applications in
this topic have resulted in two extreme perceptions on MAS. On one hand, the
extreme optimists may believe that agent modelling is the solution to all problems. On
the other hand, the pessimists are criticising that agent-based software is identical to
conventional programs, or programs derived from object-oriented programming. The

following discussions clarify these common misconceptions about agent modelling.

Although the study on MAS is originated from Al, it has been pointed out that the
involvement of Al and/or agent-specific techniques in developing a multi-agent system
only contributes to a portion of effort in most applications (Wooldridge & Jennings,
1999). Since it is often the autonomy and social ability exhibited in a distributed
problem that prompt the use of agent modelling, the rationality required from
performing the atomic tasks of agents can still be greatly benefited from the adoption of

classical (i.e. non-Al) techniques. This follows that agent modelling is not the solution
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to all problems because a decision problem that is not solvable by current techniques

will not become solvable using agent modelling.

On the other hand, conventional software programs are different from agents, albeit
agents are indeed software programs (Franklin & Graesser, 1996). An important
property of agents is their ability to sense and act on the (physical or virtual)
environment where they are situated. In general, the actions of an agent usually affect
what it will sense later. For example, during a negotiation between agents A and B,

when A proposes an offeD,, to B, B may reject the offer and counter-propd3g
to A, but if A proposes an alternative offé@,, to B, then B may accept the offer.

This is regarded as temporal continuity in agent modelling. By contrast, in
conventional programs, their outputs will not usually have direct consequences on the
environment. As a result, the requirement for being a software agent is more

demanding than a simple program.

Similarly, objects are not necessarily agents (Wooldridge, 2002; Jennings &
Bussmann, 2003). In the conventional definition, objects are computational entities
that encapsulate states, perform actions and communicate by message passing
(Wooldridge, 2002). While this bears much similarity to the definition of agents,
software agents require a higher degree of autonomy and a more complex behaviour
that are not considered in object-oriented programming. Although objects have a
certain degree of autonomy through the encapsulation of internal states, objects have
little autonomy regarding behaviour. For instance, object-oriented programming
allows object A to directly invoke a function in object B because the programmers
usually consider objects as cooperative entities to solve a common problem. However,
in agent modelling, it is essential for an agent to possess the exclusive rights to decide

and perform its actions because the requests from other agents may not be consistent
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with its best interest. With the consideration of such requirement, not only does
agent-oriented programming need to prohibit the direct control of an agent over the
others, but it also needs to provide the required freedom for an agent to respond (or not
to respond) to the others. This is often achieved by the implementation of an agent
interaction protocol that allows the act of bargaining. By employing such protocol,

agents are also enabled to satisfy the requirement on temporal continuity.

3.2. Agent Development

From the above discussions, agent modelling provides a potentially useful means to
solve distributed problems involving social-like interactions. To understand how
multi-agent systems can be realised in practice, the important issues related to
determining the size of an agent system, the current standards governing agent systems

and the available middleware for agent development are further discussed.

3.2.1. Size of Agent Systems

At the beginning of developing a multi-agent system, software engineers have to
decide a proper size of the agent community (i.e. number of agents) and the organisation
of these agents. For example, a system could have only one layer of agents to
represent the companies along a supply-chain, but it is equally feasible to expand two
more layers for the departments within the companies and the staff working in the
departments. In such cases, the agents in the department and staff layers will be

sub-agents of the one at the company level (Fig. 3.1).

The one-layered approach offers a simple configuration and modelling of the
interactions between agents. However, it may not be fully benefited from the

decomposition provided by agent modelling. On the other hand, the three-layered
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Fig. 3.1. Organisation of agents in layers

approach clearly requires a higher demand in modelling the interactions between agents,
but more detailed studies can be performed at the department level and the personnel
level. In fact, there is often a tension between the degree of decomposition and the
level of organisation (Wooldridge & Jennings, 1999; Zambonelli & Luck, 2006). As
noted in Section 3.1.3, decomposition helps the developers to distribute the
sub-problems to different agents. The finer is the separation, the more manageable are
the sub-problems. Nevertheless, when the number of agent increases (i.e. the
organisation becomes complex), there will be a growing demand on message exchange
between agents. This may result in a substantial amount of communication overheads
(in the form of bargaining) which greatly reduces the efficiency on problem-solving
using the multi-agent system. In other words, software engineers often need to balance
the costs and benefits between decomposition and organisation. On one hand, this
decision depends on the sophistication of the current computing technologies. On the
other, it depends on the depth of study required. For example, if the study is focused
on the interaction between companies, then the one-layered approach will usually be

adequate.
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3.2.2.  Standards for Agent Systems

During the early years of research in MAS, most practitioners developed and
studied their multi-agent systems independently. There were no common standards
available for constructing agent systems. This resulted in impediments in applying
agent modelling in solving practical problems. Being aware of the problem, a
non-profit association called Foundation for Intelligent Physical Agents (FIPA) was
established in 1996 (FIPA, 2005). Since then, FIPA has developed a set of
specifications for agent systems to promote interoperability between agents. In 2005,

FIPA also became an IEEE Computer Society standards organisation (FIPA, 2005).

One of the key specifications produced by FIPA is the FIPA reference model of an
agent platform depicted in Fig. 3.2 (Bellifemiateal., 1999; Posladt al., 2000). An
agent platform is a virtual environment that allows software agents to operate on
different operating systems and hardware architectures. As a consequence, agent
developers need not be concerned about the diversity of the software and hardware
configurations on which their agents are implemented. On this platform, FIPA
specifies the responsibilities of three mandatory services. Firstly, the Agent

Management System (AMS) provides a white page service (i.e. maintains valid agent

Application
Agent

A

Agent Platform

Agent :
Management | Directory
System Facilitator

A A
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Agent Communication Channel
y

Intra-platform communication

v Inter-platform communication
Fig. 3.2. FIPA reference model of an agent platform
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IDs and states) to all agents on the platform. Secondly, the Directory Facilitator (DF)
provides a yellow page service (i.e. maintains a record of agent services) on the agent
platform. Finally, the Agent Communication Channel (ACC) controls all messages

exchanged within the platform and across different platforms.

While the FIPA reference model has provided a standard for the composition of an
agent system, the communication standards for agents are all derived from speech act
theory (Covington, 1998). In speech act theory, the declaration of a sentence in human
communication is considered as an action to influence the audiences. For example,
when Bob says to Mary, ‘I need a pen’, Bob is not only delivering the statement to Mary,
but he is also attempting to persuade Mary to give him a pen. Every speech act
therefore consists of an illocutionary for€e applied to a propositiof®, which is
formally known as theF(P) hypothesis (Covington, 1998). In the examgte=

‘request while P = ‘Mary gives Bob a pen'.

To express the illocutionary force, Knowledge Query and Manipulation Language
(KQML) (Finin et al.,, 1994), FIPA Agent Communication Language (FIPA ACL)
(Bellifemine et al., 1999), and Formal Language for Business Communication (FLBC)
(Moore, 1999) are three commonly used agent communication languages. These
languages define a set of illocutionary forces called performatives suchgagst
‘inform’, ‘proposé ‘reject, and ‘accept On the other hand, to represent the
proposition, various types of knowledge representation techniques called content
languages have been employed. These include Knowledge Interchange Format (KIF)
(Wooldridge, 2002), Semantic Language (SL) (Caire, 2001), Constraint Choice
Language (CCL) (Willmottet al., 2000), and Extensible Markup Language (XML)
(Bellifemine et al., 2003a). These content languages differ from the nature of their

knowledge domain. For example, SL is a general content language which supports
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expressions of proposition, action, and identifying reference expression (i.e. an
embedded ACL message). On the other hand, CCL is specially designed to represent
knowledge associated with a constraint satisfaction problem, which requires expressions

of proposition, action, and object. Fig. 3.3 illustrates an example of their differences.

In addition to the need of an agent communication language and a content language,
agent communication also requires a common ontology definition. In the example of
borrowing a pen, Bob and Mary must have a common definition on ‘pen’, otherwise the

communication will be meaningless. For example, if Bob is referring a pen as a

SL CCL
Proposition Proposition
(inform (inform
sender: Bob sender: Consultant
receiver: Mary receiver: Client
content(is Tom handsome) content(CSP-insoluble (CSP-ref “P-1")
language: SL) language: CCL)
Bob informs Mary (or wants her to believe) Consultant informs Client that the CSP named
that Tom is handsome. “P-1"is not solvable.
: Action
Action (Request
(Request sender: Client
sender: Bob receiver: Consultant
receiver: Mary content;
content(action (Mary) (give Pen (Bob)) (action: CSP-give values
language: SL) (object: CSP
Bob requests Mary to give Bob a pen. CSP-ref: “P-1"
Var{ A, B, C}

language: CCL)

Identifying reference expression

Client requests Consultant to solve the CSP

(Rzg:“gg:' Bob named “P-1" consisting of 3 variables.
receiver: Mary Object
content: (Inform
(act(li(?]r;o(rMme}pg sender: Consultant
sender: Mary receiver: Client
receiver: Bob Co(nofjr(]et(::t' CSP-solution
- (iota ? ? : i}
content: (iota ?x LocatePen ?x CSP-ref: “P-1"

language: SL))

language: SL) Ans{ (A 30, B 45, C60) }

_ _ language: CCL)
Bob requests Mary to inform him the Consultant informs Client the CSP-solution [of
location of his pen. “P-1", with A=30, B=45.

Fig. 3.3. Knowledge representation in SL and CCL
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stationery, but Mary is considering it as a ring of fence, then the communication will not
lead to the desired action (i.e. Mary gives Bob a writing pen). In agent communication,
there are no standards governing ontology definitions and programmers are required to
create their own ontology by defining a set of vocabularies (i.e. terminologies used in
agent communications, e.g. pen, give, etc.) and their relationships (i.e. structure and

semantic, e.g. pen has the attributes of colour, size and price).

3.2.3. Middleware and Agent Shell

To develop the agent platform and implement the agent communication languages
and content languages, a substantial amount of knowledge and efforts in computer
science are required. To reduce the development time of these software infrastructures,
a number of agent software packages have been introduced. In particular, JADE (Java
Agent DEvelopment Framework) (Bellifemim al., 1999), and FIPA-OS (FIPA Open
Source) (Poslaét al., 2000) are two commonly employed agent development toolkits

which are designed to comply with the FIPA standards.

These software packages are often referred as middleware. In general,
middleware is a class of software that contains higher-level libraries which capture the
generic functions or services that are used by the most applications (Belliletnaihe
2003a). This encourages the reusability of codes and simplifies the software
development so that agent developers may concentrate on design and implementation of
the application logic. In agent-oriented programming, apart from the creation of the
agent platform and the implementation of agent communication languages and content
languages, the generic functions also include procedures to handle asynchronous agent
communication, timeout detection of agent activities and agent lifecycle control

(Emorphia, 2001; Bellifemine et al., 2003a).
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Fig. 3.4. Role of middleware in agent development

The middleware therefore provides a programming environment for agent
developers to design their applications within an agent shell (Fig. 3.4). With the aid of
the middleware, agent developers are only required to devise the local agent models and
their interaction protocols. For example, the rational decision-making process of an
agent may employ classical techniques such as nonlinear programming (Bdzadraa
1993) or agent-specific techniques such as the BDI (Belief-Desire-Intention) model
(Rao & Georgeff, 1995). For the interaction protocol, a popular choice may be the

contract net protocol (CNP) (Smith, 1980).

3.3. Applications

Agent modelling has found a wide range of applications in many distributed
problems. Described below is a selection of agent applications in e-commerce,

electricity markets, road transportation and railways.

3.3.1. E-commerce

The increasing utilisation of the Internet through both fixed and mobile computer
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terminals has encouraged the rapid development of e-commerce ¢5abaW1997; Liu

& You, 2003). Apart from the conventional approaches of purchasing merchandises
via personal visits and mail ordering, e-commerce has offered an alternative means of
shopping behind computers. Consumers may now obtain their desired products

conveniently through online ordering, negotiation and e-auctions.

Considering the vast number of suppliers available on the Internet and the
substantial time required to monitor the bid prices of products in e-auctions, a number
of research has been conducted to devise more efficient technologies for e-shoppers.
The ideas of having some intelligent decision support systems which help shoppers to
shortlist the desired items and automatically perform biddings on their behalf have
prompted the use of agent modelling in e-commerce. There are several reasons of
applying agent modelling in these applications (Jennatgd., 2000a, b). Firstly, the
buyers and sellers are physically distributed and they may form a network of temporal
connections via the Internet. In other words, the e-shopping problem is naturally a
distributed problem, composing of a network of loosely-coupled entities. Secondly,
these entities require a high degree of autonomy in decision-making and need to
conduct social-like behaviour in the case of negotiation and e-auctions. In addition,
with such a diverse spectrum of evolving choices and requirements, the entities also

need to handle the dynamism and uncertainty in a sensible manner.

One major contribution generated from agent research in e-commerce is the variety
of mechanisms in making concessions during agent negotiation and auctions. At the
beginning, concession (i.e. the reduction in cost of an attribute such as price) made
between successive rounds of negotiation is based on primitive functions such as linear,
guadratic or exponential ones (Faraginal., 1998, 2002). Later on, more intelligent

methods, such as using GA to determine the choice of concession function according to
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the proponent’s behaviour (Krovi, 1999) and fuzzy-logic based negotiation functions
(Luo et al., 2003), have also been introduced. In addition, by employing iterative
functions, agents with reactive property are also devised (Sim & Wong, 2001; Sim &

Choi, 2003; Sim & Wang, 2004).

3.3.2.  Electricity Markets

Electricity markets have been deregulated in many countries similar to the open
railway markets. In order to introduce competition in open electricity markets, the
provision of services in electricity generation, transmission and distribution are
allocated to different stakeholders. There is usually only one transmission company
(TC) which is responsible to provide the transmission grid to a set of generation
companies (GCs) to inject electrical power into the grid, and a set of distribution

companies (DCs) to receive power from the grid (Fig. 3.5).

In an electricity market, GCs sell electricity to DCs via an auctioning approach.
According to the marginal cost curves for power generation, the GCs will derive a set of
bid prices and the quantities of electricity generation at those prices. Having taken
consideration of the forecast demand and prices, the DCs then select a subset of these

bids to purchase the required electricity for distribution (Bragtied., 2002; Al-Agtash

TC
GCA @ » DCA
» DCA
Transmission
GCB grid
» DCB
cec ( :Hi » DCC

Fig. 3.5. An open electricity market
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& Al-Fahoum, 2005; Bagnall & Smith, 2005).

When setting the bid prices, the GCs may consider forming coalition with one
another (Krishna & Ramesh, 1998a, b). When a coalition is formed, two GCs modify
their bid prices in return of a possible gain through the sharing of revenue obtained from
their power generation. In such cases, the two GCs will need to conduct a negotiation

in order to settle at a mutually agreeable proportion of revenue share.

Apart from paying a premium to the GCs, the DCs also need to settle a transmission
service charge to the TC for the use of the grid étial., 2003). The charge is levied
by the TC considering the constraints on maximum power flow in the network.
Nevertheless, the DCs have the rights to reject the offer if they are not satisfied. Under
such circumstance, the DCs will need to participate in the auction with the GCs again

before a new transmission service charge may be derived.

Owing to the distribution of stakeholders and the social interactions exhibited
between them, agent modelling has been employed to study on the decision-making
requirements of the stakeholders in open electricity markets (Krishna & Ramesh, 1998a,
b; Brazieret al., 2002; llicet al., 2003; Al-Agtash & Al-Fahoum, 2005; Bagnall &
Smith, 2005). While the negotiation and auction behaviour have been benefited from
the works in e-commerce, decision-making problems in electricity markets are more
complex owing to the constraints imposed by the physical infrastructure (e.g. the
maximum rating of generators and the maximum power flow of the grid). As a
consequence, specially designed algorithms have been devised to enable the agents to

perform rationally in these applications.

3.3.3.  Road Transportation
Apart from the applications in e-commerce and electricity markets, agent modelling
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has also found many applications in road transportation (Dia, 2002; Ressétt2002;

Hallé & Chaib-draa, 2005; Ossowsi al., 2005). With the continuing increase in the
number of automobiles, road congestion is now a major problem in many countries.
Transport authorities have introduced means, such as ramp metering (Zhang &
Levinson, 2005), to relieve traffic congestion by diverting traffic to less congested areas.
As a result, drivers often need to adjust their route choices as they acquire new

information from the current traffic conditions and road signs.

It is under this context that agent modelling has been employed in many
applications in road transportation to represent drivers as software agents (Dia, 2002;
Rossettiet al. 2002). In these studies, the development of driver agents enables the
evaluation of new traffic control strategies and proper urban planning. These agents
are also able to mimic the proactive behaviour of drivers by employing BDI-model (Rao

& Georgeff, 1995).

3.3.4. Railways

Despite the substantial efforts in MAS applications in e-commerce, electricity
markets and road transportation, there are relatively few applications in railways. To
the author’s best knowledge, there is an absence of research conducted on open railway
access markets using agent modelling. The following is a brief description on two

limited agent applications in railways.

A multi-agent system was developed for dispatching freight trains on a single
railway line (Cuppariet al., 1999). Traffic congestion on the line was traditionally
handled by human traffic coordinators in different sections along the railway line.
They cooperatively determine an efficient real-time schedule for the freight trains. In

the multi-agent system, software agents are developed to act on behalf of these
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coordinators so that the dynamism (e.g. the changing congestion level) and uncertainties
(e.g. stochastic delays) can be handled at high speed. The system includes six agents.
Three agents are responsible for regulating the congestion level along three sections of
the line, and one agent oversees the overall traffic condition. The remaining two
agents are responsible for efficient management of wagon-loading at the terminal and

train-dispatching at the yard respectively.

Another application was on the train coupling and sharing problem in freight rail
transportation (Bockeet al., 2001). Since track allocation cost is calculated with
respect to the number but not the length of trains, in order to reduce the cost, different
wagons may be coupled together at terminus to form a longer unit so that the wagon
loads may be transported on the track at the same time. The wagons may then be
uncoupled when the unit reaches the marshalling yard at the destination. In the study,
the wagons of the same destination are grouped together as an agent. To explore the
possible reduction in track allocation cost, agents need to interact with each other to
determine whether the other agents may share the use of track, given the deadline for
transportation. Through the resolution of agent interaction, a global train timetable is

derived from the local activities of the agents.

3.4. Remarks

From the discussions in this chapter, agent modelling is clearly more suitable than
the concept of centralised computation to resolve distributed problems involving
behavioural interactions. Agent modelling therefore offers a promising means to
handle the resource management problems in open railway access markets. With the
availability of the agent standards and development toolkits, the technological

impediment to construct a multi-agent system has been reduced. In addition, the
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research experiences in e-commerce, electricity markets and road transportation have
provided the necessary footprints for modelling agent behaviours and tackling the
domain specific tasks encountered. In the next chapter, a Multi-agent System for Open

Railway Access Market (MAS-ORAM) is proposed.
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Chapter 4

Multi-agent System for Open Railway
Access Market

In Chapter 2, the background on open railway access markets was examined. An
open market basically consists of a number of stakeholders including an infrastructure
provider (IP) and a group of train service providers (TSPs). In some cases, ancillary
service providers such as rolling stock providers (RSPs) and maintenance service
providers (MSPs) are also present. With the separation and distribution of managerial
responsibilities, on-rail and off-rail competitions have been introduced in modern rail
markets, which have greatly changed the resource management processes in railways.
In particular, the stakeholders have to negotiate with each other to resolve the possible

conflicts in cost recovery or capacity allocation.

Post-evaluation studies on the efficiency in railway resource management are
usually time-consuming and costly. Instead, a computer simulation approach is
conceived to be a cost-effective means to study the conflict resolutions between the
stakeholders. Unfortunately, open markets are distributed systems characterised by the
composition of self-interested parties and the involvement of social-like interactions,
which have posed major difficulties in employing the conceptual view of regarding a

system as a central decision-making unit.
From the review on the research conducted on Multi-agent Systems (MAS) in
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Chapter 3, agent modelling differs from the classical concept in that the system consists
of a group of self-interested entities capable of performing cooperative and competitive
activities. Comparing to the characteristics of open railway access markets, agent
modelling seems to offer a potentially feasible means to study the resource management
problems of the stakeholders. With the availability of the FIPA standards and the
FIPA-compliant middleware for agent development, the involvement in time and
technical knowledge on devising agent-based software have been reduced. Therefore,
this chapter proposes a Multi-agent System for Open Railway Access Market
(MAS-ORAM) using a popular middleware package called JADE (Java Agent

DEvelopment Framework).

4.1. Agent Development in JADE

JADE is a middleware for developing FIPA-compliant agents (Bellifereinal.,
2003a). The source code of JADE is distributed under the GNU Lesser General Public
License (LGPL). Under the permission of this licence, JADE users have no
restrictions on developing their agent-based systems provided that the included software
libraries are not modified. By entrusting the freedom of using the software, the licence
intends to promote the widespread development and application of agent-based

technologies.

As a middleware, JADE provides the essential software components for agent
development.  Firstly, it enables the creation of an agent platform on which
user-developed agents may attach to cooperate or compete. It also offers a generic
agent class structure (i.e. agent shell) through which agent programmers can focus on
devising the application logic. Moreover, JADE has simplified the creation of agent

messages by offering the use of FIPA ACL and SL, and allowing users to define their
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own ontology. In addition, it provides a rich set of agent behaviours so that
programmers can devise their tailor-made agents to perform a variety of different

functions.

4.1.1. Agent Platform

The JADE agent platform is composed of a collection of Java Virtual Machines
(JVMs). The platform can be operated on a single host machine or distributed among
several ones as shown in Fig. 4.1 (Bellifem@teal., 2003b). Each host executes only
one JVM, and the JVMs on separated hosts are interconnected together through a
communication network (e.g. Bluetooth, GPRS, Wireless-LAN and the Internet). Each
JVM represents a basic container in which multiple agents are allowed to operate
concurrently on a host. In JADE, the tasks of AMS (white-page) and DF (yellow-page)
services required by the FIPA standards are provided by specific agents. The container

where the AMS and DF agents are situated is referred as the main container. The other
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Fig. 4.1. JADE agent platform distri buted over several hosts
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containers are required to share the use of AMS and DF services with the main
container so that there are only one AMS agent and one DF agent present on an agent

platform.

4.1.2. Agent Class Structure

JADE provides two classe§uiAgentandAgent so as to enable the programmers

to develop their agents with and without the support of a Graphical User Interface (GUI)
respectively. These classes effectively provide an agent shell through which the
application agents will possess (inherit) the basic properties of a JADE agent. These
properties include the basic interaction with the agent platform (i.e. accessing AMS and
DF services) and a set of functional calls that may be used to customise the agents (e.g.
sending and receiving messages, using standard interaction protocols such as the
contract-net protocol). The availability of these properties hides the complex
implementation of the platform and functions from the programmers, making the

development of agents easier and less time-consuming.

4.1.3. Agent Messages

As explained in Chapter 3, in order to enable social-like interactions among agents,
communication between agents is based on speech act theory,F§P}Heypothesis.
JADE employs FIPA ACL as the standard agent communication language to represent
the illocutionary forceF. A complete list of FIPA ACL performatives and their
definitions is shown in Table 4.1 (Wooldridge, 2002). The proposiBois then
expressed using a content language selected by the programmers. By default, JADE
employs SL which is a versatile language suitable for many generic applications.
Other languages such as KIF, CCL and XML may also be imported from external
libraries.
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Table 4.1. Definitions FIPA ACL Performatives

Performatives Definitions

accept-proposal Accept a proposal made by the recipient

agree Agree to perform an action previously requested by the recipient

cancel Ask the recipient to stop executing an action previously requested by the sender
cfp Call-For-Proposals: Initiate negotiation between agents

confirm Inform the recipient that the sender believes a given proposition is true
disconfirm Inform the recipient that the sender believes a given proposition is false
failure Notify that an action requested by the recipient was attempted but failed
inform Persuade the recipient to believe the content message

inform-if Persuade the recipient to believe a given proposition is true

inform-ref Persuade the recipient to believe for a referential expression

not-understood

Inform the recipient that sender did not understand why an action have been
performed

propagat: Ask the recipient to forward the embedded message to a set of agents satisfying some
defined criteria

propost Submit a proposal for consideration by the recipient

proxy Inform the recipient that the sender is treating the agent as a proxy for a set of agents

query-if Ask the recipient whether a given proposition is true

query-ref Ask the recipient for a referential expression

refuse Refuse to perform an action previously requested by the recipient

reject-proposal  Reject a proposal made by the recipient

request Request the recipient to perform some action

request-when

Request the recipient to perform some action once when some propaosition becomes
true

request-wheneverRequest the recipient to perform some action whenever some proposition becomes

subscribe

true
Ask the recipient to notify the sender whenever the value of something changes

JADE also simplifies ontology creation by providing a base class datology

which contains the essential functions to interact with GoeatentManageranother

important class for manipulating agent messages when programming in an agent shell.
To completely set up a user-specific ontology, the programmers should first define the
structure of the domain knowledge as Java objects which are extended from one of the
classes:Concept AgentAction andPredicate Conceptis usually used to create
knowledge representation of tangible or intangible objects (e.g. pens, railway stations,
time, etc.). AgentAction, as its name implies, is used to represent agent actions (e.g.
give, find solution, etc.). Predicateis used to devise expressions that can be either true
or false (e.g. whether a problem is solvable). Having performed the first step, the
schemas (a concise summary) of the relationship between the knowledge structures
should be defined in a class extended fromtology In the final step, the set of

vocabulary (i.e. member variables) that has been used in the definitions of the
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knowledge structures should be listed in a Java interface.

4.1.4. Agent Behaviours

To allow the software agents to perform the necessary tasks within the agent shells,
JADE provides a rich set of classes for constructing these activities called behaviours.
A class hierarchy of these behaviours is shown in Fig. 4.2. These behaviours are
different from normal procedural calls in classical programming. When a set of agent
tasks derived from these basic behaviours are added to an agent, they will not be
necessarily performed in a sequential manner. Instead, an internal scheduler is
available to arrange the order and interleave between the tasks automatically so that

these tasks appear as if they were performing concurrently.

Among the set of JADE behaviours, an agent task may be regarded as
SimpleBehaviouror CompositeBehaviour SimpleBehaviouris a generic behaviour
where programmers have the highest freedom to define the task content, in addition to
the starting and stopping criteria of the behaviour. Four additional behaviours,
OneShotBehaviour WakerBehavioyr CyclicBehaviour and TickerBehaviour are
extended fronSimpleBehaviouby JADE. OneShotBehaviouwill be performed once,
and its contained task will begin as soon as the behaviour is loaded on the scheduler.

WakerBehaviouiis identical toOneShotBehaviouexcept that the behaviour will not

—>»| OneShotBehaviour|
—>»{ WakerBehaviour |
—»{ CyclicBehaviour |

L—» TickerBehaviour |

—>»| SequentialBehaviouf
| CompositeBehaviol———+— ParallelBehaviour |
L—»| FSMBehaviour |

—» SimpleBehaviour ——

|  Behaviour |—

Fig. 4.2. Class hierarchy of JADE agent behaviours
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start until a given time is elapsed. Q@yclicBehaviourand TickerBehaviourthe task
will be carried out repeatedly, but the latter has a given time lag between successive

actions.

CompositeBehaviouris composed of a collection of sub-behaviours. In
SequentialBehaviourtthe sub-behaviours will be executed one after another. On the
other hand, the sub-behaviours RarallelBehaviourwill be scheduled to interleave
among themselves and there is an option to terminate the entire set of behaviours when
either one or all the sub-behaviours have finishgeSMBehaviour(FSM stands for
Finite State Machine) resembles the operation of a finite state machine which requires
programmers to define the initial, intermediate and terminal states (or tasks), in addition

to their possible transitions between the states.

Although simple and composite behaviours are primitive and they do not directly
mimic the decision-making behaviours exhibited by human beings, they can be used as
elementary building blocks to derive more complex behaviours. For instance,
Distributed Systems Group at University of Hamburg has extended these behaviours in
a project called JADE-X (Pokahr & Braubach, 2005) so that JADE agents may
incorporate the BDI-behaviour proposed by Rao and Georgeff (1995). In the BDI
agent modelling paradigm, agents are given a set of capabilities known as plans at
design stage, but the decision on when these plans are executed is determined by the
real time commitment to one or more goals, which in turn is affected by the runtime
conditions that are acquired as beliefs. As a result, BDI-agents can exhibit human-like
decision-making behaviours where the commitment to a goal can be adjusted
dynamically. This is particular useful in developing agents that are required to change

objective at runtime (e.g. proactive agents).
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4.2. MAS-ORAM Architecture

The concepts of distributed and self-interested entities, coordinated behaviours and
local intelligence in agent modelling have motivated the use of MAS in studying the
resource management problems in open railway access markets. A high-level
conceptual framework of a MAS-ORAM employed in this study is illustrated in Fig.

4.3.

This framework contains only one level of agents to represent the stakeholders in
an open access market because the current study is intended to focus on the conflict
resolutions between the stakeholders, rather than those between departments and staff
members. Each stakeholder is represented by one agent. In addition to the IP and
TSP agents, the framework may also be expanded to include the ancillary service
provider agents of RSP and MSP. Prior to operations, the stakeholders assign their
confidential information such as cost curves and operational tactics to their
corresponding software agents before they are connected to a common agent platform.
When an agent joins the platform, it is registered to the DF agent whose function is to
maintain an updated record of the agent addresses and the services they provide. A
stakeholder agent may therefore recognise the existence of other agents by performing a

guery to the DF agent.

P TSPA || TSPB |~ RSPE |~ MSP C

Assignmients of operational constraints

Agent Platform

Fig. 4.3. A high-level conceptual framework of a MAS-ORAM
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An agent on the platform will be perceived as either a resource provider or a
purchaser without disclosing its internal status to the other agents. The agents on the
platform are not expected to share a common goal, but they may form temporal
association to examine whether a sale of resource is feasible and beneficial according to

the pre-assigned criteria of the stakeholders.

It is also valuable to note that the proposed framework can also be applied in
third-party access markets. In this case, one of the TSP agents will be possessed by the
same stakeholder that owns the IP agent. However, as most regulations will prevent
unfair gain of track access by the incumbent owner, the above and below railway
activities will still be separately managed by different departments within the company.

As a result, the two departments can still be modelled as separate agents.

4.2.1. Single Platform

With the incorporation of the JADE agent platform, Fig. 4.4 shows a possible
realisation of agent architecture for the proposed MAS-ORAM framework using a
single platform. Despite the adoption of the one-layer representation of a stakeholder
agent in the study, the realisation illustrated in the figure (also in Figs. 4.5 and 4.6)
displays a multi-layer representation with the inclusion of auxiliary agents. The reason
for such generalisation is in twofold. Firstly, the realisation is prepared for future
expansion of the MAS-ORAM to allow the examination of interactions in the
department and staff levels. Secondly, in addition to the purpose of conducting
simulation studies on open access markets, the realisation is devised with the
considerations of using the multi-agent system to perform the real transactions, even if
such implementation may not be feasible in the near future. Nevertheless, the

elimination of the auxiliary agents from the figure will directly reduce the MAS-ORAM
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Fig. 4.4. A realisation of MAS-ORAM: IP agent on main container

to the one-layer representation.

In the single platform architecture shown in Fig. 4.4, the stakeholders are located on
separate hosts and the IP agent is situated on the main container. These hosts are
interconnected via a Wide Area Network (WAN) so that the agents are supported with a

network capable of handling large volume of data transfer.

There are two benefits of this arrangement. Firstly, since stakeholders are
managed by different authorities, it is better to physically distribute their agents on
different hosts to allow local management and configurations of hardware, software and
data. For example, the IP agent may require a high computation demand so that the
host machine belonging to the IP is allocated with equipment of higher processing speed
and memory requirements. On the other hand, the TSP agents may not need such
powerful configurations and they can opt for less expensive settings. Using this

architecture, the stakeholders can tailor-design their host machines according to their
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local requirements.

The second benefit is expandability. As the railway agents are developed and
enhanced, the tasks performed by an agent may become increasingly complex.
Eventually, the need of auxiliary agents may arise from the demand for more efficient
management of the subtasks. More importantly, higher computational efficiency may
be achieved by parallelism and concurrency. For instance, the main agent and the
auxiliary agents of TSP-2 may be allocated in separate hosts so that the speed of

computation is improved by simultaneous operations of two processors.

Despite these advantages, the architecture suffers from a lack of graceful
degradation. As shown in Fig 4.4, the IP agent is situated on the main container, where
AMS and DF services are also located. In other words, the host machine of the IP has
the responsibility to provide AMS and DF services. If the host machine of IP fails,
then the entire system will come to a halt, even for transactions between TSP agents that

do not involve the IP agent.

An improved architecture is thus shown in Fig. 4.5, where the AMS and DF agents
are isolated from all stakeholder agents. Even when the IP host machine fails,
activities between the TSP agents can still be performed. If the main container failed,
a redundant (or backup) system can be set up to replace the fault system. Such backup
system does not require intensive computation power and set up cost. The host of this
main container may be owned and operated by a neutral-party (e.g. the transport

department).

4.2.2.  Multiple Platforms

In the case where the open market spans across two or more jurisdiction areas, the

multiple platforms architecture shown in Fig. 4.6 can be employed. Each platform is

61



][] 1] =] [ ] ] [<] [ ]
c||c IR=
il 3k A
g g <| |< | |<
) > > >
U2 | | lE] & ]| 2| |E] |E
5 5|8 MEIRE SENE
2| |8 AR << |< < <] |<
ol | INEIRE A R A NS |
| |u LHE S oo |6 ||| |6
<llal 111&He el 1L lelel = L
1 - [ — = == | — = —1
| Main i : Agent ! i Agent i : Agent i Agent
X . . 1 .
i Container ; i Container | ' Container ! + Container | Platform
' ! ! 1 1 h 1
o JVM | JVM ! i JVM i | JVM !

Network (WAN)

Y| B2 B2 || B2

Fig. 4.5. Arealisation of MAS -ORAM: Isolated main container

= |5 |5 =
= @ o Qe = @
5 2 < 2 3 2
(@) (@)

a () n|< o
= ] > > ||w < )
o - = <|lo] - -

Agent Platform A 4 * Agent Platform B

Federation
Network (WAN)

g Eg B2 EEEgEE

N Y \ s Y
/I . /‘ * L ’
v / ,/
e ) 7 L I
’ 7/ ’
‘ I/ L 2 /’
1
\ 4 b \ # 9\
S b4 \\ * AN
~ ~ ~
AY X N
; . / ¢ . )
’ // ,/
e 3 ’ L
/’ ® / ,
. H ’
y Railway System A { Railway SystemB |
A \
< “ .

Juridical Boundary

Fig. 4.6. Multiple platforms for railway open market across multi-juridical areas

62



mainly responsible for the transactions occurred within a single jurisdiction area.
Platforms are interconnected by the federation of DF agents so that services provided by
jurisdiction area A are available to jurisdiction B and vice versa. Transactions related
to inter-juridical travel can thus be performed. Fault-tolerance associated with the

breakdown of individual platform is also enhanced.

4.2.3. Single Container Platform

Fig. 4.7 shows the single container platform architecture used for testing and
development in this study. As MAS-ORAM is still at the early stage of development,
the complexity of agents is less demanding. In addition, since the needs for graceful
degradation and flexible local configuration are only issues for the practical
implementation, the single container architecture is sufficient for testing the behaviour

of the agents in this study.

4.3. Problem Specifications

With the proposed MAS-ORAM framework and realisations in architectures, it is

anticipated that a variety of simulation studies can be conducted on the resource
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management problems in open access markets. As examined in Chapter 2, the major
resource management problems include the track access allocation problem between an
IP and a TSP (IP-TSP), the track access allocation problem between an IP and a group
of TSPs (IP-TSB, and the schedule coordination problem at an interchange station
between two TSPs (TSP-TSP) (Fig 4.8). These problems will be covered in detail in

Chapters 5 to 7, but a summary of the methodologies employed is given below.

4.3.1. Track Access Allocation in Single Transaction

In an IP-TSP negotiation, the decision-making problem of the TSP agent is
formulated as a Prioritised Fuzzy Constraint Satisfaction (PFCS) problemeflalg
2003). In this problem, the satisfactions of the TSP on a range of schedule times are
represented by a set of fuzzy membership functions. Through a set of relaxation
criteria on the fuzzy constraints, the TSP agent is enabled to generate a sequence of
crisp constraints that will optimise the overall satisfaction on the track access rights.
At the same time, the IP agent uses a Branch-and-Bound (BNB) algorithm
(Papadimitriou & Steiglitz, 1998) to derive the optimal resource plan based on its
charging functions and capacity constraints. Negotiation between the agents is enabled
by the Buyer and Seller Behaviour Protocol (BSBP) (ktial., 2003) which assists the

negotiation to arrive at the Pareto-optimal deal. In a negotiation involving multiple
IP-TSP

|7 TSP

IP t TSP
TSP

Fig. 4.8. Negotiating parties in an open railway access market

IP-TSP TSP-TSP

P TSP TSP TSP
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entities, a solution is Pareto-optimal if any deviations from this solution results in worse
payoffs for at least one entity (Ehtamet al., 1996). In other words, the

Pareto-optimal can be regarded as a ‘win-win’ solution.

4.3.2.  Track Access Allocation in Multiple Transactions

To allow multilateral negotiation in an IP-TSRansaction, BSBP is extended to
Multiple Buyers and Seller Behaviour Protocol (MBSBP). The IP agent handles the
multiple negotiations in a sequential manner by employing either the
First-Come-First-Serve (FCFS) or the Highest-Willingness-to-Pay-First (HW2PF)
sequencing policies. The performance of these sequencing policies under different
traffic conditions is studied by statistical analysis, suctitast statistics and hypothesis

testing (Walpole et al., 1998).

4.3.3. Schedule Coordination at Interchange Stations

The TSP-TSP negotiation uses a simple protocol allowing the agents to propose,
accept or reject offers. There are three negotiation strategigsStm and Sy
proposed for the TSP agents to generate potential offers. These strategies involve the
incorporation of Lemke’s Complementary Pivoting Algorithm (LCPA) in their
respective local searching techniques. The performance of these strategies with
respect to the quality of solution and negotiation time is evaluated by a comprehensive

set of simulation case studies.

4.4. Remarks

This chapter has introduced a popular agent development middleware called JADE,
which provides the essential tools for agent development, including the agent platform,

the agent shell and a basic set of functions for creating agent messages and agent
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behaviours. In addition, a MAS-ORAM framework for modelling open access
markets has been proposed. The framework is realised by incorporating the JADE
agent platform, from which several MAS-architectures are proposed and their
advantages on expandability, flexible local configuration and graceful degradation are
discussed. The single platform architecture may be employed by an open access
market within a juridical region, while the multiple platforms structure is used when
stakeholders are separated by inter-juridical boundaries. However, the single-container
platform is specially designed for the testing and development of MAS-ORAM in this

study.

The three major resource management problems in open access markets (IP-TSP,
IP-TSP, and TSP-TSP) are also briefly reviewed and their details and simulation results
will be presented in Chapters 5 to 7. However, the application of the proposed
MAS-ORAM is not restricted to these problems. For example, the framework also
allows the study of the effects from different degrees of competition by altering the
number of resource providers and/or purchasers. This may aid railway regulators to
determine the suitable degree of competition in railways. Moreover, different
transaction policies (e.g. posted pricing, negotiation and auctioning) can be formulated
and tested to improve the charging regime. Further studies may also be performed to
evaluate the impacts from any proposed changes in regulations, business objectives and
engineering operations by modifying the rational behaviour of the agents. For instance,
constraints as a result of regulatory changes can be added locally to the relevant agents,
and modification on business objectives and scheduling mechanism may be achieved by
adjusting the internal cost functions and implementing a proper mathematical model
respectively. Results from these simulations are expected to improve capacity

utilisation and competitiveness of the stakeholders.
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Chapter 5

Bilateral Negotiation for Track Access
Rights

Owing to the separation of train operations from infrastructure provision, one of the
core activities in open access markets is the allocation of track access rights between an
IP and a group of TSPs. As reviewed in Chapter 2, there are basically three access
charging regimes, namely posted pricing, negotiation and auctioning. Since posted
pricing usually fails to differentiate track access rights of different operating
requirements, negotiation and auctioning are preferred so that costs may be recovered
more effectively according to the actual utilisation of infrastructure. As auctioning is
not yet a popular approach in the current open access markets, the allocation of track
capacity through negotiation is modelled and examined in this study. In particular, this
chapter focuses on the bilateral negotiation between a single IP and a single TSP (the

IP-TSP transaction).

The formulation of the IP-TSP negotiation is first presented here. Based on the
MAS-ORAM architecture proposed in Chapter 4, each railway stakeholder is
represented by one agent. The formulation involves the definitions of the track access
rights, the interaction protocol and the objectives of the stakeholders. Optimisation
algorithms are then devised for the decision-making processes of the IP and TSP agents

respectively, followed by a set of simulation case studies and the corresponding
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discussions on the results and findings.

5.1. Mathematical Modelling

An IP-TSP transaction is regarded as a one-to-one negotiation on a product between
a buyer and a seller. The product under negotiation is the track access rights. The
buyer of the track access rights is the TSP while the seller is the IP.  Under this context,
negotiation is an iterative process in which the two stakeholders take turns to express
their requirements on a track access rights until a mutually acceptable agreement is
reached, or one of them withdraws from the process. With this description, there are
four components in an IP-TSP transaction, namely the track access rights, negotiation

protocol, TSP-model and IP-model.

5.1.1. Track Access Rights

A track access rights specifies the conditions for track usage by a TSP. It consists
of a schedule describing the train movement in space and time. As a result of the
different engineering specifications such as gauge widths and energy consumption, a
track access rights also identifies the type of rolling stock to be operated on rails. In
addition, during the negotiation, a parameter called flex is established in some countries,
such as the UK, to denote the time flexibility with which the IP can revise the train
schedule when track or station capacity becomes scarce (Gbsin 2002). Flex
may be defined as a set of discrete levels where the lowest and highest levels refer to the
minimum (0 min) and maximum (say 10 mins) flexibilities to shift a schedule profile
respectively. The TSP also has to agree on a payment of track access charge (TAC) in

order to obtain the permission for train operation.

A track access right® is defined in (5.1), where [){ 1, 2,...,0 } is the TAC (in
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$ or other currencies)¥ is the train schedule as defined in (5.2{{ w|i=1...,n,}

is the rolling stock selected for operation,(is the total number of types of rolling
stock); and¢{ ¢|i=1...,n,} is the chosen flex levelr(, is the total number of

available flex levels).
P=(c,¥,w ¢ (5.1)

A train scheduleW consists of a set of IDS={s|i=1...,n.} identifying the
sequence of visited stationg ( is the total number of train stations). The movement

of train in time is described by the service commencement time (i.e. the arrival time at

the first station){ (in hh:mm), the dwell times at each statidog={t, |i=1...,n.}

ceey N
(in min), and the inter-station runtimeb; ={t;|i=1...,n,—1} (in min) between

adjacent stations. Hencél is formally defined as a 4-duple in (5.2).

W=(S{, Ty, Ta) (5.2)

5.1.2. Negotiation Protocol

One approach to classify the various types of negotiation is by the number of
parties involved (Lucet al, 2003). Negotiation is regarded as multilateral when there
are more than two parties participating in the bargaining process. When only two
agents are involved, the negotiation is bilateral. In either case, an interaction protocol
is required in agent modelling to specify the actions available to the parties during their
communication. The following protocols have been considered for the modelling of

the bilateral IP-TSP transactions.
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5.1.2.1. Contract Net Protocol

Contact Net Protocol (CNP) (Smith, 1980) is widely used in agent negotiation.
This protocol provides a simple yet robust communication procedure to allow the buyer
agent to select an appropriate seller agent in a multi-agent system. At the beginning,
the buyer sends a request-for-bid (RFB) message to the potential sellers in order to seek
for the desired product. This message contains a user-specific description of the
product and a deadline for receiving the replies. Upon the arrival of the RFB message,
the sellers construct their individual bids and submit (PROPOSE) them to the buyer.
After evaluating the received bids, the buyer may award (ACCEPT) the contract to the
most acceptable bidder, or refine the requirements on the product and initiate another
RFB message. The seller that has been awarded the bid is required to send a
confirmation message (INFORM) to secure the contract. The process is summarised

in Fig. 5.1a.

CNP is usually applied to multilateral negotiation, where the buyer agent broadcasts
the RFB messages to multiple sellers. However, if the buyer targets the message to a

specific seller, the negotiation reduces to bilateral.

Buyer Buyer

RFB 7 FIND Y
Seller Seller
PROPOS CHECK RELAX

Buyer Buyer
v v \ 4 v v v v
ACCEPT | RFB | FIND (| REFIND| DEAL FIND FAIL
Seller ¥
INFORM \/ \/ :;

@ (b)
Fig. 5.1. Negotiation protocols (a) CNP (b) BSBP
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5.1.2.2. Buyer-and-Seller-Behaviour-Protocol

Buyer-and-Seller-Behaviour-Protocol (BSBP) (Lebal, 2003) is another agent
interaction protocol specially designed to model bilateral negotiations on a product
possessing multiple attributes. The procedure is depicted in Fig. 5.1b. Initially, the
buyer agent expresses its partial requirements using a crisp constraint (inequality),
which is enveloped in a FIND message. The message is sent to a specific seller agent
whose responsibility is to generate a feasible offer and submit back via a CHECK reply.
The offer is accepted (DEAL) if it satisfies the buyer’s reserved requirements, and the
buyer is willing to comply with (or obey) the restrictions associated with the offer.
Otherwise, the offer is rejected. In case of violations of the requirements, a FIND
message enveloping a new additional constraint is supplied to the seller agent. In case
of unacceptable restrictions, a REFIND message is sent to the seller to ask for a new

offer while the original requirements remain.

However, if no feasible offer can be generated in response to a FIND/REFIND
request, a RELAX message is issued by the seller in order to prompt the buyer to
modify one of the submitted constraints. The buyer may then revise its requirements

(FIND) or withdraw from the negotiation (FAIL).

In CNP and BSBP, the negotiation power of the buyer resides in the possibility of
refining its product requirements so that the buyer agent is not necessarily confined by
the seller’s proposed offer. Similarly, the seller has the rights to optimise the offer
according not only to the buyer’s requirements, but also its internal benefits. This
allows both agents to make concessions during the negotiation until their expectations
coincide. Otherwise, the negotiation is terminated without any commitment made.
Despite the deficiency in modelling multilateral negotiation, BSBP has the advantage of
allowing the seller to explore different alternatives under the same set of buyer’s
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requirements before making concessions. This is particularly useful in applications
where there often exist multiple optimal solutions. BSBP thus provides a greater

negotiation space for these applications.

In fact, the IP-TSP transaction is likely to possess several track access rights that
are equally beneficial to the IP. For example, suppose there are two potential offers,
P' and P". When P’ has a high access charge with high capacity consumption,
P" may be considered as favourable Bs if it has a cheaper access charge with
lower capacity consumption. Despite the lower revenue collec®dnmay allow
the IP to utilise the track capacity more efficiently to support more frequent train
services. As both offers are considered equally favourable, eRheor P" may be
proposed to the TSP. If the TSP rejects the offer, the IP can propose the alternative in
the next negotiation round. Owing to its flexibility in negotiation, BSBP is employed

in the IP-TSP transaction.

5.1.3. TSP-Model

According to BSBP, the two main tasks of a TSP agent are to derive the
requirements (i.e. a set of crisp constraints) on track access rights and decide how to
make concession (i.e. relax the constraints) during negotiation. As pointed out in
Chapter 3, most of the current concession-making mechanisms incorporate either a
simple or an iterative function (Farata al, 1998, 2002; Sim & Wong, 2001; Sim &
Choi, 2003; Sim & Wang, 2004) to generate a series of numerical values on an attribute,
such as price. These modelling techniques, however, do not generate the crisp
constraint as required by the BSBP, but only a set of finite numerical values, which
causes difficulties in employing these mechanisms in the TSP-model. Moreover, since

the concession functions are monotonic, they are only suitable for applications where
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the satisfaction of the product varies monotonically with the value of the attribute (e.qg.
the lower is the price, the higher is the satisfaction). Unfortunately, in the TSP’s
decision-making process, attributes such as the arrival and departure times of train
services do not necessarily vary monotonically, and attributes such as the types of

rolling stock and flex cannot be represented as a function at all.

These problems are resolved by modelling the objectives of the TSP agent as a
Prioritised Fuzzy Constraint Satisfaction (PFCS) problem (&iual, 2003). Instead
of bargaining with numerical values, the model enables the derivation of a set of crisp
constraints to represent the requirements on an attribute. This introduces the flexibility
of employing non-monotonic concession functions to model the satisfaction of the

product.

5.1.3.1. Prioritised Fuzzy Constraint Satisfaction Problem

A standard PFCS problem (L@ al, 2003) is defined as a 4-tupléX, D, C, p)
where X = {x|i=1...,n} is a finite set of n variables; D={d,|i=1...,n} is the
set of domains;C={ R | 1 : |_|ijvar(mdj - [0,1], i=1...,m}is a set of m fuzzy
constraints (vaR )denotes the set of variables in the fuzzy constréntand /i

Is the membership function oR ); and p:C - [0, «) is a priority function.

Given a feasible assignmem ={v,|i=1,...,n} to X, the overall satisfaction is
defined by (5.3), where the operatér: [0,1] x [0,1] — [0,1] has the property of

a,0a,=(a, ~Da, +1.

P(R)
max(0(R))

1< j<m

a(Vx)=min{

I<ism

O/JR (Vvar(R)) } (53)
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When the objective of the buyer agent is modelled as a PFCS problem, the buyer is
required to express its criteria on a product as a set of fuzzy constraints. The overall
satisfaction a(v,) models the degree of acceptance of the offer with respect to the set
of fuzzy constraints. However, the decision on accepting an offer from a seller does
not solely depends om(v,). In fact, an offer will be rejected if it violates the

constraint below, wherea is the accepting threshold.

min{ a(vy), B} =1 (5.4)

£ U0[0,1] is the degree of obedience on the restrictions of the product imposed by
the seller. Even if an offer satisfies the buyer’s requirements dice, ) =7 ), the
restrictions may discourage the buyer to accept the offer. As a result, the buyer agent

reserves a set of fuzzy propositios={ f,|i =1,...,1}, where f, is the degree of
obedience on a restriction, and a truth functiont: F - [0,1], which are used to

determine the overall obedience level of the buyer as shown in (5.5).

B=t(f, ... f)) (5.5)

5.1.3.2. Decision Variables

When modelling the TSP objectives as a PFCS problem, the quality of the track
access charge and schedule times are represented by a set of fuzzy membership
functions 4 & )J[01], i=1...m, and xL{c,{ ty, . tp s tmy e trua A
crisp constraint x* < x < x° on an attributex is denoted by the bounds|x"].
At the beginning of negotiation, the constraints are set at the most preferable values

x=arg, {4 (x) =1}, Ox. Areduction of x* or an increase ik’ corresponds to

a concession on the attribute. Moreover, a priority vatyé] [0HL..mis
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associated with each attribute to indicate their relative importance to the TSP. Given
an offer P' received from the IP agent, the satisfaction of the product is expressed as
follows:

U(P')=min{ Lo,ui (x) },for X O{c',{" thyseeostpn s trasees s} (5.6)

I<ism max(p].)

1< j<m

Rolling stock and flex are modelled as restrictions imposed by the IP agent. If the
TSP agent is not willing to comply with the imposed restrictions, the IP is requested to
suggest an alternative. To determine whether the TSP should obey the restrictions, two
sets of fuzzy values,={ f,|i=1..,n,} and F ={f [i=1..,n,}, for f, ., f,

0[0,1] , are used to indicate the degree of obedience on rolling stock and flex

respectively. The overall obedience level Bf is given in (5.7).
B=min{ f, f,} (5.7)

The objective of the TSP agent is to maximise the satisfaction of the track access

rights, subject to (5.8), where [J[0,1] is the accepting threshold to denote the

minimum target satisfaction. 7 =0 gives the highest possibility for successful
negotiation because the TSP agent may concede over the entire range specified by the
fuzzy membership functions. On the other hand, winetl, the TSP agent will only

accept the most preferable schedule defined by the user. Since different TSPs may
have different limitations in making concessions, the valueg o$hould be calibrated

according to the requirements of the train planners of the TSP.

min{ a(P'), B} =21 (5.8)
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5.1.3.3. Membership Functions

The membership functions on attributesti{ ¢, ,tp,....tp, gy trea} @re

A A

defined by (5.9), wherex D{é,f,fDl,...,tDns,tRl,...,fRns_l} are the most preferable
value of the attributes. g7(x) is further modelled in (5.10), wherg" is the lowest
value of x, that satisfiesx™ >X and p"(x*)=0. u"(x) is defined separately
for different attributes. z(x ) for access charge, commencement time and schedule
times are modelled by (5.11), (5.12) and (5.13) respectively, wkérés the largest

value of x that satisfiesx” <X and g"(x")=0.

p-(x) forx<x
(%) = 5.9
# () {,uiR(x) for x> X (®:9)
x-% )
_ i I R
UEx) = 1 (XR —;J Tx<x<x (5.10)
0 if x >x°
Ho(x) =1 (5.11)
H(x)=0 (5.12)
x-% )
_ i H L S
pt(x) =11 (XL —gij X <% <X (5.13)
0 if x <x"

These functions are illustrated in Fig. 5.2. The implications of these definitions
are described as follows. For track access chatgés a reasonably low value at
which the TSP considers the forthcoming track access rights to be value-for-money.
This may be estimated from previous negotiation experience, or deduced from a

conservative estimation. Any prices offered lower than this value are considered
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,Ul(xl) :uz(xz) Ha(X )
A A

Ral R B
=X

= X, - Mg X, — el
X, 2 X X, X3
Access charge Commencement time Dwell times and inter-station
runtimes

Fig. 5.2. lllustration on membership functions

equally satisfied. For prices larger than this value, the decrease in satisfaction is
modelled as a quadratic function, indicating that the larger is the deviation from the

most preferable value, the greater is the drop of satisfaction. Other functions, such as
exponential ones, are also feasible but quadratic function is employed for the purpose of

simple demonstration.

The preference on the commencement time depends on the earliest dispatching time
of the rolling stock. In scheduling, this is often known as the release date. Since the

TSP cannot make agreement with the IP if the commencement time of the service is
earlier than the release date, the satisfaction is zero \Afhelzf In addition, the

satisfaction decreases when the commencement time is larger than the release date

because the rolling stock will then be idle, implying wastage of resource.

For dwell times, the most preferable values represent the average expectation of the
waiting times experienced by passengers. When the actual dwell times exceed these
values, the passengers may be annoyed by the additional time required (Murata &
Goodman, 1998). The degree of annoyance is also modelled as quadratic equations.
Similarly, when the dwell times are less than the most preferable values, the passengers
may not have adequate time for alighting and boarding the trains, hence the satisfaction

decreases.
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In addition to the passenger expectation, the satisfaction of inter-station runtimes is
also dependent on energy consumption. It is likely that passengers demand for shorter
journey time but this implies higher acceleration and speed, which requires higher
power consumption. Preferably, the TSP, which is subject to the maximum
permissible speed, tends not to operate their trains too fast to avoid high electricity

charge but also not too slow to avoid complaints from passengers.

While it may be argued that other functions are feasible and perhaps more accurate
to represent the observed trends on the attributes, quadratic functions are simple and
they have been already employed to model passenger expectation on waiting and
travelling times in railways (Murata & Goodman, 1998). In addition, these quadratic
functions can be easily generated from regression techniques using data collected in

surveys on the expectation from passengers or railway planners.

To determine which attribute should be conceded during the negotiation, the TSP

agent maintains a set of bound§ =[I}, u'] in negotiation roundj and a constant

step-size S for each attribute. At the beginning of negotiation, the bounds are set at

the most preferable values of each constraint. When a constraint is relaxed in round
j , the bounds are updated according to (5.14).

[( |}—1_SI)' uij—l] if :uiL( ]—1_ ) >/'IiR(uij—l+S|)

Alj =4[ I;—l!(ulj—l+s|)] if :uiL( ]—1_ $)<ﬂiR(uj—1+S|) (5.14)
(o= 9 (U +S) if ()= ) =47 (U, +S)
In simple words, when a constraint is relaxed by the TSP, the stakeholder will

concede by relaxing the side that yields the least drop in satisfaction. Since the two
sides of the membership functions are monotonically decreasing, (5.14) will minimise

the loss in TSP’s satisfaction when making concession.
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5.1.4. IP-Model

In the IP-model, the stakeholder is assumed to maximise the overall track capacity
utilisation and revenue collection from all TSPs. The utility function employed by the
IP agent is given in (5.15), wherd is the utility value (in $) from the perspective of

the IP agent,c is the track access charge (in $, is the unit valuation of capacity
consumption (in $) and\7, is the capacity consumed by the train service (no unit).

The term —w,Az7 implies a minimisation of capacity usage by the TSP’s train service.
maxVU =c-w,An (5.15)
When there is a lack of demand on track capacity, it is reasonable that the IP should

sell the capacity at the highest price (i.e. maximise, A7) because the IP may

assume that there are no more potential buyers in the worst scenario. When the IP
attempts to sell the capacity at the highest cost, it may gain the highest revenue. This

situation is likely to occur in non-competitive railway lines.

However, if the IP foresees that other potential buyers are interested in the capacity
(as in the case of competitive markets), then the IP should reserve capacity for these
buyers. The essence is that if the capacity allocated in a negotiation is minimised, the
available capacity remained will be maximised, which allows the IP to negotiate more

deals at later stages. For simplicity, this study assumes a constant vaige of
Nevertheless, since demand changes with time, the value, ofhould also vary
accordingly.

This problem in (5.15) is subject to the constraint Setcomposing of:

i) Basic Domains of Variablesc[0{12,...,00}, e« { w|i=1...,n,}, ¢0{ @]
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i=1..n}, ¢ O{00:00, ..., 23:59}, ty, Of L2,..., }, toO{ 12,...,0 }, 0j, k.

i) Submitted TSP Constraintsc® <c<c’, {*<{ <{", ty sty <ty
t2 <t. <t’, 0j,k;and

i) Headway Requirementsh,, <h,, where h,;,, and h, are the minimum and

actual headway time respectively. In conventional train operation, the actual headway
time refers to the time taken for a train to arrive at a certain point along a track (e.g. a
station) after the train in front (leading train) has reached the same point. On the other
hand, the minimum headway time is the total sum of the minimum braking time,

reaction time of driver and equipment in response to a stop signal, and the time taken by
the leading train to move by its train length (Hill, 1995). When the actual headway

time is larger than the minimum headway time, the train behind is prevented from

colliding to the rear end of the leading train. These two terms are usually measured in
seconds (in metro systems) or in minutes (in mainline systems). In order to maintain
consistency with the resolution of schedule times in this study, these terms are

approximated by their ceiling values measured in minutes.

TAC is derived from the sub-charges on track usage, traction energy, peak power
demand and congestion. The derivations of these charges and capacity utilisation are

described as follows.

5.1.4.1. Track Usage Charge

Track Usage Charge (TUC) recovers the costs of using the track facilities. The
charge varies with the amount of maintenance required if the service is allowed to run
on the track. In general, the relationship is complex and non-linear as the level of

maintenance depends on a number of factors such as the type of rolling stock, the
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number of vehicles or the weight of train and the maximum allowable speed of train
(Dodgson, 1994). To simplify the charging regime, TUC is simply calculated on the
total vehicle-kilometre travelled (for passenger services) or the total gross-ton-kilometre
travelled (for freight services) in many railway systems. The charge rates vary with
different types of rolling stock and they are determined by simulation software, such as
mini-MARPAS in the UK (Dodgson, 1994). Having adopted the current charging
practice, TUC is defined by (5.16) wheg’ is the charge rate (in $/veh-km) for
rolling stock «; n; is the number of vehiclest, is the length of track (in km) in

inter-station runi .

ng-1
TUC=c’n’> L, (5.16)

i=1

In an IP-TSP transaction, it is assumed that the available types of rolling stock are
commonly known by both agents. Each type of rolling stock has a predefined number
of vehicles and length. The charge rates are predetermined and are available to the IP

agent only.

5.1.4.2. Traction Energy Charge

A power utility company charges the IP according to the units of energy consumed
and the peak demand (neglecting the charges to voltage regulation and current distortion
due to harmonic effects). Traction Energy Charge (TEC) is levied to recover the units

of electricity consumed by a train service. df is the charge rate (in $/kWh) for the
electricity provision andE(a,ty;) is the unit of energy consumed (in kWh) during
inter-station runi when rolling stocka completes inter-station run at t,, TEC

Is computed by (5.17).
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ng—1

TEC=c¢, Y E(wty) (5.17)

i=1

For each type of rolling stock, the IP reserves a lookup table in which the energy
consumption can be obtained according to its runtimes over a specific inter-station run.

This table and the charge rate are available solely to the IP agent.

5.1.4.3. Peak Demand Charge

Peak Demand Charge (PDC) denotes the second component of the electricity tariff.
If c, is the charge rate (in $/MW) for the increase in peak power demand at the
substation, andAP « ¥ )s the increase in such demand (in MW) when rolling stock
a Is running at schedulél , PDC is calculated by (5.18).

PDC= cAP(w, W) (5.18)

A typical power-demand graph of a train is shown in Fig. 5.3. The peaks
correspond to the instants when the train accelerates to a particular speed leading to the
highest power. The train speed continues to rise until it reaches the maximum

allowable speed at which the power demand becomes relatively constant. At times,
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Fig. 5.3. Typical traction power graph for three inter-station runs
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the train may be switched to coasting mode, during which the traction motor is turned
off and no energy is consumed. Such a demand profile is simplified and modelled as a

5-tuple by (5.19), wherd, is the time (in min) required for the train to accelerate from
stationary to full speedt, is the time (in min) between the first instance of full speed
to the instance of braking before the next statipn;is the time (in min) required to
brake from the maximum speed to a complete hBjt;is the maximum power demand

attained (in MW) duringt;; P, is the maximum demand (in MW) during .
AN=(t,t,,t;, P, P,) (5.19)

Unlike the derivation of energy consumption in TEC, the change in peak demand
requires additional information of the other train schedules. With the simplifications in
(5.19), the peak demand is calculated by the superposition of demand profiles from all

existing scheduled services, as shown in Fig. 5.4.

5.1.4.4. Congestion Charge

Congestion Charge (CGC) is used to recover the expected costs that the IP is

Distance

—

» Time
IndividuaPower
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» Time
TotaPower
A

» Time

Fig. 5.4. Superposition of peak demand graphs
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required to pay the other TSPs when the network becomes congested. In UK, this
charge is related to the expected reaction delay resulting from the train service, which is
modelled as an exponential function of capacity utilisation (Gibsomal, 2002).

Moreover, a TSP is entitled to receive a discount on CGC if it agrees on certain flex

levels. If c, is the charge rate (in $/min) for the expected delay caused in the

network; d, is the discount factor associated with flgx A is the track specific

constant (in min) at sectiom; 77, is the resultant capacity utilisation at section

CGC is computed by (5.20).

ne—1

CGC= c4d¢z A exp(,) (5.20)

All the charging factors in (5.20) are exclusive to the IP agent. Capacity
utilisation for a single inter-station run is defined in (5.21) and computed iteratively for

multiple inter-station runs using (5.22)-(5.24).

5.1.4.5. Capacity Utilisation

Capacity utilisation (CPU) is defined as the ratio of the time taken in operating a set
of trains with their minimum headways to the time taken in travelling at their actual
timetables (Gibsomet al, 2002). Fig. 5.5 illustrates the capacity utilisation for a single

inter-station runi within a timeframeW, (e.g. 30 min). The timetable of a traip
is denoted by its departure tintg, at stationi and arrival timet ), at stationi+1.

Associated with each train is the minimum headway timg which includes the time

for braking the train from maximum speed to a complete halt, the time taken for the tail
of the front train to clear its length and a safety margin for the reaction time of drivers

and equipment (Hill, 1995). h .. is represented by the thickness of the parallelograms.
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Fig. 5.5. lllustration of capacity utilisation
If these parallelograms are joined together by the vertices as shown in Fig. 5.5, the
trains are operating at minimum headway akd yields the minimum possible time
(in min) spanned by then trains on the track along inter-station run Capacity

utilisation at inter-station run is thus defined in (5.21) and the cumulative capacity

utilisation of all inter-station runs is defined in (5.22).

n =K' W, (5.21)
ng-1 ng-1

n= K />W (5.22)
i=1 i=1

K" at a particular inter-station run may be evaluated iteratively for all trains as

follows. In computingK? for two consecutive trains, there are two possibilities as
depicted in Fig. 5.6. Case (a) refers to the situation when the train behind is faster and

vice versa in case (b). Ldt be the inter-station runtime for the slower service. In

both cases,K? is computed by (5.23).

K?=2h,, +th, j*=arg{ maxt}) } (5.23)

j=12
Fig. 5.7 shows the instance when an additional service is operated after the second

train. K? now depends on the relative runtimes of the second and third trains. In
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Fig. 5.6. Derivation of Kizz (a) train behind is faster; (b) train behind is slower
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Fig. 5.7. Derivation of Kis: (a) train behind is faster; (b) train behind is slower

fact, for all other services in windowV,, K." is computed iteratively by (5.24).

,forj=2 (5.24)

K i+l = Kij + hmin if téiﬂ Stéi
KiJ +hmin +tFJ€T1 _tlj?i if tll?iﬂ >t|1?i

5.2. Optimisation Algorithms

With the TSP and IP objectives formulated as a PFCS problem and a combinatorial
optimisation problem respectively, this section proposes the algorithms to generate the
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outputs of the agents upon the receipts of the proponent’s responses during the
negotiation. In particular, the TSP agent needs to submit the appropriate constraints to

the IP agent, and the IP agent should derive the optimal proposal to the TSP agent.

5.2.1. TSP-Model
5.2.1.1. Rules for Replying Behaviour

Based on the TSP-model, an algorithm is required to make inferences from the IP
responses defined in the interaction protocol (i.e. CHECK and RELAX) and then
deduce the best actions (i.e. FIND, REFIND, DEAL, and FAIL) to reply the IP agent.
A rule-based approach has been proposed byetwa. (2003) and it has been proven
that the algorithm is able to lead to a Pareto-optimal solution if the seller agent is

proposing offers which maximise the seller’s benefits.

Therefore, the rule-based approach is also employed in this study for the TSP

agents. These rules are summarised as follows.

i) FIND: A FIND message contains a crisp constraift< x < x’, where
xOX={c,{ tp,stpy strsestrea ). When the TSP agent receives a CHECK or
RELAX message, the attribute causing the least reduction in potential satisfaction is
selected for submission. Potential satisfaction is the minimum satisfaction achieved by
fulfilling all crisp constraints in the submitted set, except the one governing the testing

attribute x, 0 X. The constraint associated with is replaced by an incremental
relaxation defined by (5.14). Thus, potential satisfaction can be computed from (5.6)

by creating an instanc®' using the boundsx* or x° (whichever causes a lower

satisfaction), Cx; .

i) REFIND. A REFIND message is issued when the offer in a CHECK message has
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LB <1 ,where S is definedin (5.7), andr is the accepting threshold.

iii) DEAL: An offer proposed in a CHECK message by the IP will be accepted if the

offer satisfies (5.4).

iv) FAIL: A transaction will be terminated without any commitment made if the
proposed offers in CHECK violate (5.4) and all possible relaxations on the prioritised

fuzzy constraints have been exhausted.

5.2.1.2. Behaviour Settings using Effective Priority

Despite the adoption of the rules on selecting the replying behaviour, the issue on

setting the priority valuep, associated with each attribute has not been explained.

This section aims to set up a series of propositions and their proofs so that the TSP
stakeholders can set up their agents to perform the desired behaviours. Propositions

P1 to P3 are constructed by assuming that the domain of attripute defined only on
one side (left or right) of the most preferable valkie These propositions are further

used to construct P4 and P5 in which both sideg ofare defined.

Preliminaries: A one-sided membership function is described by a quadratic

function as shown in (5.25), wher&x is the deviation ofx from X, and AX is

the maximum possible deviation frorg .

AX;

U (Axi):1—(Axij (5.25)

The satisfaction ofx; is denoted bya, Xx, )defined in (5.26), whereo, is the
priority associated with the attribute, ang, =max { o}. Substitution of (5.25)

into (5.26) yields (5.27).
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a, (0x) =[1 (%) -1 +1 (5.26)

max

~

a; (B%) =1—i(%j (5.27)

max

In this study, all attributes in a train schedule are discrete, and there is a regular step

change S between the feasible values of the attributes. For example, dwell times

and inter-station runtimes are valid for steps of 1 minute and the allowable change in
track access charge is set to an integer, say $50 or $100. In other words, it is more

appropriate to represent (5.27) with discrete variabte {0,1, 2, ...} by (5.28).
pS’

a2
max i

a, (k)=1- k? (5.28)

Although (5.28) involves four control variables, the TSP operator may onlyuse
S and Ax, to define the satisfaction becauge,,, is a dependent variable gb,.

Since the agent will use the satisfaction values to decide which attribute will be relaxed
in the next round of negotiation, these settings will determine the corresponding agent

behaviour. However, adX and S are already used to control the acceptable range

of the attributes and the amount of their concession respectively, it is more appropriate

to adjust p, to obtain the desired agent response.

Proposition PL The sequence of initial relaxation on the attributes does not

necessarily follow the ascending order pf.

Proof: According to (5.26), the transformation off Ax( Qo a (&%) Iis

illustrated in Fig. 5.8. The membership function is in fact rescaled vertically by the

priority ratio. When a negotiating product possesgesittributes, the shapes of the
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Fig. 5.8. Transformation from 4 (X)) to a,(X)

satisfaction functions will be different according to the different limits, step sizes and
priorities employed. An example ai= & shown in Fig. 5.9. If proposition P1 is

false, then Fig. 5.9 provides a counter-example.

At the beginning of the negotiation process, the agent will set the attributes to their

most preferable values, leading to an initial satisfaction of 1.0. Since the agent is

a (%)
1.00 ."x;(il-o::.‘_

AX o'-
A "o .
060 v % S m.. i=2 [A% =2LS, =3 p, =06]

0.80 [ o, =1 [AX =12S =4 p =03]

040 - A =3 [A%=5S,=1p, =08

0.20 A x-- =4 [A% =108, =2 p, =10]

0.00 X A%

a; (%)
U e —

099 F
098 |
(b) |
0.97 A

096 | LX

0.95 ; = ax
0 1 2 3 4 5

Fig. 5.9. Counter-example to prove P1 (a) complete view (b) enlarged view
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minimising the loss in overall satisfaction, the agent will select the attribute which
contributes to the smallest decrease in satisfaction. As a result, the attribute order for
the initial relaxation will follow the decreasing order of satisfactiorkat , hehce the

order in Fig. 5.9bis2- 3- 1- 4. So, even with the lowest value gf , attribute

X, IS not the first constraint to be chosen. This completes the proof.

Remark: Although p, is referred as the priority ok, and it has impact on the
agent behaviour, its value does not explicitly indicate the true (effective) priority during
negotiation. As indicated in proposition Pp, is an indirect control variable for the

sequence of relaxation.

Proposition P2 The sequence of initial relaxation follows the ascending order of
_pS’
BUYER

Z

Proof: Suppose z >z; and x is relaxed prior tox; . At their initial
relaxations, k= 1 Since attributex; is selected prior tox; , it follows:

a@za;@

2 2
1- ASAZZ:L_ pJSiAZ
pmaA)g IomaxAXj

,OS _pl ]
D2 ARC
ZSZj

This contradicts z > z; , which completes the proof.

Remark: If z<1z<..<z , the sequence of initial relaxation will be
1- 25 ..-n. In other words, the TSP operator may useas the effective

priority of the attributes. A higher indicates an attribute of higher importance.
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A2
Lz
2 i
I

p, may then be computed accordingly y =

Proposition P3 Attribute x, will be relaxed by m times before the initial

relaxation of x; isrelaxed if M z< z <(m+1)°z.

Proof: Suppose z < m’z,, and X; has already been relaxed for its first time

when x is relaxed for them-th times. The latter assumption implies:

amza;Q)
2
IOiSIA . m? >1- ijjA .
p maxAXi 10 maxAXj
2 2
PiS” _AS

2

1_

( 2

AR A%

m

z2mz,

This contradicts z < m’z,. Therefore, whennf z < z;, % must have relaxed

by m or more times prior to the initial relaxation of attribute.

Moreover, supposez < (m+1)?*z, and attributex; has already been relaxed for

its first time when x; is relaxed for the ri+n -th times, wheren> J1this means:

a, (m+n)za, @)

S 2 'S’
1_ pl |A2(m+n)221_ J JA2
p maxAXi 10 maxAXj
S? g2
pJAJZ 210|A|2 (m+n)2
AX; AX;
z2(m+n?z

However, since z < (m+1)?z,s0 n< 1 This completes the proof.

Remark: This proposition may be used as a conditional constraint between several
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related attributes. For example, for an expenditure-reducing agent, the track access
charge should not begin to increase unless the train service has been greatly distorted.
In such case, the effective priority of TAC should be set as, for instance, 9 times larger
than that of the station dwell times. This means the agent is willing to pay a higher

TAC before one of the dwell times is altered for its fourth times.

Preliminaries: Propositions P4 and P5 (defined below) assume that the
membership function ofx;, is defined by two quadratic functions as shown in (5.29),
where Ax;; and Axy are the maximum left and right deviations from the most

preferable value respectively.

1—[“] A% <Ax <0

2

AX; o

1—( A'] 0< Ax < AX
DXy

The corresponding satisfaction functions for continuous varide and discrete

variables k are given in (5.30) and (5.31) respectively.

2
1—i(ﬁJ A%, < DX <0
pmax AXLi

2
1-A (—qu j 0< Ax < DX,
Iomax AXRi

a, (&%) = (5.30)

2
1- PS¢ a3, <ax <0
a, (k) - pmaxg);u (531)
1—'0i—12 k* 0<Ax <Ay
IomaxAXRi

Proposition P4 The sequence of initial relaxation follows the ascending order of

, = pS’
" maxx,?, Axe’)
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_pS?

S 2
Proof: Let z, = =P =

— and z, =—
AX DX

Consider the following three cases:

Case 1: WhenA%,” >A%,°, 7, <zy. By P2, the left-membership function

relaxes prior to the right-membership function.

Case 2: WhenAX,” >A%X,.%, z, <z,. By P2, the right-membership function

relaxes prior to the left-membership function.

Case 3: WhenAX,* =AX,°, z, =z. In this case, either membership function

may be chosen for relaxation.

In other words, max@x,*,Ax,) indicates whether the initial relaxation of

is governed by the left or the right-membership function. If the effective priority is

defined as above, the ascending orderzofindicates the order of initial relaxation.
This completes the proof.

Remark: If z<2z<..<z , the sequence of initial relaxation will be
1- 25 ..-n. In other words, the TSP operator may useas the effective

priority of the attributes. A higher indicates an attribute of greater importance.

max@x, >, Ax.,”)
o7 z,.

p, may then be computed accordingly oy =

Proposition PS5 Attribute x, will be relaxed by at leastn times before the

initial relaxation of x; if z =nrz.

Proof: Let &z, < z, <(a+1)®z,, where a> 1 By P3, the left-membership
function of x will be relaxed bya times prior to the initial relaxation from the
right-membership function. Also, let,
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R z< 7 <MDy
. PSS’ pS’
maX@XLiZ’AXRiZ) maX@XLiZ’AXRiZ)

mmin(z , % )< z < M+1? min(z;, z)

m <z <(m+1)?

m 4 <z< (m+1)ZZLi

By P3, the left-membership function of will be relaxed bym times prior to

the initial relaxation ofx; . Now, consider the following two cases:

Case 1:a>m. By the time of the initial relaxation ok;, the left-membership
function of x, has relaxedm times. However, the right-membership functionof
has not been relaxed. So P5 holds.

Case 2:asm. By the time of the initial relaxation ok;, the left-membership
function of x, has relaxedm times. In addition, the right-membership function of
X has already relaxed for its first time. In other words, the initial relaxatior; of

occurs at least aftem+ felaxations ofx,. Hence, PS5 also holds.

The proof of the argument ford z, < z, <(a+1)*z, can be constructed

similarly. This completes the proof.

5.2.2. IP-Model
5.2.2.1. Combinatorial Optimisation

The maximisation of the utility function in (5.15) is combinatorial because the
independent variables are all discrete as restricted by the constraiat. seThe
common deterministic techniques in solving this kind of optimisation problems are
integer linear programming (integer-LP), dynamic programming (DP), and
branch-and-bound (BNB) algorithm (Papadimitriou & Steiglitz, 1998). However,
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integer-LP formulation is not suitable because (5.15) is nonlinear. While DP may
handle nonlinearity, it has the limitation that a choice (state) selected for a decision
(stage) must be independent to the choices made for subsequent decisions.

Unfortunately, the underlying variables (i.€.,«,{ ,ty,ty) in (5.15) are strongly

dependent as observed from the definitions in (5.17), (5.18), (5.20), (5.23) and (5.24).

Consequently, DP is also not applicable to this IP optimisation problem.

BNB algorithm is based on the notion of intelligently enumerating all the feasible
points of a combinatorial optimisation problem (Papadimitriou & Steiglitz, 1998). The
solution space of the problem is partitioned into non-overlapping discrete subsets by
branching. A subset generated by branching is represented as a node, which defines a
relaxed problem to the original optimisation one. Within a node, a bound (a numerical
value) is calculated to indicate the best possible solution for its leaf nodes. By
appropriately selecting the nodes for expansion, the optimal solution is constructed

without exhaustively evaluating all instances.

There are three rules for constructing a solution with BNB. Firstly, if there is no
solution to the relaxed problem, there is no solution to the original problem. Secondly,
if the solution to the relaxed problem is feasible, it is optimal for the original problem.
Finally, if the solution to the relaxed problem is infeasible, the cost at that node provides
a bound for its leaf nodes. Therefore, the requirements for resolution are to partition
the solution space and to define the relaxed problem. The following subsection

specifies a feasible BNB algorithm for the IP optimisation problem.

5.2.2.2. The Basic Branch-and-Bound Algorithm

The partitioning of the solution space is defined by the sequence of branching,

which follows the order of variableg -~ « - { -ty -ty -ty » oo oty -
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ton, N this study. An example of the branching tree is illustrated in Fig. 5.10. In

fact, other sequences with different ordering of variables are also possible because the
given sequence is only one of the feasible instances. However, the proposed sequence
has the advantage of chorological arrangement of the schedule times so that the arrival
and departure times at stations can be computed at a node throughout the algorithm.
Moreover, the restrictions on flex and rolling stock are considered at the beginning of

the sequence to facilitate the reduction of computation demand (see Section 5.2.2.3).

The definition of the relaxed problem is defined as the optimisation of (5.15) when

a partial constraint seE'l] = is considered. For example, when the tree is expanded

to node M in Fig. 5.10, the constraint set becomes = { ¢=¢, a=«,, { =07:45,

3<ty, <5, ty =15, 3<t,, <4, h,,=2}. By progressively adding a constraint at
each level of the search tree, the global optimal solution is guaranteed. The bound at a

node is computed by the sum of maximising the individual sub-charges and minimising

the capacity utilisation subject to the associated constraints summarised in Table 5.1.
The maximum TUC is identified by comparing the productscih’. For TEC, since

maximum energy consumption is achieved by the operation at the minimum

Fig. 5.10. lllustration of BNB search tree
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Table 5.1. Objectives Functions and Constraints for Relaxed Problem

Terms Objective function Constraints &'

TUC  max{g’n°Y L} Headway; rolling stock

TEC  max{c,YEwt,)} Headway; rolling stock; inter-station runtimes

PDC  max{cAP(w W } Headway; rolling stock; commencing time, dwell times, irstetion
runtimes

CGC max{cd,>Aexp()} Headway; flex; rolling stock; inter-station runtimes
TAC  max(c) Cost
CPU  min(An) Headway; rolling stock; inter-station runtimes

inter-station runtimes, it corresponds to comparing the maximum energy consumption
of the available rolling stock when employing the set of shortest runtimes. The
maximum PDC is evaluated by exhaustively enumerating the total power demand of all
feasible schedules. CGC is maximal when the lowest available discount rate and the
rolling stock with the longest cumulative inter-station runtimes (i.e. when congestion is
most severe) are employed. The minimisation of capacity utilisation is achieved with

the rolling stock travelling with the shortest cumulative inter-station runtimes.

Fig. 5.11 shows the flowchart for the BNB algorithmk represents the current
evaluating node. Initiallyk is set to O, which is the root node of the search tree.

This node is inserted irLIST which maintains the potential nodes generated in the

algorithm. k™ and U™ record the best node and the corresponding utility value
found during the algorithm, which are set to null and zero respectively at the beginning.
The algorithm then adopts a depth-first search. If a node have a utility value smaller
than the current best value, the node is declared ‘fathomed’ and the algorithm continues
with the next node inLIST. Otherwise, the node will be evaluated for its feasibility.

If the node is feasible, it is labelled ‘lived’.  Since its utility value is greater than that of

the current best nodex” and U™ are updated. However, in case of identifying an
infeasible solution (e.g. the root node), the node is declared ‘expand’. Since its leaf
nodes may contain the optimal solution, they are generated and insertd&Tin

When all nodes have been evaluated, the best node is returned. If the best node exists,
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INITIALISATION
1) k=0
3) Insert nodek in LIST
2) U =0
4) k' = NULL

Y LIST is
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Y
v
Declare nodek Declare nodek || Declare nodek
as ‘fathomed’ as ‘lived’ as ‘expand’

v

k* = Node k || Insert leaf node$
U’ =u of k into LIST
k

Fig. 5.11. A flowchart of the BNB algorithm for IP agent

the track access rights is proposed to the TSP via a CHECK message. Otherwise, a

RELAX message is issued to the TSP.

5.2.2.3. Computation Demand Reduction

In the worst scenario, the computation complexity of a BNB algorithm is no better

than an exhaustive search when all nodes are expanded. For the proposed algorithm,
the complexity can be shown to be NP witd n,n,*n, “n,**n**), where n,=

max., () and ng=max, ., ,(Ny). The details of proof are given in Appendix

A. In other words, the applicability of the algorithm is limited hy. In order to

generate results within a reasonable time-span, three procedures are incorporated into
the basic algorithm to reduce the number of node evaluations and hence the

computation demand.
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i) Facilitation of the Most Preferable Schedul€@ minimise the information
revealed to the seller agent, the original BSBP only allows the buyer agent to submit
one crisp constraint within a FIND message in each negotiation. If the same restriction

is imposed to the IP optimisation problem, the schedule tinfest(;, and ty) will

often be unbounded by the TSP, and the problem space is then limited solely by the
headway constraints. This sometimes leads to an overwhelming size of domains (Fig.

5.12) which significantly increases the number of node evaluations in the algorithm.

In practice, it is natural for the TSP to express the most preferable schedule at the
beginning of negotiation so that the IP may provide a feasible schedule in the proximity
of its requirements. With this consideration, the efficiency of the algorithm may be
improved by allowing the TSP agent to submit the most preferable schedule during the
first round of negotiation (the submission of the TAC constraint is however, not
compulsory). Not only does this reduce the number of node evaluations in the
algorithm, but the transaction also requires fewer negotiation rounds since those used in

submitting the individual constraints are now condensed to a single one.

i) Pruning by Headway ConstraintBespite the facilitation of the most preferable

schedule, when the TSP agent progressively relaxes the constraints during the

Station
5<t., <60 a— b:07:10
S ¢=¢
D tDl = tD1 =5
t2 =ty =15
t;z = tgz = 5

t., Unspecifiel

<— Schedulendernegotiati

Time
07:00 07:30 08:00 08:30 09:00

Existin§chedules

Fig. 5.12. Possible size of domain without specifying the most preferred schedule
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negotiation, the problem space for the IP inflates significantly. This often gives rise to

substantial computation demand.

Fig. 5.13 shows a special case, when the minimum inter-station ruridiiRa () at

an inter-station runk is greater than the maximum allowable runtim&ART, )

governed by the headway constraints. In such case, the leaf nodes corresponding to
the situation are all infeasible. If this condition can be detected prior to the expansion

at the node, all leaf nodes can be pruned.

Let EDT, and LDT, denotes the earliest and latest departure times at skation

respectively. These are computed by (5.32) and (5.33) using the lower and upper

limits of the TSP constraints.

EDT, =¢*° +Zk:(t§i +t5) (5.32)

i=1
k
LDT, ="+ (tp; +tp) (5.33)

Let EDT/ be the earliest departure time ahd\T,! be the latest arrival time at

station k due to thej-th service that arrives aAT) and departs atDT,/, for

Station MIRT, =15 > MART, =10
5<t , <10 J*=¢"=07:10

t;, = tgl =5

t2 =ty =15

ty, = t;z =5

<—,/Schedulendernegotiati tre =te, =15

Time
07:00 08 00 08:30 09:00

Emstm@chedules

Fig. 5.13. Condition for pruning using capacity constraints
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EDT, <DT/<LDT,. EDT/ and LAT/ are computed by (5.34) and (5.35), and
MART, and MIRT, can then be expressed in terms of (5.36) and (5.37). A node is

pruned if Lk, MIRT, > MART,.

EDT) =DT/ +h_, (5.34)

LAT = AT) -h__ (5.35)
MART, = mD?X{ LAT) - EDT/} (5.36)
MIRT, =t (5.37)

iii) Pruning by REFIND Message: Pruning is also possible when the IP agent
receives a REFIND message in the previous round of negotiation. When this occurs,
the TSP agent is requesting the IP to generate a new offer based on the previous set of
constraints. As the constraint set remains unchanged, the TSP is in fact unsatisfied

with the restrictions imposed by the IP, thatds and/or ¢. In other words, all nodes

that employ the same set of rolling stock and flex level can be eliminated from

evaluation. Hence, ifa and ¢ are used as the first two branching parameters, the

entire branch beneath the combination is not required for evaluation.

5.3. Simulation Setup

There are three objectives for conducting the case studies described below. Firstly,
the studies aim to examine whether the proposed TSP-model is capable of representing
TSPs possessing different operation objectives.  Secondly, the simulation also
investigates whether the IP-model is acting rationally in an IP-TSP transaction in
response to requests from different TSP agents. Thirdly, a preliminary study is

constructed to examine whether the overall capacity utilisation is affected in a series of
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these IP-TSP transactions if the IP agent is to negotiate with the TSP agents in a

different order.

In all studies, the number of stations is set to four. There are three types of rolling
stock and five flex levels available for negotiation. Table 5.2 shows the vehicle
numbers and track usage charge rates of the rolling stock, in addition to their relative
traction requirements (i.e. energy and power consumptions). The charge rates reflect
the degree of track damage incurred by the rolling stock. In Table 5.3, the lowest level

@ represents no flexibility and each incremental level allows an addition of 2-minute

flex time. The flex discount factors reduce CGC by 5% in each successive level.

Twelve case studies have been performed (Table 5.4). These simulations are
conducted under the same track configuration consisting of three track sections that
connect stations A, B, C and D (Table 5.5). The track length for the middle section is
comparatively long and the track specific constants for the first and third sections are

higher in order to emphasise the long-distance service provisions between two cities.
In cases 1 to 9, only one IP-TSP transaction is conducted in each case. These

transactions serve the purposes of examining the ability of reaching rational agreements.

Table 5.2. Definition of Rolling Stock
Type Vehicles Track usage ratec;’ ($/veh-km) Traction level

w, 10 0.04 Medium
w, 8 0.06 Low
w, 9 0.16 High

Table 5.3. Definition of Flex Levels

Level Flex time (min) Discount factor
@ 0 1.00
@, 2 0.95
@, 4 0.90
@, 6 0.85
@ 8 0.80
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Table 5.4. Simulation Cases

Case IP agent TSP agent
1 IP-1 TSP-Al
2 IP-1 TSP-A2
3 IP-2 TSP-A3
4 IP-2 TSP-A4
5 IP-3 TSP- A4
6 IP-4 TSP- A4
7 IP-5 TSP-A3
8 IP-6 TSP-A3
9 IP-2 TSP-A5
10 IP-2 TSP-B{8,2,9,1,5, 3,6, 10, 4, 7}
11 IP-2 TSP-B{6,9,1,5,8,4,2,7, 10, 3}
12 IP-2 TSP-B {9, 8,4,10,6,2,1, 7, 3,5}

Table 5.5. Track and Station Data

Track Origin Destination  Length Track specific
station station (km) constant (min)

1 A B 20 1.2

2 B C 200 1.0

3 C D 15 1.1

The remaining 3 cases form a preliminary study on an IP agent handling multiple
negotiations in a sequential manner. Each of these cases involves 10 IP-TSP

transactions, whose order of negotiations are randomly generated.

The definitions of the TSP agents are shown in Tables 5.6 and 5.7. A TSP agent is
denoted by the prefix ‘TSP’, followed by a unique suffix representing the name of its
train service (e.g. Al, A2, B3, etc.). Each agent is therefore responsible for conducting
the negotiation for a single train service which is assumed to be operated by different
train service providers. This also means that a negotiation will lead to a schedule for
one train if an agreement is reached. The agents given in Table 5.6 are used in cases 1
to 9. Apart from TSP-A1 (which is a passenger-oriented TSP), all the other agents are
carrying the objective of reducing expenditure, as reflected by their relatively high
effective priorities on track access charge. Agents in Table 5.7 are employed in cases
10 to 12 and they possess a mixture of expenditure-reducing and passenger-oriented

objectives. Owing to the limitation in space, the detailed settings are not shown but
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Table 5.6. TSP-A Definitions

Attribute TSP-Al TSP-A2 TSP-A3 TSP-A4 TSP-A5
f (hh:mm) 07:50 07:50 07:50 07:05 07:50
'I:D (min) {5,5,3,3} {5,5, 3,3} {5,5, 3,3} {5,5, 3, 3} {5,5,3, 3}
'I:R (min) {8, 70, 7} {8, 70, 7} {10, 75, 9} {10, 75, 9} {10, 75, 9}
c (%) 1600 1600 1600 1600 1600
z, 16 2 2 2 2
z, {36, 36, 36,36} {1,1,1, 1} {1,1,1,1} {1,1,1, 1} {1,1,1,1}
z, {25, 25, 25} {8, 1, 5} {8, 1, 5} {8, 1, 5} {8, 1, 5}
z, 1 5 5 5 5
f, 1.0 0.0 0.0 0.0 0.0
f,, 0.6 0.6 0.6 0.6 0.0
f,, 0.0 1.0 1.0 1.0 1.0
f, 1.0 1.0 1.0 1.0 1.0
f, 0.8 0.9 0.9 0.9 0.9
f, 0.0 0.8 0.8 0.8 0.8
f, 0.0 0.0 0.6 0.6 0.6
f, 0.0 0.0 0.0 0.0 0.0
4 0.1 0.1 0.1 0.1 0.1

Table 5.7. TSP-B Definitions
Name Commencement Cost limits ($) Attribute(s) of top  Runtime requirements
time limits (min) priority
TSP-B1 [07:00 | 07:10] [1650 | 2300] Dwell and run times Moderate
between Aand B

TSP-B2 [07:05 | 07:15] [1900 | 2750]  All schedule times Short

TSP-B3 [07:20 ] 07:30] [1550|2500] Cost Moderate

TSP-B4 [07:30 | 07:40] [1600 | 2850]  All schedule times Long

TSP-B5 [07:35 | 07:50] [1800 | 2600]  All schedule times Moderate

TSP-B6 [07:45 | 07:50] [1500 | 2300] Cost Short (between B and C)

TSP-B7 [07:50 | 08:00] [1700 | 2500] Dwell and run times Moderate
between B and C

TSP-B8 [08:00 | 08:20] [2000 | 2550]  All schedule times Moderate

TSP-B9 [08:10 | 08:20] [1750 | 3100]  All schedule times Long

TSP-B10 [08:15 | 08:30] [1850 | 2950] Dwell and run times Long
between C and D

the vital information and objectives are described in Table 5.7.

Table 5.8 summarises the definitions of six IP agents. The initial traffic condition
and power distributions associated with these IP agents are shown in Figs. 5.14 and 5.15
respectively. 11 to 15 are used to represent the committed train services prior to the

commencement of the negotiations.
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Table 5.8. IP Definitions

Attribute IP-1 IP-2 IP-3 IP-4 IP-5 IP-6
w, ($) 8000 5000 10,000 5000 5000 5000
c, ($/kWh) 0.05 0.05 0.05 0.05 0.05 0.05
c, ($/MW) 10.0 10.0 10.0 10.0 10.0 10.0
c, ($/min) 250 250 250 350 250 250
Traffic model TF-1 TF-2 TF-2 TF-2 TF-2 TF-2
Power model PD-1 PD-2 PD-2 PD-2 PD-3 PD-4

TSP-I11 TSP-12 TSP-13
\'s

%0 W, ={{ABC.,D} 07:00 {1010,8 8}, {12,80,8}}
E 200 |
5 150 . ={{ABC D} 07:45 {10108 8}, {1280,8}}
g 100 |
A 50 - w,={{ABC,D}10:00 {1010,8,8}, {12,80,8}}

0

0 50 100 150 200 250 300
Time from 07:00 (min)
(@)TF-1
TSP-14 TSP-15
250 v v

E 200 | _ )
= v,={{ABC,D}, 07:00 {1010,5,3}, {870, 7}}
g 150
g 100 f W ={{ABC,D} 08:10 {10,105 3}, {8,70,7}}
A 50t

0

0 20 40 60 80 100 120 140 160 180
Time from 07:00 (min)
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Fig. 5.14. Committed train schedule prior to negotiation

All simulations are conducted on a P4 1.6GHz PC and the simulation time is
summarised in Table 5.9. Simulation results of the track access agreements in cases 1

to 9 are depicted in Table 5.10 and the resultant timetables of cases 10 to 12 are shown

in Table 5.11.
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Fig. 5.15. Power distribution prior to negotiation

Table 5.9. Simulation Time per Transaction
Time range (min) Frequency
1-10 32
11-20
21-30
31-60
60 - 120
120+

RPNNODN

5.4. Results and Findings
5.4.1. Rational Responses of TSP Agents

According to Table 5.6, the two TSP agents in cases 1 and 2 request the same set of
most preferable schedule times and access charge. TSP-Al denotes a service provider
with passenger-oriented operational objective having a strong commitment to punctual
station dwell times and inter-station runtimes, while TSP-A2 aims to reduce expenditure

and puts a relatively high effective priority on the access charge. Both agents negotiate
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Table 5.10. Simulation Results (Cases 1-9): Final Agreements between IP and TSP Agents

Attribute Case 1 Case 2 Case 3 Case 4 Case 5 Case 6 Case 7 Case 8 Case 9

¢ (hh:mm) 07:53 07:50 07:50 07:05 07:05 07:05 07:50 07:50 07:51

§ T, (min) {5,7,3, 3} {4,4,3,3} {5, 5,3, 3} {7,6, 3, 3} {7, 6,3, 3} {7,7,3,3} {5, 5,3, 3} {5,6,3, 3} {9,9, 3, 3}

§ _Q T, (min) {8, 72,9} {8, 72, 8} {10, 74, 9} {9, 72, 8} {9, 72, 8} {8,72,7} {9, 72, 8} {10, 73, 9} {8, 69,7}

.2 c (9 1781 1696 1650 1554 1554 1900 1744 1686 1999

E @ , @, @, w, , , , , @,

¢ [ [A ?, é, 2 (2 2 [ é.

U %) 1662 1524 1521 1463 1371 1827 1653 1567 1935

§ _E‘ TUC (%) 113 113 113 113 113 113 113 113 338

3 g E TEC (%) 567 567 561 567 567 567 567 564 671

§ e g PDC ($) 130 90 95 0 0 0 190 130 120

A S CGC (%) 972 926 881 875 875 1220 875 879 870

An 0.0149 0.0215 0.0256 0.0183 0.0183 0.0147 0.0183 0.0238 0.0128

Table 5.11. Simulation Results (Cases 10 To 12): Committed Timetables
TSP-B1 TSP-B2 TSP-B3 TSP-B4 TSP-B5
Case 10 11 12 11 12 10 11 12 10 11 12 10 11 12
Arr. at A 07:05 07:05 07:05 07:05 07:05 07:05 07:20 07:20 07:20 07:30 07:30 07:30 07:35 07:35 07:44
Dep. at A 07:12 07:12 07:12 07:08 07:08 07:08 07:25 07:25 07:25 07:38 07:38 07:34 07:40 07:40 07:51
Armr. at B 07:20 07:20 07:20 07:14 07:14 07:14 07:35 07:33 07:34 07:46 07:46 07:45 07:48 07:48 07:59
Dep. at B 07:25 07:26 07:25 07:17 07:17 07:17 07:40 07:38 07:39 07:55 07:55 07:50 07:53 07:53 08:06
Arr. at C 08:35 08:35 08:36 08:22 08:22 08:22 08:51 08:49 08:50 09:05 09:06 09:06 09:03 09:03 09:18
Dep. at C 08:38 08:38 08:39 08:25 08:25 08:25 08:54 08:52 08:53 09:08 09:09 09:10 09:06 09:06 09:21
Arr. atD 08:46 08:46 08:49 08:31 08:31 08:31 09:02 09:01 09:02 09:16 09:17 09:21 09:13 09:13 09:28
Dep. at D 08:49 08:49 08:52 08:34 08:34 08:34 09:05 09:04 09:05 09:19 09:20 09:25 09:16 09:16 09:31
TSP-B6 TSP-B7 TSP-B8 TSP-B9 TSP-B10
Case 10 11 12 11 12 10 11 12 10 11 12 10 11 12

Armr. at A 07:45 07:45 07:45 07:50 07:50 07:50 08:00 08:08 08:08 08:12 08:10 08:10 08:15 08:29 08:26
Dep. at A 07:49 07:49 07:49 07:55 07:55 07:55 08:05 08:15 08:15 08:15 08:13 08:13 08:18 08:32 08:29
Arr. at B 07:57 07:58 07:58 08:03 08:03 08:03 08:13 08:23 08:22 08:21 08:19 08:19 08:25 08:38 08:35
Dep. at B 08:01 08:03 08:05 08:08 08:08 08:08 08:18 08:28 08:27 08:24 08:22 08:22 08:28 08:42 08:39
Armr. atC 09:10 09:11 09:10 09:24 09:24 09:24 09:28 09:37 09:36 09:30 09:27 09:27 09:33 09:48 09:45
Dep. at C 09:13 09:14 09:15 09:27 09:27 09:27 09:31 09:40 09:39 09:33 09:30 09:30 09:36 09:52 09:49
Arr. at D 09:22 09:23 09:23 09:34 09:34 09:34 09:38 09:47 09:47 09:40 09:36 09:36 09:43 09:58 09:55
Dep. at D 09:24 09:25 09:25 09:37 09:37 09:37 09:41 09:50 09:50 09:43 09:39 09:39 09:46 10:01 09:58




with the same infrastructure provider agent (IP-1) but their most preferable schedules
are in conflict with another train service 12 whose travelling profile is given in Fig.

5.14a.

The simulation results of the negotiations are depicted in Table 5.10. TSP-A2 is
able to acquire a schedule that overtakes 12 at station B (Fig. 5.16b) at a lower tariff,
fulfilling its objective in cost reduction. On the other hand, given the unavailability of
track capacity, TSP-AL is unable to obtain the most preferable dwell times and runtimes,
even though it is willing to pay a higher fee. Nevertheless, TSP-Al has avoided
shortening the passenger alighting time at station B by extending the dwell time there,

which has resulted in a later overtaking of 12 at station C (Fig. 5.16a).

The variations in these schedules are related to the effective priority assignments.
TSP-Al, the passenger-oriented agent, relaxes its constraints on cost ahead of the other
attributes. On the other hand, TSP-A2 tends to relax its constraints on schedule times
first.  When the TSP agents encounter a RELAX message, TSP-A2 will first broaden
the feasible range on dwell times, but TSP-A1 will maintain the preferred times and
compromise with a higher access charge. Eventually, the difference in behaviour on
making concession for the dwell time at station B has resulted in a tighter acceptable

range for A1l (5-7 mins) and a broader one for A2 (4-7 mins). It is by employing the

TSP-Al TSP-A2
TSP-11 TSP-12 TSP-13 TSP-11 TSP-12 TSP-13
250 V 250 \Vi
£ 200 £ 200 |
8 150 8 150
c o
g 100 T 100 -
A 50 A 50t
o —" 0
0 50 100 150 200 250 30 0 50 100 150 200 250 300
Time from 07:00 (min) Time from 07:00 (min)
(arasd (base

Fig. 5.16. Timing diagrams for schedules in cases 1 and 2
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shorter dwell times of 4 minutes that A2 is able to overtake the conflicting service of 12

at station B.

The schedule secured by TSP-A2 also reduces the TAC mainly through the
avoidance of train operation close to 08:30 when the peak demand is highest. This is
reflected by the lower PDC of TSP-A2 shown in Table 5.10. In addition, although A2
consumes more capacity, the congestion charge (CGC) is lower when a higher flex level

is accepted.

The agents are therefore able to resolve conflicts rationally according to their
operating objectives. It is also important to point out that the TSP agents are unaware
of either the rights-of-way conflicts with 12 or the existence of the peak demand during
the negotiation. Besides, the TSP agents have no cooperative intention to compromise
with the IP on such issues. However, by offering different schedules at different prices,

the TSP agents indirectly respond to the availability of the market supply.

5.4.2.  Pareto-optimal Solutions

In case 3, TSP-A3 is set up to negotiate with IP-2. According to Fig. 5.14b, the
most preferable schedule requested by TSP-A3 (Table 5.4) is not occupied by other train
services. Despite the availability of capacity, the request is not granted to the TSP in

the final agreement (Table 5.10).

To explain the observation, Fig. 5.17 is given to illustrate a simplified search tree at
the final round of negotiation. The accepted offer is located at node 146 while the
most preferable schedule is located at nddle In this search problem, any solution

employing ¢ to ¢, results in the violation of the cost constraint (ie.< 1650)

imposed by the TSP agent. Therefore, all the schedules under nodes 1 to 3 are all

infeasible. Similarly, the solution at node 134 (which differs from the final offer by the
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Fig. 5.17. Simplified tree for final round for case 3

type of rolling stock) also exceeds the upper cost limit. The first feasible solution is in

fact the optimal solution at node 146. With the adoptiongf the TAC is reduced to

$1650 by the lower energy and power consumption.

The most preferable schedule contained in ndtle is also a feasible solution.
Since the schedule has a slightly longer inter-station runtime between stations B and C,
the TEC is reduced while the CGC is increased. As the change in TEC was greater
than that in CGC, the overall TAC is settled at $1647.

Although the cost constraint is

satisfied, the lower utility value leads to the rejection of the proposal.

This study therefore demonstrates the ability in reaching a Pareto-optimal
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(compromised) agreement. In a negotiation among several parties, a solution is
Pareto-optimal if any deviations from this solution results in worse payoffs for at least
one party (Ehtamet al, 1996). From the IP’s perspective, node 134 is preferred due
to its higher utility value, but it is excluded by the TSP’s cost constraint. On the other
hand, nodeN’ is more favourable to the TSP in terms of the lower TACs, but it is not
in the interest of the IP. The Pareto-optimal solution at node 146 is obtained through
the use of BSBP (for submitting constraints) and the identification of optimal offer by

the BNB algorithm.

5.4.3. Capacity Management

In cases 4 to 6, TSP-A4 is set up to perform an individual transaction with each of
the three IP agents, IP-2, IP-3 and IP-4. Case 4 is the reference study, involving the
negotiation with IP-2. The capacity weighting used by IP-3 in case 5 is doubled, while
a higher congestion charge rate is employed by IP-4 in case 6. These simulations are

constructed to examine the effects of raising these settings on capacity utilisation.

According to Table 5.10, apart from the difference in utility value, the track access
agreements in cases 4 and 5 are identical. Apparently, the adoption of a higher
capacity weighting carries no impact on the resultant schedule and capacity utilisation.
Moreover, when the negotiation processes are inspected in detail, the sets of offers
proposed during the negotiation in cases 4 and 5 are completely identical and the TSP
agent’s behaviour (i.e. the sequence of constraint relaxation) is unaffected by the choice

of capacity weighting.

In fact, to influence the TSP’s response, the protocol allows the IP to propose a
different offer during the negotiation process. This may be achieved by any

modification in values of TAC, schedule times, rolling stock or flex. However, since
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both cases employ the same set of charge rates, the TAC of a given set of schedule times
and restrictions remains unchanged. According to (5.15), increasing the capacity
weighting in case 5 only reduces the corresponding utility valueof the schedules in

case 4, thus the rankings of satisfaction of the solutions are preserved. In other words,
the IP will generate the same set of offers to the TSP in these two cases. Consequently,

it is not surprising to find that the behaviour of the TSPs is identical.

However, raising the congestion rate in case 6 does improve the capacity utilisation.
The use of a higher rate causes a more severe penalty on schedules having higher
capacity consumption. As the expenditure-reducing TSP is unwilling to pay for an
excessive increase in TAC, it settles for shorter inter-station runtimes, resulting in better

capacity utilisation.

Therefore, the simulation results suggest that better capacity management can be
achieved by increasing the congestion rate. In any open market, the price of a product
is often used to manipulate the level of demand. By the same principle, when the
intention of better capacity utilisation is reflected on the TAC, the demand on capacity
usage may be altered. On the other hand, adjusting the capacity weighting fails to
convey the same intention to the TSP agent. Although this may suggest the

elimination of the term-w, A7, in (5.15), the term is still required when multiple

schedules of equal TAC but different capacity utilisation are present. In these

situations, the schedule that consumes the least capacity will be selected in negotiation.

5.4.4. PDC Recovery

Cases 7 and 8 are so constructed that the IP agents in the negotiation differ only by
the initial power distributions. In case 7, when IP-5 has a constant power distribution,

the TSP agent obtains the track access rights at $1653, of which $190 is the PDC. This
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is derived from the 49MW of peak demand (Fig. 5.18) when the service departs from
station B at 08:09. As a consequence, a step decrease in peak demand is deliberately
inserted slightly after 08:09 (at 08:11) in case 8. In this case, the first inter-station
runtime and dwell time at station B have been extended, leading to a cumulative delay
of 2 minutes. This postpones the departure time at the station B to 08:11, where the
decline in peak demand was located. The peak power is reduced to 43MW when the

service departs from station A, which lowers the PDC to $130.

Since the IP is negotiating with an expenditure-reducing TSP, the schedule time
constraints will usually be relaxed prior to the cost constraint. When the IP encounters
this type of negotiating partner, it responds by identifying any schedule with a better
premium of TAC. In case 8, a lower TAC is possible through the slight adjustment of
the timetable, which reduces the peak demand. By satisfying the buyer’s demand, the
likelihood of securing a transaction is increased. On the other hand, in case of
negotiating with a TSP who does not permit deviations on schedule times, the IP will
offer the original schedule in case 7. The higher burden on the cost of peak demand

will then be transferred to the TSP.
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Fig. 5.18. Power distribution after negotiation (a) case 7; (b) case 8
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5.4.5. TUC Recovery

Cases 3 and 9 employ the same IP agent but different TSPs. In case 3, TSP-A3 is

willing to accept a, and a,, but TSP-AS in case 9 has a more restrictive demand on
operating with w, only. Despite the slight modification, there are significant

variations in the resulting track access agreements.

As w, causes the most serious tear-and-wear to the rails, it has the highest track

usage charge rate of $0.16/veh-km (Table 5.2). This causes an increase in TUC from

$113 to $338. Moreover, as, demands more energy and power, the TEC and PDC

also become higher. To reduce the burden of the overall rise in TAC, TSP-A3 accepts
shorter runtimes to reduce the CGC. Nonetheless, there is still an overall increase in

TAC to $1999 (compared to $1650 in case 3).

Similar to PDC recovery, the IP is acting rationally by transferring the maintenance
cost to the TSP. When the negotiating opponent is determined to employ a poor
quality rolling stock, the IP increases the TAC so that the cost incurred on track

maintenance is recovered or the TSP is put off.

5.4.6.  Multiple Bilateral Negotiations

Ten TSPs with different cost and schedule time requirements are set up to compete
for capacity over an interval of 3 hours in cases 10 to 12. According to Table 5.11,
apart from two train services, B2 and B7, the track access agreements vary when

different negotiation sequences are employed.

Several train services are worth for inspection. The schedule times for service B4,
B5 and B6 are nearly identical in cases 10 and 11. The timing diagrams for these

services in the two cases are shown in Fig. 5.19a. B4 departs from station A at 07:38
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Fig. 5.19. Timing diagrams for B4, B5 and B6 in (a) cases 10 and 11; (b) cases 12

and it is overtaken by B5 at station B at 07:53. B6 leaves station A approximately 10
minutes after B4 and it travels behind B5 throughout the journey. However, a marked
difference occurs in case 12 (Fig. 5.19b), B4 departs from station A at 07:34 and the
inter-station runtimes are longer. There is no overtaking of B4 by B5, which now
operates behind B6. Without the leading effect from B5, B6 is able to operate with

faster inter-station runtimes.
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The above result is a direct consequence of the IP’s negotiation order of TSP agents.
The sequences in cases 10 to 12 are TSP-B54}, TSP-B{6-5-4} and
TSP-B{4- 6- 5} respectively. In the first two cases, the negotiation with TSP-B4 is
conducted last. By the time TSP-B4 has been served, the requested train capacity has
already allocated to TSP-B5 and TSP-B6. TSP-B4 therefore needs to accept shorter
inter-station runtimes and gives way to the faster service of TSP-B5 when it arrives at
station B. When TSP-B4 is served first in case 12, the IP agent is able to satisfy its
requirements on longer runtimes. The next service of TSP-B6 can also be scheduled
with its preferred (short) runtimes because the two services are separated by sufficient
distance. Nevertheless, as B6 gradually reduces the separation from B4 at the
approach of station C, the remaining capacity is inadequate for B5 to operate between

the two services. As aresult, B5 is scheduled to run behind B6.

Similarly, the negotiation order for TSP-B8, TSP-B9 and TSP-B10 in case 10 is
TSP-B{8-9- 10}, and TSP-B{9-8- 10} is the order used in cases 11 and 12. In
case 10, TSP-B8 is able to obtain an early commencement time when capacity is
available. The allocation of capacity causes more restrictions to TSP-B9, which needs
to settle for small deviations in commencement time and runtimes. Although this only
leaves a limited amount of capacity for TSP-B10 to operate its service between B9 and
14 (one of the initial services), it is still possible to operate the service tightly behind B9
owing to their similar runtime characteristics. In cases 11 and 12, as the negotiation
with TSP-B9 is conducted before TSP-B8, TSP-B9 can now obtain its required capacity,
but the service of TSP-B8 has to be scheduled behind it. In addition, since both B8
and 14 are running with moderate runtimes, B10 cannot utilise the remaining capacity

between the two services. Eventually, B10 is delayed so that it is operated after 14.

The above results are in fact consistent with the timetables achieved by the
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scheduling principles adopted in practice. Experience suggests that if there are
conflicts in the rights-of-way between train services, the service considered first usually
has an advantage. Train planners often exploit this by scheduling according to the
priority of services. In this application, as trains are progressively scheduled, there are
more constraints to be considered. The first TSP in the sequence is therefore more
likely to obtain its preferred requirements. Conversely, when several trains have
already been allocated on the track, a competing TSP will probably need to compromise
with less favorable schedules. In addition, when a TSP has its service postponed, there

may be a knock-on effect to the subsequent transactions.

Another observation from the result is on scheduling non-homogenous traffic.
From Fig. 5.20, sequencing the negotiation of TSP agents as in case 10 consumes the
least track capacity, whereas the configuration in case 12 requires the highest capacity.
In case 10, the better capacity utilisation is achieved by first scheduling the

moderate-speed train (B5), and then the faster (B6) and slower (B4) trains. By

—8-Case 10 =% Case 11 -« Case 12

Capacity Utilisation

0 1 2 3 4 5 & 7 8 9 10
Number of Transaction

Fig. 5.20. Evolution of capacity utilisation in cases 10 to 12
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selecting the moderate case as a reference service, the compromise on homogeneity may
be shared by the two extreme services. Otherwise, one particular TSP could have been
overburdened, in which case the service might not be scheduled at all. Furthermore,
capacity is also improved by sequencing TSPs with similar servicing characteristics
together (e.g. TSP-B9 and TSP-B10 in case 10). Conducting a transaction with
considerably different train speeds (e.g. TSP-B8) between these TSPs will consume

more capacity than required.

54.7. Simulation Time

Table 5.9 summarises the time required by the simulation cases. The length of
simulation depends on the computational complexity in generating the optimal solutions
with each negotiation round and the number of rounds required in each transaction. It
should be noted that the majority of cases requires less than 10 minutes to accomplish a

transaction and only three cases require more than an hour to reach an agreement.

While the above simulation time is reasonable for the chosen small-scale scenarios,
the length of simulation will undoubtedly increase geometrically since the BNB
algorithm is inherently NP as discussed in Section 5.2.2.3. Even with the adoption of
three heuristic procedures, the overall algorithm is unlikely to sustain when the problem
size increases with more stations. However, it is usually at localised track sections that
fierce competitions for track access are observed. The BNB algorithm is therefore
suitable to conduct critical analysis in these areas prior to the physical implementation
of a regulatory or operational adjustment. In addition, since the simulation tool is not
intended to be used for real-time scheduling, the order of simulation time (even in hours)

for small scale studies is still reasonable.

To evaluate a system involving a large number of stations, parallel processing
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techniques (e.g. employing dual-core machines) may shorten the simulation time.
Nevertheless, since computing power only grows in polynomial order while the
problem size increases exponentially, the use of parallel processing techniques still
poses limitations on the level of improvement on computation time. An alternative
approach is to incorporating more efficient algorithms (e.g. genetic algorithm and
simulated annealing) which can generate near-optimal solutions within a specified
timeframe. Although these algorithms cannot guarantee the optimal solution, in
competitive markets, a speedy negotiation with more flexible (i.e. sub-optimal)
solutions is preferred over the absolute optimal solution that requires extensive time of

generation.

5.5. Remarks

This chapter has presented an agent model for an IP-TSP negotiation in open
railway access markets. With the aid of BSBP (the negotiation protocol), the
rule-based TSP reasoning model (for solving the PFCS problem), and the BNB
algorithm (for the combinatorial optimisation of the IP) that incorporates rules to reduce
computation demand, simulation of the negotiation activities has been made possible.
In addition, results have shown that the behaviour of the agents is rational, and the

agents are competent to achieve their desired objectives.

In particular, when the model is incorporated with the BSBP, simulation results
have demonstrated the ability of the agents to arrive at Pareto-optimal solutions that are
beneficial to both parties. By modelling the TSP’s objectives as a PFCS problem, the
TSP agent is able to determine the sequence of constraint relaxation that minimises the
loss in making concessions. In addition, TSPs of different operational objectives (e.g.

passenger-oriented and expenditure-reducing) can be represented by appropriate settings
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on the effective priority values. Using the BNB algorithm, the IP is also able to reflect
the costs of track maintenance, peak power, and traffic congestion on the track access
charge, so that the resultant schedules may recover the actual cost imposed by the train
services. The results on handling multiple bilateral negotiations by the IP agent also
confirm the competitive advantage on the first-served TSP and the difficulties in
scheduling non-homogenous traffic demand. As these findings are supported by the
in-depth examination on the flow and proof of algorithms employed by the IP and TSP
agents, they can be generalised to other railway systems with different parameter

settings.

A practical railway network often has a complex track layout consisting of multiple
tracks and junctions to support both unidirectional and bidirectional traffic. Even
though the approach presented here may not be applicable to solve the entire scheduling
problem in such a network owing to the assumption of the simple track configuration
(single-track for unidirectional traffic) and the restriction by the exponential growth of
computation demand, it is certainly useful for operations at localised track sections
where fierce competitions for track access among a number of TSPs are quite common.
The models and algorithms devised here are therefore suitable to conduct critical
analysis in these areas prior to the physical implementation of a regulatory or
operational adjustment. In addition, since the simulation tool is not intended to be
used for real-time scheduling, the order of simulation time (even in hours) for small

scale studies is still reasonable.

The study also provides a foundation for further research in modelling railway open
access markets by multi-agent systems. With the implementation of this core IP-TSP
transaction in an open market, further research opportunities are in twofold. Firstly,

studies may investigate the possibility of devising more sophisticated and efficient

121



scheduling algorithms. The adoption of a heuristic algorithm (such as genetic
algorithm and simulated annealing) is certainly a potential means to reduce the
computation time (yet with no guarantee of optimality). The second direction of

research is the continual modelling of negotiations occurred in open access markets.
For instance, more structural research may be undertaken to investigate different
strategies (e.g. first-come-first serve, highest potential TAC first) to sequence the
bilateral negotiations so that objectives, such as capacity utilisation and cost recovery,

may be optimised.

The simulation cases conducted in this chapter therefore highlight the ability of the
IP agent to respond rationally to a single TSP agent at a time and confirm that the IP
agent is able to obtain different train schedules when it is negotiating with various TSP
agents under the same set of traffic conditions. The next chapter will investigate how
the IP agent will allocate capacity to two or more competing TSP agents using different
scheduling strategies and how the different settings of TSP agents may influence the

decision making of the IP agent using statistical analysis.
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Chapter 6

Multilateral Negotiation for Track Access
Rights

A bilateral negotiation between an IP and a TSP on track access rights allocation
has been modelled in Chapter 5. While it is important to study the basic interaction
between the two parties, it is also vital to examine the effects on the IP and the quality
of train services when competition between TSPs arises (i.e. the [P¥E&Baction).

As a result, a preliminary study on sequencing a set of IP-TSP negotiations was
conducted in the previous chapter. Simulation results have suggested that the ordering
of these bilateral negotiations does indeed have an impact on the overall capacity
utilisation. Therefore, this chapter continues to explore suitable but simple rules on

ordering the negotiations (i.e. sequencing policies) for the IP.

A transaction-based generation approach is employed by the IP agent to manage the
order of the bilateral negotiations in the IP-TSkansaction. Apart from this
generation approach, other types of management techniques are also discussed.
Nevertheless, the rest of this chapter will concentrate on devising a mathematical model
for the transaction-based IP-TSRegotiation. In addition, a statistical analysis for
evaluating two sequencing policies against four performance indices is proposed. A
set of randomly generated case studies is then performed and the simulation results are

discussed.
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6.1. Problem Description

The process of network timetable development in the UK was briefly reviewed in
Chapter 2. To generate track access rights offers for the TSPs, the IP may employ
either combinatorial or sequence generation approach during the draft-timetable
modification process. In the discussions, it was pointed out that sequence generation is
preferred over the combinatorial approach if the timetable generation is too complex for

the IP to meet the scheduling deadline.

Nevertheless, when considering the detail implementation of sequence generation
in a negotiation process, there are in fact several interleaving mechanisms, such as
transaction-based and round-based generations, together with pre-reception and
post-reception generations (Fig. 6.1). Thus, before a mathematical model for"IP-TSP
transaction is presented, the definitions and merits of these mechanisms are discussed in

greater depth.

6.1.1. Combinatorial and Sequence Generations

In combinatorial generation, the IP collects bids from all TSPs and then collectively

derives a set of feasible train schedules, taking consideration of all constraints imposed

IP-TSP
Transaction
I
v v
Combinatorial Sequence
Generation Generation
|
v
Transaction-based Round-based
Generation Generation
I
v v
Pre-reception Post-reception
Generation Generation

Fig. 6.1. Interleaving mechanisms in the IP-TSP " transaction
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by the TSPs. These offers are then proposed to the TSPs and the IP waits for their

replies. Afterwards, the process is repeated with a new set of constraints.

In sequence generation, the IP also collects bids from the TSPs. Instead of
devising the set of schedules collectively, the IP first derives a sequence whose order
represents the chronological arrangement in which the TSPs are to be served. Using
this approach, the IP is not attempting to identify the best way of allocating the capacity,

but to negotiate with a proper TSP that is likely to result in better capacity management.

The optimisation problem in combinatorial generation clearly requires high
computation demand since the problem space is substantial when all train services are
considered at once. As demonstrated in the IP-TSP transaction, there are many
feasible schedules even for a negotiation involving only a single train service and the
proposed BNB algorithm also demands high computation effort when the service covers
a number of stations. In other words, when there are multiple train services, the total
permutation of feasible schedules are undoubtedly excessive so that identifying the
optimal set of schedules becomes impractical even if there are only few trains and

stations.

Therefore, sequence generation is a more practical approach since it only considers
one IP-TSP transaction at a time. The requirement of generating a sequence for the
TSPs greatly reduces the search space when compared to combinatorial generation.
However, regarding to the optimality attained, it is anticipated that the combinatorial
approach should obtain better performance because it always considers the entire set of

solutions and selects the optimal one.

6.1.2.  Transaction-based and Round-based Generations
When employing the sequence generation approach, the resulting sequence may
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lead to two different interpretations. Firstly, it may indicate the order of securing the
transactions with the TSPs (transaction-based). In such case, the IP will complete a
transaction successfully, or otherwise, before commencing another transaction with
another TSP. Secondly, the sequence may indicate the order in which the IP should
propose offers to the TSPs within a negotiation round (round-based). The IP will
therefore propose an offer to another TSP immediately after the completion of the
current negotiation round with a TSP (but not necessarily the completion of a
transaction). After all TSPs have been served in a given round, the IP generates
another sequence again and continues to negotiate with the TSPs according to this new
sequence. The IP will therefore interleave between the TSPs during the bargaining

process.

The computation demand involved in transaction-based generation is obviously
lower than that in round-based generation. Hence, the choice between
transaction-based or round-based generation depends mainly on the complexity in
generating the sequence of TSPs. If the computation demand in deriving the sequence
is not substantial, then the latter approach is expected to yield better solutions since it
allows the flexibility to update the sequence in successive rounds of transaction. Such
activity therefore allows the IP to consider the updated information on the TSPs’
requirements and hence the IP will be more readily responded to the changes of TSPs,

leading to more favourable solutions.

6.1.3.  Pre-reception and Post-reception Generations

Under round-based generation, there are still two alternatives. The IP may either
start to propose offers to the next TSP as soon as the proposal to the current agent is sent,

or begin the next negotiation after a reply from the current agent has been received. In
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the pre-reception case, the IP will not receive the updated information from the current
TSP. Thus, the IP may assume the current TSP either accepts the offer (capacity is
secured) or rejects the offer (capacity is released). A higher degree of uncertainty
therefore exists. In the post-reception case, the IP will be certain whether the proposed
capacity has been secured or released so that when the IP approaches the next TSP, the

offer generated will be optimal at that instant.

6.2. Mathematical Modelling

Among the various mechanisms of generating a negotiation sequence,
combinatorial generation and round-based generation are likely to involve excessive
simulation time, especially when the IP-TSP transaction has been shown to be NP. As
a result, the transaction-based generation is employed in this study because of its lower
computation demand and the possibility to reuse the IP-TSP transaction model
developed in the last chapter. In this section, the agent interaction protocol is defined,
and two sequencing policies are proposed for incorporating in transaction-based
generation so that the IP agent can manage the negotiations with a group of TSP agents.
In addition, four measuring indices are defined for performance evaluation of the

seqguencing policies.

6.2.1.  Multiple Buyer and Seller Behaviour Protocol

Fig. 6.2 shows the Multiple Buyers and Seller Behaviour Protocol (MBSBP). Itis
modified from the BSBP (Luet al., 2003) employed in the IP-TSP negotiation. Since
there are multiple buyer agents (TSPs) in the simulated environment, the seller agent (IP)
is required to inform the buyers when it is ready to receive their bids. The
announcement is achieved by an RFB (Request-for-bid) message. Thus, from time

t =0, the IP agent periodically broadcasts an RFB message to the TSP agents registered
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Fig. 6.2. lllustration of MBSBP in a transact ion-based generation approach

on the directory facilitator (DF). The message contains a Commencement Time Period
(CTP) and a submission deadline. CTP is simply a time window (e.g. from 07:00 to

07:59). Should a TSP wish to operate train services commencing in the stated time
window, the TSP is asked to submit their bids before the submission deadline. Bids

that are received after the deadline are not guaranteed to be processed.

When the submission deadline is reached, the negotiation activities between the IP
and TSP follow the standard BSBP. However, the IP needs to evaluate the bids to

determine an appropriate negotiation sequence for maximising its potential benefits.

6.2.2. Sequencing Policies for IP Agent
6.2.2.1. First-Come-First-Serve

The first sequencing policy proposed in this study is First-Come-First-Serve
(FCFS), which is adopted in many scheduling practices in railway traffic contrat(Ho
al., 1997) and computer engineering (Winograd & Kumar, 1996). In the context of the
IP-TSP' transaction, the sequence produced by FCFS indicates a chronological order of

TSP agents that corresponds to the time when the bids from the TSP agents are received
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by the IP agent. The procedure of deriving a FCFS sequence is depicted in Fig. 6.3.

Step 1: IP agent receives a message from a TSP agent. The message contains a
performative, an action, a bid (expressed in terms of a set of constraints) and a
conversation ID (a reference number for the ease of identifying the negotiation with a

particular TSP). This message is stored in the message queue.
Step 2: If the current time exceeds the submission deadline the process stops,
and the sequenc&CFSList is ready to be used. Otherwise, go to step 3.

Step 3: The message is retrieved from the message queue, and a timestamp is

created.

Step 4: The message and the timestamp are inserted into the sedi@&pSeist.

Go to step 1.

FCFS is simple for implementation. Negotiation employing this sequencing
policy can in fact begin as soon as the messages are received without the need to wait

until T, Is elapsed.

Create R Add to . II
Timestamp | | FCFSList |::>

FCFSList::Struct{
Msg;
Timestamp;

T

end

reached

FCFSList
complete

Fig. 6.3. Flowchart on FCFS sequencing policy

Message }
arrival
Msg::Struct{
Performative;
Action;
Bid;
Conversation ID;

}
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6.2.2.2. Highest-Willingness-to-Pay-First

The second sequencing policy is Highest-Willingness-to-Pay-First (HW2PF). In
this policy, the TSP agents are ordered according to the potential track access charge

recovered (Fig. 6.4).
Step 1: From theFCFSList generated from the flowchart illustrated in Fig. 6.3,

count the total number of messages in the list (Ne, ) and set the counter= .1

Step 2: If i=N,,, sort HW2PFList according to the descending ordéP,

which is the highest expected willingness-to-pay by thén TSP agent. Stop the

procedure and the sequend¢W2PFList is ready for use. Otherwise, go to step 3.
Step 3: Retrieve messagde from FCFSList.

Step 4: Obtainc” which is the track access charge requested byi ttfte TSP

agent specified in its constraint set.  If it is unavailable, assofne 0.

FCFSList -~ Sort HW2PFList
completes "] HW2PFList completed
Y
: i
Get N,;
Seti=1 _II HW?2PFList::Struct{

ﬁ Timestamp;
WP;
II |::> Get message ﬂ

Add to
A HW2PFList,
Increment i

Calculate ¢

A

\ 4

BNB q
Algorithm <:> Calculate C;

Fig. 6.4. Flowchart on HW2PF sequencing policy

Ifavour )

WP = min(c

i
request ? c

A 4
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Step 5: Calculatec” using the BNB algorithm defined in Chapter 5 is the
track access charge of the optimal offer that can be proposed totth&@SP agent
under the existing traffic condition.

Step 6: ComputeVP = min(c”, c).

Step 7: Add the message and the associ&®d to the sequenceHW2PFList .
Incrementi. Go to step 2.

The implementation of HW2PF is slightly more complicated than FCFS, and it
requires the evaluation of! using the BNB algorithm. HW2PF therefore needs

more computation time. However, due to the intention of assigning higher priority to
the TSPs having higher willingness-to-pay, the IP agent is more likely to obtain a better

cost recovery at the end.

6.2.3.  Measuring Indices

Having devised the interaction protocol and the sequencing policies, the IP agent is
able to handle the multilateral negotiation with a group of TSP agents. However, for
the purpose of this study, in order to compare the performance of the sequencing
policies quantitatively, it is necessary to obtain a set of measuring indices. As a result,

four indices, total IP utility (PU; ), average IP utility [PU ,), extension in journey
time (EJT,), and deviation from regularitydFR, ), are used to determine the effect of

the operation of the sequencing policies on the IP and the overall quantity of services to

the consumers.

6.2.3.1. Total and Average IP Utility

The first index is the total IP utility]PU,. It is the cumulative sum of the IP
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utility obtained from all transactions as shown in (6.1)), (in $) is the utility value of
the i-th successful negotiation, ang|, is the total number of successful negotiations
in the N, transactions. A higher value dPU- indicates a higher revenue for the

IP.
IPU; =>'U, (6.1)
i=1

The second index idPU ,, which is the arithmetic mean of the IP utility among
the successful transactions. It is computed by (6.2) and it yields a high vakie jf

is large and/or the number of successful transactions is small.

IPU , =i2ui (6.2)
n =
6.2.3.2. Extension in Journey Time

In general, from the perspective of passengers and freight customers, a better

quality of service is perceived when the journey time can be reduced. EQdus,

measures the average deviation in journey time of a train service operated by a TSP of

type @ (i.e. freight, regional, intercity, etc.) from its desired schedule. For a TSP
operating a set of, services, EJT, is defined by (6.3), wherg ' and t’ (in min)
are the actual and expected inter-station runtime of tralbetween stopping station

and j +1 respectively.

Ny N

EJT, =i22max(ﬁj -t!,0) (6.3)

o =1 j=2

When EJT, = Q the schedule is described as ‘without extension’ because all trains
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arrive at the stations no later than the time requested in the bid. \E§igntakes a

definite value other than zero, the schedule is said to be ‘extended’, in which one or

more of the services suffers from extension in journey time. In addition, wijen 0
(i.,e. no trains can be scheduledEJT, is undefined, which is represented by

EJT, =,

6.2.3.3. Deviation from Regularity

From the viewpoint of a commuter, trains are preferred to arrive at a station at
equally spaced time intervals. Any deviations, either earlier or later, may lead to
discontentment arising from overcrowding at platforms and trains. OER, be the

mean deviation from regularity of TSP at all stopping stationj defined by (6.4).

n, is the expected number of trains in an one-hour operatignis the actual number
of trains in service,t! (in min) is the arrival time of the -th train at stationj, and

tJ

1 = t) +60, which assumes the timetable repeats in the subsequent hour.

Ny

DFR, =nii2\(tii+1 -t/)-60/f,
6 j=1i

=1

(6.4)

When DFR, = 0, the schedule is referred as ‘periodical’ because the TSP operates
trains with equally spaced time intervals at all stations. WDB&R, takes a definite

value other than zero, the schedule is said to be ‘non-periodical’. In addition, when

n, =0 (i.e. no trains can be scheduled)FR, is undefined, which is represented by

DFR, = .
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6.3. Statistical Analysis

Instead of employing a case-based analytical approach, a statistical approach is
used to study the quality of schedules generated from different sequencing policies. In
order to simulate a competitive scenario in open markets, the simulator needs a number
of input variables. For instance, the number of TSP agents involved and their
preferences on the train schedules are required. Since there is a rich combination of
these input variables, a case-based approach is inappropriate because conclusions drawn
from the results are only valid to the specific set of input variables, which may hardly be
representative in practice. In order to obtain generalised findings associated with the

agent activities, a statistical analysis is more appropriate.

In a statistical analysis based on simulation, the set of input variables
O, ={y, li=12..,v} are modelled by a set of known probability functions
P:y. - [0,1]. A random instancey, is generated for each variable and they are
delivered to a simulator, which produces a set of output instakce®r the variable
set ©, = & |=12..u}. If the simulation is repeated fam times, it is possible
to construct the sample distributiod; and compute the sample mean for each
output variable. Although the population distributions are unknown, the distributions
of their sample meansX; will be (approximately) normal if the sample size is

sufficiently large (Walpoleet al, 1998; Ayyub & McCuen, 2003). As a result, by
selecting an appropriate test-statistics (ezgtest or t-test statistics) to analyse the
output data, the population means can be estimated. This process is summarised in Fig.

6.5.

Throughout the following study, it is assumed that three types of TSP agents are in
competition of track capacity. I-TSP, R-TSP and F-TSP stand for intercity-, regional-
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Fig. 6.5. A statistic al analysis based on simulation

and freight- train service providers respectively. All these agents are included in the
set ©={ |6=1,R,or F}. In one simulation, there ar@, |-TSP agents,n,

R-TSP agents anah. F-TSP agents, which gives rise th,, = n, + n; +n. number

of IP-TSP transactions. In other words, a TSP agent is responsible for conducting one
transaction, which involves the operation of one train servieg, n; and n. are
random variables with probability density functions Bf(n,), Ps(ng) and P-(n;).

In addition, for each type of TSP agent, the settings of track access ahasgevice
commencement time/, dwell time t, at stationi, and inter-station runtime,
between stationj and j+ 1 are distributed by their respective probability density
functionsof B, €), P,({), P(ty) and B, (5 )
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Fig. 6.6 illustrates the statistical approach to derive the output estimates in the
IP-TSP transaction. Given the probability density functions of the input varialstes,
random samples are generated. The samples are then fed into the open market
simulator. The mean and standard deviations Ifed,, IPU,, DFR, DFR;,

EJT,, EJT; and EJT. are then computed. To compare FCFS and HW2PF against
these output variables, a set of two-sample hypothesis tests on the mean obtained from
the policies are performed. The hypothesis tests are based dnteke statistics

because the population variances are unknown (Wadppale 1998; Ayyub & McCuen,

2003).
P (c) P.(c) P (c)
P ({) P.({) P (¢)
P (ty) P (ts) P (ty)
PI (tRj ) PR (t Rj ) PF (t Rj )
y A y
I-TSP R-TSP F-TSP
R(n) P.(ng) P.(n.)
| |
Open I(/Iarket Sequencin{ FCFS
Simulator Policy HW2PF

A 4

Case 1: IPU_, IPU, ,DFR, DFR, EJT, EJT,, EJT,
Case 2: IPU,,,IPU,,,DFR,, DFR, EJT,, EJT,, EJT,,

A 4

,IPU,_,DFR

Am Im 7

4

Sample means: IPY, IPW, DFR DFR, EJT, EJTk, EJT:

a

| Hypothesis tests based dntest statistic

a

| Estimates of population means |

Casem: IPU DFR,, EJT,, EJT,, EJT,,

A 4

m

Fig. 6.6. Generation of statistical estimates using simulation
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6.3.1.  Sampling Distributions
When a random variableX is normally distributed with a population mean

and varianceo?, the sample mearX will be normally distributed with mean/y

and 0%. If m isthe sample size, thep, = 4 and o =o/Jm (Fig. 6.7).

In practice, the sample meax is used to estimate the population mean

However, X may have a deviation 0 due to the effect of random sampling (Fig.
6.7). It is often necessary to determine a confidence interval in which there is a

probability of 1-a that the population mean is resided in the intergdll ( [G51]

known as the level of significance). With this definition, the interval is said to have a
capture rate of —a )100% of the population mean. If the population variance is

known, the interval is computed using tlzestatistics shown in (6.5), where,,, is

the z-score corresponding to the level of significanze (Walpoleet al, 1998; Ayyub
P(X)

P(X)

» X

>

v
X

x|

P(X)

g

L may lie here, b
are consider unlikely

'—\
i
)

a/2:'
X- Zo //m)

al2 > X

X+ Zo /+/m)

x| t-

Fig. 6.7. Distributions of population and sample means

137



& McCuen, 2003).

_ g _ g
X= Zalz_slus X+Za/2_ (65)

Jm Jm

Unfortunately, the population variancg® is usually an unknown. In such case,
the sample variances® is used as an estimator. Sine@ taken from a normal
distribution follows a y?-distribution, it is more often to obtais® whose value is
smaller than o (Fig. 6.8). When the estimator is used directly, this causes
z,,(s/Nm) to be smaller thanz,,,(c/+/m) which lowers the capture rate. To

resolve the problem, the use of thetest statistic is needed to counter the effect. The

resulting confidence interval is computed by (6.6), wheye, is the t-score

corresponding to the level of significana@e, and v=m- 1 is the degree of freedom.

g

_ g _
x—tmyvﬁs,us X+t”'2’v_\/r_n (6.6)
f(sz) The probability of getting

smaller values ofs? is larger
than obtaining larger ones.

<2
» S

The capture rate is reduced by
using s. Thatis, the interval
does not include all reasonably
likely values ofu

Fig. 6.8. Distribution of sample variance and its effect on capture rate
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For distributions that are not normally distributed, thé¢est statistics may also be
applied so long as the following assumption is satisfied. According to the Central
Limit Theorem, if the sample sizen is sufficiently large, then the distribution of the
sample mean will be approximately normal, regardless of the distribution of the original
population. By sufficiently large, it means the sample size approaches infinity. In
practice, the condition is assumed to be satisfied wimens greater than 40 (Watkins
et al, 2004). Nevertheless, a more cautious approach to ensure the proper use of the
statistics requires a transformation of the random variable beforehand. For instance,
skewed distributions can be converted to approximate normal distributions by the

natural logarithm or reciprocal transformations (Watlanal, 2004).

6.3.2.  Two-sample Hypothesis Testing

When FCFS and HW2PF are applied in the simulation, it is essential to determine
which one is (generally) better than the other. Although this may be examined by
comparing the sample mean, the values of the mean are likely to be different due to the
effect of random sampling. To examine whether the sample data suggests a significant
difference between the two mean values, a set of two-sample hypothesis tests (Walpole
et al, 1998) is conducted.

In general, a null hypothesisl, is conjectured to describe a condition under test.

The rejection of H, leads to the acceptance of the alternative hypothesis By

convention, H, is specified by an equality whiléd , is represented by an inequality.

To determine if the mean of sampl® of size m, is significantly smaller than
the mean of sampleS, of size m,, the null and alternative hypotheses are set up as

Ho:p, =4, and H,: i, < u, respectively. Thet-score obtained from the two
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samples with unknown population variances (Watkinal, 2004) is computed by (6.7)

and the approximated degree of freedom is calculated by (6.8).

— 7(1—X2
t'= 6.7
(&1 m)?+(/m,)? ©0

_ (8/m+s/m)” 6.8
! (§/m)?*  (s/m,)* ©9
m-1  m-1

Suppose the level of significance requiredas the critical t-score can be looked

up from thet-table ast,, (Table B.1 in Appendix B). Ift'>t then the null

a\v’?

hypothesis H,: y, = i,) is accepted, inferring that the data does not have adequate

evidence to support a difference between the samples. Otherwise, the alternative

hypothesis is accepted, indicating that the two mean values are indeed different.

6.3.3.  Estimation of Sample Size

There are two types of errors in a hypothesis test. Type | error occurs when the
alternative hypothesis is accepted when in fact the null hypothesis is true. On the other
hand, type Il error refers to the decision of accepting the null hypothesis when in fact

the alternative hypothesis is true.

The probability of committing a type | error can be reduced by decreasing the level
of significance a. However, this will also increase the probability of committing a
type Il error, denoted byS. In order to reducer and S simultaneously, a larger
sample sizem is needed. The relationships of,  and m are relatively simple
for hypothesis tests based anstatistics, but it becomes more complicated for tests
based ont-statistics (Watkinset al, 2004). For a two-sample hypothesis test of
unknown variance but assumed equal, the sample size is determined by setting the
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desired values ofa, S and a paramete/ = |,u1 —,uz|/a, then m can be looked up

from Table B.2 in Appendix B.

For the hypothesis tests conducted in this study, the variance is unknown and not

likely to be equal. However, the sample size is still estimated by the above method for

simplicity. @ and B are set to 0.05 anfl, - 4,/ = 050 or A= 05. This yields

a sample size oim= 88 Owing to the definitions of the output variables in (6.3) and
(6.4), some of the simulations will produce infeasible value®&R and EJT. In

order to compensate for the possible reduction of sample size, the total number of
simulation is set at 155 by assuming a rate of about 50% for generating infeasible values
of DFR and EJT (Refer to Tables 6.9 — 6.13 for the actual sample sizes for different

types of train services).

6.4. Simulation Setup

The case studies set up below aim to examine the performance of FCFS and
HW2PF on the revenue collection of the IP agent and the quality of train services when
three types of TSP agents are competing for track capacity. By adjusting the number
of participating TSP agents, the case studies also simulate the scheduling of train

services on a railway (single) track under light and heavy traffic conditions.

The track considered in the simulation consists of 5 stations (A to E). The entire
track length is 85 km and the inter-station track lengths are shown in Table 6.1. In all

simulation case studies, the IP agent issues a Request-For-Bid (RFB) message to the

Table 6.1. Track Configuration
Origin Destination  Track Length (km)

A B 20
B C 30
C D 15
D E 20
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TSP agents.

The CTP spans from 07:00 to 07:59.

Interested TSP agents are allowed

to submit their bids before the submission deadline of 30s after the first issue of RFB.

Five cases have been constructed and the settings of their probability density

functions are shown in Tables 6.2 to 6.6U(a,a,,...,a,) denotes a uniform

Table 6.2. Case 1: Light Traffic Condition

Intercity Regional Freight
Number of service U(1) U(3) U(1)
TAC N (1600, 625) N(1500, 625) N(1375, 100)
Commencement time  U(0:59) U(0:19) U(0:59)
Dwell Time at A N(5, 0.25) P(1,0.2,1) N(15, 1)
Dwell Time at B - P(1,0.2,1) N(15, 1)
Dwell Time at C - P(1, 0.2, 1) -
Dwell Time at D - P(1,0.2,1) N(15, 1)
Dwell Time at E N(5, 0.25) P(1,0.2, 1) N(15, 1)
Runtime at AB P(11,0.3,1) P(15, 0.5, 1) P(24,0.7, 1)
Runtime at BC P(16, 0.3, 1) P(24, 0.5, 1) P(35, 0.7, 1)
Runtime at CD P(9,0.3,1) P(14,0.5, 1) P(23,0.7, 1)
Runtime at DE P(11, 0.3, 1) P(15, 0.5, 1) P(24, 0.7, 1)
Table 6.3. Case 2: Heavy Traffic Condition

Intercity Regional Freight
Number of service U(2) uU(6) uU(1)
TAC N (1600, 625) N(1500, 625) N(1375, 100)
Commencement time  U(0:29) U(0:9) U(0:59)
Dwell Time at A N(5, 0.25) P(1, 0.2, 1) N(15, 1)
Dwell Time at B - P(1,0.2,1) N(15, 1)
Dwell Time at C - P(1,0.2,1) -
Dwell Time at D - P(1,0.2,1) N(15, 1)
Dwell Time at E N(5, 0.25) P(1,0.2, 1) N(15, 1)
Runtime at AB P(11,0.3,1) P(15, 0.5, 1) P(24,0.7, 1)
Runtime at BC P(16, 0.3, 1) P(24, 0.5, 1) P(35,0.7, 1)
Runtime at CD P(9,0.3,1) P(14, 0.5, 1) P(23,0.7, 1)
Runtime at DE P(11, 0.3, 1) P(15, 0.5, 1) P(24,0.7, 1)
Table 6.4. Case 3: Random Traffic Condition

Intercity Regional Freight
Number of service u(l, 2) U(2, 3, 4, 6) U(l1)
TAC N (1600, 625) N(1500, 625) N(1375, 100)
Commencement time  U(0:29),U(0:59) U(0:9),U(0:14) U(0:59)

U(0:19),U(0:29)

Dwell Time at A N(5, 0.25) P(1, 0.2, 1) N(15, 1)
Dwell Time at B - P(1,0.2,1) N(15, 1)
Dwell Time at C - P(1,0.2,1) -
Dwell Time at D - P(1,0.2,1) N(15, 1)
Dwell Time at E N(5, 0.25) P(1, 0.2, 1) N(15, 1)
Runtime at AB P(11, 0.3, 1) P(15, 0.5, 1) P(24,0.7, 1)
Runtime at BC P(16, 0.3, 1) P(24, 0.5, 1) P(35, 0.7, 1)
Runtime at CD P(9,0.3,1) P(14,0.5,1) P(23,0.7, 1)
Runtime at DE P(11, 0.3, 1) P(15, 0.5, 1) P(24,0.7, 1)

142



Table 6.5. Case 4: Higher Willingness

-to-Pay in Light Traffic Condition

Intercity Regional Freight
Number of service U(l1) U(3) U(1)
TAC N (2000, 625) N(1500, 625) N(1375, 100)
Commencement time  U(0:59) U(0:19) U(0:59)
Dwell Time at A N(5, 0.25) P(1,0.2,1) N(15, 1)
Dwell Time at B - P(1,0.2,1) N(15, 1)
Dwell Time at C - P(1, 0.2, 1) -
Dwell Time at D - P(1,0.2,1) N(15, 1)
Dwell Time at E N(5, 0.25) P(1,0.2,1) N(15, 1)
Runtime at AB P(11,0.3,1) P(15, 0.5, 1) P(24,0.7, 1)
Runtime at BC P(16, 0.3, 1) P(24, 0.5, 1) P(35,0.7, 1)
Runtime at CD P(9,0.3,1) P(14,0.5, 1) P(23,0.7,1)
Runtime at DE P(11, 0.3, 1) P(15, 0.5, 1) P(24,0.7, 1)

Table 6.6. Case 5: Higher Willingness-to-Pay in Heavy Traffic Condition

Intercity Regional Freight
Number of service u(2) u(6) U(1)
TAC N (2000, 625) N(1500, 625) N(1375, 100)
Commencement time  U(0:29) U(0:9) U(0:59)
Dwell Time at A N(5, 0.25) P(1,0.2,1) N(15, 1)
Dwell Time at B - P(1,0.2,1) N(15, 1)
Dwell Time at C - P(1, 0.2, 1) -
Dwell Time at D - P(1,0.2,1) N(15, 1)
Dwell Time at E N(5, 0.25) P(1,0.2,1) N(15, 1)
Runtime at AB P(11, 0.3, 1) P(15, 0.5, 1) P(24,0.7, 1)
Runtime at BC P(16, 0.3, 1) P(24,0.5, 1) P(35,0.7, 1)
Runtime at CD P(9,0.3,1) P(14, 0.5, 1) P(23,0.7,1)
Runtime at DE P(11, 0.3, 1) P(15, 0.5, 1) P(24,0.7,1)

distribution among feasible discrete values &f a,,...,a,. U(a :a,) specifies a

n"*

similar distribution with valuesa ,a +1..,a,. N(u,0°) denotes a normal

distribution with population mear and variancec®. P(@a,A,t) represents a
right-shifted Poisson distribution by units with decay constand and time interval

t.

Case 1 simulates the situation where a total of 5 train services are intended to
operate on the track. The ratio of intercity, regional and freight services is 1:3:1.
With a regional service headway time of 20 mins, the situation constitutes to a light
traffic condition. More rail services are incorporated in case 2 to simulate a heavy

traffic condition, where the ratio becomes 2:3:1, and the intercity and regional service
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headways are 30 mins and 10 mins respectively. In case 3, the number of train
services is randomly generated according to a set of uniformly distributed probability
functions. This corresponds to the case where the number of train services to be
provided is unknown. Then, in cases 4 and 5, the (mean) track access charge of the
intercity train services are raised from 16% to 45% higher than the regional ones

compared to cases 1 and 2.

6.5. Results and Findings

The statistical results for the five cases are shown in Tables 6.7 to 6.14. Table 6.7
summarises the number of successful transactions found in each case. The statistics

for IPU, and IPU, are given in Table 6.8. Tables 6.9 and 6.10 containEb&

and DFR results for intercity services. The result BOT for freight services is

then included in Table 6.11. Tables 6.12 and 6.13 show Bb€& and DFR
statistics for regional services. Finally, Table 6.14 summarises the hypothesis tests
comparing the mean obtained in case 1 and case 4, in addition to the mean obtained in

case 2 and case 5.

In the statistical analysis, a natural logarithm-transformation (In-transformation) is
performed on the output random variables prior to the calculation of confidence interval
and the hypothesis testing. This is because the distributions of the output variables are
found to be skewed. The In-transformation converts the distributions to approximately
normal and it ensures the operation of th&ests is meaningful (Watkiret al, 2004).
lllustrations of the distributions in case 3 (using FCFS) before and after transformation
are depicted in Figs. 6.9 and 6.10. The normality of the distributions can be verified

by chi-square tests.
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Table 6.7. Transaction Successful and Failure Rates

14!

Case Case 1 Case 2 Case 3 Case 4 Case 5
Sequencing policy FCFS HW2PF (outof) FCFS HW2PF (outofy FCFS HW2PF (outofy FCFS HW2PF (outof) FCFS HW?2PF (out of)
Intercity 142 155 (155) 278 310 @310y 213 234 234) 144 155 (155) 284 310 (310)
Successful Freight 150 151 (155) 131 149 (155) 145 148 (155) 149 151 (155) 134 146 (155)
transactions  Regional 461 460 (465) 919 833 (930) 572 538 (581) 460 454 (465) 899 834 (930)
Total 753 766 (775) 1328 1292 (1395) 930 920 (970) 753 760 (775) 1345 1290 (1395)
Successful rate (%) 972 98.8 - 95.2 92.6 - 959 948 - 97.2 98.1 - 96.4 92.6 -
Failure rate (%) 2.8 1.2 - 4.8 74 - 4.1 5.2 - 2.8 1.9 - 3.6 1.5 -
Table 6.8. IP Utility
Case Case 1 Case 2 Case 3 Case 4 Case 5
Sequencing policy FCFS HW2PF FCFS HW2PF FCFS HW2PF FCFS HW2PF FCFS HW2PF
Sample size 155 155 155 155 155 155 155 155 155 155
Mean ($/service) 1397 1408 1400 1416 1407 1418 1399 1409 1408 1415
Standard deviation ($/service) 17.6 11.6 13.0 15.8 22.4 20.8 17.7 12.6 14.4 14.9
HO #FCFS = ﬂHWZPF ﬂFCFS = /‘IHWZPF /’IFCFS = luHWZPF luFCFS = ﬂHWZFF pFCFS = /’IHWZPF
IPU HA luFCFS < luHWZPF /“FCFS </JHW2FF ﬂFCFS < #HWZPF ”FCFS < IllHWZPF /JFCI-S = ﬂHWZPF
4 Approx. degree of freedom v 266 298 306 276 308
Critical #-score ¢, ,, a=0.05 -1.640 -1.640 -1.640 -1.640 -1.640
t-score ' -6.298 -9.553 -4.611 -5.522 -4.076
Conclusion Reject H Reject H, Reject A, Reject H, Reject H
Mean ($) 6791 6958 11,999 11,795 8403 8415 6800 6908 11,946 11,741
Standard deviation ($) 528 335 810 1164 2100 1958 531 421 883 1150
HO /uI'fFS = #HWZPF IuFCFS = luHWZPF' luFCFS = ﬂHWZPF ﬂFCFS = ll’lHWZPF yFCPS = ﬂl'lHWZPF
HA Hpcrs < Higarr Hpers > i are Hpcrs = Hiow 2pr Hrers S Huw e Hecrs > Hywarr

P, Approx. degree of freedom v

Critical ¢-score ¢, ,, a =0.05

t-score '
Conclusion

259
-1.640

-3.284
Reject H,

264
1.640
1.964

Reject H|

307
-1.640
-0.171

Accept H,

291
-1.640
-1.956

Reject H,

282
1.640

1.890
Reject H,
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Table 6.9. Intercity Service EJT

Case

Case 1 Case 2 Case 3 Case 4 Case 5
Sequencing policy FCFS HW2PF FCFS HW2PF FCFS HW2PF FCFS HW2PF FCFS HW2PF
Samples with no extension (%) 49.7 100 9.7 100 303 100 452 100 18.7 100
Samples with no service (%) 8.4 0 1.3 0 32 0 7.1 0 1.3 0
Remaining samples: ‘extended’ service (%) 41.9 0 89.0 0 66.5 0 477 0 80.0 0
Sample size of ‘extended’ service 65 - 138 - 103 - 74 - 124 -
Mean (min/service) 13.6 - 14.5 - 12.8 - 16.2 - 15.1 -
Standard deviation (min/service) 7.8 - 8.3 - 7.5 - 7.1 - 7.3 -

Table 6.10. Intercity Service DFR
Case Case 1 Case 2 Case 3 Case 4 Case 5
Sequencing policy FCFS HW2PF FCFS HW2PF FCFS HW2PF FCFS HW2PF FCFS HW2PF
Samples with periodical service (%) - - 7.7 64.5 48.4 84.5 - - 13.5 100
Samples with no service (%) - - 13 0 32 0 - - 1.3 0
Remaining samples: ‘non-periodical’ (%) - - 91.0 35.5 48.4 15.5 - - 85.2 0
Sample size of ‘non-periodical’ services - - 141 55 75 24 - - 132 -
Mean (min/service) - - 54.7 10.0 57.1 10.0 - - 56.4 -
Standard deviation (min/service) - - 51.5 0 53.9 0 - - 49.1 -
Table 6.11. Freight Service EJT

Case Case 1 Case 2 Case 3 Case 4 Case 5
Sequencing policy FCFS HW2PF FCFS HW2PF FCFS HW2PF FCFS HW2PF FCFS HW2PF
Samples with no extension (%) 78.1 74.8 71.6 65.8 80.0 75.5 81.9 83.9 75.6 63.2
Samples with no service (%) 32 2.6 15.5 39 6.5 4.5 39 2.6 13.5 5.8
Remaining samples: ‘extended’ service (%) 18.7 22.6 12.9 30.3 13.5 20.0 14.2 13.5 11.0 31.0
Sample size of ‘extended’ service 29 35 20 47 21 31 22 21 17 48
Mean (min/service) 4.9 4.9 52 49 4.0 5.5 55 42 3.7 4.8
Standard deviation (min/service) 42 4.2 4.3 3.7 3.0 4.5 4.2 4.0 2.0 3.8
HO /‘lFCFS = /‘IHWZPF ﬂFCFS = ﬂHWZPF 'IlFCFS = ﬂHWZPF ﬂFCFS = /uHWZPF /uWFS = luHWZPF
H

A

Hecrs < Bawzer

Hrcrs < Myiwopr

IuFCFS < /'lHWZI’F

AuFCFS > /‘lHWZPF

Heces < Hywopr

Approx. degree of freedom v 59 30 46 41 32

Critical ¢-score ¢,,, a =0.05 -1.670 -1.697 -1.680 1.682 -1.695
t-score t' -0.058 -0.273 -1.193 1.37 -0.895
Conclusion Accept H AcceptH Accept H Accept H, Accept H,




LYT

Table 6.12. Regional Service EJT

Case Case 1 Case 2 Case 3 Case 4 Case 5
Sequencing policy FCFS HW2PF FCFS HW2PF FCFS HW2PF FCFS HW2PF FCFS HW2PF
Samples with no extension (%) 37.4 14.2 14.8 0 374 14.2 41.3 15.5 12.3 2.6
Samples with no service (%) 0 0 0 0 0 0 0 0.0 0 0
Remaining samples: ‘extended’ service (%) 62.6 85.8 85.2 100 62.6 85.8 58.7 84.5 87.7 97.4
Sample size of ‘extended’ service 97 133 132 155 97 133 91 131 136 151
Mean (min/service) 6.9 7.5 52 8.6 6.7 9.7 7.0 83 54 9.1
Standard deviation (min/service) 6.4 5.8 44 5.7 52 8.0 6.3 6.6 5.0 6.4

H
H

0

A4

Heces = Huwarr
Hecrs < Buwapr

Heces = Huwarr
Hecrs < Bywapr

Heces = Huwaer
HMecrs < Hywape

Heces = Huwarr
Hpcrs < Hywzer

Heers ™ Hywarr
Heces < Bywapr

Approx. degree of freedom v 182 236 200 182 257

Critical #-score ¢, ,, a=0.05 -1.650 -1.650 -1.650 -1.650 -1.650
t-score ' -1.595 -6.539 -2.810 -1.835 -5.960
Conclusion Accept H, Reject H Reject H, Reject H, Reject H,
Table 6.13. Regional Service DFR

Case Case 1 Case 2 Case 3 Case 4 Case §
Sequencing policy FCFS HW2PF FCFS HW2PF FCFS HW2PF FCFS HW2PF FCFS HW2PF
Samples with periodical service (%) 264 3.9 11.0 0 29.0 32 329 45 7.1 0
Samples with no service (%) 0 0 0 0 0 0 0 0.0 0 0
Remaining samples: ‘non-periodical’ (%) 73.6 96.1 89.0 100 71.0 96.8 67.1 95.5 92.9 100
Sample size of ‘non-periodical’ services 114 149 138 155 110 150 104 148 144 155
Mean (min/service) 18.6 20.0 15.1 259 222 312 18.3 23.1 15.9 249
Standard deviation (min/service) 15.0 15.2 9.5 16.4 22.4 35.5 16.3 19.6 10.8 13.3

H
H

Approx. degree of freedom v
Critical #-score ¢ a =0.05

[}

A

ayv?
t-score '
Conclusion

ﬂFCFS = ﬂHWZPF

Hrcrs < Hawapr
223

-1.650
-1.423
Accept H,

/‘lFCFS = #HWZPF

#FCFS S /‘tHWZPF
255

-1.650
-8.384
Reject H

Heces = Huw e

ﬂFCFS s luHW 2PF
227

-1.650
-2.819
Reject A,

Heces = Bawarr

Heers < Huwer
216

-1.650

-2.437
Reject H,

HMreces = Huwapr

Hices < Hywopr
236

-1.650

-7.565
Reject H|




Table 6.14. Hypothesis Tests against

Different Willingness -to-pay for Total IP Utility

Sequencing policy FCFS

HW2PF

Case Casel Case4 Case2 Caseb5 Casel Case4 Case2 Caseb
Sample size 155 155 155 155 155 155 155 155
Mean ($) 6791 6801 11,999 11,946 6958 6908 11,795 11,741
Standard dev. ($) 528 531 810 883 335 420 1164 1150
H, H=H, H, = Hy H=H, H, = Hs
H, M < U, H,> s >, M, > Uy
Approx. degree of 308 305 293 308
freedom v
Critical t-score
t,,, a=005 -1.650 1.650 1.650 1.650
t-score t' -0.140 0.588 1.160 0.363
Conclusion AcceptH AcceptH AcceptH AcceptH
Before Transformation After Transformation
70 60
60 50
5 %0 a4 340t I\
§ 40 § 30 |
g 30 g
I 20 L 20
10 | 10 ¢
0 — : : : : : ‘ 0 — : : : : \\
4750 6250 7750 9250 10750 12250 13750 8.5 8.7 8.9 9.1 9.3 9.5 9.7
IPUr ($) In(IPU;)
60 90
50 | 80 -
70 -
2 40 > 60 /\
g 30 g 0|
L 20 | w 30
10 L 20 -
10 |
0 ‘ ' ' ' ' m‘* 0 ; ' ' ' :
1350 1370 1390 1410 1430 1450 1470 7.21 7.23 7.25 7.27 7.29
IPUa ($) IN(IPUL)
Fig. 6.9. Distributions of IPU before and after In-transformation

148



Before Transformation

After Transformation

30 60
25 50
3 20 & 40
g g
L 10 T 20
5 10
0 0
2.5 75 125 175 225 275 325 -0.5 0.5 15 25 35 4.5
EJT, (min) In(EJT))
10 10
8 8
> >
Q Q
= 6 S 6
> =]
8 a4 g 4
i i
2 2
0 . . 0
15 4.5 7.5 10.5 13.5 16.5 0.25 0.75 1.25 1.75 2.25 2.75
EJTe (min) IN(EJTE)
50 50
40 40
> >
2 30 2 30
g g
g 20 g 20
(TR (TR
10 10
0 0
25 75 125 175 225 275 325 -1.5 -0.5 0.5 15 2.5 3.5
EJTr (Min) In(EJTR)

Frequency

P RN DN W

o o1 O o O U O
Frequency

P RN N W

o o1 ©O o1 O U1 O

62.5 875 1125 1375

DFR; (min)

125 375

25 35 45 55 65 75

In(DFR)

05 15

100

[o2JNe'e)
SOO

Frequency

20

125 375 625 875 1125 1375 1625
DFRg (min)

Frequency
BN W b O D
o O O O O o

o

35 45

5.5

15 25
In(DFRg)

-1.5 -05 05

Fig. 6.10. Distributions of EJT and DFR before and after In-transformation

149



6.5.1. Infrastructure Provider
6.5.1.1. Average IP Utility

In all cases, the null hypotheses regardingltJ) , (i.e. whether the mean of the
two sequencing policies are equal) are all rejected (Table 6.8). Thus, with the
acceptance of the alternative hypotheses, the performance of HW2PF in telifis of

is significantly better than that of FCFS.

In HW2PF, since track capacity is allocated to TSP agents with decreasing potential
willingness-to-pay, capacity is first allocated to intercity services, followed by freight
and then regional ones. Moreover, whenever a deal is secured, the scheduled service
will impose more constraints on track capacity, so the subsequent transactions are more
likely to lead to termination without a deal made. In other words, in this study,
intercity and freight services stand more chance to obtain track access rights than their
regional counterparts do. This is reflected in Table 6.7 by the increased number of
successful I-TSP and F-TSP transactions, and the reduced number of successful R-TSP
transactions when HW2PF is employed. In essence, the IP agent is attempting to
replace the ‘low-valued’ regional transactions with the ‘high-valued’ intercity and

freight transactions so as to increaeU ,.

The fact that the IP agent favours the TSP agents based on solely the higher
willingness-to-pay raises the concern on equity of track access. Since equity of
infrastructure access is an important issue in transportation (BTRE, 2003; Zhang &
Levinson, 2005) and it often raises social and political debates, most regulatory bodies
impose restrictions on the IP to guarantee a minimal level of track access to the TSPs.
Although the model assumes that the IP is not regulated on the equity of access, the

inclusion of the parameter in further work will be beneficial to the regulatory bodies to
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investigate the trade-off between freedom and equity of access.

6.5.1.2. Total IP Utility

The result of IPU,, does not lead to the conclusion that HW2PF always improves
the revenue collection of the IP. In fact, according to the result®of. in Table 6.8,

HW2PF is only better than FCFS under light traffic conditions (cases 1 and 4). When

traffic becomes congested (cases 2 and 5), FCFS performs better than HW2PF.

The observation that HW2PF raiséBU, under light traffic condition is the

result of a larger improvement in the number of successful I-TSP transactions than the
corresponding change for freight and regional services (Table 6.7). For instance, in
case 1, there is an increase of 13 successful transactions for the intercity services when
employing HW2PF, while the number of freight and regional services are changed only
by a single transaction. In other words, there has been a net increase in the number of
successful transactions conducted. As mentioned above, since capacity is first
allocated to the intercity services in HW2PF, when competition for track capacity is not
severe under light traffic condition, there is sufficient capacity to schedule the remaining

rail services.

In contrast, even though there is still a reasonable improvement of intercity
transactions under heavy traffic, there is a substantial reduction of regional transactions
(Table 6.7). In fact, the total number of failure transactions in HW2PF outnumbers
that of FCFS, leading to the weaker performance observed. The cause of the failure
negotiations with R-TSP under heavy traffic condition can be realised in Fig. 6.11,
which illustrates the consequence of ‘knock-on’ effect when intercity services (solid
lines) are scheduled first. Fig. 6.11a shows a scenario in light traffic condition when a
regional service (the dotted line in the middle) is in conflict of rights-of-way with an
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Induced Conflicts

\ Conflict

(a) Possible consequences of induced conflict in light traffic

(Left_,' Left) Left
>
>
......
(Right, Lef_t)
A

(b) Possible consequences of induced conflicts in heavy traffic

Fig. 6.11. lllustration of ‘knock -on’ effect

intercity train. From the figure, there are two possible methods to resolve the
conflict — shifting the regional schedule to either left or right. In both cases, the
shifting causes a new conflict with the adjacent services which leads to subsequent
adjustment of schedules. Under this situation, all transactions are secured albeit the
regularity of the regional services is affected. On the other hand, when there are two

conflicts occurring in close proximity as shown in Fig. 6.11b, which is quite common
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under heavy traffic condition, there are four possible outcomes — the combinations of
shifts are (left, left), (left, right), (right, right) and (right, left). In the first three
situations, the sandwiched regional services may be adjusted correspondingly to resolve
the induced conflicts. However, in the last scenario, when the middle service
experiences two induced conflicts simultaneously, there is inadequate capacity available
for adjustment. Such possibility highly increases the failure rate for regional trains

under heavy traffic condition.

With a random sequence of incoming TSPs, FCFS may allow capacity allocation to
a regional service first. This raises the transaction failure rate for I-TSP, but lowers the
one for R-TSP. FCFS is therefore able to secure more ‘low-valued’ regional
transactions than the ‘high-valued’ ones. Under heavy condition, this is an advantage
since the increase in demand for regional services is greater than that for intercity
services. The reduction of the number of intercity transactions is thus justified by the

increase in the number of regional transactions.

6.5.2.  Intercity Services

6.5.2.1. Extension in Journey Time

Simulation results forEJT, are shown in Table 6.9. When employing HW2PF,

all intercity services obtain the desired schedules, but when FCFS is used, there are

usually over 50% of cases suffering from extension in journey time.

The exceptional performance by HW2PF is once again resulted from the
transaction sequence of decreasing potential willingness-to-pay. The first allocation of
intercity services on track implies the minimal capacity constraints when they are
scheduled. Having more freedom to select their running profiles, these services are

almost certain to obtain their desired schedules. On the other hand, in FCFS, it is
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possible that regional or freight services are scheduled prior to the intercity services.
This may lead to severe extensions as illustrated in Fig 6.12. In this figure, the
regional service has already been scheduled when the IP agent is attempting to allocate
capacity to an intercity service with its desired profile shown. The crossing of the two
profiles near 35 km gives rise to a conflict of rights-of-way. Although the conflict is
finally resolved by negotiation, the journey of the intercity service has been extended

substantially.

Moreover, it appears that FCFS performs better under light traffic condition. This
is observed from the higher proportion of cases obtaining zero extension in cases 1 and
4 (49.7% and 45.2%) than the corresponding values in cases 2 and 5 (9.7% and 18.7%).
Therefore, under light traffic condition, FCFS is more likely to obtain the desired

intercity journey time, even though the overall performanc&di, is not comparable

to that of HW2PF. The observation is in fact governed by the probability of selecting
an intercity service for negotiation, which is determined from the ratio of the number of
intercity, freight and regional services. Since there is only one intercity service

competing with four other services under light traffic condition, the probability that the

‘ Regional —— Intercity (desired) — Intercity (accepted) ‘

80 r
70
60 r
50 r
40 +
30
20 r
10

Distance (km)

40 50 60 70 80 90 100 110 120 130
Time (min from 07:00)

Fig. 6.12. lllustration of severe extension of an intercity service
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intercity service is selected first for scheduling is 1/5 or 0.2. Under heavy traffic
condition, there are 2 intercity services competing with 7 other types of services. So
the probability that both services are selected first is substantially lowered to (&

=0.028.

Among the extended serviceg§JT, obtains extended journey times from about

13 to 15 mins (Table 6.9). Since the train only stops at station E, these figures also
represent the average extension time experienced by the passengers on the train. As
the desired journey time of an intercity service is approximately 60 mins, the travelling
time has thus been increased by almost 25%. Such extension is generally not

acceptable from the commuters’ viewpoints.

6.5.2.2. Deviation from Regularity

HW2PF obtains a high percentage of periodic schedules. It achieves 64.5% in
case 2 and even reaches 100% in case 5. However, the performance of FCFS is not
comparable to HW2PF. It has only around 10% of cases obtaining periodic schedules.

The majority is non-periodical with meaBFR, of 55 mins. Such a large deviation

is associated with the limited number of intercity services. As there are at most 2
intercity services under heavy traffic condition, if either one of them cannot be

scheduled, the loss in regularity is given by (6.4):

Ns Ny

DFR, = iZZ\(tiLl ~t)-60/1,

| j=1i=1

121

=122 |t -t)-60/2

|6 -t)-30+| 2 -t7)-30
‘ ¢+ 60-tF ) 3¢+‘ (2 + 6o—tf)—3q

=6Cmin
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As the meanDFR, obtained is close to 60 mins, it indicates that among the

non-periodic cases in FCFS, a large proportion is caused by the loss of one intercity
service. This is not surprising since capacity is not necessarily allocated to I-TSP first.
If one of the intercity transactions is performed towards the end of the queue, then its

service is unlikely to operate on the track, especially when the traffic is congested.

6.5.3.  Freight Services

Results obtained for freight services using FCFS and HW2PF are similar (Table
6.11), regardless to the traffic conditions. In general, the majority (about 60-85%)
obtains the desired capacity, and a small proportion of freight services (2.6-15.5%) are
unable to be allocated on track. In addition, there are about 10-20% of cases suffering

from extension in journey time. The mean BOT. ranges from 3.7 to 5.5 mins, and

all hypothesis tests indicate there is no evidence for a significant different between the

mean of the two sequencing policies.

It may be surprising to discover that F-TSP has such a high likelihood in obtaining
their desired track capacity. In fact, the result is found to be biased because the freight
trains under simulation rarely compete for capacity with other train services. A typical
example is illustrated in Fig. 6.13. Initially, the IP agent requests bids from TSP agents
operating trains that commence within the first 1-hour period (from 0-59 mins). One
intercity, one freight and three regional services are entitled for submission. Since the
journey time of the regional and intercity services only spans for about 60 to 70 mins,
their trains will usually arrive at the destination station within 130 mins. However, the
travelling time of the freight service is nearly three times longer (due to the lower speed
and longer loading/unloading time at station). As a result, if the commencement time

of the freight service approaches to 60 mins, the freight train will hardly experience any

156



Intercity Freight —— Regional 1 —— Regional 2 —— Regional 3

80 :,
70 +

| //
o/
2 /)
o\ S/

0 30 60 90 120 150 180 210 240
Time (min from 07:00)

Distance (km)

Fig. 6.13. Absence of competition for freight service

competition of track capacity with the intercity and regional services.

One implication from the above observation is that the CTP for the faster (intercity
and regional) and the slower (freight) trains should be different in order to introduce the
intended degree of competition in railway markets. The recommended timeframes are
depicted in Fig. 6.14. If the total journey time for the faster and slower services are

t; and t,, and the corresponding CTP aflg and T,, the approximation of
T,+t,=T,+t, should hold. Ast, and t, are only determined during

negotiations, the IP may assume their values from past experience. To avoid excessive

simulation/processing time and to aid subsequent repetitive bid process, it is suggested
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Fig. 6.14. Determination of commencement time periods for fast and slow trains

157



that T, = 30 minand T, =T +t, —t; (rounding to the nearest 30 mins).

6.5.4. Regional Services
6.5.4.1. Extension in Journey Time

Similar to intercity services, there are more extended schedules under heavy traffic
condition. Having more regional services, R-TSP is less likely to obtain the desired set
of schedules, especially when their services are obscured by the competing intercity and

freight services.

In addition to the effect of heavy traffic condition, the number of extended
schedules is also increased by the use of HW2PF. From Table 6.12, FCFS obtains
about 60% and 85% of extended schedules under light and heavy traffic conditions
respectively, while the corresponding figures acquired by HW2PF increase to about
85% and 100%. Moreover, the hypothesis tests between FCFS and HW2B&Tfor
indicate their differences are significant (except in case 1 where the conclusion is

marginally accepted).

The increase in both the number and the mearedf;, in HW2PF is expected
because of the lower willingness-to-pay by the R-TSP. Intercity services are therefore
scheduled prior to the regional ones, which imposes more capacity constraints to the
regional scheduling problems. Thus, the regional services are frequently subject to
more adjustments in their journey time to avoid conflicts of rights-of-way with the

intercity services.

The mean of EJT, ranges from 5.2 to 9.7 mins. Since each regional service has

four inter-station runs, the average extension time experienced per inter-station are

about 1.3 to 2.5 mins. This seems reasonable to passengers who travels in short
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distances (e.g. 1 or 2 stations), but the cumulative extension for more stations may not
be tolerable. In addition, the large standard deviations of 4 to 8 mins suggest that in

some extreme cases, the extension can be excessively high.

6.5.4.2. Deviation from Regularity

According to the results in Table 6.13, the trends for regularity are identical to those
found for EJT;. Heavy traffic condition and the use of HW2PF yield a higher
number of non-periodical services. Also, the hypothesis tests show that the mean

DFR; obtained by HW2PF is larger than that by FCFS. The explanations are the

same as described fdEJT.

Under light traffic condition, the meaFR; spans from 18 to 23 mins. Since it

represents the cumulative sum of five stations, the value per station are thus between 3.6
to 4.6 mins. With the desired service headway of 20 mins, there is 20% deviation of
regularity. In the case of heavy traffic condition, the range becomes wider, spanning
from 15 to 26 mins per service, or about 3 to 5 mins per service per station. As the
headway becomes 10 mins in tighter traffic condition, the deviations are increased to

30-50%.

6.5.5.  Effect of Willingness-to-Pay

Table 6.14 summarises the results for the hypothesis tests comparing the mean of
IPU,; when the willingness-to-pay of I-TSP has been increased from $1600 (in cases 1

and 2) to $2000 (in cases 4 and 5). In all cases, the null hypotheses are accepted which

indicates that there is no evidence for significant difference between the mean.

According to the results, it appears that the IP agent is unable to take the advantage
of the increased willingness-to-pay so that it may benefit from a higher revenue
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collection. The reason for such behaviour is explained by the maximum obtainable
track access charge, or the ceiling price, which is derived from the sum of the maximum
sub-charges for track usage (TUC), traction energy (TEC), peak demand (PDC) and
congestion (CGC). These charges vary with the types of rolling stock in operation and
the quality of the proposed train schedules. By inspecting the simulation data, these
values are found to be $536, $416, $184 and $557 respectively. In other words, the
ceiling price in this study is $1693. Since the willingness-to-pay offered in cases 1 and
2 is already close to this value, it is reasonable that further increase of the
willingness-to-pay in cases 4 and 5 should not lead to a significant increase in revenue

collection.

In practice, ceiling price is usually regulated by the local juridical authority. It is
used to prevent the IP from monopolising the infrastructure provision, especially in
market sectors where railways are competitive to other modes of transportation (e.g.
long-distance freight transportation) (BTRE, 2003). For example, the ceiling price set
for the Australian Rail Track Corporation (an IP in Australia) is limited by the economic
costs on infrastructure usage, return of asset and depreciation so that the access seekers
are not exploited for overcharging by the IP (BTRE, 2003). In this study, although the
ceiling price is not explicitly defined, because the four sub-charges are derived to
recover the economic cost of infrastructure usage, the maximum sum of these charges

will therefore yield the ceiling price.

6.6. Remarks

This chapter has investigated railway competition in open access markets on track
capacity among several TSPs providing intercity, regional, and freight services. The

study is enabled by the use of MBSBP as the agent interaction protocol, the
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development of FCFS and HW2PF as the sequencing policies, and the definitions of
total IP utility, average IP utility, extension in journey time and deviation in regularity as

the performance measuring indices.

In order to derive generalised conclusions on the performance of the sequencing
policies, a statistical approach is employed. The adoption of #test statistics has
successfully produced estimations of the mean of the four measuring indices. In
addition, with the aid of the two-sample hypothesis tests, the performance between

FCFS and HW2PF under light and heavy traffic has been compared.

It has been found that the use of HW2PF is more favourable to intercity services as
capacity will be first allocated to these services because of their higher
willingness-to-pay. This has resulted in almost no extensions of journey time and no
deviations from regularity for intercity services where in the cases of using FCFS has
resulted in severe deterioration from journey time and regularity. Unfortunately, when
HW2PF is applied, the quality of regional services is slightly degraded for
short-distance travelling and it becomes worse for longer distance travelling. In other
words, there is a tug-of-war on the choice of sequencing policy concerning the quality

of train services.

Nevertheless, if there are no regulations on equity of access and the IP only aims to
increase its short-term revenue collection, the IP should employ HW2PF when intercity
services are dominating the network traffic; and adopt FCFS when regional services are
dominating. In the former, the IP may receive higher revenue by securing transactions
of higher track access charge first so as to avoid large number of rejections of the
favourable buyers. In the latter, FCFS is likely to increase the total number of train
services (hence total revenue collection) albeit the possibility of lower premium in each

transaction. However, as the issue on equity of access has become important in open
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access market, further works should investigate how the IP should be regulated so that a
certain level of equity is introduced in the open market while impact on the commercial
operation of the IP is minimised. One means to measure equity is the application of
the Gini Coefficient (Zhang & Levinson, 2005), which can be incorporated in the
objective function of the IP. The imposition of a minimum level of equity by the
railway regulatory bodies may be represented by a constraint in the in the combinatorial

optimisation problem.

It was also discovered that different Commencement Time Periods (CTPs) should
be used for different types of train services, especially for freight and passenger services.
When the same CTP is used by both categories of services, trains running at
significantly lower speed will seldom be subject to competition from the faster trains.
The CTP for the slower trains should then be reduced in order to ensure fair competition

in open markets.

While this study has examined the performance of FCFS and HW2PF, other
sequencing policies may be studied similarly by the statistical approach presented. For
example, other possible sequencing policies using simple decision rules may involve
ordering the IP-TSP transaction by the earliest-commencement-time-first, or the
longest-dwell-time-first. On the other hand, more complex sequencing policies may
be realised from the current practices adopted by experienced train planners. In such
case, comprehensive interviews with the train planners are required before a realistic

rule-based system can be devised.

In addition, the alternatives for implementing sequence generation (described at the
beginning of in this chapter) can be developed and compared against the
transaction-based generation approach. It is also interesting to set up an"IP-TSP
transaction based on the auctioning mechanism. As many countries have strong

162



concern on developing an access charging regime that is suitable for their railway
markets, the pursuit of the auction-based multi-agent system is definitely useful to
evaluate the costs and benefits of implementing such charging regime. However, since
it is difficult to explicitly define the ‘product’ in a railway auction (as different TSPs

have different capacity requirements), considerable effort is needed to devise a proper
definition of the auctioning product. With this change in definition and interaction

between the parties, the agent interaction protocol and decision-making mechanisms

have to be revised.
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Chapter 7

Bilateral Negotiation for Schedule
Coordination

In Chapters 5 and 6, the bilateral and multilateral negotiations between IP and TSP
were modelled and studied. While these transactions represent the core interactions in
open access markets, there are other types of negotiations in open markets that are also
worth studying. This chapter focuses on the bilateral negotiation between two
passenger-TSPs whose objective is to coordinate their train services at a common

interchange station.

In modelling the track allocation processes in the IPTT8RBnsaction, train
planning for different TSPs is assumed to be conducted independently. Although the
assumption is valid for TSPs competing directly on a single track, when the TSPs are
serving different routes, coordinated planning may be in fact beneficial to both the
stakeholders and the passengers. As discussed in Chapter 2, the TSPs may increase
revenue collection by boosting the passenger demand, while the travellers can also

enjoy a shorter transfer time.

Although the idea of schedule coordination is consistent with the intention of the
EU policies (or other national policies in various countries) that open markets should
reduce barriers on providing seamless services, the TSPs, which belong to different

parties, are still required to preserve a high degree of autonomy in their decision-making,
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and there are also regulations to prohibit collusions with monetary involvement between
the stakeholders. The negotiation between two TSPs (the TSP-TSP transaction), yet

without monetary involvement, is the objective of this study.

This chapter is organised as follows. Firstly, the schedule coordination problem is
described. Secondly, a mathematical model is proposed for the decision-making
process for a TSP agent capable of incorporating a negotiation strategy. Next, three
negotiation strategies of different objectives are devised. Simulation case studies are
then conducted to examine the actions of TSP agents employing different strategies.

This is followed by the discussions on results and findings.

7.1. Problem Description

Despite the permission of competition among TSPs for track capacity and
passengers in open railway access markets, direct competition through the provision of
identical regional services seldom occurs in practice. In fact, the scope of operation of
a regional TSP usually overlaps (or intersects) with another TSP, but they do not
coincide completely. As a result, little or only a moderate level of competition is

present in the overlapping scopes of service provision.

An example is shown in Fig. 7.1. TSP-1 is operating a railway line to and from
stations A and F, stopping at the intermediate stations of B, C, D and E. On the other
hand, TSP-2 is operating a line to and from stations G and J, with intermediate stops at
H, C, D, Eand l. Since these TSPs are not in direct competition with each other, there
is a possibility of revenue improvements by coordinating their train schedules at a
transfer node (e.g. station D) so as to attract an additional passenger demand travelling
across the regions. Not only does such coordination create an inter-modal competition

(e.g. with road traffic), but also introduces an intra-modal competition when there is an
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Fig. 7.1. Competition of rail services between three TSPs

intercity service (TSP-3) operating across the regions.

Passengers transferring between train services are often discouraged when the
waiting time for the transit is substantial, especially when an alternative means of
transportation is available. Therefore, the problem on schedule coordination mainly
aims to reduce, and possibly minimise, the passenger waiting time at the interchange
station. Such problem is not novel in railways, and it has been extensively modelled
and examined under an integrated railway. Minimisation of waiting time is usually
obtained by adjusting the commencement time of two services so that headways and
travelling times are preserved to avoid disturbing the quality of service of the individual
lines (Burkard, 1986; Brucket al., 1990; Nachtigall & Voget, 1996). In these studies,
when coordinating schedules at a single station, the arrival times of a line at the station
have been modelled by a set of vertices of a polygon within a unit circle (Burkard, 1986;
Bruckeret al., 1990). The problem is then to minimise the total arc lengths between

the vertices on the circumference of the circle. On the other hand, when coordinating a
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set of trains at multiple interchange stations, the problem has been shown to be NP-hard
(Nachtigall, 1996) and it has been solved by a branch-and-bound algorithm for optimal
solution (Nachtigall, 1996), and a genetic algorithm for near-optimal solutions

(Nachtigall & Voget, 1996).

Despite the extensive effort in the schedule coordination problem in the integrated
railways, the introduction of open access has altered the nature of the problem. Firstly,
the lines are now managed by different TSPs instead of a single authority. As a result,
the alignment of schedules requires a mutual agreement from more than one party,
whose operating constraints and objectives may be in conflict with those of other
operators. In particular, there may be constraints regarding to the earliest
commencement time due to the availability of rolling stock, and it is also desirable to
consider the cost of idle time for the rolling stock. Moreover, sensitive data such as
cost rates are unlikely to be revealed to the other TSPs, which means decisions on the
coordinated schedules are often made under incomplete information through negotiation
activities. These changes prompt for the remodelling of the schedule coordination

problem.

7.2. Mathematical Modelling
7.2.1.  Cost Function

Let ¢, be the commencement time of the train service of line Since the
adjustment of {; may result in an idle usage of rolling stock bf, let I, represents
the cost of idle time. In addition, leD;, be the number of passengers transferring
from L; to L; atinterchange statiorX (wherei# j). The coordination problem

of two services therefore involves two demands, naniely and D,,. Supposek;
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is the average charge for a transferring passenger travelling kyiththen the

improvement by coordinating the schedules (i.e. cost) can be expressed by the

difference of the revenue gained and the idle cost of rolling stock in (7.1).

Y =k (D; +D;) -1, (7.1)

7.2.1.1. Idle Cost

Let a be the release date of the rolling stocklof If L, commences atfi,

then the idle cost is zero. As the commencement time is postponed, the idle cost is

increased proportionally. Let, be the unit cost of idle time for the rolling stock.
The idle cost is then modelled by the functiok:Z - R" in (7.2). A

commencement time earlier than the release date is not permissible.

|, =F(&)=6(( =4) for ¢ 24 (7.2)

7.2.1.2. Passenger Demand

Let h be the total time required fok; to arrive at X from the first station,d,
be the dwell time atX, and «; be the minimum transfer time frorh; to L,, then
the arrival time A and departure timeB, for line L; at station X are modelled by

(7.3) and (7.4) respectively. The passenger waiting tipecan in turn be expressed

by (7.5).
A= +h (7.3)
B=¢+h+d (7.4)
W =B -A -« (7.5)



D; is assumed to be affected by the waiting timeXat The longer is the

waiting time, the lower is the demand. In this study, the demand trorto L, in

relation to w; is modelled by a quadratic function in (7.6).

m

2
* Vv|
D, =G, [1—(—Jj ] for 0<w; sw, (7.6)
W,

When the waiting time is zero, the function achieves maximum derﬁ}i}*nd As

the waiting time increases, more passengers will opt for the alternative means of

transportation. By substitutionD; can be expressed as a function &f and ¢,

(G:ZzxzZ S0, Gg]). This is given in (7.7), in whichz =h +d, -h -«;. gz
can be regarded as the time lag that should commence its service after does in
order to attain the maximum demand from to L.

¢ =4ty
w,

m

D; =G ’ZJ):G.{l_[ j ] for 0=¢;={i+z =w, (7.7)

7.2.1.3. Analysis of Solution Space
The overall cost function is summarised by (7.8), where the definitior’s ¢f ( )
and G ¢, ,{; ) are given in (7.2) and (7.7).

Y =kG({.¢)+kG({;, {) —F({) (7.8)

According to the constraints associated wkh¢; (and G ¢; .{; ), the solution

space of the cost function is discrete. An example for two service providers is shown

in Fig. 7.2 which has been constructed wkh=15, k, =22, G;, =100, G,, = 80,
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A A

h =20, h,=30, d,=5, d,=7, {,=7, {(,=5, ¢,=50, c,=60 and
K, =K, =2. There are three discontinuities in the solution space. The first one
occurs at{; :2i where for <Zi, there are no feasible solution¥ € ).0 The

second and third discontinuities partition the solutions corresponding to unidirectional

and bidirectional transfer of passengers. In this case, the global maximum resides in
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Fig. 7.2. Solution space of objective functions of TSP-1 and TSP-2
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the bidirectional transfer region. There are also regions of zero costs owing to the

inadequate demand to recover the idle cost.

7.2.2.  Negotiation Protocol

In Fig. 7.2, the global maximum for TSP-1 occurs@t=8 and {, =0, yielding
Y, =2463. However, from the perspective of TSP-2, this is an infeasible solution
becaused, < 22 = 5 On the other hand, the global optimum for TSP-2 is located at
¢{,=16 and {, =5, giving Y, =3802. Although this is a feasible solution for
TSP-1, the solution only yield¥, =2142. Since there are solutions with cost greater

than 2142 for TSP-1, it is desirable to devise proper negotiation strategies for the TSPs

with various expectations on the cost (i*¢) and the length of negotiation (i.e. number

of negotiation rounds).

7.2.2.1. Simple Exchanges of Offers

Negotiation is conducted by the exchange of offers in a number of rounds. The
TSP agent submitting the first offer is the initiator, while the negotiating partner

(proponent) is the responder.

An offer at round k consists of the proposed commencement times of the initiator

i and the respondelj. An offer is therefore modelled by (7.9).
O* =(Z¥ {1} (7.9)

The cost associated with the off@* is assumed to be stored internally by the
agent, represented by*. Suppose TSP-1 is the initiator, then the offers in the odd

rounds of negotiation (i.ek= n2- )lare proposed by TSP-1, while offers in the even
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rounds of negotiation (i.ek = 2m) are generated by TSP-2.

The negotiation procedure is shown in Fig. 7.3. The action set of an agent is given
by {PROPOSE, ACCEPT, FAILURE}. At the beginning, the initiator generates the
offer which maximises (7.8). If the offer exists, it is proposed to the proponent.
Otherwise, no action is taken (no more negotiation activities are needed). Upon the

arrival of the counteroffer from the proponent, the agent evaluates the associated cost of

GenerateQ' that
maximise (7.8)

Is agent an
initiator?

N
PROPOSEOQ!

\ 4 #
Receive counteroffer B I "
O* from proponent ncre:nent

v

Update OF PROPOSEQ* =0’
+ A
Generate potential
offer O"
Increment k
@ :
N
FAILURE ACCEPT O* =0’
|

A
Terminate

Fig. 7.3. Negotiation procedure for TSP-TSP transaction
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the counteroffer and updat@ﬁ, which is the first occurrence of counteroffer with the

highest costYi'2 received at roundk. In addition, the agent also computes the next
potential offer O° using one of the strategieS,oS Snin OF Snax (definitions are
described in Section 7.2.2.2). If no potential offer can be found, the negotiation is

terminated with the action FAILURE. If the offer exists, the agent prop@sesf

Y >Y¥, and acceptsO* otherwise.

7.2.2.2. Strategies

i) Strategy-PO (&): This strategy aims to derive the Pareto-optimal solution and it
requires both agents to employ this strategy to achieve the objective. According to the
definition of Pareto-optimality (Ehtamet al, 1996), a solutions is Pareto-optimal if
there does not exist any alternative solutien which improves the costs of all

negotiating parties.

Definitions: By definition, the initiator is proposing at rounds= m=2 while
the responder is proposing at roun#és- 2m. In other words, the sequence of offers
generated by the initiator i0",0°%,...,0°™" and the sequence of offers of the
responder isO?,0*,...,0°™ . In this strategy, the feasible offers of an agent are
arranged in descending order of their costs, that is, for the Iinitiator,
Y=Y >..2Y"" and for the responder¥’ > Y, >...2 Y, ™.

Proof: The ability to arrive at Pareto-optimal solution can be proven by
contradiction. Assume that the condition of acceptance is detected by the initiator after
round k, and o is accepted. IFO* is not Pareto-optimal, then there exists

another offer O' that does not decrease the cost of either agent. To determine
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whether such offer does exist, the offers are divided into three partitions as shown in Fig.

7.4.

Partition A: This partition consists of the proposals prior to roknd In the odd
rounds within this set (i.e2m-1< IZ), although the costs of the initiator are higher (i.e.
Y™ >Yf), the costs of the responder are lower (™ <Y}). Otherwise the

condition of acceptance would have been detected by the responder (Fig. 7.4). Since

these solutions cause a decreas&’jnthey are not Pareto-optimal. On the other hand,

in the even rounds (i.e2m< 12), although the costs of the responder are higher (i.e.
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Fig. 7.4. lllustration of proof of Pareto-optimality
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Y2™ > Y), the costs of the initiator are smaller (i.¥2" <Y) because by definition,

Yf is the first highest cost of the counteroffers. Therefore, these solutions are also not

Pareto-optimal.

Partition B: This partition consists of the proposals between rdunand round

k, +1 exclusively. For the costs in the odd rounds, the same argument holds as the
odd rounds in partition A. In the even roun(fe<(2m< k, +1), both costs are smaller

by definition (i.e. Y2" <Y} and ¥2" <Y}). In other words, all the other offers that

have been proposed (partition A and B) cannot impr¥veand Y, simultaneously.

Partition C: To examine the remaining offers that have not been proposed, the

negotiation is assumed to continue. In the odd rounds of negotiafiors, decreasing,

so even if Y, >Y2'2, the offer is not Pareto-optimal. Similarly, in the even rounds of

negotiation, sinceyY, is decreasing, these proposals cannot be Pareto-optimal.

As a result, no offers can improve the costs of both parties simultaneously when the
condition of acceptance is detected by the initiator. The proof for the responder can be

constructed in a similar manner. This completes the proof.

To reach the Pareto-optimal solution, both parties must emplpy Bespite the
theoretical significance of such solution, stakeholders often aim to achieve a better cost
in practice, even if the proponent suffers from a loss. As a consequence, it is also
worth examining other negotiation strategies (or combination of strategies) and
comparing their resulting offers from the Pareto-optimal solution obtaineghby Bvo

additional strategies are proposed below. In these strategies, it is assumed that only

one variable can be changed @' with respect toO* or O**. This is inserted to
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reduce the computational complexity.

i) Strategy-MIN (Qin): This strategy attempts to reduce the concession made from
the most recent offer proposed by the agent itself. Agents employing this strategy are
expected to behave cautiously during the negotiation because the generated offers do
not take the proponent’s requirements into consideration. If the negotiating agents
begin with extreme costs, the convergence can be slow. Even though the final costs

obtained should be of good quality, they may not be necessarily optimal.

Definitions: Suppose an agent has just received the counter@ffer In this
strategy, the potential offe©" is derived by (7.10), wher®' and O" are offers

having costsY' and Y", which are found by (7.11) and (7.12) respectively,“™ is
the cost associated wit®*™ ={ 7, ¢ ,k ™1, which was the most recent offer proposed
in round k=1 Y, and Y, are the cost of offersO,, ={d, ij‘l} and

Oy, ={¢ ¥ {;} respectively.

. g forY >Y"
o ={" _ (7.10)

O" otherwise
Y' =arg, {min(Y*"-Y,, )} (7.11)
Y'= argy, {min(Y“* _Ya(j )} (7.12)

iii) Strategy-MAX (Sa9: This strategy attempts to maximise the difference of cost
from the most recent offer received from the proponent agent. Agents employing this
strategy are expected to behave desperately during the negotiation because the
generated offers are modified from the proponent’s offers. The strategy is likely to

obtain a fast convergence of solution, but the cost obtained may not be in good quality.
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Definitions: Suppose an agent has just received the counter@ffer In this
strategy, the potential offe©” is derived by (7.10), wher®' and O" are offers
having costsY' and Y", which are found by (7.13) and (7.14) respectively,* is
the cost associated witlD“ ={{, {{}, which was the most recent counteroffer
received. Y,, and Y, are the cost of offer©,, ={{, {;} and O, ={{{ {;}

respectively.

Y' =arg, {max(Y,, -Y*)} (7.13)

Y" =arg, {max(Y, -Y*)} (7.14)

7.3. Algorithms for Generation of Offers

In the definitions of the negotiation strategies, it has been assumed that there is an
algorithm to generate the necessary offers. In all strategies, each TSP is required to
find the global optimum with respect to its internal benefits defined by (7.8). An
additional method is then needed to generate the remaining offers other than the global
optimum. For &, a sequence of offers with decreasing cost is needed. fFars
Smax the generation of a subsequent offer is constrained by the optimisation of cost
difference along one of the variables while holding the other one constant. This

section proposes a feasible algorithm for both problems.

7.3.1.  Optimisation Algorithm
7.3.1.1. Alternative Representation of Optimisation Problem
Prior to describing the algorithm to solve the optimisation problem in (7.8), the

problem is expressed in a different manner so that the choice of algorithm is made more
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apparent. Owing to the natural separation of the solution space shown in Fig. 7.2, the
problem of maximising (7.8) can be equivalently solved by minimising the following

three transfer problems. The details of the conversion are described in Appendix C.

1) B _;: Unidirectional transfer fromL; to L,

=]

minZi—ZkGh .{ W /2kq,z —1} g
) - (7.15)

12k Zi 1 -1|| 4,

2 sz i 1-1 1|4

subject to:

7., 2002 (7.16)
¢ 24 (7.17)
{ -¢ +2,20 (7.18)
Zj _Zi + Zij SWm (719)
{-{ +z;<-1 (7.20)

Constraint (7.16) is the non-negativity constraint on the variafleand ¢,
which are also integers for the purpose of timetabling. Constraint (7.17) is associated
to the release date, and (7.18) and (7.19) ensure the validity of the passenger waiting

time for the transfer fromL;, to L;. Constraint (7.20) is applied so that the

simultaneous occurrence of transfer in the opposite directiont¢ L;) is excluded

from consideration.
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2) P_;:Unidirectional transfer fromL; to L,

min Z, _2kGiz I[PVM 12k G z +1} ¢

w, 2 -1 Z,
: " (7.21)

1 ZKG 1 -1]| ¢

2 W Zj -1 1 _Zj ]
subject to (7.16), (7.17) and

{-{ +z; 20 (7.22)
§i —¢;tz; sw, (7.23)
{—¢+z,<-1 (7.24)

The above constraints have similar interpretations as (7.18)-(7.20) described in the

problem B _;.

3) P .;:Bidirectional transfer to and front;, and L,

T

min Z, =2—ki G3-G2 2k E'}
W G7-Ggz j (7.25)

1 2k, Z G+G (G +G)|[{
2W (G +Gj|) q: +G;i Zj

subject to (7.16)-(7.18) and (7.22)-(7.23).

7.3.1.2. Quadratic Programming

The above problems can be expressed in the general form in (7.26), where

X =[{, Zj]T is the column vector of variables and the remaining matrices for the

corresponding optimisation problems are summarised in Table 7.1.
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Table 7.1. Matrices for Optimisation Problems

c H A b

-1 0] -7

. 2kGz, [ cw’ /2kGz -1 2kG; [ 1 -1 1-1 j
- w, 1 w’ [-1 1 -1 1 W, =2,
L 1 _1_ -1- ji

__1 - r _(AI

P 2||(Gj*izii qv\(nZIZKG;iZ“ +1 ZKG; 1-1 -11 Zj
a w,’ -1 w? -1 1 1 -1 w, -z
__1 1_ __1_Zij_
-1 0] [ -¢ ]

(A 2 2k| G -G 1 -1 Z.

2k -Gz . . ’
F)\.q _'2 q ql G| le + 2k| Wm2 _G G _1 1 Wﬂ _ZIJ

W "

" GE z-Gz where G =G; +iji -1 1 z,

| 1 -1 | W, —Z;
. T 1 T
min {f(x) =c x+§x Hx:Ax<bx=Q x 0Z} (7.26)

With the objective function being quadratic (non-linear) with a set of linear
constraints, the problem in (7.26) is a standard quadratic programming problem
(Bazaraaet al, 1993; Hillier & Lieberman, 1995) if the integer constraint on the

variables is eliminated from considerations.

Although not all quadratic programming problems can be solved analytically, it has
been shown that ifH is positive semi-definite, then the quadratic programming
problem can be reduced to a linear programming problem with an additional
complementary constraint (Appendix D), which can be solved efficiently by algorithms
such as the Modified Simplex Algorithm (Hillier & Lieberman, 1995) or the Lemke’s
Complimentary Pivoting Algorithm (Bazaraaal, 1993). Verifications ofH for the

three transfer problems show that they are all positive semi-definite (Appendix E).

7.3.1.3. Lemke’s Complementary Pivoting Algorithm

According to the discussion in Appendix D, the quadratic programming problem in
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(7.26) excluding the integer constraint can be transformed to a linear programming

problem in (7.27) subject to a complementary constraint (7.28).

w-Mz-1z, =q (7.27)
w'z=0 (7.28)
w,z=>0 (7.29)
0 -A b
where M:{ T } q:{] w:[y} z:{u}, u and v are the
A H ¢ v X

Lagrangian multiplier vectors, ang is the vector for the slack variables. This

problem can be solved by Lemke's Complementary Pivoting Algorithm (LCPA)

(Bazaraaet al, 1993). The algorithm consists of two stages: the initialisation stage

and the main stage.

Initialisation stage: Display the system defined by (7.27)-(7.29) in a tableau
format shown in Table 7.2.w =q are the basic variables ard=0, z, =0 are the
non-basic variables. Ifj=> ,(Oerminate the algorithm(w, z) =(q, 0) is the optimal
solution.

Otherwise, let—q, = maxfq, ki< p } (the most negative element af).

Update the tableau using Gaussian elimination by pivoting at $oand the z,

column. This makesz, becomes basic ane, becomes non-basic. Ley, =z,
Table 7.2. An Example of Tableau for Lemke ’'s Complementary Pivoting Algorithm
wWooWw, W, ow, W, W, z z, z, z, z, Z, Z, q
w, 1 0 0 0 0 0 0 0 0 0 -1 0 -1 -7
w, 0 1 0 0O o0 O 0 0 0 0 1 1 -1 15
w, 0 0 1 0 0 0 0 0 0 0 -1 1 -1 5
w, 0 0 O 1 0 O 0 0 0 0 1 -1 -1 6
W, 0 0 0 0 1 0 1 -1 1 -1 75 75 -1 -62.5
W, 0 0 0 0 0 1 0 1 -1 1 75 -75 -1 112.5
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and go to the main stage.

Main stage: The main stage consists of the following four steps.

Step 1: Letd, be the updated column in the tableau under the varigble If
d, <0, go to step 4. Otherwise, determine the indeXoy the minimum ratio test

below, whereq is the updated right-hand-side column. If the basic variable at row

r is z,, gotostep 3. Otherwise, go to step 2.

Step 2: The tableau is updated by pivoting at rowand the y, column. The
entering basic variable ig/,, and the leaving basic variable at raw is either w; or
z,, for some | #s. In the former case sey, =z, and in the latter, sety, =w,.
Return to step 1.

Step 3: Herey, enters the basis, and, leaves the basis. Pivot at the
column and thez, row. The resulting solutionw( z, Js optimal. Terminate the

algorithm.

Step 4: Stop. The problem has no solution.

7.3.2.  Algorithm for Strategy-PO
7.3.2.1. Pruning Tree Searching Algorithm

With the ability to find the optimal solution for the relaxed (non-integer) problems,

the remaining problem is to find a sequence of solution of descending order of costs.

In theory, the definition of 3 requires an exhaustive list for offers. In practice,
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since the negotiation often terminates in a finite number of rounds, it is possible to

generate a sub-list of size, that is greater than the expected number of rounds, but

significantly less than the total number of feasible offers. In other words, it is not
necessary to exhaustively search through the entire solution space. The following
devises a pruning tree searching algorithm to produce a set of feasible offers of the

highest cost.

Let Y = max(Y_;,Y _;,Y,.;) be the optimal cost generated from solving the

three transfer problems using LCPA. The objective of the search is to extract all the

feasible offers withY > aY", where a O [0,1]

The structure of the tree consists of four levels (Fig. 7.5). Level 1 consists of the
root node which corresponds to the best solution generated from the three transfer
problems in level 2 using LCPA. These solutions are potentially infeasible because

they may not be integers.
In level 3, ¢, is assigned with integer values governed by the func@nu , ()

where nl0{i -j,] -i,i - j} represents the type of transfer problem and

u={12 ...} is the number of leaf nodes generated from the parent node in level 2.

The cost of a node at this level is evaluated by maximi¥figat { ¢, Z;}. Q. ()

Level .. Root
Y =max(Y .Y Y.,

Level?

———————————————————— [ R e S e . Rl
Y_j Z LCPA(PHJ) Yjﬁi =LCPA(P, .) YiHj = LCPA(PiHJ)

LeveB y

——————————————————— iR PR L R EEEY EEE R R e R EEEY EEEEES TE s o
Vi I1 ......... (Iu Zlu +1 (.1 _________ (,-;iua Z|u +1 p; I1 _________ ¢ Iu Z,u +1

Leveld

——————————— ©0O0--0-00---0-----@----0--0-0-0------—--—---@-0-0O--¢g O -—--------

Fig. 7.5. Structure of the pruning tree searching algorithm
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has the property such that" <aY", when u>u,. Hence, all nodes beyond,
(and their leaf nodes) can be pruned.

Level 4 produces feasible solutions with integer valueg bf (inherited from the
parent node) and//. ¢/ is similarly produced by the functio®’ v (, )where
v={12..}, and has the property ofY? >aY , for v={12..,v,} and

Y¥ <aY", for v>v,. Again, all nodes can be pruned wher v, .

7.3.2.2. Optimisation at Level 3

Optimisation at this level can be summarised with respect to the three transfer
problems. Sincel, at this level is a constant, the problems are reduced to single
variable optimisation problems (of degree 2) coupled with linear constraints. These

are easily solved by comparing the global optimal solutions and the boundary solutions.

1) B _;: Unidirectional transfer fromL; to L,

m

max Y,") =kG; {1—[%&] ]—q ¢ =¢) (7.30)

subject to (7.18)-(7.20) and
¢, =20 (7.31)

The global optimum can be found from setting the first partial derivative of (7.20)
to zero, that is, ath ={, —z;. On the other hand, the boundary solutions are
provided by the constraints (7.18)-(7.20) and (7.31) which yields the lower bound of
{i=max{(§ -z) ({ +z; +1),0} and upper bound of¢/= w, +{ -z (Fig.

7.6).
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Z]ZO Zj=V¥n+Zi_Zij
4 -1, ¢
Fig. 7.6. Optimal and boundary solutions for transfer L - Lj at constant Zi
2) P_;:Unidirectional transfer fromL; to L,
IR ¢-¢+7 ) 5
max Y/ =KGj|1-| =] -6 (¢ =) (7.32)

subject to (7.22)-(7.24) and (7.31).

The global optimum is situated aﬁj ={; +z; and the lower and upper boundary
solutions are located at {;= max{({; +z; -w,),0} and {|=

min{({ +z),({; —z; 1)} respectively (Fig. 7.7).

{;=4¢i*+z; -w, ¢, =¢ -z -1
¢;=0 ¢, =4tz

Fig. 7.7. Optimal and boundary solutions for transfer LJ. - L; atconstant {
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3) P ., Bidirectional transfer to and front; and L,

max Y ! =KGJ[1—(—Z‘ ~¢ +Z”] ]

w

m

. Zi_Zj+Zji ’ _ _ 5
+ KGjll_[ W j] G({i =)

m

(7.33)

subject to (7.18), (7.19), (7.22), (7.23) and (7.31).

and the lower and

- o : _ Gz -Gy
The global optimum is situated af; ={, + ——F—-—
Gj +Gji

upper boundary solutions are located &t=max{({, - z), ({; + z; -w,,),0} and

¢;=min{({ + z),(w, —¢ —z)} respectively (Fig. 7.8).

7.3.2.3. Pruning at Levels 3 and 4

Pruning is achieved by function®, u ( and Q) ¢). These functions are

defined below.

Definitions: Q| (u) produces a value of, while satisfying Y' <aY", for

u>u,. According to Fig. 7.9 and 7.10, the smallestifdas{; for problemsP, _.

] )

Y,

¢;=¢i+z;-w, ¢ =4~z ¢ =4 +z; {;=w, +{ —z

;=
: Z
2|+ Gz -G 4
1" g +g
Fig. 7.8. Optimal and boundary solutions for bidirectional transfer at constant Zi
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A

5 ¢ =4tz {,=¢ -z -1
g /Zi:zi Zi:ZJij*lX\ Zj=Zi—zij{\

FathomY <aY or{,, ¢, > upperhmlts

—f »{;
Fig. 7.9. Feasible regions when all three transfer situations are possible
' ¢i =4 (i=¢-7z — ¢ =4+ —
A \
Fathom:Y <aY' or{,,{; > upperlimits
L - L, L, - L,
\_ { = \— Z. =-z;

Fig. 7.10. Feasible regions when bidirectional transfer is not possible

P and B_, are {f :Zi, {/ =max{fi,(zj +1), —z;}, and ¢/ :max{fi, -z}
respectively.

{t=¢+p, where p= {0,1 ...} is the first integer resulting to the satisfactafn

Y, >aY (the corresponding{} is evaluated by checking the global optimum and

boundary solutions discussed in Section 7.3.2.2). The subsequent val@suof ()

can be determined byQ (u)=¢'+u—- .1 WheneverY' <aY’, the leaf nodes (for

level 4) are pruned.
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u, may be determined as shown in Fig. 7.11. In Figl& and Fig. 7.11b, the
effects onY by the passenger demandy and D; and the idle costl, are

isolated for consideration (refer to (7.8) for interpretation of the directions and contours).

The resultant effects may increase (+) or decreasé’ (—) Suppose a current node at

level 3 has been concluded to be pruned (denoted by P)dvith{". This means

that the entire column of solutions haé<aY . For problemsP .

; and P,

i
consider the centre box in Fig. 7.11c wharru’ . Using the contours and directions

in Fig. 7.11a-b, the cost at the upper left diagonal box is always lower because the
demand(s) are constant and the idle cost is increasing. Although the change in the

adjacent and lower diagonal boxes are uncertain, if these boxes are infeasible values (i.e.

beyond the boundary constraints), then the columns beyomnd” will not contain

Constantontour Constantcontour
¢ / ofD; andD; ¢ /of I,
A A
e | | |
e ’ ’ : : :
Increasind; T i [ ! ! ! Increasing,
Increasing ! i i Decreasiny
L v ~ N Increasindd; T : :
L0 L X Increasing I : :
I’, I’ ) : ZI ! ! ! ; ZI
X ) i
(a)TrendoY associatedwithD; andD; (b)TrendoY associatednvith |
. {
i' Boundary N
Ziu*—l Ziu* Ziu*+1 ,/"constrain Ziu*—l iu* Ziu*+l
P |~ Pl -
& OF
//, P + /_ P -
. > >
d +l
(c)Effectorr*** forP , andP, _, (d)EffectonY* for P, ;

Fig. 7.11. Pruning conditions at Level 3
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any solution with Y=aY". Henceu, =u . Similarly, for problemP, ; (Fig.
7.11d), the entire column af “** have their costs reduced, so that the columns beyond
u” can be pruned without the need of reaching the demyrconstraint.

To prevent the evaluation of large number of nodes whens small, the

maximum number of nodes to be expanded by a parent at level 2 are Iimizéd (=yg.

¢, =60), when the idle cost should dominate the objective functions.

Definitions: Q! (v) produces a feasible value @f; while satisfying Y;" > aYy’,
for v=12,..,v, and Y <aY", for v>v,. According to Fig. 7.6 to 7.8,
Zjl ={;+q, where g= {0, ...} is the first integer resulting to the satisfactioh
Y=aY' . Then, the subsequent values @ v (can be determined by v ()
={;+v-1. On the other handy, can be detected by the conditions g < aY’
or {*>{{. As shown in Section 7.3.2.7] is determined byw, +{ -z,
min{(4 +3).({ -z, -1} and min{(¢; +3). (W, -¢ -z)} for R, P,

and P, _. respectively. As the practical values for the maximum weighting time, (

]
and the time lags required for maximum transfer demauagsand z; ) rarely exceed

60 minutes, the number of node expansions at level 4 is reasonable.

7.3.3.  Algorithms for Strategy-MIN and Strategy-MAX

In these strategies, the initial offer proposed in round 1 can be generated using
LCPA discussed in Section 7.3.1.3. However, to ensure that the resultant solution is
feasible, the global optimal is evaluated by comparing the neighbouring solutions of
0, ={ Dr(¢), DN({,)}, O, ={Dn(¢;) +1 DN({,)}, O,={Dn((,), Dn({,) +1}, and
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O, ={Dn({;) +1, Dn({;) +1}, where Dn ¢ ) is a round-down-to-integer operator. In

other words, O' =O,, i =arg{max{r;}|i={1,234}} .

For the subsequent offers, the potential of@@r can be obtained by comparing
O' and O", where O" is found by the pruning tree algorithm at level 4, &0d is

similarly found by holding {; constant and the corresponding replacement of

boundary constraints.

7.3.4.  Computation Demand

The proposed algorithms for the three strategies are computationally efficient for
solving the decision-making problems of the TSPs. Firstly, the quadratic programming
problem is solved by LCPA which can be solved within a finite number of iterations
(Bazaraaet al., 1993). Also, since the optimisations at levelndoives only the
comparison of the global and boundary solutions of three quadratic functions, the
computation demand is also not substantial. The only uncertainty in the algorithm is

the number of nodes needed to be evaluated at the last two levels, which is controlled by

a and Z at level 3, anda and {| atlevel 4. However, as the values 5if and

¢; are usually under 60, the concern for a high computation demand is not critical.

7.4. Simulation Setup

The case studies set up below are intended to examine the performance of the three
negotiation strategies in terms of the optimality of resultant agreements (if any) and the
length of negotiation. Ten simulation cases have been constructed (Table 7.3) and
there are nine TSP-TSP negotiations in each case. 1,IiS{Sdenotes the strategies
employed by TSP-1 and TSP-2 respectively, the combinations are generaié3y,S
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Table 7.3. Simulation Setup

Case ¢, ¢ ¢ ¢, k k h h d d, G, G, «, K W,
1 50 60 7 5 15 22 20 30 5 7 100 80 2 2 20
2 50 60 7 5 15 22 20 30 1 1 100 80 2 2 20
3 50 60 60 5 15 22 20 30 5 7 100 80 8 8 20
4 250 60 7 5 15 22 20 30 5 7 100 80 2 2 20
5 1 60 7 5 15 22 20 30 5 7 100 80 2 2 20
6 50 60 7 5 15 22 20 30 5 7 10 80 2 2 20
7 50 60 7 5 15 22 20 30 5 7 10 10 2 2 20
8 50 60 O 0 15 22 20 30 5 7 100 80 2 2 20
9 50 60 7 5 15 22 40 30 5 7 100 80 2 2 20

10 50 60 7 5 50 22 20 30 5 7 100 80 2 2 20

Smax, Smin} x SZD{SPOI Snax, Snin}-

These cases represent a variety of scenarios so that the strategies are tested over a
spectrum of extreme conditions. Case 1 is the example shown in Fig. 7.2. The
earliest arrival times at the interchange station are 27 and 35 mins for TSP-1 and TSP-2
respectively, while the earliest departure times are 32 and 42 mins. In other words,
without coordination, bidirectional transfer is impossible because the service operated
by TSP-1 will depart from the interchange station 3 mins before the service of TSP-2
arrives at the platform. In case 2, the dwell times of both services are deliberately
shortened to 1 min so that even when the schedules are coordinated, only unidirectional
transfer can be achieved. In case 3, the release date of TSP-1 is postponed by almost
an hour so as to resemble the scenario when the two TSPs begin the negotiation with
substantial operational differences. Cases 4 and 5 are constructed to examine the
consequence when the idle cost of rolling stock is high and low respectively.
Afterwards, cases 6 and 7 are similarly paired up to study the situation when passenger
demand is low in one and both direction(s) of transfer. In case 8, both services are
available for operation at the beginning, and hence there are no release date constraints.
In case 9, the journey time of TSP-1 is doubled so that the service of TSP-1 arrives later
than the service of TSP-2. Finally, in case 10, the average charge for a transferring

passenger of TSP-1 is increased by more than a factor of three.
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7.5. Results and Findings
7.5.1.  Agent Behaviour

Before the discussion on the performance of the strategies, it is useful to realise
how the three strategies lead to an agreement between two TSP agents. To illustrate
the mechanism of reaching an agreement, the negotiationg,08{sp (Snin, S0) and

(Smax Sho) in case 1 are described in detail as follows.

7.5.1.1. Negotiation Pair (Spo, Spo)

When using &, the potential offers are arranged in descending order of costs.

These sequences are listed on the two columns u@defor TSP-1 and TSP-2

respectively in Table 7.4.

At the beginning, TSP-1 initiates the negotiation by proposing {8, 0}, which is the
best offer of TSP-1. The corresponding cost for TSP-2 is zero because the suggested
commencement time is earlier than the release date. In replying to TSP-1, TSP-2

counter-proposes {16, 5} according to its sequence of potential offers.

From the perspective of TSP-1, the cost of {16, 5} is 87.0% (relative to the best

offer proposed in round 1). Upon the arrival of the counteroffer, TSP-1 compares it

Table 7.4. Offers in Case 1 using (S o, Spo)

TSP-1 TSP-2
Round Counteroffer o Round Counteroffer o
{Zl'zz} Yll% {Zl'zz} Yll% {Zlez} Y2/% {Zlez} YZ/%

0 - - {8,0} 100.0 1 {8, 0} 0.0 {16,5} 100.0
2 {16,5} 87.0 {7, 0} 99.9 3 {7, 0} 0.0 {17,5} 100.0
4 {17,5} 849 {9, 0} 99.6 5 {9, 0} 0.0 {15,5}  99.5
6 {15,5} 88.5 {10, 0} 98.6 7 {10, 0} 0.0 {18,5} 99.4
8 {18,5} 823 {9, 1} 98.0 9 {9, 1} 0.0 {14,5} 985
10 {14,5} 894 {8, 1} 97.8 : : : : :

: : : : : 53 {14, 2} 0.0 {21,8F 94.7
54 {21,8} 76.2 {14, 4} 90.5 55 {14, 4} 0.0 {15, 7}  93.8
56 {15,7} 85.8 {14,1} 90.4 57 {14, 1} 0.0 {17,8 93.8
58 {17,8} 83.3 {13,5} 89.9 59 {13, 5} 97.0 {20, 9} 93.7

60 {13,5} 89.9 {12,5} 89.7
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with the cost of the second best offer {7, 0}, which has been found to be 99.9%. Since

it is higher than 87.0%, {7, 0} is proposed by TSP-1 at round 3.

The corresponding cost of {7, 0} to TSP-2 is again zero. In fact, TSP-2 considers
all counteroffers proposed by TSP-1 prior to round 59 are infeasible due to the release
date constraint. As a result, TSP-2 continues suggesting its derived offers to TSP-1.
On the other hand, even though the counteroffers received by TSP-1 are feasible, its
potential offers are more favourable. Therefore, TSP-1 submits them to TSP-2. At
round 59, TSP-1 proposes {13, 5}, which is the first feasible solution to TSP-2. In
addition, since the cost (97%) is greater than= {20, 9}, {13, 5} is accepted by
TSP-2 in round 60. In round 61, TSP-1 confirms the acceptance by issuing an
acknowledgment to TSP-2. According to the proof constructed in Section 7.2.2.2,

such solution is Pareto-optimal.

7.5.1.2. Negotiation Pair (Smin, Spo)

Despite the change from,s30 Snin, TSP-1 still proposes {8, 0} in round 1 as it is
the best offer (Table 7.5). On the other hand, as TSP-2 employs the same strategy, its
response remains unchanged. Upon the reception of {16, 5} in round 2, TSP-1

Table 7.5. Offers in Case 1 using (S min, Spo)

TSP-1 TSP-2
Round Counteroffer o’ o' Round Counteroffer (o)

{40} I%{Z,.0,} Y% {{,.0,} Y,i% {000} V0% {4,.0,} Y, 1%
0 - {8,0} 100.0 - 1 {8,0} 0.0 {16,5} 100.0
2 {16,5} 87.0 {8,1} 97.8 {7,0} 99.9 3 {7,0y 0.0 {17,5} 100.0
4 {17,5} 849 {7,1} 486 {9,0} 99.6 5 {9,0} 0.0 {15,5} 995
6 {15,5} 885 {9,1} 98.0 {10,0} 98.6 7 {10,0} 0.0 {18,5} 99.4
8 {18,5} 82.3 {10,1} 97.6 {11,0} 97.1 9 {10,1} 0.0 {14,5} 985

P
o

{14,5} 89.4 {10,2} 959 {9,1} 98.0

22 {13,5} 89.9 {10,3} 93.8 {9,2} 958 : : : : :
: : : : : : : 53  {14,3} 0.0 {21,8 947
54  {21,8} 76.2 {14,2} 91.0 {153} 89.0 55 {14,2} 0.0 {157} 93.8
56 {15, 7} 85.8 {14,1} 90.4 {152} 884 57 {14,1} 00 {17,8 93.8
58  {17,8} 83.3 {14,5} 89.4 {151} 87.3 59 {13,5} 97.0 {20,9} 93.7
60  {13,5} 89.9 - - -
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generatesO" = {8, 1} and O'= {7, 0} from the most recently proposed offer and finds
that Y' is greater than that of the counteroffer. As a consequebcehecomes the

potential offer and it is proposed to TSP-2 in round 3.

Since the offers submitted by TSP-1 during the first 58 rounds are all infeasible to
TSP-2, TSP-2 rejects TSP-1 consistently. As the negotiation proceeds, the potential
offer selected by TSP-1 is {9, 0} in round 4, {10, 0} in round 6, and so on. In round
22, TSP-1 receives {13, 5} from TSP-2 and determines that the cost (89.9%) is the
highest among the counteroffers received. However, at that instance, the potential
offers are still better than this solution, so the offer is not accepted yet. It is not until in
round 58 that the cost of {14, 5} is smaller than 89.9%. TSP-1 then re-proposes {13, 5}

to TSP-2 in round 59, and the solution is accepted by both parties.

7.5.1.3. Negotiation Pair (Smax, Spo)

Similar to the negotiation using the paim(s S0), the first two offers of the agents
are the same (Table 7.6). With the adoption f,STSP-1 generate®©" = {16, 4}
and O = {13, 5} using the counteroffer {16, 5}. Sinc¥' >Y", and it is also higher
than the cost of the counteroffer, TSP-1 propo€esto TSP-2. Such offer has a cost
of 97.0% to TSP-2, which is lower than the cost of the second best offer {17, 5}. As a

result, the offer {17, 5} is sent to the TSP-1.

The process iterates, where TSP-1 and TSP-2 propose alternately with offers {12,

Table 7.6. Offers in Case 1 using (S max, Spo)

TSP-1 TSP-2
Round Counteroffer o’ o’ Round Counteroffer o

{4,,0.) I%{Z,. 0} Y% {Z,.0,} Y, /% {4,,0.) V0% {{,.0,} Y, /%
0 - - {8,0} 100.0 - 1 {8,0} 0.0 {16,5} 100.0
2 {16,5} 87.0 {16,4} 86.9 {13,5} 89.9 3 {13,5} 97.0 {17,5} 100.0
4  {17,5} 84.9 {17,6} 849 {12,5} 89.7 5 {12,5} 97.0 {15,5} 99.5
6 {15,5} 88.5 {15,4} 89.0 {14,5} 89.4 7 {14,5} 985 {18,5} 99.4
8 {18,5} 82.3 {18,7} 829 {15,5} 88.5 9 {15,5} 995 {14,5} 98.5
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5}, {15, 5}, {14, 5}, {18, 5} and {15, 5}. In round 9, {15, 5} contributes a cost of
99.5% to TSP-2, which is higher than the cost@f={14, 5}, that is, 98.5%. TSP-2
therefore secures the agreement with {15, 5}. In this case, the number of negotiation

rounds is substantially reduced, but the solution obtained is no longer Pareto-optimal.

7.5.2. Performances of Strategies

Table 7.7 shows the summary of results derived from the 10 scenarios. In each
case, the result obtained by the negotiation pay &) is considered as the reference
solution, that is, the costs and the number of negotiation rounds are attributed to 100%
while all other solutions derived from different negotiation pairs are computed against

the reference.

Table 7.8 displays the frequency distribution of the solutions obtained by the
negotiation pairs other than the reference case usigg $2). The first column
describes the quality of solutions. Category (a) involves negotiations settling at the
same agreement as the reference case (i.e. Pareto-optimal). Categories (b) and (c)
contain cases reaching suboptimal solutions. In (b), the cost of one TSP is improved in
the expense of the other one, while in (c), the costs of both TSPs are lower than that of
the reference. Finally, cases in category (d) are terminated without making any
agreement. The second column compares the negotiation rounds required. A (=5)
refers to the same number of rounds as the reference case. A (+) and (-) corresponds

to needing more and fewer number of rounds respectively.
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Table 7.7. Summary of Results

Sl Spo Spo Spo Smin Smin Smin Smax Smax Smax
Case SZ Spo Smin Smax Spo Smin Smax Spo Smin Smax
1 {¢.¢,} {13,5) {13,5} {13,5} {13,5} {13,5} {13,5} {15,5} {15,5} {146}
Y, /% 100.0 100.0 100.0 100.0 100.0 100.0 98.5 98.5 97.7
Y, 1% 100.0 100.0 100.0 100.0 100.0 100.0 102.6 102.6 98.4
k /% 100.0 100.0 100.0 100.0 100.0 100.0 18.0 18.0 16.4

2 {¢.0,} {85 {758 {7,5} {85} {7,5% {7,5} {11,5} {9,5} {7,5)
Y, /% 100.0 100.1 100.1 100.0 100.1 100.1 96.3 99.3 100.1
Y, /% 100.0 96.4 96.4 100.0 96.4 96.4 107.4 103.0 96.4
k /% 100.0 90.7 90.7 95.3 76.7 76.7 30.2 32.6 30.2

3 {{,.{,}{60, 46} {60, 46} {60, 47} {60, 46} {60, 46} {60, 47} - - {60, 47}
Y, /% 100.0 100.0 101.1 100.0 100.0 1011 0 0 101.1
Y, /% 100.0 100.0 98.5 100.0 100.0 98.5 0 0 98.5

k /% 100.0 18.3 1.1 100.0 18.3 1.1 0.4 0.4 1.1

4 {<¢,,¢,) {12,5) {12,5} {12,5} {13,5} {12,5} {12,5} {14,5} {14,5} {7,5}
Y, /% 100.0 100.0 100.0 83.7 100.0 100.0 66.4 66.4 71.6
Y, 1% 100.0 100.0 100.0 102.2 100.0 100.0 103.8 103.8 35.2

k /% 100.0 82.7 82.7 86.5 82.7 82.7 23.1 23.1 17.3

5 {{,.¢,} {16,5} {16,5} {16,5} {16,5} {16,5} {16,5} {16,5} {16,5} {165}
Y, /% 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
Y, 1% 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

k /% 100.0 100.0 104.8 100.0 100.0 109.5 23.8 23.8 28.6

6 {¢..0,} {12,5} {12, 5} - {12,5} {12, 5} - {12,5} {12,5} {13,5}
Y, /% 100.0 100.0 0 100.0 100.0 0 100.0 100.0 95.6
Y, 1% 100.0 100.0 0 100.0 100.0 0 100.0 100.0 100.2
k /% 100.0 100.0 57.1 94.3 94.3 57.1 17.1 17.1 20.0

7 {{..4,} {12,858} {7,5} - {12,5} {12,5} - - : :
Y, /% 100.0 333.2 0 100.0 100.0 0 0 0 0
Y, 1% 100.0 31.4 0 100.0 100.0 0 0 0 0

k /% 100.0 58.7 26.7 57.3 57.3 26.7 14.7 14.7 8.0

8 {{,.¢,} {10,0} {10,0} {10,0} {10,0} {10,0} {10,0} {10,0} {10,0} {10, O}
Y, /% 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
Y, 1% 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
k /% 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

9 {{,,¢,} {7,13} {7,13} {7,14} {7,13} {7,13} {7,14} {7,13} {7,12} {7, 14}
Y, /% 100.0 100.0 101.1 100.0 100.0 101.1 100.0 98.4 101.1
Y, 1% 100.0 100.0 99.4 100.0 100.0 99.4 100.0 100.0 99.4

k /% 100.0 81.8 10.2 100.0 81.8 10.2  100.0 81.8 10.2
10 {{,.¢,} {15,5} {15,5} {15,5} {155 {155 {155} {16,5} {16,5} {16, 5}
Y, /% 100.0 100.0 100.0 100.0 100.0 100.0 99.9 99.9 99.9
Y, 1% 100.0 100.0 100.0 100.0 100.0 100.0 100.5 100.5 100.5

k /% 100.0 100.0 100.0 69.8 69.8 69.8 13.2 13.2 24.5
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Table 7.8. Frequency Distributio n of Solutions

Cat. Rnd. (Sminasmin) (SQOvSmin) (SminySpo) (Sminysmax) (SmaXaSmin) (SQOySmax) (SmaXaSpo) (Smax:Smax)
= 1

@ (= 3 5 5 2 1 3 2

(a) ) 6 3 4 2 2 1 2 1
@ (+) 0 0 0 1 0 1 0 0
(b) =) 1 2 1 3 5 3 4 5
(c) =) 0 0 0 0 0 0 0 2
(d) (-) 0 0 0 2 2 2 2 1

Total 10 10 10 10 10 10 10 10
Note:

Cat. (a): solutions are identical to those obtained by &) (i.e. Pareto-optimal)

Cat. (b): solutions are suboptimal (only one agent cost is lower than the Pareto-optimal solution)
Cat. (c): solutions are suboptimal (both agent costs are lower than the Pareto-optimal solution)
Cat. (d): no solutions (negotiation is terminated without reaching an agreement)

Rnd (=): negotiation requires equal number of rounds as,in%y

Rnd (+): negotiation requires more number of rounds as,in %)

Rnd (-): negotiation requires less number of rounds as,ing

7.5.2.1. Quality of Solutions

i) Strategy-PO According to Table 7.8, there are no instanceé siat both TSPs
achieve higher costs at the same time. Pareto-optimality obtained.pb%.(pis thus
supported by the simulation results. Nevertheless, the existence of category (a)
implies that the involvement of 3 and S$.ax may still lead to the Pareto-optimal
solution. Despite settling at the same solution, the solution paths (i.e. the sequence of
proposed offers) are usually different when the negotiation involves other strategy. In
fact, when using &, the cost of a TSP is always monotonically decreasing by definition.
On the other hand, whenn$ or Snax is employed, the costs are often rippling

downwards (Fig. 7.12).

Table 7.9 compares the Pareto-optimal solutions between the 10 scenarios. In

Table 7.9. Comparison of Pareto -optimal Solutions
Case 1 2 3 4 5 6 7 8 9 10

{{,,¢,} {13,5} {8,5} {60,46} {12,5} {16,5} {12,5} {12,5} {10,0} {7,13} {15, 5}
(A,D,) (33,38) (28, 29) (80, 85) (32, 37) (36, 41) (32, 37) (32, 37) (30, 35) (47, 52) (35, 40)
(A,,D,) (35,42) (35, 36) (76, 83) (35, 42) (35, 42) (35, 42) (35, 42) (30, 37) (43, 50) (35, 42)

w,, /min 7 6 1 8 4 8 8 5 1 5
w,, /min 1 - 7 0 4 0 0 3 7 3
Y, /$ 2213 1266 2549 1210 2583 1076 26 2079 2549 8198
Y, /% 3686 2151 1279 3608 3801 1945 405 3783 3259 3783
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Fig. 7.12. Concession curves in case 2 (a) (S  po, Spo) (B) (Smins Spo)

each of the coordinated transfer, the passenger waiting time is maintained reasonably at
less than 10 mins. In case 1, although the agents begin the negotiation with
unidirectional transfer, the agents are able to settle at the more favourable bidirectional

transfer. This is achieved by postponing the commencement tinkg éfom 7 mins

to 13 mins. Although the Pareto-optimal costs obtained by the agents are both less
than their corresponding optimal values, as mentioned in Section 7.2.2, these optimal
solutions are either infeasible or causing a loss to the proponent. Achieving
Pareto-optimality throughpstherefore provides a compromise between the objectives

of the two parties.

In case 2, owing to the short dwell times for both TSPs, the negotiation can only
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enable unidirectional transfer frorh, to L,. As a result, the costs obtained by the

two agents are significantly less than that in case 1.

In case 3, having increased the release date of TSP-1, it is now TSP-2 which
changes its commencement time (from 5 mins to 46 mins). With such a large
alteration, there is a high idle cost of rolling stock to offset the revenue collected by

TSP-2.

Using different idle cost rates, the solutions obtained in cases 4 and 5 are different.
As case 4 employs a high rate, TSP-1 is not willing to postpone the commencement

time as late as in case 1. This indirectly increases the passenger waiting timie, from
to L, by 1 min. On the contrary, since delaying the service only causes a slight rise

in idle cost, TSP-1 has more capacity for making concession in case 5. At the end,
TSP-1 agrees on starting the service at 16 mins, which not only is the Pareto-optimal

solution for both agents, but also is the optimal solution for TSP-2.

In cases 6 and 7, the transfer demands are reduced. Both cases reach the same
agreement, but their costs are significantly lower than case 1. In case 7, where the
demands for both directions are low, the costs approach zero. In practice, if the
simulation is used by the TSPs to evaluate whether the schedule coordination is
beneficial, they may decide not to conduct the negotiation to avoid paying the
transaction costs (e.g. costs of manpower and preparations of contractual documents)

involved in the negotiation.

In case 8, when there are no release date constraints, both TSPs can start operating
their services at an earlier time. In case 9, the effect of doubling the journey time of
L, causes TSP-2 to postpone its commencement time to 13 mins. In case 10, when

the passenger transfer charge rate is increased, the revenue intake of TSP-1 is increased
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accordingly. Moreover, for such a substantial gain, TSP-1 is willing to concede more
on commencement time to 15 mins. Overall, the simulated results and agent behaviour

are logical.

i) Strategy-MIN For negotiations employingn&, the majority of negotiations are
contained in category (a) while the remaining ones are mainly captured by category (b)

(Table 7.8).

Comparing & and Sin, the relaxation on forming a monotonic decreasing
sequence of offers leads to the possible settlement on suboptimal agreements. In the

operation of S, since the potential offers are generated by holding eigtfer or

5 constant (the most recent offer proposed by the agent), the agent is now only able

to search within a limited set of offers in each round. This contrasts to the operation of
Seo Which is capable of selecting the next best offer from the entire solution space.
Owing to this restriction, &, has the risk of proposing (or revealing) a less favourable
solution during the negotiation. For example in case 2 (Fig. 7.12), a less favourable
offer {7, 5} contributes a lower cost to TSP-2 (employingn§ but the cost of its
proponent is higher. As a result, the TSP-1 prefers (and accepts) the suboptimal offer

rather than the Pareto-optimal one {8, 5}.

Nevertheless, the frequency of reaching a suboptimal offer (categories (b) and (c))
iIs not exceedingly high when compared with that associated with category (a). In
addition, even if the negotiation ends with a suboptimal offer, the quality of solution is
usually very close to that of the reference solution. In this aspggtsé&ms to be
capable of approximating the operation gf 8 most scenarios. 5 can therefore be

a good alternative top,$

iii) Strategy-MAX: According to Table 7.8, most negotiations fatlategories (a)
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and (b). There are only two negotiations in cases 1 and 4 whose agreements belong to
category (c) and the negotiation pair is botha(SSnay. Moreover, there are several
negotiations (in cases 3, 6 and 7) leading to solutions in category (d). In all these
failed negotiations, s« is employed by at least one of the agents. Therefore, the
results suggest thak& is less favourable thansand S, and it also has a higher risk

of terminating the negotiations either with suboptimal solutions or without any

agreements at all.

The reason for s« leading to suboptimal solutions is identical tg,S As both
strategies employ similar operations in deriving their next potential offers (i.e. holding
¢, or {, constant), both &, and $.ax can only select the offer from a limited set of
choices. This leads to a higher risk of proposing solutions that favours the proponent
in the expense of the agent’s benefit. Despite the similarity, there are now fewer
negotiations of K.« leading to category (a). Since the only difference between the two
strategies is the choice d*™* and O, it seems that the use of the proponent’s offer
has led to the observed results. In fact, sif@é is often generated from the
proponent’s benefit, the quality of the potential offer from such ‘seed’ is likely to be less
favourable than that generated fro® ", which takes more consideration to the

agent’s advantage.

However, when using the negotiation paif{SSnay), both agents may suffer from
a reduction in cost because they are both manipulating the proponent’s offer to generate
their counteroffers. In other words, neither agent is consistently benefiting from the
operation. Without any logical modification of the counteroffers, the final agreement

may eventually be unfavourable to both parties.

On the other hand, termination with failures can be explained by Fig. 7.13. In the
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Fig. 7.13. Inoperable and weakly-operable regions of S

figure, Zl represents the release date of the agent employiag SThe corresponding

earliest commencement time of the proponent’s service is denoted, by The

inoperable region of Qy is defined by, <21 and {, <{,. If a counteroffer is
proposed in this region, then by the definition gf,Sthe strategy can never produce a
feasible solution. The weakly-operable region is a band of solutions close t%g.the

Despite having a few feasible solutions, if the proponent is frequently proposing offers
in this band of solutions, the feasible offers are quickly exhausted. Inspection of the
progress of the negotiations confirms that the proponent’s counteroffer is situated in the

inoperable region in case 3 and in the weakly-operable region in cases 6 and 7.

As a result, unfavourable termination is likely to occur when the initial plans of the
two agents (i.e. schedules departing from the release dates) are remotely compatible.
In such case, the agent with the earlier commencement time will often propose offers in
the inoperable or weakly operable region. In addition, termination can also occur

when there are low passenger demands to recover the high idle cost on the rolling stock.
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7.5.2.2. Length of Negotiation

i) Strategy-PO Despite the observed benefit of, ®ver Sun, and $o, Smin Over
Smax regarding to the quality of solution, the advantage on fewer negotiation rounds
favours in the reverse order. According to Table 7.7, negotiations emplqyintieh
require a substantial amount of rounds before the negotiation is settled. On the other
hand, &in may sometimes reduce the number of rounds, agdsSeven more likely to

reduce the number considerably.

i) Strategy-MIN With the restriction in generating the potentiffess, Snin may
sometimes complete the transaction with fewer negotiation rounds. Since there is no
need to propose the offers in decreasing order of cqgian8y be able to skip some of
the intermediate solutions while still being able to reach the Pareto-optimal or a
suboptimal agreement. However, in many casgg, r8quires the same number of
rounds as the reference negotiation. In the worst scenario, as demonstrated by one of
the negotiation accompanyingax the transaction requires more rounds thas o)

This is explained in the later discussion.

iii) Strategy-MAX: The reason thatagrequires fewer negotiation rounds resides to

its method of generating the counteroffers. Given the most recent proponent’s offer

O", Snax first derives two potential offer®D’ and O" by maximising the cost

difference from the proponent’s offer.

In deriving O', {; is kept constant (equals té}‘). Since the value of

originates from the proponent’s offe€’ is always a feasible offer to the proponent
because it causes no violation to the release date constraint. As feasibility implies
non-zero cost, the proponent is more likely to accept the counteroffer. Hence, the

number of negotiation rounds may be lowered wl@&nis selected as counteroffer to
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the proponent.

However, there are exceptions in case 5, wheg &ay and (Sin, Snay are
employed. In these casesyaorequires more negotiation rounds than the reference
solution obtained by the pair 55 S,0). The reason can be explained in two-fold.

Firstly, although the release date constraint of TSP-4,i& 7, during the negotiation

in the reference case, solutions that are outside the feasible range have not been visited.
In other words, the advantage of generating feasible solutiongRysS$hot applicable

in this case. Secondly, the restriction aqfsS(and Sin) to produce offers either
vertically or horizontally from the counteroffer leads to a slight increase in the number

of intermediate offers before the final solution {16, 5} is found (Fig. 7.14). As there is

no such restriction for o3 (i.e. offers can be generated by moving diagonally), the
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negotiation can be completed with fewer negotiation rounds.

7.6. Remarks

This chapter has presented an agent model for the schedule coordination problem
involving two TSP agents (the TSP-TSP transaction). The transaction employs a
simple protocol allowing the agents to propose, accept or reject offers. The TSP agents
are also able to incorporate one of the negotiation strategieSwa and $.ax which
are devised to allow the agents to exhibit different behaviour. In order to propose
offers during the negotiation, the agents are required to solve a quadratic programming
problem and an offer generation problem. The former is solved using the Lemke’s
Complementary Pivoting Algorithm (LCPA) while the latter is resolved by devising a
pruning tree searching algorithm. Through the agent negotiation process, the TSPs are
enabled to decide whether coordinating the schedules between the train services is

favourable.

Simulations have been conducted to evaluate the performances of the quality of the
resultant solutions and the length of negotiation under a set of extreme scenarios. The
findings confirm that & guarantees a Pareto-optimal agreement but requires the highest
negotiation demand. & improves the transaction speed but occasionally suffers from
reaching a suboptimal solution only. n.2is a fast means to complete a negotiation but

it has a higher risk of termination without striking a deal.

The trade-off between optimality and computation speed varies with different
stakeholders and it is up to the train planners to decide which strategies should be
employed. However, in general, negotiation activities often have deadlines before
which the transactions should be completed. As a result, train planners may decide to

employ $o when the negotiation is likely to finish before the deadline and ygse®S
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Smax Otherwise. It is also possible to begin the negotiation wjgtasd switch to the
other strategies when negotiation time seems inadequate. The incorporation of the
BDI-model to aid such dynamic decision-making is certainly worth exploring in further

works.

The study also generates further research opportunities. Firstly, the study here
only examines the negotiation between two TSPs, but it does not consider the effect of
IP on granting the required track and station capacity. Further works can be conducted
to investigate the inclusion of the IP agent in the negotiation. Secondly, the model can
be expanded to consider that the two TSPs are operating a set of regular services on
different headways. For example, TSP-1 is operating its service on an hourly basis,
while TSP-2 is dispatching a train every 20 minutes. In such case, the objective
functions will then be more complicated, which may consider minimising the average
passenger waiting time. Moreover, it is also possible to investigate the schedule
coordination problems involving more than two TSPs (i.e. coordination three or more
train schedules), which is likely to occur at large interchanging stations such as in

London Euston, Manchester Piccadilly and Liverpool Lime Street.
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Chapter 8

Applicability of MAS-ORAM in Real
World Railways

Despite the substantial number of simulation cases in the previous three chapters,
none of them was set up against the background of an existing open access market. As
a result, this chapter is devoted to demonstrate how the developed simulation software
may be employed as a tool for planning and evaluation in practice. However, it should
be clearly stated that the simulation data used in this study is hypothetically created and
not collected from any official organisations. Thus, the results demonstrate the
applicability of the simulation models but not necessarily reflect any current situation.
Through the application of the simulation software against a practical background, it is
anticipated the readers may appreciate the potential benefits of the proposed

MAS-ORAM.

This chapter is organised as follows. Some of the resource management problems
occurring in the railway markets in Australia, the UK and China are first identified.
Although the Chinese railway is currently not open to competition, the possibility of
employing the simulation tool is discussed. According to the observed problems in the
Australian and British railway markets, two special case studies are constructed and

examined on MAS-ORAM.
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8.1. Railway Markets in Selected Countries
8.1.1.  Australia

Australia is the sixth largest country in the world covering a total area of 7.7 billion
km? of land. It is a sparsely populated country where the majority of the population
resides in the state capital cities (i.e. Sydney, Melbourne, Brisbane, etc.). As a result of
the low population density (2.65/nand long distances between the capital cities,

Australia has a weak demand for passenger rail services.

Despite the unfavourable conditions for passenger railways, the abundance of
natural resources and the necessary long distance transportation have led to a promising
freight railway market. In particular, Australia has a large volume of coal deposits
which are mostly located at the states of Queensland and New South Wales. In 2004,
the annual coal output was 298 million tonnes (ABS, 2006), and it has been expected to
increase by year in response to the growing international demand on coal. Being a
solid bulk commodity, the large volume of coal cannot be transported to the exporting
ports on the coast via pipelines, nor is it economical to be moved by road or air over
long distances. Consequently, there is a high demand for coal transportation by

railways in Australia.

Currently, the Australian interstate railway is open to competition. The
infrastructure is managed by the Australian Rail Track Corporation (ARTC) which was
formed in 1998 by the Commonwealth and State Governments to provide a
‘one-stop-shop’ for train operators to obtain capacity on the interstate rail network. As
the Australians allow the freedom of local juridical control in individual States, the
tracks under the management of ARTC are either self-owned or leased from the State

Governments (Fig. 8.1).
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Fig. 8.1. Rail Network of the Australian Rail Track Corporation
Source: ARTC [Australian Rail Track Corporation] (2006) ‘Rail Network’. http://www.artc.com.au, accessed June 2006

There are nine major train operators seeking access on the ARTC network (ARTC,
2006). These include three passenger operators (CityRail, CountryLink, and Great
Southern Railway) and six freight operators (Australian Southern Railroad, FreightLink,
Pacific National, Patrick Rail Operations, Queensland Rail National, and Specialised
Container Transport). However, not all of these operators are competing directly for
customers. For example, FreightLink is specialised in freight transportation between

Adelaide and Darwin while the other freight service providers are mainly operating in

the Perth-Melbourne and the Perth-Sydney corridors.

Among the tracks under the control of ARTC, the Hunter Valley rail network (Fig.
8.2) in New South Wales is one of the railways experiencing strong on-rail competition.

The network is composed of 452 km of tracks and it has a maximum speed limit of 60
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Source: QR National (2006) ‘Coal Map’. http://Aww.qrnational.com.au, accessed June 2006

kph (ARTC, 2004). Along this railway line, coal is transported from the coalfields in
the Hunter Valley to the port of Newcastle by two main competitors, Pacific National
and Queensland Rail National (QR National). Unlike the freight transportation
elsewhere in Australia, the haul distance in the Hunter Valley is relatively short (20-320
km) while the haul volume remains large (Pacific National, 2006). For example, in
2004, the annual coal export at Newcastle recorded 78 million tonnes and it has been

forecasted to grow at a rate of 2.8% per year (ABARE, 2005).

Although the dominated traffic in the Hunter Valley is coal transportation, the track
capacity is still shared with passenger and cargo services, both of which receive higher
priority on track access than the coal trains. This has by no means hindered the growth
of the industry. Moreover, further increase in traffic volume is limited by the capacity
supported by the existing infrastructure. As a result, several construction plans have
been devised to expand the rail capacity at the Hunter Valley. One of which is to

increase the annual coal transportation capacity to 102 million tonnes by 2008 (ABARE,
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2005). This will be mainly achieved by both upgrading the current infrastructure to
increase the maximum speed limit to 80 kph and eliminating the identified bottlenecks
(ARTC, 2004). Nevertheless, efficient allocation of capacity among the train operators
is still an important issue before the additional capacity is made available. Moreover,
as capacity cannot be increased indefinitely, capacity allocation is ultimately a

long-term problem which requires much attention.

8.1.2.  United Kingdom

In contrast to Australia, the geographic and population conditions in Britain are
more favourable to passenger rail services. With only 224 thousandfkamd and a
population of 60 millions (in 2005), the population density (243)kmthe UK is much
higher than that in Australia. In addition, the majority of the population dwells in the
major cities (i.e. London, Birmingham, Manchester, Leeds, etc.) with a gradual decrease
in population density towards the outskirts. Such population distribution has
encouraged the development of regional and intercity services in the UK. On the other
hand, since natural resources such as coal are usually consumed within the country and
the transportation distance is relatively short, the movement of freight commaodities in

the UK relies mainly on road transportation.

The national railway in Britain was privatised and it became an open access market
in 1994 (ECMT, 1998). Network Rail is the current infrastructure provider and the ralil
network under its ownership is shown in Fig. 8.3. There are 25 franchised passenger
train operating companies (i.e. TSPs) seeking access to this network. In addition to
delivering train services to the public, these operators are also responsible for managing
a total of 2500 local train stations (Network Rail, 2006). However, there remain 17

major stations under the management of Network Rail and a list of which is given in
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Fig. 8.3. Railway network in the UK

Source: National Rail Enquiries (2006) ‘National Rail Network Maps’, Doe, B.S. http://www.nationalrail.co.uk, accessed June
2006

Table 8.1 (Network Rail, 2006; Wikipedia, 2006). These stations are the busiest in the
UK where trains operated by different TSPs arrive to facilitate intra-modal transfer of

passenger services.

An example is the railway station at Liverpool Lime Street at which there are five
TSPs operating trains at this station. Intercity services are provided by TransPennine
Express and Virgin Trains while regional services are offered by Central Trains,
Northern Rail and Merseyrail. A simplified schematic for the lines of these operators
(excluding Merseyrail which operates in the west of Liverpool) are shown in Fig. 8.4
(Central Trains, 2006; Northern Rail, 2006; TransPennine Express, 2006; Virgin Trains,

2006). TransPennine Express is competing with Virgins Trains in the northern
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Table 8.1. List of Passenger Stations Operated by

Network Rail in the UK

Station Train operating company in service

Birmingham New Street Arriva Trains Wales Central Trains Virgin Trains

Edinburgh Waverley First ScotRail GNER Virgin Trains

Gatwick Airport First Capital Connect First Great Western Gatwick Express
Southeastern Southern Virgin Trains

Glasgow Central First ScotRail GNER Virgin Trains

Leeds GNER Midland Mainline Northern Rail
TransPennine Express  Virgin Trains

Liverpool Lime Street Central Trains Merseyralil Northern Rail
TransPennine Express  Virgin Trains

London Bridge First Capital Connect Southeastern Southern

London Cannon Street Southeastern

London Charing Cross Southeastern Southern

London Euston First ScotRall Silverlink Virgin Trains

London Fenchurch Street c2c

London King’s Cross First Capital Connect GNER Hull Trains

London Liverpool Street
London Paddington
London Victoria

London Waterloo
Manchester Piccadilly

one

First Great Western
Gatwick Express

Eurostar

Arriva Trains Wales
TransPennine Express

Heathrow Connect
Southeastern
South West Trains
Central Trains
Virgin Trains

Heathrow Express
Southern

Northern Rail

Carlisle

Liverpool
Lime Stree -

:::2:-;-:-:-?:-: - Stafford

Birmingha
New Street

O
Middlesbrough

LEGEND

= \/irgin Trains
TransPennine Expresy

==zm Central Trains

: # Northern Ral

Fig. 8.4. Schematic diagram for major railway lines of four TSPs in the UK
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England including major cities at Lancaster, Preston, Liverpool, Manchester, Sheffield,
Leeds, York and Newcastle. On the other hand, Central Trains and Northern Rail have
only limited competition at the Liverpool-Manchester-Sheffield corridor as they operate

their services separately in the south and north of the corridor respectively.

As a consequence, the two regional service operators may consider coordinating
their schedules to attract an additional demand for cross-regional services. This would
create a yardstick competition with the seamless intercity services. For example, the
journey from Preston to Birmingham via Virgin Trains takes about 1 hour 40 minutes
while the trips from Preston to Liverpool via Northern Rail and Liverpool to
Birmingham via Central Trains are approximately 1 hour and 1 hour 45 minutes
respectively. In other words, the minimum journey time for the coordinated service is
2 hour 45 minutes, which is just about one hour longer than the intercity service. If the
combined train fares for the regional services are lower than the intercity one, and the
passenger waiting time is kept reasonably short, it is possible that some passengers will

use the coordinated service instead of the seamless one.

8.1.3.  People’s Republic of China

The railway network in China is one of the largest in the world in terms of route
length (about 72,000 km in 2005). The main network is illustrated in Fig. 8.5.
Similar to Australia, China is a large country with abundance of natural resources.
Coal and mineral deposits are found mainly in the northwest and transported both
eastwards and southwards (Xeé al., 2002a). On the other hand, since fertile
agricultural lands are concentrated in the south, grains are mostly carried to the north
(Xue et al.,, 2002a). The uneven distribution of these bulk commodities has led to

favourable conditions for freight transportation for the Chinese railways. However,
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unlike Australia, the passenger railways in China are in direct competition to road and
air transportation. With a high population of 1.3 billion (in 2005), a low car ownership
and a low Gross National Product (GNP) per capita, there is also a high demand for

intercity and inter-regional passenger rail services (Wu & Nash, 2000).

In the past, the railways in China were owned entirely by the Central Government
and were under the complete management of the Chinese Ministry of Railways (MOR).
Being an agency that was responsible for both implementing railway policies for the
government and managing the operations of the railway network, MOR had poor
performance in providing market-oriented rail services. For example, as a result of
capacity constraints, the rigid regulatory regime forbade freight transportation of less
than 100 km by railways and the delivery time of goods was not provided to the

consigners (Xieet al., 2002). The failure to respond to the market demand has led to a

217



progressive loss in market share to road transportation.

In response to the modal shift to road transportation, reformative acts have been
conducted since the 1990s. The management and operation of the railways were first
decentralised to 12 Regional Railway Administrations (Wu & Nash, 2002;eXa¢,
2002b) and the number is currently increased to 18. The transfer of duties to these
administrations has encouraged better planning and development of the local railways.
In addition, there has been deregulation in central ownership through the possibility of
constructing new infrastructure and services by joint ventures with foreign investors
(Wu & Nash, 2002; Xieet al., 2002). Although the central government is still the
main shareholder, deregulation in ownership has raised funds and consequently
expanded the rail capacity for the industry to improve the quality of railway services in

China.

Although the reform has not led to an open railway access market yet, some
small-scaled competition activities have been observed in China. For example, there is
a limited yardstick competition between the national railways and the local ones
constructed by joint ventures, where trains are operated on different infrastructures (Wu
& Nash, 2002). Also, several joint ventures are allowed to operate a limited number of
passenger and freight services on the national network according to the availability of
line capacity (i.e. third-party access) (Wu & Nash, 2002). As a result, the proposed
MAS-ORAM may be employed in this third-party access market to develop a proper
access charge regime for these external operators. In addition, by conducting
extensive studies for these local competition activities, insights may be drawn for the

costs and benefits for introducing further competition in the Chinese railways.
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8.2. Feasibility Studies

In the remaining part of this chapter, the capacity allocation problem at the Hunter
Valley and the schedule coordination problem at the Liverpool Lime Street station are
examined using the proposed MAS-ORAM in order to demonstrate its applicability on

planning and evaluation in railways.

8.2.1.  Allocation of Track Access Rights at the Hunter Valley
8.2.1.1. Problem Description and Simulation Setup

The problem on allocating track access rights by ARTC at the Hunter Valley is
studied using the IP-TSPnegotiation model developed in Chapter 6. The study
presented here mainly aims to assist the train planners in ARTC to determine whether a

proposed change in scheduling practice is beneficial.

Fig. 8.6 shows the schematic of a section of track between Muswellbrook and
Maitland at the Hunter Valley. There are four intermediate stations and the total track
length between Muswellbrook and Maitland is 120 km. The individual track lengths
between the stations are summarised in Table 8.2. On this section of track, the traffic
distribution is shown in Fig. 8.7. A daily intercity passenger service is operated by
CountryLink from Werris Creek to Sydney (i.e. CL-01), while four regional services are

provided by CityRail per day from Muswellbook to Newcastle (i.e. CR-01 to CR-04).

From
Werris Creek Branxton Greta Lochinvar
(BXT) (GRT) (LCV)
M M M M M M
) U ) ) U U
Muswellbrook Singleton Maitland
(MWB) (SGT) (MTL)
To
Newcastle/Sydney

Fig. 8.6. Schematic diagram for a section of the Hunter Valley railway network
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Table 8.2. Track and Station Data
Origin Destination  Track Length (km)  Track Specific Constant (min)

MWB SGT 60 1.0
SGT BXT 27 1.0
BXT GRT 6 1.0
GRT LCV 12 1.0
LCV MTL 15 1.0

Table 8.3. Definition of Rolling Stock
Type Haul volume (ton) Track usage ratec;” ($/ton-km)
w, 6500 0.005
w, 5500 0.004

Table 8.4. Definition of Flex Levels

Level Flex time (min) Discount factor
) 0 1.00
@, 5 0.90
@, 10 0.80

For simplicity, the traffic in the opposite direction is neglected in the study. As
mentioned, the passenger services have priority of access over the freight services

provided by Pacific National and QR National.

It is assumed that the two freight operators have to compete for the remaining track
capacity. There are two types of rolling stoak (and w,) available for selection
(Table 8.3). « has a haul volume of 6500 tonnes and a track usage rate of
$0.005/ton®m. w, has a lower haul volume of 5500 tonnes and a track usage rate of
$0.004/ton®m. It should be noted that dollar per tonne-kilometre is used instead of

dollar per vehicle-kilometre when considering freight rail services.

In addition, there are three choices of flex levels as shown in Table. &.4has a
discount factor of 1.00 since it does not allow any adjustment in train schedule. When
the freight operators accems,, which allows a flex time of 5 minutes, the train service

will be granted a 10% discount., has a flex time of 10 minutes and thus has a

higher discount of 20%.
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The settings of ARTC in the simulation are shown in Table 8.5. As the freight

trains are assumed to be powered by diesel engines, the rates for eleayiciynd
peak demandq;) are set to zero. A high capacity weighting, § of $8000 is used to

differentiate track access rights of different capacity utilisation. The congestion charge

rate (c,) is set as $300/min. The adopted sequencing policy is FCFS.

With the above operating conditions, ARTC is investigating the consequence of the
traffic distribution and capacity utilisation of two scheduling practices. In the first
scenario, which supposedly reflects the normal situation, the freight operators are
allowed to request capacity over the entire 24-hour interval. In such case, based on the
previous scheduling experience, the desired service headways for Pacific National and
QR National are assumed to be 60 minutes (i.e. 24 trains/day) and 72 minutes (i.e. 20
trains/day) respectively. In addition, the requirements for the first train service
provided by the TSPs are summarised in Table. 8.6. TSP-PN and TSP-QR represent
the settings of Pacific National and QR National respectively. The most preferable
commencement times for Pacific National and QR National for their first services (i.e.
TSP-PN-01 and TSP-QR-01) are 00:50 and 00:30 respectively. Since the freight
operators are likely to transport as much coal as possible to the Newcastle port, they
place a high priority to the inter-station runtimes and a lower priority to the track access
charge. As it is not necessary for the coal trains to stop at the stations for loading or

unloading, the most preferable dwell times are all zeros. Nevertheless, since the

Table 8.5. IP Definition

Attribute Value
w, (%) 8000
c, ($/kwh) 0
c, ($/MW) 0
c, ($/min) 300
Sequencing policy FCFS
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Table 8.6. TSP Definitions

Attribute TSP-PN-01 TSP-QR-01

¢ (hh:mm) 00:50 00:30

T, (min) {0,0,0,0,0, 0} {0,0,0, 0,0, 0}
T. (min) {50, 32, 8, 15, 20} {55, 34, 10, 16, 22}
6 4000 4250

z, 4 9

z, {9,9,9,9,09,9 {16, 16, 16, 16, 16, 16}
z, {25, 25, 25, 25, 25} {36, 36, 36, 36, 36}
zZ, 1 1

f, 1.0 0.0

f, 0.6 1.0

f, 1.0 1.0

f, 0.5 0.8

f, 0.0 0.4

T 0.1 0.1

freight trains may need to give way to the passenger trains when there is a conflict in
rights-of-way, the freight trains are willing to relax these constraints and stop at the

stations.

As Pacific National owns both types of rolling stock, it is willing to accept offers

with either type, but it prefersy over w, due to the higher haul volume. On the
other hand, since QR National only posses&ags the preference oty is set to zero.

As for the choice of flex levels, QR National is satisfied with all three levels, but Pacific

National has stricter requirements of accepting oglyand ¢, .

In the second scenario, there is a proposal in ARTC to reserve the time between the
operation of CR-03 and CR04 for conducting track maintenance work. As a result, the
3-hour interval from 18:00 (i.e. 1080 mins) to 21:00 (i.e. 1260 mins) is not allowed for
track access by the freight operators. When the information is provided to Pacific
National and QR National, it is expected the operators will reduce the service headway

time to 50 minutes and 60 minutes respectively to maintain the haul volume transported
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Table 8.7. Settings of Two Scenarios
Service Headway (min)

Scenario 1: 24-hour access Scenario 2: 21-hour access
TSP-PN 60 72
TSP-QR 50 60

(i.e. the number of trains per day). The other operating characteristics are assumed to

be unchanged. A summary for the two scenarios is shown in Table 8.7.

8.2.1.2. Results and Findings

The daily traffic distributions of the two scenarios are shown in Fig. 8.8 and Fig.
8.9 in which the speed profiles of trains beyond 1440 minutes (i.e. 24:00) are displayed
back from 00:00. The key simulation results on the number of successful transactions,

track access charge payments and capacity utilisation are shown in Table 8.8.

Scenario 1:According to Table 8.8, the majority of requests on track access rights
by the freight operators are granted. Pacific National is able to secure 23 out of 24
schedules, while QR National is able to obtain 17 out of 20 schedules. Among these
successful allocations of track capacity, Fig. 8.8 shows that the freight trains will give
way to the passenger services when they encounter conflicts of rights-of-way at the

intermediate train stations.

The train services that are not able to be scheduled on the track mostly occur
between 18:00 (i.e. 1080 mins) to 21:00 (i.e. 1260 mins). Between this interval,
capacity can only be allocated to one of the services operated by Pacific National (Fig.
8.8). The main reason for the difficulty in capacity allocation is the relatively close
proximity between the two evening passenger trains (CR-03 and CR-04) where the
‘knock-on’ effect, as discussed in Chapter 6, imposes capacity constraints on the

competing freight services.
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Scenario 2: In this scenario, the time interval between 18:00 to 21:00 is reserved
for maintenance work. The train that has been scheduled in this interval in scenario 1
is therefore absent in the train graph displayed in Fig. 8.9. From this figure, it can also
be seen that the train services become more tightly packed due to the shorter headways.
Moreover, according to Table 8.8, Pacific National is able to operate an additional
service on the track which causes an increased in track access charge collection by

ARTC and a reduction in capacity utilisation from 0.127 to 0.122.

The ability to schedule an additional service on the track is likely to be the result of
the more uniform headways between the two train operators. In scenario 1, since the
stakeholders are attempting to evenly distribute their trains over the 24-hour interval,
the difference in desired headways is 12 minutes (60 mins and 72 mins). This
difference is reduced to 10 minutes (50 mins and 60 mins) in scenario 2. With a more
uniform headway, the constraints on capacity are relieved as the stakeholders may

operate their trains more easily in an alternate manner.

Having an additional train on the track, one may expect the capacity utilisation will
increase accordingly. However, there is an observed reduction in capacity utilisation
in the simulation. This is mainly contributed by the reservation of track capacity
between the two passenger trains which has indirectly eliminated the problem of

heterogeneous traffic of different train speeds during the interval.

Conclusion: The simulation suggests that introducing a maintenance timeslot

between 18:00 to 21:00 is beneficial to ARTC. This time interval is suitable for

Table 8.8. Summary of Results

Scenario 1: 24-hour access Scenario 2: 21-hour access
TSP-PN TSP-QR  Total TSP-PN TSP-QR  Total
Number of successful transaction 23 17 40 24 17 41
TAC payments ($) 94,670 72,434 167,104 98,867 72,406 171,273
Capacity utilisation - - 0.127 - - 0.122
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conducting maintenance work rather than for train operation because capacity allocation
during this interval appears difficult. By restricting track access during this interval,

not only does it improve the track access charge collection and capacity utilisation, but
the maintenance work also provides a safer transportation network. To obtain further
improvement of capacity utilisation, ARTC is also recommended to persuade the freight

operators to employ the same service headway wherever possible.

8.2.2.  Schedule Coordination at the Liverpool Lime Street Station
8.2.2.1. Problem Description and Simulation Setup

The schedule coordination problem at the Liverpool Lime Street station involving
Northern Rail and Central Trains is studied using the TSP-TSP transaction model
presented in Chapter 7. In this study, it is assumed that the simulation is conducted
from the perspective of Northern Rail whose train planners attempt to determine the
possible operating conditions for its service from Preston to Liverpool if they are to

coordinate the train schedule with Central Trains.

The background of the scheduling problem is illustrated in Fig 8.10. TSP-1 and
TSP-2 represent Northern Rail and Central Trains respectively. Northern Rail is
operating a service from Preston to Liverpool which requires a journey time of 60

minutes and a dwell time of 15 minutes at the Liverpool station. On the other hand,

TSP-1: Northern Rail TSP-2: Central Trains
PST . i LLS | . BNS STATION INDEX
60 min 1 105 min 0 PST: Preston
: 5 min : " LLS: Liverpool Lime Street
15 min| > 10 min BNS: Birmingham New Stredt

Fig. 8.10. Unidirectional transfer at Liverpool Lime Street station
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the service provided by Central Trains from Liverpool to Birmingham consists of a
journey time of 105 minutes and a dwell time of 10 minutes. The minimum transfer
time between the two services (i.e. walking time between the two platforms) is 5
minutes. Since Liverpool Lime Street is the terminal station for the Northern Rail’'s
service, the case shown in Fig 8.10 represents a unidirectional passenger transfer from
Northern Rail to Central Trains. In addition, according to the past timetabling
experience, the commencement time of the service operated by Central Trains is likely
to be 70 minutes later than the commencement time of the Northern Rail's service.

Therefore, the default passenger waiting time computed by (7.5) is 15 minutes.

Suppose the current average train fares for the Northern Rail and Central Trains
services are £8.00 and £17.00 respectively. These train fares are expected to give rise
to a maximum demand of 50 passengers when the waiting time is zero and the demand
will cease when the waiting time exceeds 30 minutes. Moreover, the current
estimation of idle costs for the rolling stock of Northern Rail and Central Trains are
£20/min and £25/min respectively. The base case for the situation just described is

denoted as case A in Table 8.9. Simulation of this case yields the probable outcome

Table 8.9. Simulation Setup for Schedule Coordination
Commencemer Average Train Max. Demand Idle Costs

Case Description time (min)  Fare (£/person) (persons) (E/min)
¢ & ko kG, G & ¢
A Unidirectional transfer 0 70 8 17 50 0 20 25

Default schedules lead to
waiting time of 15 minutes

B Unidirectional transfer 0 80 8 17 50 0 20 25
Default schedules lead to
waiting time of 25 minutes

C Unidirectional transfer 0 70 6 17 70 0 20 25
Reduced train fare to
increase passenger demand

D Unidirectional transfer 0 70 8 17 50 0 40 25
Higher marginal cost for
rolling stock

E Bidirectional transfer 20 0 8 17 50 50 20 25

Same rolling stock is used
for the backward journey
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(i.e. train schedules) derived by negotiation.

Since the exact commencement time for Central Trains is not known, the train
planners may like to further examine the consequence if it is postponed to a later time,
say 80 minutes. This leads to a default waiting time of 25 minutes and the
corresponding simulation parameters are given by case B. In addition, case C refers to
the situation when Northern Rail attempts to increase the passenger demand by reducing
the average train fare by £2.00. In case D, the stakeholder is considering upgrading the
rolling stock for its service which leads to an increase in idle cost to £40/min. Finally,
case E demonstrates an example of bidirectional transfer if the same set of rolling stock

is used for the backward journey as shown in Fig. 8.11.

Having devised the situations intended for investigation, the train planners of
Northern Rail can generate results using the simulator for TSP-TSP negotiation.
During the simulation, the train planners may assume the proponent (i.e. Central Trains)
to employ Strategy-PO {§, which has no intention to concede for the benefits of
Northern Rail. On the other hand, Northern Rail may employ both Strategy-PO and
Strategy-MAX (Say to examine the quality of the Pareto-optimal solution and the

suboptimal one. The simulation results are summarised in Table 8.10.

TSP-1: Northern Rail TSP-2: Central Trains
PST LLS i ~ BNS STATION INDEX
60 min i 105 min PST: Preston
O —> 5m|r£ . »O LLS: Liverpool Lime Street
15 min 10 min BNS: Birmingham New Street
O : 5min Qe —0
60 min ! i 105 min

Fig. 8.11. Bidirectional transfer at Liverpool Lime Street station
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Table 8.10. Simulation Results for Schedule Coordination
Case A Case B Case C Case D Case E

Solution (Soor S0 {2, 70} {5, 80} {3, 70} {2, 70} {39, 0}
{{,.¢,} (Smax Spo) {r.70y  {15,80y {770}  {7,70} {40, 0}
Revenue gained by TSP-1 (Syo Sio) 289.89 122.22 292.80 244.89 359.11
Y, (E) (Smax S0 231.56 55.56 250.13 91.56 344.44
Revenue gained by TSP-2 (S0, So) 789.56 755.56 999.60 690.39 1570.61
Y, (£) (Smax So) 690.39 472.22 1105.38 789.56 1581.94
Number of negotiation  (Spe, Spo) 147 504 167 133 19
rounds (Bax S0 47 73 57 41 14
Waiting time L, - L, (Soo S0 13 20 12 13 11
w,, (min) (Smax So) 8 10 8 8 10
Waiting time L, - L, (Spor Spo) - - - - 4
w,, (min) (Smaxs Spo) - - - . 5
Demand for L, - L, (Soor S0 40.6 27.7 58.8 40.6 42.3
D,, (persons) (Smax Spo) 46.4 44.5 65.0 46.4 44.4
Demand for L, — L, (Soo S0 - - - - 49.1
D,, (persons) (Smax S0 - - - - 48.6

8.2.2.2. Results and Findings

Case A:In Table 8.10, the solution obtained in this case using the negotiation pair
(Soor So0) Is {2, 70}.  The Pareto-optimal solution has reduced the passenger waiting
time by 2 minutes (from 15 to 13 minutes) when Northern Rail (i.e. TSP-1) postponed
its commencement time from 0 to 2 minutes during the negotiation. With the balance
between the income generated from a passenger demand of 40.6 and the 2-minute idle
cost of rolling stock, the overall revenue gained by Northern Rail is found to be £289.89.
On the other hand, the solution obtained from the negotiation paiy &) is {7, 70}.

As Snax @aims to reduce the negotiation time by sacrificing Pareto-optimality, the
commencement time for Northern Ralil is further delayed to 7 minutes which leads to a
higher idle cost. Although the passenger demand has been increased to 46.4 due to a
shorter waiting time of 8 minutes, the overall revenue gained is lowered to £231.56.
Nevertheless, since both simulated negotiations lead to a considerable gain in revenue,

conducting a negotiation with Central Trains in practice is likely to be beneficial.
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Case B:Despite the possible benefits in case A, if the commencement time for the
service of Central Trains is changed to 80 minutes, Northern Rail suffers from a
significant reduction in revenue collection. The corresponding values fgr $9
and (Sax So) are £122.22 and £55.56 respectively. Under these circumstances,
Northern Rail may consider withdrawing from the negotiation because the accompanied
transaction costs (e.g. manpower, preparation of legal contracts, etc.) may swallow the

monetary gained by the coordinated schedule.

Case C:In contrast to the results obtained in case B, the reduction of train fare has
increased the revenue of Northern Rail to £292.80 in the negotiatignS§ and
£250.13 in the negotiation 48, S0). This may suggest the stakeholder to indeed
lower the train fare. However, according to the simulation results, the expected gain is
not substantial (only £3 - £20) and thus the stakeholder may retain the basic train fare to

avoid the additional administration cost of modifying the charging scheme.

Case D: With the improvement of the quality of rolling stock, the revenue
collection of Northern Rail is reduced. The reduction is relatively small in theS9
negotiation, but considerably large in the,{S S,) negotiation. With a higher idle
cost for the rolling stock, if the stakeholder concedes easily for the benefits of the
proponent (as in the case of employing.® the cumulative loss for the delay in

commencement time will be increased dramatically.

Case E:The possibility of bidirectional transfer has provided a reasonable increase
in revenue for Northern Rail. With an additional demand of almost 50 passengers in
the backward journey, Northern Rail is willing to postpone the commencement time by
about 20 minutes (from 20 minutes to 39 and 40 minutes) instead of only several

minutes in case A.
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Conclusion: Based on the simulation settings and results, Northern Rail should
explore the possibility of schedule coordination with Central Trains using the current set
of rolling stock. Preferably, the rolling stock should also be used for the backward
journey. However, the stakeholder should pay serious attention to the possible errors
in their estimation or prediction (e.g. commencement time for the proponent’s service,
passenger demand, etc.). It is also recommended to Northern Rail to negotiate in a

cautious manner if adequate time is available for negotiation.

8.3. Remarks

This chapter has described some of the resource management problems experienced
by the railway markets in Australia, the UK and China. Since the problems in
Australia and the UK are the direct consequence of restructuring into open access
markets, MAS-ORAM clearly has promising potential in studying these railways. On
the other hand, MAS-ORAM may offer as a useful tool to determine whether a

widespread competition is suitable for the Chinese railways.

Two hypothetical resource management problems in Australia and the UK have
been studied to demonstrate how MAS-ORAM may be employed in practical planning
and evaluation by the stakeholders before initiating any negotiation. The simulation
results are hugely valuable in predicting the possible outcomes of different scenarios
and they therefore suggest the appropriate objectives and actions to the railway
stakeholders. Since the studies are all conducted in a virtual environment, such
evaluation tool offers a cost-effective means to assist the train planners/service

managers in making decisions with respect to the best interest of their employers.

Despite the demonstration of the usefulness of MAS-ORAM in the hypothetical

case studies, it is still important and beneficial to validate the negotiation models on
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existing problems using actual data. Although the acquisition of data from industries
is difficult since these data are usually confidential, it is anticipated that further research
may involve the collaboration of the railway stakeholders to enhance the capabilities of

the agents.
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Chapter 9

Conclusions and Further Works

This chapter is organised into two sections. In the first part, the achievements
presented in the thesis are summarised. In the second part, the further research spun

off from the work is addressed.

9.1. Summary of Achievements

The achievements of the work in the thesis are summarised in this section. The
major contributions associated with the MAS-ORAM (Multi-agent System for Open
Railway Access Market) architecture, the transactions of IP-TSP, IB-TSP-TSP,

and the application of the MAS-ORAM in resource planning are discussed.

9.1.1. MAS-ORAM Architecture

The thesis has presented a MAS framework to model an open railway access
market. MAS-ORAM considers railway stakeholders as a group of loosely-coupled
software agents which possess their individual objectives and are capable of conducting
negotiation to resolve their conflicts in resource planning and management. Unlike the
conventional modelling approaches which regard the entire system as a central
decision-making unit, MAS-ORAM takes into consideration of the distributed nature of
open markets as a result of the separation of ownership and responsibilities. This

enables the examination of the local resource management problems and their
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interactions under a computer simulation environment. The idea has opened up a new
means to conduct useful hypothetical studies in railway resource planning in open

access markets.

9.1.2. IP-TSP Transaction

A bilateral negotiation on track access rights between an IP and a TSP has been
modelled. By employing BSBP (Buyer and Seller Behaviour Protocol), the TSP agent
can express its requirements by submitting a set of crisp constraints, while the
responsibility of the IP agent is to generate offers for the TSP agent in consideration of

the submitted constraints and its internal costs and benefits.

When making concession during the negotiation, the decision of the TSP on
selecting an attribute is modelled as a PFCS (Prioritised Fuzzy Constraint Satisfaction)
problem resolved by a rule-based system. By assigning different sets of effective
priority values, the model allows the TSP agents to exhibit various conceding behaviour
on commencement time, station dwell times, inter-station runtimes and track access
charge. The TSP-model has also enabled the representation of non-monotonic change

in satisfaction on these attributes by using fuzzy membership functions.

On the other hand, the ability of the IP agent to generate offers is enabled by a BNB
(Branch-and-Bound) algorithm. The algorithm has the advantage of guaranteeing the
optimal solution for the IP in each round of negotiation. Such solution takes into
consideration of the overall balance among the costs on track usage, traction energy,
peak demand, congestion and capacity utilisation. Since the algorithm suffers from a
high computation demand, three heuristic rules have been proposed to reduce the
simulation time. The resulting algorithm is recommended for conducting small-scale

studies (e.g. less than 10 stations) for strategic and tactical planning.
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Simulation results have also shown that the IP and TSP agents are able to negotiate
for track access rights autonomously according to their pre-assigned operational
objectives. When a deal is identified in the negotiation process, the solution is
Pareto-optimal. The IP agent is also capable of resolving conflicts of rights-of-way
and deriving offers for TSP agents in response to their willingness-to-pay and incentives

in capacity requirements.

9.1.3. IP-TSP" Transaction

A multilateral negotiation on track access rights between a single IP and a group of
TSP has been modelled. MBSBP (Multiple Buyers and Seller Behaviour Protocol)
enables the IP agent to negotiate with a set of TSP agents that are operating train
services within the same CTP (Commencement Time Interval). The ability to conduct
more than one IP-TSP negotiation allows the examination of the effect of competition

on capacity utilisation and quality of train services.

FCFS (First-Come-First-Serve) and HW2PF (Highest-Willingness-to-Pay-First)
have been proposed as the policies adopted by the IP agent to handle the negotiations in
a sequential manner. Throughtests and hypothesis testing, results have suggested
HW2PF is more favourable to the IP (and express train services) when the traffic is
dominated by fast trains, while FCFS tends to benefit the IP (and regular services)
otherwise. In railway networks that support a mixed mode of freight and passenger
traffic, a short CTP is also recommended for the freight services in order to introduce

sensible competition in the railway market.

9.14. TSP-TSP Transaction

A bilateral negotiation on schedule coordination between two TSPs has been
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modelled. The negotiation employs a simple protocol that consists of communicative
acts of proposing, accepting and rejecting offers. The objectives of the TSP agents are
thus to generate an appropriate offer to the proponent and decide whether the

counteroffers received should be accepted or rejected.

The offer generation problem has been modelled as a tree searching problem which
composes of a quadratic programming problem and a pruning decision problem.
LCPA (Lemke’s Complementary Pivoting Algorithm) has been used to tackle the
guadratic programming problem and heuristic rules have been devised to prune the
search tree. The combined algorithm for generating offers in the schedule

coordination problem is fast and efficient.

On the other hand, the decision on accepting and rejecting an offer is governed by
one of the three proposed negotiation strategieg, isSpecially devised to steer the
negotiation towards a Pareto-optimal solutionqi, 8nd $ax are intended to represent
the behaviour of a cautious and a desperate TSP respectively. Simulation results have
shown that & is a good approximation topsin terms of quality of solution and
negotiation time, while & is able to shorten the negotiation time but more likely to

lead to lower quality of solution.

9.1.5. Applications

The thesis has also applied MAS-ORAM in railway resource planning under the
backgrounds of two practical open access markets in Australia and the UK. The
studies have demonstrated the advantage and potential use of the software prior to
conducting the real (human-human) negotiation. The stakeholders may use the
software to analyse and predict the possible negotiation outcomes in the planning stage

which helps the decision makers to improve their negotiation power and avoid
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conducting unprofitable negotiations. MAS-ORAM also has potential applications in
determining whether open access should be introduced in conventional railway markets

such as the mainline railways in China.

9.2. Further Works

The presented work is a pioneer work on applying agent modelling to resolve
modern resource management problems in open railway markets. The work is
therefore a useful catalyst for further research in the discipline. Described below are
two possible directions for further works on capability enhancement of agents and
extension on transactions. In all cases, it is important to validate the applicability of

the models in real-life situations. Close collaborations with the industry is vital.

9.2.1.  Capability Enhancement of Agents

Being the initial work of agent modelling in open railway access markets, the
agents modelled in this study are relatively primitive. In all negotiations, the agents
are only given the ability to respond rigidly to the communicative acts of other agents.
In other words, the agents may be regarded as reactive agents and they lack the ability
to learn and/or initiate proactive acts. For example, in the IP-TSP negotiation, the TSP
may not want to adopt a fixed operational strategy (i.e. passenger-oriented or
expenditure-reducing), but desire to determine the behaviour according to the
availability of track capacity supply. By analysing the replies from the IP agent, the
TSP agents may attempt to deduce whether the required track capacity has been
occupied. In such case, a passenger-oriented TSP agent will have no reason to insist
on its requirements and may opt for reducing the expenditure. On the other hand, the
IP agent may learn from the TSP agent’s response and promote its idle track capacity

proactively by lowering the relevant charge rates. The BDI (Belief-Desire-Intention)
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agent modelling paradigm is a potential means to capture such proactive behaviour.

In addition, the agents, especially the IP, can benefit from a faster algorithm in
decision-making. Although the BNB algorithm for capacity allocation is able to derive
the optimal solution for the IP in each negotiation round, the algorithm suffers from a
high computational complexity. Even if equipped with the proposed heuristic rules,
the required simulation time becomes impractical when the problem involves large
number of stations (or sidings). Such issue is especially apparent when negotiation is
an iterative process in which the algorithm will be frequently reused. As a result,
further research may be conducted to explore other algorithms, such as GA, which

derive near-optimal solution with shorter simulation time.

Furthermore, since the negotiation models derived in this study assume that the
railway stakeholders are free from regulations on track capacity allocation. It is thus
worth enhancing the models by considering the equity issue on capacity allocation.
One means to measure equity is using Gini Coefficient, which can be incorporated in
the objective function of the IP. The imposition of a minimum level of equity by the
railway regulatory bodies may be represented by a constraint in the in the combinatorial

optimisation problem.

9.2.2. Extension on Transactions

The schedule coordination problem between two TSPs modelled in the study has
assumed that the IP will grant the necessary track access rights to the TSPs. However,
in practice, the TSPs are uncertain if they can indeed obtain the required capacity.
Therefore, additional work can be performed to coordinate the TSP-TSP negotiation
with the IP-TSP negotiation. A possible approach is to first perform a TSP-TSP

negotiation to produce the desired schedules for the TSPs. Having obtained these
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schedules, the TSPs initiate a negotiation with the IP to resolve the capacity constraints
(if any). However, as the resultant schedules may deviate from the desired ones, the
TSPs may need to negotiate among themselves again to refine the commitment
associated with the schedule coordination. This may in turn lead to an update
arrangement with the IP. In some cases, the negotiation process may iterate a few

times before all stakeholders settle at a final agreement.

While the major transaction problems involving IP and TSPs have been studied,
other negotiations are also worth examining. Apart from the track access rights
allocation problem between IP and TSP, platform allocation at railway stations is also an
important problem. When many trains are arriving at a busy station, the available
platforms may become scarce and the IP will attempt to reduce the station dwell times
of the TSPs’ train services. On the other hand, owing to a schedule coordination
commitment with other TSPs, some of them may prefer a longer dwell time at a
particular platform for better transfer arrangements (e.g. aiding bidirectional transfer).
This type of negotiation concerning platform utilisation is also valuable in railway

resource planning.

Moreover, the possibility of adopting an auction approach to allocate track capacity
should not be overlooked. Although the current access pricing regimes are dominated
by posted pricing and negotiation, many policy makers are still striving to explore better
regimes, and auctioning is one of the promising approaches. It is therefore desirable to
evaluate the complexity to set up an auctioning system in open railway markets and its
efficiency in capacity utilisation when compared with the negotiation approach.
Results obtained from such study can be of great advantage in suggesting an appropriate

pricing regime in various open access markets.
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Appendix A

Complexity Analysis of BNB Algorithm

The BNB algorithm shown in Fig. 5.11 is repetitive and it terminates when all
nodes in LIST have been evaluated. The exact number of node evaluations may vary,

but in the worst scenario, the entire tree is expanded to yield the maximum number
Ny =n, +n,n, +nnn, +nnnn, +nnnn,ng +nnnn,nn,, +..

+ r}rl)rl,rbnsnﬁgl‘lnmnm, where n,, n, and n, are the number of feasible flex
levels, rolling stock and commencement times respectively; and ny are the
numbers of feasible dwell times at stationand feasible runtimes in inter-statiop;

and n, is the number of visiting stations. In other words, the algorithm has a time

complexity of @nn,nn, [k ngny) = Annnn,™n™) , where n,=

max(Ny;) and n; = max (Ng) -

1<isng 1< jsn-1
However, this assumes that one unit of computation time is used to evaluate the
utility value U of a node, which is unreasonable. To obtain a more realistic
estimation for the time complexity, the computation requirements for the sub-charges
and capacity utilisation are summarised in Table A.1. It can be seen that PDC is the
dominating factor over the five components so that when its computational complexity

is considered with the worst-case expansion scenario for the BNB algorithm, the overall



Table A.1. Time Complexity of Components in Objective Function

Term  Complexity Description of derivation

TUC  O(n,) Among the available rolling stock, find the maximum
charge rates. This requiras, data retrievals.

TEC 1% n,) = O(n,n,") Among the available rolling stock, find the maximum

cumulative energy consumption for the inter-station
runs. This requires a maximum aof, retrievals of

the energy data within each int&gation run, and henc
n.*" computations of cumulative energy consumg

R
for eachu .
PDC ©pnnsin )= Annntn®) Among the available rolling stock, find the schedule
P A (combination of commencement time, dwell times and
runtimes) which causes the highest increase in peak
demand. For each inter-station run, there is a
maximum of n,n, combinations of dwell times and

runtimes. This leads to a possibility of evaluating

schedules for eachw .
CGC @ n+ 0 )= aAnnn,") Amopg the ayailable flex levels, findetilex Ieve_l witt
the highest discount factor. The search requings

data retrievals. In addition, eaca has n,n,""
schedules for evaluations. This term is independent on
n, because congestion charge is maximised by

directly retrieving the maximum runtime which
consumes only 1 unit of computation.

CPU  @nnniin)=qannn,") Each « has nn,"" schedules for evaluations.
This term is independent on, because incremental
capacity utilisation is minimised by directly retrieving
the minimum runtime which consumes only 1 unit of
computation.

Ng

time complexity is given by dnnnn,™n™) x Qnnn,"n.™)
= q r}pmznzanannRzns) .

To illustrate the computation demand, considgr=5 and n,, = 90 (in the UK,

there are about 90 classes of rolling stock). Suppose the negotiation adopts a

time-window of 30 mins so that the maximum valuergf =, 80d assumen, =10
and ny =20. If the number of visited stations, is 4, the order of computation
becomes 583x10'°, and if n, is doubled, the order increases substantially to

933x10%°.

The complexity in fact increases in exponential orderrigr and n; with respect



to the number of stations, and in polynomial order fom,, n, and n,. This

means the algorithm is computational expensive and it quickly becomes impractical as
the number of stations increases. Nevertheless, since the above estimation considers
the worst scenario when the entire tree is expanded, the computation is less demanding

in cases when intermediate nodes are pruned.



Appendix B

Statistical Tables

Table B.1. Table of the Student’s t-distribution

Table of the Student's -distributi

[- §
The table gives the values of I,
where Pril, > Iy ) =a, with v degress of freedom Tew
ui (K] 005 0.025 0.0 0.005 0.001  0.0005 |
¥

1 3.078 8.314 B 31821 63657 3JI1B.310 636820
2 1.888 2.920 4303 6.965 9.825 22,328 31.588
3 1.6838 2.353 3.182 4 541 5.841 10.213 12824
4 1,533 2.132 2778 3747 4 604 773 B.510
5 1A4TE 2015 2.5T1 3.365 4,032 5.884 B6.850
-] 1.440 1.843 2447 3.143 3707 5.208 5.858
T 1418 1.885 2,385 2.898 3.488 4. TRS 5408
] 1.387 1.880 2.308 2.898 3355 4.501 5.041
g 1.383 1.833 2262 2.821 3250 4207 4.781
10 1372 1812 2278 2.784 3.168 4,144 & 587
" 1.363 1.786 2201 2718 3108 4.025 4437
q2 1.388 1.782 21478 2.681 3.055 3.830 4,318
13 1.350 1.771 2,180 2680 .02 3.852 4221
14 1.345 1.761 2945 2.824 28977 arav 4.140
15 13419 1.753 213 2602 2.047 373 4.073
16 1.337 1.748 2120 2.583 2821 3.688 4015
17 1.333 1.740 2110 2.5687 2858 3548 3,885
18 1.330 1.734 210 2.552 2878 3.810 3822
9 1328 1728 2.083 2.539 2.861 3578 2883
20 1.325 1.726 2.086 2.528 2.845 3.552 3.850
21 1323 1721 2080 2518 280 527 3819
22 1.3 1.7 2074 2.508 2819 3.508 3.ra2
23 13168 1.714 2089 2.500 2.807 3.485 3,768
24 1318 1.711 2054 2482 2797 3487 3.745
25 1318 1.708 2.060 2,485 2.787 3.450 3.725
28 1318 1.708 2058 2479 2778 3435 307
27 1314 1.703 2052 2473 2.M 3429 3689
28 1313 1.701 2.048 2487 2783 3.408 1674
29 1311 1.699 2.045 2462 2756 3,395 3,850
30 1310 1697 2.042 2457 2.750 31.385 3646
40 1303 1.684 2.021 2423 2704 3.307 3.551
B0 1.288 1871 2.000 2.380 2.560 3.232 3460
120 1289 1.658 1.880 2.358 2817 3160 3373
m 1282 1.845 1.580 2328 2576 3.080 3.201




Table B.2. Estimation of Sample Size for Two-sample Hypothesis Test of Unknown

Variance
Level of r-Test
Single-sided test a = 0.005 a =001 a = 0.025 a = 0.05
Double-sided test a = 0.01 a = (.02 a = 0.05 a=0.1
B= 0.010.05 0.1 02 0.5 |0.010.05 0.1 0.2 0.5 | 0.010.05 0.1 02 0.5 [0.010.05 0.1 6.2 0.5
0.05
0.10
0.15 122
0.20 139 99 70
0.25 110 90 128 64 139 101 45
0.30 134 78 115 63 119 90 45 122 97 71 32
0.35 125 99 58 109 85 47 109 88 67 34 90 72 52 24
0.40 115 97 77 45 101 85 66 37 | 117 84 68 51 26 |101 70 55 40 19
0.45 92 77 62 37 |110 81 68 53 30 93 67 54 41 21 80 55 44 33 15
050 | 100 75 63 51 30 | 90 66 55 43 25 76 54 44 34 18 | 65 45 36 27 13
0.55 83 63 53 42 26| 75 55 46 36 21 63 45 37 28 15| 54 38 30 22 1
0.60 71 53 45 36 22 | 63 47 39 31 18 53 38 32 24 13| 46 32 260 19 9
0.65 61 46 39 31 20| 55 41 34 27 16 46 33 27 21 12| 39 28 22 17 8
0.70 53 40 34 28 17 | 47 35 30 24 14 40 29 24 19 10| 34 24 19 15 8
0.75 47 36 30 25 16 | 42 31 27 21 13 35 26 21 16 9| 30 21 17 13 7
0.80 41 32 27 22 14 37 28 24 19 12 31 22 19 15 9 27 19 15 12 6
0.85 37 29 24 20 13| 33 25 21 17 1 28 21 17 13 8| 24 17 14 11 6
Value of  0.90 34 26 22 18 12| 29 23 19 16 10 25 19 16 12 7| 21 15 13 10 5
5] 0.95 31 24 20 17 11 27 21 18 14 9 23 17 14 11 7 19 14 11 9 5
A=— 1.00 28 22 19 16 10| 25 19 16 13 9 21 16' 13 100 6| 18 13 11 §& 3
o
1.1 24 19 16 14 9| 21 16 14 12 8 18 13 11 9 6 15 11 9 7
1.2 21 16 14 12 8 18 14 12 10 7 15 12 10 8 5 13 10 8 6
1.3 18 15 13 11 &8 16 13 11 9 6 14 10 9 7 11 8§ 7 6
1.4 16 13 12 10 7 14 11 10 9 6 12 9 8 7 0 8 7 5
1.5 15 12 113 9 7 13 10 9 8 6 11 8 7 6 9 7 6
1.6 13 11 10 8 6 12 10 9 7 5 00 8 7 6 8 6 6
7 12 10 9 8 6 11 9 8 7 9 7 6 5 8 6 5
1.8 12 10 9 8 6 0w 8 7 7 8 7 6 7 6
1.9 1m 9 8 7 6 w 8 7 6 8 6 6 T 5
2.0 0 8 8 7 5 9 7 7 6 7 6 5 6
2.1 100 8 7 7 8 7 6 6 7 6 6
2.2 9 8 7 6 8 7 6 5 7 6 6
2.3 9 7 7 6 8 6 6 6 5 5
2.4 8 7 7 6 7 6 6 6
2.5 8 7 6 6 7 6 6 6
3.0 7 6 6 5 6 5 5 5
35 6 5 5 5
4.0 6

Source taken from:

Davies, L. (ed.) (1956) ‘Design and analysis of industrial experiments’ (Edinburgh: Oliver & Boyd), reproduced by Walpole, R.E.,
Myers, R.H., and Myers, S.L. (1998) ‘Probability and statistics for engineers and scientists’ (Upper Saddle River, NJ: Prentice Hall)



Appendix C

Partitioning and Transformation of the
Objective Functions

In the following, let x = E' } :
i

1) B _;: Unidirectional transfer fromL; to L,

The objective function is obtained from (2.8) with the exclusionk@ ¢; & , )

which is shown in (C1).

m

max Y=KG{1—($j }—q(a &) €y

With expansion and rearrangement using matrix notation, (C1) can expressed by
(C2).

% Z--2 ~ 2k *Z _ 2 * ” T
max Y=KGU[1—W"2 +C|Zi+ijzu|:1 EW /ZKGJZII:| X

w -1

m

m

(C2)

EZKGU " 1 -1 y
2 sz -1 1

Since the constant terms in an objective function can be eliminated from the
optimisation problem, the objective function can be reduced to (C3) without affecting

the optimal solution.



max Y,

* * T *
ZZKG’j Zi |1- cw’ /12kG z, X_EZKGU X" Lt X (C3)
e -1 2 sz -1 1

m

Also, any maximisation function can be converted to the equivalent minimisation

form by the multiplication of the objective function by —1. This is shown in (C4).

min Z =-Y'=
Z . " 11

m

* * T *
2kG z {PVMZ/ZKGhzﬂ _1} x+12|§Gij XT{ ! _1}x (C4)
2 1 2 sz -

2) P,_;: Unidirectional transfer fromL; to L,

This problem can be similarly transformed to a minimisation problem with
(C1)-(C4) replaced by (C5)-(C8).

max YZKG]!]-_(ZI_VZV#} }_Q(Z_Z’\i) (C5)

m

2

, zZ. .~ 2kGz |[-1- 2 T
max Y:KGji{l_ - J+C.Zi+—' ! ’[ 1= ew /2I|<G“z”} X
w

2 2

m m 1 (C6)
— EZKG; X7 1 -1 X
2w’ -1 1
ZkG* Z.|=-1-— 2 * ) T 2 G* 1 _1
max v=2X9 7| "1m W 12kGz, |, 12K8, x (C7)
Wi 1 2 W, -1 1
2k G, z ? 7. ! 2k G’ 1 -1
min Z =-y' =222 P I2kGz; +1) 1 KZJ' " 8
Wm _1 2 Wm _1 1

3) P .,:Bidirectional transfer to and front; and L,

This problem is similarly transformed to a minimisation problem with (C1)-(C4)

replaced by (C9)-(C12).



mw<Y:KG{L{ﬁiéjiq}+KG{L{£;%:iq]‘qm‘a)«m)

" Gz -Gg

. cw.’ |
2_k{ Gz -Gz~ K| x (C10)
_ 12 XTl: G+G -G +G;)}(

2w

m

2w, " [-(G+G) G +G

2 T
« CW,
max Yi,: 2k|2|:c"::% Gji Zji Zkl } X
W

" Gz-Gg (c11)
_ 12 o GG —(G Gy
2w, ° -(Gi +G;i) G\J +G;i
. cow?]
min Z:_Yi,:z_kiz q;%i_quij'f' 2 X
" ¢3-G7 (€12)

+ 12ki X7 q+G;i _(G\;+G;) X
2w ? —(q+G}) GI;"'G;
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Appendix D

Conditions for Optimality

A solution X =(X, X,,...,X,) is an optimal solution to minf{ X )}subject to
0,(xx), i={12...m if f(x) is a convex function,g, x( )are concave functions,

and the following Karush-Kuhn-Tucker (KKT) conditions are satisfied (Hillier &

Lieberman, 1995):

g—;—i:uig—iso at x=x,for j=12..,n (D1)
kj(%—guig—iJ:O at x=X,for j=12..,n (D2)
g(X)-b <0 for i=12...m (D3)
ylg(X)-bJ]=0 for i=12..,m (D4)

X, 20 for j=12..,n (D5)

u =0 for i=12..m (D6)

For the quadratic programming problem in (D7), it can be shown that the KKT
conditions can be used to construct the linear system (D8)-(D10) with the

complementary constraints (D11)-(D12).

min{ f (x) =c'x +%xT Hx: Ax<h x>0} (D7)



Ax+y=Db (D8)

—-Hx-ATu+v=c (D9)
X,y,u,v=0 (D10)
x'v=0 (D11)
u'y=0 (D12)

where u and v are the Lagrangian multiplier vectors féxx <b and x<0

respectively, andy is the vector for the slack variables.

0 -A b
Further, let M :{ T } q ={ } W={y} and z:{u] then (D8)-(D12)
A H C Y X

can be simplified by (D13)-(D15).

w-Mz -1z, =q (D13)
w'z=0 (D14)
w,z=>0 (D15)

z, is introduced as a dummy variable, so that an initial solution can be easily
obtained by settingz, =max{-q:1<i<m}, z=0 and w=q+1z,. The original
problem in (D7) is solved wherz, is driven to zero while satisfying (D13)-(D15).

If H is positive semi-definite,f x( )is a convex function. Moreovery, x ( )

are linear which are both concave and convex. Therefore, the resolution of (D13)

subject to (D14) and (D15) will be optimal for the original problem in (D7).



Appendix E

Verification of Positive
Semi-definiteness of H-Matrix

A mxm matrix H is positive definite if x'"Hx> 0 and it is positive
semi-definite if x"Hx = Q for all x. Positive definiteness can also be verified by the
value of the determinant oH, denoted by det{ ) If detH)>0, it is positive

definite, and if det§ B Q it is positive semi-definite.

1) PR _;: Unidirectional transfer fromL; to L,

. 2kG, [ 1 -1
According to (C4), H, ;=—-=%| ~ . In other words, def )
w,? |-
2kG: | 1 -1 2k G.
= Iﬁz” _ = Kzu [(1)2—(-1)2] =0 . H; , is therefore positive
W,, 1 1 W
semi-definite.

2) P,_;:Unidirectional transfer fromL; to L,

According to (C8), H, ; =—=%| ' |. In other words, def{, )
w,” |-
2kG; | 1 -1 2k G
= \Ijvz“ 1 1‘ = \Ijvzu [(1)2—(-1)2] =0 . H, ;. is therefore positive



semi-definite.

3) P ., Bidirectional transfer to and front; and L,

_ . +G. —(G +G.
According to (C12),H, ; = v?/klz [_(GCJ% . C];*) (C?J+G*JI )}. In other words,
m i j ji

2k
w, 2

G+G  -(G +G))

_ _ 2k £ N2 [~ 2] _
) Ty th@ e g "w_nf[(qm”) eyl o

H;_; is therefore positive semi-definite.
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