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Abstract

Articulatory-Feature Based Pronunciation Modelling for High-Level

Speaker Verification

Speaker verification is a binary classification problem whose objective is to deter-

mine whether a test utterance was produced by a client speaker. Text-independent

speaker verification systems typically extract speaker-dependent features from short-

term spectra of speech signals to build speaker-dependent Gaussian mixture models

(GMMs). While this short-term spectral approach can achieve a reasonably good per-

formance in controlled environment, the lack of robustness to real-world environment

remains a serious problem. To improve the robustness of spectral-based systems, long-

term high-level features have been investigated in recent years. Among the high-level

features investigated, the use of articulatory features (AFs) for constructing condi-

tional pronunciation models (CPMs) has been very promising. The resulting models

are referred to as articulatory-feature based conditional pronunciation models, or sim-

ply AFCPMs. The drawback of AFCPMs, however, is that the pronunciation models

are phoneme-dependent, meaning that they require one discrete density function for

each phoneme. This dissertation demonstrates that this phoneme dependency leads

to speaker models with low discriminative power, especially when the amount of train-

ing data is limited. To overcome this problem, this dissertation proposes four new

techniques for articulatory-feature based pronunciation modeling.

1. Phonetic-Class Dependent AFCPM (CD-AFCPM). In this modeling technique,

the density functions are conditioned on phonetic classes instead of phonemes.

The phonetic classes are created from phonemes through three different mapping

functions, which are obtained by (1) vector quantizing the discrete densities



in the phoneme-dependent universal background models, (2) using the phone

properties specified in the classical phoneme tree, and (3) combination of (1)

and (2).

2. Probabilistic Weighting Scheme. In the original CD-AFCPM, all frames are

considered to be equally important during the density estimation. However,

frames that have a higher probability of belonging to the phonetic class being

modeled should be given a greater weight. This dissertation, therefore, proposes

a weighting scheme for computing the pronunciation models such that frames

with a higher probability of belonging to a particular class will have a higher

contribution to the model of that class. A new scoring method that uses an

SVM to combine the scores generated from the phonetic-class models is also

proposed.

3. Model Adaptation. Speaker verification based on high-level speaker features

requires long enrolment utterances to be reliable. However, in practical speaker

verification, it is common to model speakers based on a limited amount of

enrolment data. To alleviate this problem, this dissertation proposes a new

adaptation method for creating speaker models. The method not only adapts

the phoneme-dependent background model but also the phoneme-independent

speaker model.

4. Articulatory-Feature Kernels. The log-likelihood ratio scoring method in the

original AFCPM does not explicitly use the discriminative information available

in the training data because the target speaker models and background models

are separately trained. This dissertation proposes converting the speaker mod-

els to supervectors in high-dimensional space by stacking the discrete densities

in the AFCPMs. An AF-kernel is constructed from the supervectors of target



speakers, background speakers, and claimants. Then, an SVM is discrimina-

tively trained to classify the supervectors.

These four techniques have been evaluated on the NIST 2000 dataset. The evaluation

leads to five findings:

1. Among the three mapping functions, the one that combines the classical phoneme

tree and Euclidean distance between AFCPMs achieves the best performance;

2. Phonetic-classes AFCPM achieves a significantly lower error rate as compared

to conventional AFCPM;

3. The weighting scheme leads to better speaker models and hence helps to improve

verification performance;

4. The proposed adaptation method, which uses as much information as possible

from the training data, significantly outperforms the classical MAP adaptation

method; and

5. The proposed AF-kernel is complementary to the likelihood-ratio scoring method,

and their fusion can improve verification performance.
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Chapter 1

INTRODUCTION

1.1 Biometric Authentication

Security protection is critical for today’s business environment and personal life. In

particular, security protection has become prevalent in: (1) financial transactions, (2)

access control, (3) computers and networks, and (4) personal and public safety [3].

Most commercial security systems employ artificial features for authentication, e.g.,

passwords, PIN, and smart ID cards. This artificial information, however, can be

potentially forged and some of them could be stolen or forgotten. Better and more

effective identification and authentication methods are now in great demand.

With recent technological advances in audio and visual microelectronic systems,

reliable automatic authentication systems have become a commercial and practical

reality. Biometric systems use automated methods to verify or recognize the iden-

tity of a person based on some physiological or behavioral characteristic (such as a

fingerprint or face pattern) and/or on some aspects of behaviors (such as voice, hand-

writing, or keystroke patterns [3]). Since biometric systems do not identify a person

by what he or she knows (a code) or possesses (a card), but by a unique character-

istic that is difficult for a different individual to reproduce, the possibility of forgery

is greatly reduced. However, a significant drawback of most biometrics is that they

require specialized client-side measuring equipment, e.g., fingerprint readers, cameras

with special lighting conditions, iris scanners, etc.
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1.2 Definition of Speaker Recognition

Automatic speaker recognition [4], [5] or voice recognition is the task of determin-

ing a person’s identity based on his or her own voices. Speaker recognition can be

generally categorized into speaker verification and speaker identification. The former

is to determine whether the voice of the claimant matches the voice of the claimed

identity, whereas the latter is to identify a speaker from a set of previously enrolled

speakers given an input speech utterance. Because speaker verification involves a bi-

nary comparison, the accuracy is independent of population size. On the other hand,

the accuracy and response time of a speaker identification system degrades with an

increasing number of registered speakers.

Speaker recognition can also be divided into text-dependent and text-independent.

In text-dependent systems, the same set of keywords are used for enrollment and

recognition. In text-independent systems, on the other hand, different phrases or

sentences are used. Although text-dependent systems require user cooperation, they

usually outperform text-independent systems because precise and reliable alignment

between the unknown speech and reference templates can be made. However, text-

independent systems are more appropriate for forensic and surveillance applications

where pre-defined key words are not available and the users are usually not cooperative

or not aware of the recognition task.

Compared with other biometric traits, speaker recognition has three distinct ad-

vantages: Firstly, speaker recognition systems do not require specialized hardware

for the user interface; the only requirement is a microphone. Secondly, speech is a

natural signal to produce and can be easily delivered via nowadays ubiquitous tele-

com systems. Finally, in some applications, speech is the main communication media

(e.g., telephone-based transactions).
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1.3 Speaker Recognition Modules

Speaker recognition can be divided into two distinct phases: a training phase and

a recognition (verification or identification) phase. Typically, a speaker recognition

system is composed of a front-end feature extractor, a number of speaker models, and

a decision unit. Figure 1.1 illustrates a typical speaker verification system and Figure

1.2 illustrates a typical speaker identification system.

Figure 1.1: The training and verification phases of a typical speaker verification sys-
tem.

The feature extractor is to derive speaker-specific features from speech signals.

These features are then characterized by the speaker models. To verify a claimant,

the matching score between the claimant’s utterance and the model of the claimed

identity is compared with a threshold, with the claimant being accepted (rejected)

if the score is larger (smaller) than the threshold, as illustrate in Figure 1.1. To
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Figure 1.2: The training and identification phases of a typical speaker identification
system.

identify an unknown speaker, his/her voice is compared with all speaker models.

Then, the decision unit selects the closest matched model, as shown in Figure 1.2. This

dissertation aims to investigate and improve feature extraction, speaker modeling, and

scoring verification in speaker verification.

1.4 State-of-the-art Speaker Verification Systems

State-of-the-art text-independent speaker verification systems typically use simple

but effective Gaussian mixture models (GMMs) to represent the short-term spectral

characteristics of target speakers and a universal background model (UBM) to rep-

resent the spectral characteristics of a general population [6]. The Gaussian mixture

model (GMM) is a density estimator and is one of the most commonly used classi-
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fiers in pattern recognition. The mathematical form of an M -component GMM with

D-dimensional inputs for a given speaker s is

p(x|Λs) =
M∑
i=1

ws
i p

s
i (x)

=
M∑
i=1

ws
i

1

(2π)D/2|Σs
i |1/2

exp

(
−1

2
(x− µs

i )
′(Σs

i )
−1(x− µs

i )

) (1.1)

where
∑M

i=1 ws
i = 1, and ws

i , µ
s
i , and Σs

i are the mixture weight, mean vector, and

covariance matrix of the i-th Gaussian component, respectively.

Before enrolling a client, a UBM needs to be created. Given a set of short-

term spectral feature vectors, X = {x1, ..., xT}, extracted from the speech of a large

population, the UBM’s parameters {wb
i , µ

b
i Σb

i} can be estimated by the Expectation-

Maximization (EM) algorithm [7]. Then to enroll a target speaker, his/her GMM

can be obtained by adapting from the UBM via the Maximum a Posteriori (MAP)

formulation [6]. The details of the adaptation are as follows.

Given a UBM {wb
i , µ

b
i Σb

i} and the feature vectors Xs = {x1, ..., xTs} of a target

speaker s, the probabilistic alignment between the feature vectors and the mixture

components of the UBM is determined. That is, for mixture i in the UBM, the

following posterior probability is computed:

Pr(i|x) =
wb

ip
b
i(x)∑M

j=1 wb
jp

b
j(x)

. (1.2)

Pr(i|x) and x are then used to compute the sufficient statistics for the mixture weight,
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mean vector, and covariance matrix:1

ni =
T∑

t=1

Pr(i|x),

Ei(x) =
1

ni

T∑
t=1

Pr(i|x)x,

Ei(x
2) =

1

ni

T∑
t=1

Pr(i|x2)x2.

(1.3)

Note that Eqs 1.2 and 1.3 implement the expectation step and part of the maximiza-

tion step in the EM algorithm. These new sufficient statistics are used to update the

i-th componant of the UBM as follows:

ŵs
i =

[
αw

i ni/T + (1− αw
i )wb

i

]
γ,

µ̂s
i = αm

i Ei(x) + (1− αm
i )µb

i ,

σ̂s
i = αv

i Ei(x
2) + (1− αv

i )
(
(σb

i )
2 + (µb

i)
2
)− (µ̂s

i )
2.

(1.4)

Then, in the next iteration, the new adapted parameters {ŵs
i , µ̂

s
i , σ̂

s
i } replace the old

ones {wb
i , µ

b
i , σ

b
i} and Eqs. 1.2 to 1.4 are repeated. The scaling factor γ is computed

over all adapted mixture weights to ensure that they sum to unity. The adaptation

coefficient controlling the balance between the old and new estimates is αρ
i , where

ρ ∈ {w, m, v}. It is defined as follows:

αρ
i =

ni

ni + rρ
(1.5)

where rρ is a fixed relevance factor.

During verification, a likelihood-ratio (LR) test is employed to obtain a score that

represents how likely the claimant is the true speaker as opposes to an impostor. The

LR scoring process is illustrated in Figure 1.3.

1x2 is shorthand for diag(xx′).
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Figure 1.3: The key components of a GMM-UBM speaker verification system and its
scoring process.

1.5 Evaluation of Speaker Verification Systems

As mentioned earlier, for each verification session, a verification score is compared with

a decision threshold to decide whether the claimant should be accepted or should be

rejected. Given a set of verification scores, the performance of a speaker verification

system can be specified in terms of two types of errors:

1. False Rejection Rate (FRR) Pfr|target: The chance of misclassifying a true

speaker as an impostor. This is also called miss probability.

2. False Acceptance Rate (FAR) Pfa|nontarget: The chance of falsely identifying an

impostor as a true speaker. This is also called false alarm probability.

In addition to these two error rates, it is also common to report the equal error rate

(EER)—the error rate at which Pfr|target = Pfa|nontarget. Because the false rejection

rate and false acceptance rate depend on the decision threshold, a {Pfr|target, Pfa|nontarget}
pair represents one operating point of the system under evaluation. To provide more

information about system performance, it is necessary to evaluate the system for a

range of thresholds. With a large threshold, the system is more likely to correctly
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reject impostors, but it is also more likely to falsely reject true speakers. On the

other hand, with a small threshold, the system is more likely to correctly accept true

speakers, but it is also more likely to falsely accept imposters. Varying the threshold

from small to large results in a receiver operating characteristic (ROC) curve, which

shows the tradeoff between the probability of false rejections and the probability of

false alarms. The speaker verification community uses a variant of the ROC curves

called detection error tradeoff (DET) curves [8], which has now become a standard

metric for compaing speaker verification performance. In a DET plot, the axes’ scales

are normally deviated so that Gaussian distributed scores result in a straight line;

unlike the ROC plots, the advantage of using DET plots is that systems with very

good performance (i.e. low EER) can be compared easily.

In addition to DET curves, speaker verification systems are also compared based

on the detection cost:

Cdet = Cfr × Pfr|target × Ptarget + Cfa × Pfa|nontarget × Pnontarget

where Cfr and Cfa are the cost of making a false rejection error and false acceptance

error, respectively, and where Ptarget and Pnontarget are, respectively, the chance of

having a true speaker and an impostor. Typical values of these figures are Cfr = 10,

Cfa = 1, Ptarget = 0.01, and Pnontarget = 0.99 [3]. These values give an expected de-

tection cost of approximately 1.0 for a system without any knowledge of the speakers.

The operating point at which the detection cost Cdet is at a minimum can be plotted

on top of the DET curve.

Because the performance of speaker verification systems depends on the amount of

training data, acoustic environment, and the length of test segments, it is very impor-

tant to report this information in any performance evaluations so that performance

of different systems and techniques can be compared. Thus, the NIST established

a common set of evaluation data and protocols [9] in 1996. Although only focus-
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ing on conversational speech, the NIST speaker recognition evaluations are one of the

most important benchmark tests for speaker verification techniques. This dissertation

follows the evaluation protocol of NIST2000.

1.6 Motivation of the Thesis

The main challenges in speaker verification are the following:

• Limitation on the amount of enrollment data.

• Robustness to intra-speaker variability.

• Robustness to background noise and channel effects.

One advantage of using short-term spectral features is that different speakers ex-

hibit different spectral characteristics in their speech, and therefore promising results

can be obtained from a limited amount of training data. As an illustrative example,

the spectral patterns of two speakers uttering the same text is shown in Figure 1.4.

Evidently, the spectral patterns of theses two speakers show substantial difference.

However, the lack of robustness to the background noise, mismatched acoustic con-
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Waveform Spectrogram

Figure 1.4: Waveforms and spectrograms of the same utterance pronounced by two
speakers.

ditions, and intra-speaker variation remain a serious problem. Although approaches
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such as feature transformation [10], model transformation [11], and score normaliza-

tion [12] have shown promise in reducing the mismatches, these methods have almost

reached their limit in terms of error rate reduction.

In order to further reduce error rate, researchers have started to investigate the

possibility of using long-term, high-level speech characteristics to characterize speak-

ers. The idea is based on the observation that humans rely not only on the low-

level acoustic information but also on some high-level information to recognize each

other [13]. This high-level information can be the deep bass and timber of a voice,

a friend’s unique laugh, or the special usage of a particular word of phrase. There is

convincing evidence supporting this idea. For example, studies in speech prosody have

shown that individual speakers exhibit substantial differences in voluntary speaking

behaviors such as lexicon, prosody, intonation, pitch range, and pronunciation [14,15].

Studies in linguistics have shown that speaking styles (e.g., read speech vs. spon-

taneous speech) have significant effect on pronunciation patterns [16]. Kuehn and

Moll [17] measured the velocity and displacement of tongue during speech production

and found appreciable variation of these two measurements among different speakers.

Shaiman et al. [18] used X-ray to capture the movement of upper lip and jaw and

found substantial speaker-dependent patterns in the articulator coordination.

This work aims to investigate one of the high-level speaker features—the pronunci-

ation characteristics—for speaker verification. Several new modeling techniques based

on articulatory features are proposed for this purpose. The remainder of the disser-

tation is organized as follows. Some background information on high-level speaker

verification is introduced in Chapter 2. Chapter 3 presents the articulatory features

and explains how they can be extracted from speech signals. The chapter then out-

lines the phoneme-dependent pronunciation models and discusses the problems that

may arise when the amount of training data is limited. To address this problem a

phonetic-class dependent pronunciation modeling technique is proposed, and its ad-

vantages are demonstrated via evaluations on the NIST2000 corpus. In Chapter 4, we
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extend the articulatory-feature based modeling approach to a probabilistic-weighted

one. A new scoring method that uses an SVM to combine the scores generated from

the phonetic-class models is also described in this chapter. Chapter 5 proposes a new

adaptation method for creating speaker models under a limited amount of enrollment

data.
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Chapter 2

HIGH-LEVEL SPEAKER VERIFICATION

High-level speaker verification can be divided into three main categories:

• prosodic feature based methods that capture the patterns of sounds and rhythms

of speakers,

• idiolect based methods that look at how individuals use a language, and

• pronunciation modeling that looks at how individuals pronounce a particular

word or phoneme.

The state-of-the-art high-level features in speaker verification and their modeling

methods are summarized in Table 2.1.

2.1 Prosodic Feature Based Methods

Our daily experience suggests that different speakers produce speech at different

rhythms. In fact, studies in speech prosody have shown that individual speakers

exhibit substantial differences in intonation and pitch range [14, 15]. In the context

of automatic speaker recognition, prosodic features include (1) word, phone, and seg-

mental durations, (2) pause durations and frequency, (3) pitch-related information,

and (4) duration of turn-taking in conversational speech. Peskin et al. [19] provide a

comprehensive list of prosodic features and the ways of extracting them from speech.

Previous research in speaker recognition has shown that prosodic information can

be extracted automatically to enhance the robustness of speaker recognition sys-

tems [20–24]. There are two main ways of applying prosody information to speaker
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recognition. In the first approach, global statistics (e.g., mean and standard devi-

ation) of prosodic features obtained from enrollment and verification utterances are

compared [23]. In the SuperSID project [25], Adami et al. [20] built a baseline system

that extracts the global distribution of pitch and energy values. The system is similar

to the classical spectral-based ones [6], but using energy- and pitch-based features

instead of spectral features. Carey et al. [23] showed that prosodic features can be

appended to spectral vectors for statistical modeling. One potential problem with this

global statistics approach is that it fails to capture information about local variation

in the speaking rhythm. Although this problem can be addressed in part by using the

long-term statistics of the features’ time derivatives, as in the baseline system of [20],

the time scale and complexity of pitch variation are far more complex than what the

temporal derivative can capture.

The second approach aims to alleviate the limitations of the first one. Instead of

estimating the statistics of prosody features, this approach focuses on representing

and comparing the temporal trajectories of the prosodic contours, e.g., by applying

dynamic time warping (DTW) to compare the pitch contours between two utterances

of the same text [26,27]. In another example, to handle the time scale and complexity

of pitch variation, Sonmez et al. [21] used a linear piecewise model to fit the pitch

contour followed by statistical modeling of the parameters of the piecewise model.

This type of approach has the advantage of being able to capture the speaker-specific

temporal dynamic events, but they generally require comparison of the same spoken

text [20]. To relax this requirement, Andre et al. [20] proposed using bigrams to

model the prosodic dynamics of the fundamental frequency and energy trajectories.

Instead of using the numerical values of pitch and energy, a sequence of symbols

describing the pitch and energy slope states (rising and falling), segment duration,

and phone or word context are used to train an n-gram prosodic classifier. Results

show that modeling the pitch- and energy-contour dynamics outperforms modeling

the global distributions of pitch and energy values. Another advantage is that the
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method is more robust to errors in the pitch and energy estimation, because all the

error-prone numerical values have been quantized to symbols. The sparsity of the

prosodic features, however, means that a considerable amount of training data is

required.

2.2 Idiolect Based Methods

This category of approaches is based on the notion that different speakers may use

a language differently to express the same meaning. In particular, some speakers

may use a particular word or phrase more often than others. This suggests that

it is possible to train speaker-dependent language models for speaker recognition.

Doddington [28] used word unigrams and bigrams in the conventional likelihood ratio

framework and obtained very promising results. The work has in fact led to extensive

investigations on high-level features in the SuperSID project [25]. More recently, in

[29], the unigrams, bigram, and trigrams of frequently occurred words were assembled

into a feature vector, which was then classified by linear SVMs.

2.3 Pronunciation modeling

Because of the differences in education background, accents, and so on, different per-

sons have different ways of pronouncing the same word. Therefore, the pronunciation

patterns of individuals can be used as features for discriminating speakers.

2.3.1 Phone N-grams and Binary Trees

This category of approaches has been studied by various groups [30–32]. For example,

Andrews et al. [30] use n-grams to model the phone streams obtained from a bank

of open-loop language-dependent phone recognizers. Given a test utterance, each of

the phone recognizers processes the utterance to produce a phone sequence. Then,

the test phone sequence is compared to the phone model of the target speaker and
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a universal background phonetic model to compute a likelihood ratio score. Finally,

the scores from different phone streams are combined to form a single weighted score.

Although the results in [30] are quite promising, the grid structure of n-gram models

requires high model order for accurate modeling, which means that a large amount

of training data is required for each speaker. To address this problem, Navratil et

al. [32] used a binary tree model to represent the phone sequences. The tree model’s

flexible structure allows the statistical dependency within the long-term context of

the phoneme sequences to be exploited without exponentially increase in model com-

plexity. To deal with limited training data and robustness issues, an adaptation step

and a recursive smoothing technique were applied to create the tree models.

2.3.2 Cross-stream Phone Modeling

If an utterance is recognized (tokenized) by a bank of language-dependent recog-

nizer, the resulting phoneme sequences should theoretically exhibit some dependen-

cies across multiple languages at a given time instance. Jin et al. [33] assumed that

these token dependencies are related to how speakers articulate phonemes. After

aligning the language-dependent phone streams, the speaker phonetic model and uni-

versal background phonetic model can be build via n-grams or binary-tree in the

cross-stream dimension through which log-likelihood ratio scores can be computed.

Results show that phone dependencies in the cross-stream and time dimensions do

contain complementary information.

2.3.3 Conditional Pronunciation Modeling

Among all high-level features investigated in the SuperSID project [25], the con-

ditional pronunciation modeling (CPM) technique [34] that extracts multilingual

phone sequences from utterances achieves the best performance. CPM aims to model

speaker-specific pronunciations by learning the relationship between what has been

said (phonemes) and how speech is pronounced (phones). The rationale behind using
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CPM for speaker verification is that different speakers have different ways of pro-

nouncing the same phonemes. One limitation of CPM, however, is that it requires

multi-lingual corpora to build speaker and background models.

2.3.4 Articulatory Feature-based Conditional Pronunciation Modeling

To overcome the limitation of CPM, Leung et al. [35] proposed using articulatory

feature (AF) streams to construct CPM and called the resulting models AFCPM.

AFs are abstract classes describing the movement or positions of different articula-

tors during speech production. The idea hinges upon the linkage between the states

of articulation during speech production and the actual phones produced by speakers.

Because different persons have different ways of using their articulators to pronounce

the same phonemes (see Figure 2.1 for an illustrative example), the articulatory pat-

terns of individuals can be used as features for discriminating speakers. In contrast

/u/

Speaker 2Speaker 1

Figure 2.1: Figure illustrating different speakers have different ways of using their
articulators to produce the same phoneme.

to the conventional speaker recognition systems in which short-term spectral char-

acteristics are represented by Gaussian mixture models (GMM) [6], AFCPM-based

speaker verification systems use discrete probabilistic models to represent two artic-
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ulatory properties: manner and place of articulation. More specifically, the speaker

models are composed of conditional probabilities of articulatory classes in these two

properties, and each speaker has N phoneme-dependent discrete probabilistic models,

one for each phoneme. It was found in [35] that AFCPM achieves significantly lower

error rate as compared to the conventional CPM.

While promising results have been obtained, AFCPM requires a large amount

of speech data for training the phoneme-dependent speaker models. Insufficient en-

rollment data will lead to imprecise speaker models and poor performance. To im-

prove the accuracy of articulatory feature-based models, this dissertation proposes

using phonetic-class based AFCPM. In this method, phonemes with similar manner

and place of articulation are grouped together based on the similarity between the

AFCPM universal background models. Then, a discrete density function is computed

for each phoneme class. It was found that this phonetic-class AFCPM approach can

reduce the side effect caused by the error in the phoneme recognizer and effectively

solve the data sparseness problem encountered in conventional AFCPM. Experimen-

tal results show that the proposed modification leads to a significantly lower error

rate as compared to the conventional AFCPM.
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Chapter 3

PHONETIC-CLASS ARTICULATORY FEATURE BASED

CONDITIONAL PRONUNCIATION MODELING

3.1 Articulatory Feature Extraction

Articulatory features (AFs) are the representations of some important phonologi-

cal properties appeared during speech production. More precisely, AFs are abstract

classes describing the movements or positions of different articulators during speech

production. Since AFs are closely related to the speech production process, they are

suitable for capturing the pronunciation characteristics of speakers.

In Leung et al. [35], the manner and place of articulation, as shown in Table 3.1,

were used for pronunciation modeling. These properties describe the way and location

that the air-stream along the vocal tract is constricted by the articulators. Leung et

al. adopted the AF extraction approach outlined in [36]. Specifically, the AFs were

automatically determined from speech signals using AF-based multilayer perceptrons

(MLPs) [37] as shown in Figure 3.1. For each articulatory property, an AF-MLP takes

9 consecutive frames of 26-dimensional normalized MFCCs Xt (with consecutive frame

indexes ranging from t− 4 to t + 4) as input to determine the posterior probabilities

of the output classes at frame t. For example, given Xt at frame t, the manner MLP

determines six posterior probabilities of the output classes, i.e., P (LP = p|Xt) where

p ∈ P with P defined in Table 3.1. Using these probabilities, the manner class label
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9 frames (t 4,..., t,…, t+4) of 

MFCCs,

Input Layer

Output Layer
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Maxnet

. . .
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t
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P
L t

X
t

X

t
X

Figure 3.1: Articulatory feature-based multilayer perceptrons (AF-MLP) for the place
of articulation. The MLP for the manner of articulation has a similar architecture.

lMt ∈M and place class label lPt ∈ P at frame t are determined by

lMt = arg max
m∈M

P (LM = m|Xt)

lPt = arg max
p∈P

P (LP = p|Xt).
(3.1)

The two AF streams—one from the manner MLP and another from the place MLP—

for creating the conditional pronunciation models are formed by concatenating lMt ’s

and lPt ’s for t = 1, . . . , T , where T is the total number of frames in the utterance.

Interestingly, the AF-MLPs do not need to be very accurate for the purpose of

capturing articulatory features.1 This is mainly because their main purpose is to

capture the articulatory features of speakers instead of classifying the articulatory

1In our experiments, the manner and place MLPs achieve an average accuracy of 79.49% and
67.69% on the HTIMIT corpus.
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Articulatory
Properties

Classes Number
of Classes

Manner(M) Silence, Vowel, Stop, Fricative, Nasal,
Approximant-Lateral

6

Place(P) Silence, High, Middle, Low, Labial, Dental,
Coronal, Palatal, Velar, Glottal

10

Table 3.1: Articulatory properties and the number of classes in each property.

properties. Therefore, as long as the patterns of mistakes made by these MLPs are

consistent for the same speaker and different for different speakers, they can still

provide valuable speaker information for building the pronunciation models. This

conjecture is supported by the experimental results shown in Section 7.2.1.

3.2 Phoneme-Dependent AFCPM

3.2.1 Phoneme-Dependent UBMs

As illustrated in the left portion of Figure 3.2, N phoneme-dependent universal back-

ground models (UBMs) are trained from the AF and phoneme streams of a large

number of speakers to represent the speaker-independent pronunciation characteris-

tics. Each UBM comprises the joint probabilities of the manner and place classes con-

ditioned on a phoneme. The training procedure begins with aligning two AF streams

obtained from the AF-MLPs and a phoneme sequence obtained from a null-grammar

recognizer [35]. The joint probabilities corresponding to a particular phoneme q is

given by

PPD
b (m, p|q)

= PPD
b (LM = m,LP = p|Phoneme = q, Background)

=
#((m, p, q) in the utterances of all background speakers)

#((∗, ∗, q) in the utterances of all background speakers)

(3.2)
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Figure 3.2: The procedure of creating the UBMs and training the mapping function for
the phonetic-class dependent AFCPM. fG(q) ∈ {fG

VQ(q), fG
P (q), fG

P+VQ(q)}, N = 46.

where m ∈M, p ∈ P , (m, p, q) denotes the condition for which LM = m,LP = p, and

Phoneme = q, ∗ represents all possible members in that class, and #() represents the

total number of frames with phoneme labels and AF labels fulfilling the description

inside the parentheses. For each phoneme, a total of 60 probabilities can be obtained.

These probabilities are the products of 6 manner classes and 10 place classes. There-

fore, a system with N phonemes has 60N probabilities in the UBMs. Eq. 3.2 will be

used in Section 3.3.1 to train a mapping function that maps phonemes to phonetic

classes.

3.2.2 Phoneme-Dependent Speaker Models

A speaker model can be obtained from speaker-dependent data as follows:

PPD
s (m, p | q)

= PPD
s (LM = m, LP = p | Phoneme = q , Speaker = s)

=
#((m, p, q) in the utterances of speaker s)

#((∗, ∗, q) in the utterances of speaker s)
.

(3.3)

However, the accuracy of speaker models obtained by Eq. 3.3 is limited by the amount

of training data available. For some phonemes (e.g., /th/, /sh/, and /v/), the number
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of occurrences is too small for an accurate estimation of the joint probabilities. To

overcome this data-sparseness problem, speaker models can be adapted from the

UBMs. Specifically, given the background model corresponding to phoneme q , the

joint probabilities P̂PD
s (m, p | q) for speaker s are given by

P̂PD
s (m, p | q) = βqPPD

s (m, p | q) + (1− βq )PPD
b (m, p |q)

where βq ∈ [0, 1] is a phoneme-dependent adaptation coefficient controlling the contri-

bution of the unadapted speaker model (Eq. 3.3) and the background model (Eq. 3.2)

on the adapted model. Similar to MAP adaptation of GMM-based systems [6], βq

can be obtained by

βq =
#((∗, ∗, q) in the utterances of speaker s)

#((∗, ∗, q) in the utterances of speaker s) + r
,

where r is a fixed relevance factor common to all phonemes and speakers. The purpose

of r is to control the dependence of the adapted model on speaker’s data. If the number

of occurrences of (∗, ∗, q) is significantly smaller than r, then βq will be very close

to 0 and the estimation of the new model is less dependent on speaker’s data. On

the contrary, if the number of occurrences of (∗, ∗, q) is significantly greater than r,

then βq will be very close to 1 and the adapted model will become more dependent

on speaker’s data.

3.2.3 Problems of Phoneme-Dependent Speaker Models

While promising results have been obtained, AFCPM requires a large amount of

speech data for training the phoneme-dependent speaker models. Insufficient enroll-

ment data will lead to inaccurate speaker models and poor performance. Moreover,

because the method is phoneme based, it builds phoneme-dependent models regard-

less of the fact that some phonemes are very similar in terms of articulatory properties.
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This causes some of the background models to be almost identical. Worse yet, be-

cause the speaker models are adapted from the background models, for those “similar”

phonemes that rarely occur in the speakers’ utterances, the corresponding speakers

models will be almost identical to the background models, making the speaker models

fail to discriminate the speakers. This situation is exemplified in Figure 3.3 where

the density functions of background and speaker models are illustrated as 2-D images.

Evidently, there is substantial similarity between the two background models (Fig-

ures 3.3(a) and 3.3(b)). Comparisons between Figures 3.3(c) and 3.3(d) and between

Figures 3.3(e) and 3.3(f) also reveal that the models of speaker 1018 are very similar

to those of speaker 3823.
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Figure 3.3: Phoneme-dependent AFCPM background models correspond to (a)
phoneme /ah/ and (b) phoneme /ow/ based on the training utterances in NIST99.
(c) to (f): Phoneme-dependent speaker models of two speakers in NIST00 adapted
from (a) and (b). d represents the Euclidean distance between the models pointed
to by arrows. The 60 discrete probabilities corresponding to the combinations of the
6 manner and 10 places classes are nonlinearly quantized to 256 gray levels using
log scale, where white represents 0 and black represents 1. The 6 manner and 10
places classes in ascending order of the axis labels are: {Silence, Vowel, Stop, Frica-
tive, Nasal, Approximant-Lateral} and {Silence, High, Middle, Low, Labial, Dental,
Coronal, Palatal, Velar, Glottal}.

3.3 Phonetic-Class Dependent AFCPM

In phoneme-dependent AFCPM [35], each speaker is modeled by 60 joint probability

functions of the manner and place classes conditioned on a phoneme. We found that

the AFCPMs of some phonemes are very similar (e.g., see Figure 3.3), it is possible to

improve the accuracy of the models by grouping the similar AFCPMs into a model set.

In other words, each density function can be conditioned on a phonetic-class instead
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of a single phoneme. Figures 3.2 and 3.4 illustrates the training and verification

procedures of the phonetic-class dependant AFCPM, respectively.

r and place of articulation, 

which describe the way and location that the air-stream 

along the vocal tract is constricted by the articulators, were 

outlined in [1] was adopted. 
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Figure 3.4: The verification phase of phonetic-class dependent AFCPM. fG(q) ∈
{fG

VQ(q), fG
P (q), fG

P+VQ(q)}.

3.3.1 Phoneme-to-Phonetic Class Mapping Functions

There are several ways of grouping phonemes: (1) according to the similarity (Eu-

clidean distance) between the AFCPMs, (2) according to the phoneme properties as

depicted in the classical phoneme tree [2], and (3) combination of (1) and (2).

Method 1: Grouping based on Euclidean distance

The phoneme-dependent UBMs, PPD
b (m, p|q), are vectorized to N 60-dimension vec-

tors called AFCPM vectors (see Figure 3.2):

aq =




PPD
b (LM = ‘Vowel’, LP = ‘High’|Phoneme = q)

PPD
b (LM = ‘Vowel’, LP = ‘Low’|Phoneme = q)

· · ·
PPD

b (LM = ‘Lateral’, LP = ‘Glottal’|Phoneme = q)



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where q ∈ {Phoneme 1, . . . , Phoneme N}. Then in this phoneme-dependent model

space, K-means clustering or VQ can be applied to cluster the N AFCPM vectors

into G classes. Finally, the mapping from a specific phoneme to its corresponding

phonetic class index c is defined as a mapping function:

c = fG
VQ(q), c ∈ {1, 2, . . . , G}. (3.4)

The procedure of training the mapping function in Method 1 is shown in Figure 3.5.

Mapping Function

VQ( )G
c f q

…
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to
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Center G of
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Figure 3.5: The procedure of training the mapping function fG
VQ in Method 1.

The mapping function will be used to train the phonetic-class UBMs and speaker

models, which is to be detailed in Sections 3.3.2 and 3.3.3.

Method 2: Grouping based on phoneme properties

Because the phoneme grouping in classical phoneme tree [2] is partly based on ar-

ticulatory properties, we can also use the tree to determine the mapping between

phonemes and phonetic classes. This results in the mapping function

c = fG
P (q), c ∈ {1, 2, . . . , G}. (3.5)
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Table 3.2 shows the mapping between the phonemes and phonetic classes obtained

from the classical phoneme tree [2] for three different values of G.

Class label for phoneme qPhoneme q
G=8 G=11 G=13

Front Vowels:  iy, ih, ey, eh, ae 1 1

Mid Vowels:  er, ax, ah 2 2

Back Vowels: uw, uh, ow, ao, aa 

1

3 3

Voiced Fricatives:  v, dh, z, zh 4 4

Unvoiced Fricatives:  f, th, s, sh 
2

5 5

Whisper:  hh 3 6 6

Affricates:  jh, ch 4 7 7

Diphthongs:  ay, aw, oy 5 8 8

Liquids:  r, l, el 9

Glides:  w, y 
6 9

10

Voiced Consonants:  b, d, g 11

Unvoiced Consonants:  p, t, k 
7 10

12

Nasals:  m, en, n, ng  8 11 13

Table 3.2: The mapping between the phonemes and phonetic classes based on the
classical phoneme tree for three different values of G. See Appendix A for the detailed
relationship between the phonemes and the phonetic-classes.

Method 3: Grouping based on Euclidean distance and phoneme properties

Note that Method 1 and Method 2 group phonemes according to different criteria.

Specifically, the former is based on the articulatory properties, whereas the latter is

based on continuant/noncontinuant properties of phonemes. For example, phonemes

are grouped in part by the vertical positions (high, middle, and low) of the tongue

via the place of articulation in Method 1, whereas they are grouped by the horizontal

tongue positions (front, central, and back) in Method 2. Because these two ways of

phoneme characterization may complement each other, we propose a hybrid method

based on the classical phoneme tree and Euclidean distance between AFCPMs to
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build the third mapping function:

c = fG
P+VQ(q), c ∈ {1, 2, . . . , G}. (3.6)

In this method, phonemes are grouped firstly by using phoneme properties. The

phonemes in the same group are then further divided into subgroups by VQ. For

example, all phonemes belonging to ‘Vowels’ in Table 3.2 are grouped together and

then divided into 3 subgroups by using VQ. For the classes with very small number of

phonemes, such as the phonetic class ‘Affricates’, or for those with insufficient frames

for clustering, such as the phonetic class ‘Liquids’, their models are copied directly

from phonetic-class dependent UBMs to build the mapping function. The procedure

of training the mapping function using Method 3 is shown in Figure 3.6. Table 3.3

shows the mapping function fG
P+VQ(q) used in this work.

1st step of training the mapping 

function  in Method 3
2nd step of training the mapping 

function  in Method 3

Figure 3.6: The procedure of training the mapping function fG
P+VQ in Method 3.

3.3.2 Phonetic-Class Dependent UBMs

Given the mapping functions and the phoneme-dependent UBMs, phonetic-class de-

pendent UBMs can be obtained as follows. For a particular phonetic class c, the joint
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Phonetic Class
c

Phoneme q Obtained
by

1 iy, uw, ih P+VQ
2 er, uh, ax, ey P+VQ
3 eh, ah, ow, ae, ao, aa P+VQ
4 v, f, th, dh P+VQ
5 z, zh, s, sh P+VQ
6 hh P
7 jh, ch P
8 ay, aw, oy P
9 r, l, el, w, y P
10 b, d, p, t P+VQ
11 g, k P+VQ
12 m, en, n, ng P

Table 3.3: The relationship between phonemes and phonetic classes in the mapping
function fG

P+VQ(q), i.e., Eq. 3.6. VQ: vector quantization; P: phoneme properties.
Phonemes are firstly divided into 8 groups according to the phoneme properties (See
Table A.1 in Appendix A). Then, some of these groups are further divided into sub-
groups via VQ.

probabilities of the phonetic-class dependent UBMs are determined by:2

PCD
b (m, p|c)

= PCD
b (LM = m,LP = p|PhoneClass = c, Background)

=
#((m, p, c)in the untterances of all background speakers)

#((∗, ∗, c)in the untterances of all background speakers)

(3.7)

where m ∈M, p ∈ P , and (m, p, c) denotes the condition for which LM = m,LP = p,

and PhoneClass = c. Examples of training the phoneme-dependent and phonetic-

class dependent models using the data in Table 3.4 (assuming the probabilities of

unseen AF combinations are zero) are illustrated in Table 3.5.

Note that the accuracy of the mapping functions and hence the phonetic-class de-

2Note that PCD
b (m, p|c) 6= 1

N

∑
q:fG(q)=c PPD

b (m, p|q).
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Table 3.4: A 16-frame example of an aligned phoneme, phonetic class sequences and
their corresponding AF streams {lMt and lPt , t = 1, . . . , 16}. The manner class labels,
lMt , and place class labels, lPt , are determined by Eq. 3.1.

pendent UBMs depends on the amount of data in individual phonetic classes. There-

fore, it is necessary to weight the models’ density functions according to the amount

of data available for training the mapping functions. Here, we propose to compute

the weighting coefficients as follows:

wc =

#
“
(∗, ∗, c) in the untterances of all background speakers

”

#
“
(∗, ∗, c) in the untterances of all background speakers

”
+ rw

G∑

c′=1

# ((∗, ∗, c′) in the untterances of all background speakers)

# ((∗, ∗, c′) in the untterances of all background speakers) + rw

(3.8)
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Table 3.5: The phoneme-dependent and phonetic-class dependent AFCPMs corre-
spond to phoneme /eh/, /ah/, /ow/ and the third phonetic class (c = 3). The models
were obtained by using data shown in Table 3.4 and Eqs. 3.2 and 3.7.

where c ∈ {1, . . . , G} and rw is a relevant factor. These coefficients will be used for

weighting the phonetic-class dependent speaker models (see Section 3.3.3 below).

3.3.3 Phonetic-Class Dependent Speaker Models

A phonetic-class speaker model can be obtained from speaker-dependent data as

follows (see Figure 3.7):

PCD
s (m, p|c)

= PCD
s (LM = m,LP = p|PhoneClass = c, Speaker = s)

=
#((m, p, c) in the utterances of speaker s)

#((∗, ∗, c) in the utterances of speaker s)
.

(3.9)
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Figure 3.7: The procedure of training the phonetic class AF-based speaker models.

Similar to the phoneme-dependent case, MAP adaptation is applied to obtain the

final speaker model:3

P̂CD
s (m, p | c) = βcwcP

CD
s (m, p | c) + (1− βc)wcP

CD
b (m, p | c) (3.10)

where, βc ∈ [0, 1] is a phonetic class-dependent adaptation coefficient controlling the

contribution of the speaker data and the background models (Eq. 3.7) on the MAP-

adapted model. It is obtained by

βc =
#((∗, ∗, c) in the utterances of speaker s)

#((∗, ∗, c) in the utterances of speaker s) + rβ

(3.11)

where rβ is a fixed relevance factor common to all phonetic classes and speakers. Its

purpose is to control the dependence of the adapted model on speaker’s data.

Because for each speaker, the accuracy of his/her phonetic-class models depends

on the amount of training data for estimating the mapping functions, it is intuitive to

weight the density functions by the weighting coefficients wc in Eq. 3.10. Alternatively

we may also train an MLP to optimally weight the phonetic-class, as in [38].

Figure 3.8 shows the background model for phonetic class c = 3 of which phonemes

3Although strictly speaking P̂CD
s (m, p | c) is not probability because of the weighting factor wc,

we use the symbol P̂ here for readability and consistency.
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/ah/ and /ow/ in Figure 3.3 are members. Also shown are the phonetic-class speaker

models of speakers 1018 and 3823 in NIST00. We can observe from Figures 3.8(b)

and 3.8(c) that the two speaker models become more distinct (therefore more discrim-

inative) when compared with the phoneme-dependent speaker models in Figure 3.3.

The Euclidean distance d between the phonetic-class speaker models (Figures 3.8(b)

and 3.8(c)) is also larger than that of the phoneme-dependent models (Figures 3.3

(c)–(f)): 11.08 vs. 8.34 and 7.36. Moreover, the distances between the speaker mod-

els and the background models are also larger in the phonetic-class case, primarily

because of more data are available for training the phonetic-class speaker models.

All of these results suggest that phonetic-class dependent speaker models are more

discriminative.
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Figure 3.8: Phonetic-class dependent models in which the phonemes /ah/ and /ow/
are members of the phonetic class (c = 3 in Table 3.3). The speaker models were
obtained from the training utterances of speakers 1018 and 3823 in NIST00, using
the mapping function fG

P+VQ(q). d represents the Euclidean distance between the
models pointed to by arrows. The 60 discrete probabilities corresponding to the
combinations of the 6 manner and 10 places classes are nonlinearly quantized to 256
gray levels using log scale, where white represents 0 and black represents 1. The
6 manner and 10 places classes in ascending order of the axis labels are : {Silence,
Vowel, Stop, Fricative, Nasal, Approximant-Lateral} and {Silence, High, Middle, Low,
Labial, Dental, Coronal, Palatal, Velar, Glottal}.

3.3.4 Scoring Method

Following the scoring method in [35], we define the verification score of a test utterance

X = {X1, . . . , Xt, . . . , XT} as:

SCD-AFCPM(X) =
1

T

T∑
t=1

[log p̂CD

s (Xt)− log pCD

b (Xt)] (3.12)



36

where the speaker models (Eq. 3.10) and background models (Eq. 3.7) are used to

compute the scores

p̂CD

s (Xt) = P̂CD
s (lMt , lPt |ct)

= P̂CD
s (LM = lMt , LP = lPt |PhoneClass = ct, Speaker = s)

(3.13)

and

pCD

b (Xt) = PCD
b (lMt , lPt |ct)

= PCD
b (LM = lMt , LP = lPt |PhoneClass = ct, Background),

(3.14)

where ct = fG(qt) is the phonetic class of frame t.

For the acoustic GMM system, we applied feature transformation [39] to reduce

the effect of channel distortion. Then, acoustic scores SGMM were computed based on

GMM-UBM framework [6]:

SGMM(X) =
1

T

T∑
t=1

[log p(Xt|Λs)− log p(Xt|Λb)] (3.15)

where Λs and Λb are the acoustic GMM of speaker s and the acoustic UBM, respec-

tively.

3.4 Experiments

3.4.1 Speech Corpora and Features

NIST99 [40], NIST00 [41], SPIDRE [42], and HTIMIT [43] were used in the exper-

iments. The NIST99 was used for creating the background models and mapping

functions, and NIST00 was used for creating speaker models and for performance

evaluation. HTIMIT and SPIDRE were used for training the AF-MLPs and the null-

grammar phone recognizer, respectively. The purposes of the databases used in this

work are summarized in Table 3.6.
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To create speaker models and

evaluate their performance

To create the background models and 

mapping functions 

To train the AF-MLPsHTIMIT

To train the null-grammar phone recognizerSPIDRE

PurposeDatabase

NIST99

NIST00

Table 3.6: The purposes of the databases used in this study.

NIST00 contains landline telephone speech extracted from the SwitchBoard-II,

Phase 1 and Phase 4 Corpora. The evaluation set comprises 457 male and 546 female

target speakers. For each speaker, approximately 2 minutes of speech is available

for enrollment. There are 3,026 female and 3,026 male verification utterances. Each

verification utterance has length not exceeding 60 seconds and was evaluated against

11 hypothesized speakers of the same sex as the speaker of the verification utterance.

This amounts to 6,096 speaker trials and 60,476 impostor attempts.

The acoustic features for training the HMMs and speaker models are slightly

different. For the HMMs, acoustic vectors of 39 dimensions—each comprising of 12

Mel-frequency cepstral coefficients (MFCCs) [44], the normalized energy, and their

first- and second-order derivatives—were used. For the MFCC-based and AFCPM-

based speaker models, 19 mean-normalized MFCCs and their first-order derivatives

were computed every 10ms using a Hamming window of 25ms. The MFCCs and delta

MFCCs were concatenated to form 38-dimensional feature vectors. Cepstral mean

subtraction (CMS), fast blind stochastic features transformation (fBSFT) [39], [45]

and short-time Gaussianization (STG) were applied to the MFCCs to remove channel

effects.
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3.4.2 Training Procedures

3,794 utterances selected from HTIMIT were used to train the manner and place

MLPs, and utterances from SPIDRE were used to train a null-grammar phoneme

recognizer with 46 context-independent phoneme models (3-state 16-mixture HMMs).

The training part of NIST99 was used to create gender-dependent acoustic (MFCC-

based) background models with 1024 mixtures. The same set of data was also used to

build phoneme-dependent and phonetic-class dependent AF-based UBMs, which are

subsequently used for obtaining the gender-dependent mapping functions using the

three methods mentioned in Section 3.3.1. Then, for each target speaker in NIST00,

his/her speaker models were created using Eq. 3.10 and the 2-minute enrollment

speech based on the mapping functions and the phonetic-class dependent UBMs.

3.4.3 Fusion of MFCC- and AFCPM-Based Systems

Research has shown that features and classifiers of different types may complement

each other, and thus improvement in classification performance can be obtained by

fusing them [31, 46]. There are several types of fusion for speaker verification, e.g,

feature-level fusion and decision-level fusion. Decision-level fusion includes abstract

fusion and score fusion. This dissertation focuses on the score-level fusion.

The phonetic-class AFCPMs and the acoustic GMMs characterize speakers at

two different levels. The former represents the pronunciation behaviors of individual

speakers, whereas the latter focuses on their vocal tract characteristics. Therefore, fus-

ing their scores is expected to improve speaker verification performance. In this work,

we have tried three score-level fusion approaches: linear fusion, polynomial fusion (us-

ing 2-order polynomial function), and Decision-Based Neural Networks (DBNN) [47]

fusion.

Viewing the fusion from another perspective, finding a good fusion function amounts

to finding the best decision boundary to separate the genuine speaker scores and
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impostor scores in the GMM-UBM versus CD-AFCPM score space, as illustrated in

Figure 3.9. The figure shows that the decision boundaries near the high density region

of the score space have a similar shape, suggesting that the three fusion approaches

should achieve more or less the same performance. Empirically, our experiments on

fusion suggest that the three fusion methods produce almost identical EER. Therefore,

this dissertation only focuses on linear fusion.
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Figure 3.9: Linear, polynomial, and DBNN fusion. Distribution of the score vectors
from an MFCC-based GMM-UBM system and a CD-AFCPM system for the first
10% of genuine and impostor trials in NIST00.

In linear score fusion, the utterance scores SCD-AFCPM and SGMM obtained from

phonetic-class dependent AFCPM system and an acoustic GMM-UBM system are

linearly combined to obtain a fused score:

SF(X) = αuSCD-AFCPM(X) + (1− αu)SGMM(X) (3.16)

where αu ∈ [0, 1] is a fusion weight determined by minimizing the detection cost

function (DCF) on training data.
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3.5 Results and Discussion

3.5.1 Comparing Different Mapping Functions

Table 3.7 shows the EERs obtained by phoneme-dependent AFCPM (PD-AFCPM)

and phonetic-class dependent AFCPM (CD-AFCPM) using the three phoneme-to-

phonetic class mapping functions. It shows that the mapping function fG
P+VQ(q)

achieves the lowest error rates in CD-AFCPM. This result suggests that phone proper-

ties and Euclidean distance between AF models (VQ) play a complementary role. We

conjectures that the phone properties constrain the possible partitioning of phonemes

and VQ provides a fine division within the phoneme groups where phone properties

alone cannot entirely represent the articulatory properties of speech. In particular,

for some large phoneme groups (e.g., vowels), it may be better to partition the groups

into subgroups based on the distribution of the AF models than to divide the groups

based purely on their phone properties. Completely relying on the distribution of AF

models, however, is inappropriate because some constraints are essential for forming

the large phoneme groups.

For each mapping function, we also compare class-weighted scoring and equally-

weighted scoring (i.e. wc = 1 in Eq. 3.10 for all c). Table 3.7 shows that using

class-weighted scores is consistently better than using equally-weighted scores.

3.5.2 Comparing CD-AFCPM and PD-AFCPM

Table 3.7 also shows that phonetic-class AFCPM, regardless of the type of mapping

functions, is superior to phoneme-dependent AFCPM. This confirms our earlier ar-

gument that when the amount of enrollment data is limited, we had better to enrich

the amount of training data per model by grouping similar phonemes together. We

advocate phonetic-class dependent AFCPMs (especially the one that uses mapping

function c = fG
P+VQ(q)) for two reasons. First, unlike phoneme-dependent AFCPM

where training data are divided into 46 classes, data are divided into a maximum of
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13 classes only in phonetic-class dependent AFCPM. As a result, a lot more data are

available for training each phonetic-class dependent AFCPM, which leads to more

reliable speaker models under limited enrollment data. Second, because of the small

number of classes, phonetic-class dependent AFCPM is less sensitive to the accuracy

of the phoneme recognizer. In phoneme-dependent AFCPM, acoustically confusable

phonemes may cause the phoneme recognizer to make mistakes, leading to erroneous

scores. However, some of the confusable phonemes may be mapped to the same

phonetic class in phonetic-class dependent AFCPM, which effectively alleviate the

effect caused by phoneme recognition errors. There seems to be a tradeoff between

the number of models per speaker and the representation ability of the models. In

particular, a large number of models (e.g., 46 in PD-AFCPM) could lead to inferior

performance, as evident in Table 3.7.

The p-values [48] between the EERs obtained by PD-AFCPM and that by all

of the CD-AFCPM are less than 0.00001, suggest that the differences in EERs are

statistically significant.

3.5.3 Results on Fusing High- and Low-level Features

Let us take a closer look at the fusion between high-level articulatory features and

low-level acoustic features. Table 3.8 shows that the UBM-GMM system that uses

acoustic features as inputs achieves a significantly lower error rate as compared to

the system that uses high-level features. The inferiority of high-level features is pri-

marily due to the short verification utterances (15–45 seconds). However, fusing the

scores obtained from these systems can lower the error rates further. The table also

shows that fusion of phonetic-class AFCPM and GMM outperforms the fusion of

phoneme-dependent AFCPM and GMM. The lowest error rate is achieved by fus-

ing CD-AFCPM and GMM where the low-level features have been transformed by

short-time Gaussianization and blind stochastic feature transformation. The p-values

between the EER obtained by PD-AFCPM and that by CD-AFCPM are less than
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0.00001. This suggests that fusion of low- and high-level features can bring signifi-

cant performance gain, although the gain diminishes progressively when the low-level

features become more robust. Making the low-level features robust, however, does

not come without a price. It has been shown recently that using STG and fBSFT as

feature preprocessors requires 52 seconds to process a 53-second utterance on a Pen-

tium IV 3.2GHz CPU, whereas processing the same utterance by CMS alone takes

only 0.02 seconds [45].

The DET plots corresponding to Table 3.7 and Table 3.8 are shown in Figure 4.6.

Evidently, the fusion of phonetic-class AFCPM and GMM achieves the best perfor-

mance across a wide range of decision threshold. It is obvious that the high-level

information captured by the phonetic-class dependent AFCPMs complements the

short-term spectral information very well.

EER(%)

female  male 

Phoneme 

Categorization 

Scheme Equally 

weighted 

Class 

weighted 

Equally 

weighted 

Class 

weighted 

8 26.72 26.42 23.85 23.74

10 25.22 24.93 23.70 23.65
VQ

VQ
( )Gc f q

12 25.64 25.36 23.73 23.71

8 25.04 24.85 24.32 24.11

11 24.13 23.92 23.31 23.24
Phone Properties 

P ( )G
c f q

13 24.48 24.25 23.09 23.10

23.63 23.46 22.89 22.83

C
D

-A
F

C
P

M

P+VQ
( )Gc f q

12
Class Weighted Mix gender: 23.76

26.35 24.66 
PD-AFCPM

Class Weighted Mix gender:  25.91

No. of 

Classes

G

Phone Properties+VQ

Table 3.7: EERs obtained by phoneme-dependent AFCPM (PD-AFCPM) and
phonetic-class dependent AFCPM (CD-AFCPM) using three different phoneme-to-
phonetic class mapping methods. “Equally weighted” means that wc = 1 in Eq. 3.10
for all c. The p-values between the PD-AFCPM and all of the CD-AFCPM are less
than 0.00001.
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Figure 3.10: DET performance of phonetic-class dependent AFCPM (CD-AFCPM),
phoneme-dependent AFCPM (PD-AFCPM), GMM (fBSFT and STG were applied)
with mix gender, and their fusions.

3.6 Concluding Remarks

Phoneme-based AFCPM represents the pronunciation characteristics of speakers by

building one discrete density function for each phoneme, which requires a large amount

of training data to achieve high verification accuracy. Based on the observation that

the AFCPMs of some phonemes are very similar, this chapter proposes a speaker

verification system that uses phonetic class-based articulatory pronunciation mod-

els. Specifically, speaker models are represented by conditional probabilities of artic-

ulations given phonetic classes instead of phonemes. Three mapping functions that

specify the relationship between phonemes and phonetic classes are proposed. Results
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Acoustic Model Fusion Results 

(EER in %) 
GMM(fBSFT) GMM(STG+fBSFT)

None 16.11 13.81 

PD-AFCPM 15.91 13.71 

CD-AFCPM 14.87 13.16 P
ro

n
u

n
ci

at
io

n

M
o

d
el

Table 3.8: EERs obtained by acoustic GMM, phoneme-dependent AFCPM (PD-
AFCPM) + GMM, and phonetic-class dependent AFCPM (CD-AFCPM) + GMM.
The EERs corresponding to CD-AFCPM are based on class-weighted mixed-gender
scenario (see Table 3.7). Note that the fusion of phonetic-class AFCPM and GMM
is based on the phonetic-class AFCPM that uses the mapping function fG

P+VQ. The
p-values between PD-AFCPM+GMM and CD-AFCPM+GMM are less than 0.00001.

show that among the three mapping functions, the one that combines the classical

phoneme tree and Euclidean distance between AFCPMs achieves the best perfor-

mance. Results also show that phonetic-classes AFCPM achieves a significantly lower

error rate as compared to conventional AFCPM.
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Chapter 4

PROBABILISTIC-WEIGHTED PHONETIC-CLASS

AFCPM

Although Chapter 3 has shown that CD-AFCPM is a promising approach to high-

level speaker verification, the method still has plenty of room for improvement. This

chapter proposes two approaches to further improve the performance of CD-AFCPM.

The results show that small but statistically significant improvement can be obtained

by applying the proposed approaches.

4.1 Introduction and Motivation

To improve the accuracy of articulatory feature-based models, Chapter 3 proposes

to group similar phonemes into phonetic classes by using a mapping function and

to represent the background and speaker models as phonetic-class dependent density

functions. The mapping function uses hard-decision VQ (see Section 3.3.1). In other

words, each AFCPM vector or phoneme is categorized into one of the phonetic classes

regardless of its proximity to other classes. This hard-decision based mapping function

is simple and fast, but it ignores the possibility that the AFCPM vector may also

belong to other classes. Performance may be improved by incorporating the class

membership of each phoneme-dependent AFCPM vector in the mapping function.

This chapter proposes a CD-AFCPM in which speaker models are created from a

probabilistic phoneme-to-phonetic class mapping function. The resulting model is

referred to as the probabilistic-weighted CD-AFCPM, or simply PW-CD-AFCPM.

A new scoring method that uses an SVM to combine the scores obtained from
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different phonetic-class dependent models is also proposed.

4.2 Probabilistic Weighted Phonetic-Class Dependent AFCPM (PW-

CD-AFCPM)

4.2.1 Mapping Function

Because the results in Chapter 3 show that the mapping function that uses VQ and

phone properties (i.e. fG
P+VQ) achieves the best performance, this chapter focuses on

this mapping function only.
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Figure 4.1: Training the mapping function and mapping weights. SD-VQ stands for
soft-decision VQ.

4.2.2 Probabilistic Mapping Weights

Without loss of generality, let’s define the i-th phoneme group as Ci = {C1
i , . . . , CNi

i },
where Cj

i is the j-th phonetic class created by applying VQ to the AFCPM vectors aq in

Ci. Therefore, we have
∑8

i=1 Ni = G, where G is the number of phonetic classes. Each

phonetic class c has a centre vector mc, where c = fG
P+VQ(q) and c = {1, . . . , G}. Let

us denote ρc
qt
≡ P (c|qt) as the probability of phoneme qt belonging to phonetic class

c, which can be approximated by P (c|aqt). Let’s also assume that the distribution
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Figure 4.2: The procedure of training the probabilistic mapping weights and mapping
function.

P (aqt|c) is a Gaussian function with mean mc and covariance Σc = I and that the

prior probabilities P (c) are equal for all classes. Therefore, the mapping weights ρc
qt

for phoneme qt and phonetic class c ∈ Ci can be computed as follows:

ρc
qt
≡ P (c|qt) ≈ P (c|aqt) =

P (aqt|c)P (c)∑
c′∈Ci

P (aqt|c′)P (c′)

≈
1

(2π)d/2|Σc| exp {−1
2
(aqt −mc)

TΣc
−1(aqt −mc)}∑

c′∈Ci

1
(2π)d/2|Σc′ |

exp {−1
2
(aqt −mc′)TΣc′

−1(aqt −mc′)}

=
exp (−1

2
‖aqt −mc‖2)

∑
c′∈Ci

exp (−1
2
‖aqt −mc′‖2)

.

(4.1)
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where Ci represents the phonetic classes in the i-th group. Note that P (c|aqt) is a

monotonically decreasing function of ‖aqt−mc‖, where mc is the centroid of phonetic

class c.

The procedures of training the mapping function and the probabilistic mapping

weights are illustrated in Figure 4.1.

4.2.3 Probabilistic-Weighted Phonetic-Class Dependent UBMs

Given a mapping function, the phonetic-class dependent UBMs of phonetic class c

proposed in Chapter 3 can be written as:

PCD
b (m, p|c)

= PCD
b (LM = m,LP = p|PhoneClass = c, Background)

=
#((m, p, c)in the untterances of all background speakers)

#((∗, ∗, c)in the untterances of all background speakers)

=

∑
t∈Tb

1
∑

t∈Tb
′ 1

, m ∈M, p ∈ P , c ∈ {1, . . . , G}

(4.2)

where Tb = {t : lMt = m, lPt = p, fG(qt) = c, Xt ∈ all background speakers}, Tb
′ =

{t : fG(qt) = c, Xt ∈ all background speakers}, LM and LP represent the manner and

place labels, respectively, and lMt and lMt are the manner and place labels determined

by the manner and place MLPs, respectively. Eq. 4.2 suggests that all frames are

weighted equally. However, frames that have a higher probability of belonging to

phonetic class c should be given a higher weight and vice versa for frames that have

a lower probability. Therefore, it is intuitive to weight the contribution of frame t as

follows:

PCD
b (m, p|c)

= PCD
b (LM = m,LP = p|PhoneClass = c, Background)

=

∑
t∈Tb

ρc
qt∑

t∈Tb
′ ρc

qt

,

(4.3)
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where ρc
qt
≡ P (c|qt) is the probability of phoneme qt belonging to phonetic class c,

which can be approximated by Eq. 4.1.

4.2.4 Probabilistic-Weighted Phonetic-Class Dependent Speaker Models

Target speaker models are obtained in two steps. In the first step, we compute:

PCD
s (m, p|c)

= PCD
s (LM = m,LP = p|PhoneClass = c, Speaker = s)

=

∑
t∈Ts

ρc
qt∑

t∈Ts
′ ρc

qt

, m ∈M, p ∈ P , c ∈ {1, . . . , G}

where Ts = {t : lMt = m, lPt = p, fG(qt) = c, Xt ∈ speaker s} and Ts
′ = {t : fG(qt) =

c, Xt ∈ speaker s}. Then in the second step, MAP adaptation is applied to obtain

the model of target speaker s:

P̂CD
s (m, p|c) = βcP

CD
s (m, p|c) + (1− βc)P

CD
b (m, p|c) (4.4)

where, βc ∈ [0, 1] is a phonetic class-dependent adaptation coefficient controlling the

contribution of the speaker data and the background models (Eq. 4.3) on the MAP-

adapted model. It is obtained by

βc =
#((∗, ∗, c) in the utterances of speaker s)

#((∗, ∗, c) in the utterances of speaker s) + rβ

(4.5)

where rβ is a fixed relevance factor common to all phonetic classes and speakers.

The procedure of training a probabilistic-weighted phonetic-class dependent AFCPM

(PW-CD-AFCPM) is illustrated in Figure 4.3.

Figure 4.4 shows the background model for phonetic class c = 3 of which phonemes

/ah/ and /ow/ in Figure 3.3 are members. Also shown are the phonetic-class speaker

models of speakers 1018 and 3823 in NIST00. Figures 4.4(b) and 4.4(c) show that the
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Figure 4.3: The procedure of training a probabilistic-weighted CD-AFCPM.

two probabilistic phonetic-class speaker models are more distinctive (therefore more

discriminative) than the phoneme-dependent speaker models shown in Figure 3.3.

The Euclidean distance d between the probabilistic phonetic-class speaker models

(Figures 4.4(b) and 4.4(c)) is also larger than that of the phoneme-dependent models

(Figures 3.3 (c)–(f)): 11.35 vs. 8.34 and 7.36. Moreover, the distances between

the speaker models and the background models are also larger in the probabilistic

phonetic-class case, primarily because of more data are available for training the

phonetic-class speaker models. Even comparing with the CD-AFCPM case (Figure.

3.8), the PW-CD-AFCPMs still have larger distances between the speaker models

(11.35 vs. 11.08). All of these results suggest that probabilistic-weighted phonetic-

class dependent speaker models are more discriminative.

4.2.5 SVM Scoring

Traditionally, the speaker score is computed by averaging the likelihood ratios in a

frame-by-frame basis:

SCD-AFCPM(X) =
1

T

T∑
t=1

[log p̂CD

s (Xt)− log pCD

b (Xt)] , (4.6)
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Figure 4.4: Probabilistic-weighted CD-AFCPM in which the phonemes /ah/ and
/ow/ are members of the phonetic class. The speaker models were obtained from the
training utterances of speakers 1018 and 3823 in NIST00, using the mapping function
fG

P+VQ(q). d represents the Euclidean distance between the models connected by
arrows.

where X = {X1, . . . , Xt, . . . , XT} is a test utterance. Note that, we can also express

the verification score in Eq. 4.6 as follows:

SCD-AFCPM(X) =
1

T

G∑
c=1

(∑
t∈T c

[log p̂CD

s (Xt)− log pCD

b (Xt)]

)

=
1

T

G∑
c=1

Sc
CD-AFCPM

(4.7)

where T c = {t : fG(qt) = c}, and Sc
CD-AFCPM =

∑
t∈T c

[log p̂CD
s (Xt)− log pCD

b (Xt)].

Because ρc
q represents the probability of phoneme q belonging to phonetic class c,

it makes sense to weight every test frame by ρc
q. More specifically, during verification
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Figure 4.5: The verification phase of probabilistic-weighted CD-AFCPM.

the speaker score SPW-CD-AFCPM is computed as follows:

SPW-CD-AFCPM =
1

T

T∑
t=1

ρc
qt

[log p̂CD

s (Xt)− log pCD

b (Xt)] (4.8)

where c = fG(qt). As a result, by applying this probabilistic-weighted strategy, the

verification score is computed as:

SPW-CD-AFCPM(X) =
1

T

G∑
c=1


 ∑

t:fG(qt)=c

ρc
qt

[log p̂CD

s (Xt)− log pCD

b (Xt)]




=
1

T

∑G

c=1
Sc

PW-CD-AFCPM

where frame t is weighted by ρc
qt
, the probability of phoneme qt belonging to phonetic

class c. The speaker models (Eq. 4.4) and background models (Eq. 4.3) are used to

compute the scores

p̂CD

s (Xt) = P̂CD
s (lMt , lPt |ct)

= P̂CD
s (LM = lMt , LP = lPt |PhoneClass = ct, Speaker = s)
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and

pCD

b (Xt) = PCD
b (lMt , lPt |ct)

= PCD
b (LM = lMt , LP = lPt |PhoneClass = ct, Background),

where ct = fG(qt) is the phonetic class of frame t, and lMt and lPt are the AF labels

determined by the AF-MLPs.

Eq. 4.9 treats all phonetic classes equally. In general, a summation of scores, as in

Eq. 4.9, is likely to give suboptimal solutions. Better results may be obtained by ap-

plying an SVM to merge the probabilistic-weighted phonetic-class dependent scores.

Specifically, for each utterance, the PW-CD-AFCPM scores (Sc
PW-CD-AFCPM) derived

from the G phonetic classes form a G-dimensional score vector
−→
Sc = [S1

PW-CD-AFCPM,

S2
PW-CD-AFCPM, . . . , SG

PW-CD-AFCPM]T. The vector is then presented to a G-input non-

linear SVM to produce the final verification score:

SPW-CD-AFCPM(X) =
∑N

i=1
yiαiK(

−→
Sc,

−→
Sc

i ) + b. (4.9)

where yi ∈ {+1,−1} are class labels of training data,
−→
Sc

i = [S1
i , S

2
i , . . . , S

G
i ]T (i =

1, . . . , N) are the training vectors with each dimension representing a probabilistic-

weighted phonetic-class score, K(·) is a kernel function, and αi and b are the SVM

parameters that we want to optimize. Figure 4.5 depicts the architecture of a verifi-

cation system that uses this method.

The nonlinear SVM can be trained and evaluated by using k-fold cross-validation

[49]. Specifically, the evaluation data in NIST00 will be divided into k subsets with

almost the same number of utterances; for each fold, the speaker and imposter scores

from k − 1 subsets will be used for training a G-input SVM with a second-order

polynomial kernel and the remaining subset will be used for evaluation. Therefore,

every test utterance will have a chance to be evaluated and the number of scores for

evaluation is exactly the same as that in the NIST00 verification protocol.
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4.3 Experiments and Results

4.3.1 Procedures

The procedure and data are identical to those in Section 3.4, except that in addition

to the conventional scoring method (Eq. 3.12), the results of the SVM scoring method

are also reported.

4.3.2 Results and Discussions

Table 4.1 and Table 4.2 show the EERs obtained by CD-AFCPMs and CD-AFCPMs

with probabilistic weighting. The results show that using the probabilistic weighting

scheme to create CD-AFCPMs can reduce the EER (mixed-gender) from 23.76%

to 23.14%, which amounts to 2.61% reduction in error. The p-value between these

two EERs is less than 0.0001, suggesting that the difference in EERs is statistically

significant.

Modeling Method  EER (%) 

CD-AFCPM Mix gender : 23.76

PW-CD-AFCPM Mix gender: 23.14

Table 4.1: EERs obtained by CD-AFCPM and PW-CD-AFCPM using the mapping
function fG

P+VQ(q). The p-values between the two EERs is 0.00005.

Table 4.2 shows the performance of CD-AFCPMs (with and without probabilistic

weighting) when they were combined with our best GMM-UBM systems. The re-

sults show that small improvement can be achieved by using probabilistic weighting.

However, the improvement is not significant. This may be due to the fact that the

utterances are too short for AFCPMs, causing the GMM-UBM system to dominate

in the verification.
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Acoustic Model Fusion Results 

(EER in %) 
GMM(fBSFT) GMM(STG+fBSFT)

None 16.11 13.81 

PD-AFCPM 15.91 13.71 

CD-AFCPM 14.87 13.16 

PW-CD-AFCPM 14.70 13.09 

P
ro

n
u

n
ci
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n

M
o

d
el

Table 4.2: EERs obtained by fusing acoustic GMM-UBM systems with PD-AFCPM,
CD-AFCPM and PW-CD-AFCPM. The CD-AFCPM and PW-CD-AFCPM use the
mapping function fG

P+VQ(q).

Figure 4.6 shows the detection error tradeoff curves corresponding to various

low- and high-level systems and their fusion. Apparently, the CD-AFCPMs (with

and without probabilistic weighting) and GMM-UBM systems are complementary,

and the probabilistic weighting scheme (PW-CD-AFCPM) can help reduce the EER

of CD-AFCPM slightly in all operating point. However, when PW-CD-AFCPM is

fused with GMM-UBM, only small improvement can be achieved (comparing PW-

CD-AFCPM+GMM and CD-AFCPM+GMM).
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Figure 4.6: DET performance of probabilistic-weighted phonetic-class dependent
AFCPM (PW-CD-AFCPM), phoneme-dependent AFCPM (PD-AFCPM), GMM
(with fBSFT and STG applied), and their fusions. All curves are based on mixed-
gender scores.
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Chapter 5

NEW ADAPTATION METHODS FOR SPEAKER-MODEL

CREATION IN HIGH-LEVEL SPEAKER VERIFICATION

Research has shown that speaker verification based on high-level speaker features

requires long enrollment utterances to be reliable. However, in practical speaker ver-

ification, it is common to model speakers based on a limited amount of enrollment

data. To minimize the undesirable effect of insufficient enrollment data on system

performance, this chapter proposes a new adaptation method for creating speaker

models based on high-level features. The proposed method was compared with tradi-

tional MAP adaptation under the NIST2000 SRE framework. Experimental results

show that the proposed method can solve the data-spareness problem effectively and

achieves a better performance when compare with traditional MAP adaptation.

5.1 Introduction and Motivation

Text-independent speaker verification systems typically extract speaker-dependent

features from short-term spectra of speech signals to build speaker-dependent Gaus-

sian mixture models (GMMs) [6]. To increase the ability to discriminate between

client (target) speakers and impostors, a GMM-based background model is used to

represent the characteristics of impostors. The background model can be trained using

the speech of non-target background speakers from large speech corpora. Therefore,

finding enough speech to train the background model is usually not too difficult. How-

ever, obtaining a large number of client utterances is difficult and impractical because

most clients are not willing to spend a long time for enrollment.

To address this problem, various adaptation methods, such as maximum a posteri-
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ori (MAP) [6], maximum-likelihood linear regression (MLLR) [11], kernel eigen-space

MLLR (KEMLLR) [50], and adaptation of phoneme-independent speaker models [51]

have been proposed for creating low-level acoustic speaker models from a small amount

of client data. It has been shown that KEMLLR outperforms other adaptation meth-

ods when the amount of enrollment data is very limited and that when a large amount

of enrollment data is available, MAP is a better candidate for creating speaker mod-

els [52].

As discussed earlier, using long-term, high-level features to characterize speakers

can improve the robustness of speaker verification systems. However, one problem of

using high-level features is that it requires a large amount of speech data for creating

reliable speaker models. As a result, data-sparseness is a serious problem in high-level

speaker verification.

Figure 5.1: Training of unadapted phoneme-dependent AFCPM speaker models and
the data-sparseness problem they may encounter.

The simplest way of creating a phoneme-depend AFCPM speaker model is to

compute the discrete density function for each phoneme based solely on the speech

of the corresponding target speaker, as illustrate in Figure 5.1 (see the detail of

phoneme-dependent AFCPM in Section 3.2). However, this naive approach can result

in many zero entires in the density functions, primarily because of the data spareness
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problem. Although Leung et al. [53] have shown in their articulatory feature-based

pronunciation model (AFCPM) that this problem can be tackled by classical MAP

adaptation, the client models that they created are essentially a linear weighted sum

of enrollment data’s distribution and background models. It was found that the

modeling capability of the AFCPMs drops rapidly when the amount of enrollment

data decreases [54].

To alleviate this problem, this chapter proposes several new adaption and models

creation methods as shown in Figure 5.2. Specifically, we propose to adapt not
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Figure 5.2: The contribution of this chapter: new adaptation methods for speaker-
model creation.

only the phoneme-dependent background models but also the phoneme-independent

speaker models to create client speaker models. A scaling factor, which is derived

from the ratio between the phoneme-dependent background model and the phoneme-

independent background model, will also be used to adjust the phoneme-independent

speaker models during adaptation.
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5.2 Adaptation Methods for AFCPMs

In this section, we review the classical MAP adaptation and propose four MAP-based

adaptation methods that use as much information obtainable from training data as

possible (see Fig. 5.3). Five adaptation methods will be discussed.

Method A: Adapted from phoneme-dependent background models (classical MAP

used in [53]).

Method B: Adapted from phoneme-dependent speaker models and phoneme-independent

speaker models.

Method C: Adapted from phoneme-independent speaker models with a phoneme-

dependent scaling factor.
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Method D: Adapted from phoneme-dependent background models and phoneme-

independent speaker models with a phoneme-dependent scaling factor.

Method E: Adapted from phoneme-independent speaker models and phoneme-dependent

background models with a speaker-dependent scaling factor.

5.2.1 Problems of MAP Adaptation for AFCPMs

Method A (classical MAP):

Figure 5.4 illustrates the procedure of applying MAP adaptation (Method A). The

adaptation formula is written as:

P̂s(m, p|q) = βq
sPs(m, p|q) + (1− βq

s)Pb(m, p|q) (5.1)

where βq
s ∈ [0, 1] is a phoneme-dependent adaptation coefficient controlling the con-
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Figure 5.4: The procedure of applying MAP adaptation (Method A) to create
phoneme-dependent AFCPM speaker model.

tribution of the enrollment data and the background models (Eq. 3.2) on the MAP-
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Figure 5.5: Method A. Relationship (based on real data) between the background,
unadapted, and adapted AFCPMs in classical MAP (q1=/jh/, q2=/uw/). The linear
combination in Eq. 5.1 suggests that the adapted model will lie along the straight
line passing through the unadapted model and the background model.

adapted model (see Section 3.2.1 for details). The relationship between the adapted,

unadapted and background models is illustrated in Figure 5.5. The figure shows the

relationship between the background, unadapted, and adapted AFCPMs in classical

MAP by projecting the AFCPMs onto their first two PCA axes [55]. When enroll-

ment data is sufficient, MAP adaptation can create client models that capture the

phoneme-dependent characteristics of speakers. However, when the amount of enroll-

ment data is limited, this speaker-model creation method may have three fundamental

problems:

Problem 1: The method will make the client models of the same phoneme too close to

the background model of that phoneme, even though the clients may have

very different pronunciation characteristics. This will cause the client



63

models fail to discriminate the true speakers from the imposters.

Problem 2: The method does not fully utilize the information available in the training

data.

Problem 3: The method imposes too much constraint on the adaptation.

Problem 1 is exemplified in Fig. 5.6, where the adapted models of two speakers

are very similar because they are very close to the background model. Comparison

between Figures. 5.6(d) and 5.6(e) reveals that the model of speaker 1018 is very

similar to that of speaker 1042. This will make the speaker models fail to discriminate

the true speakers from impostors.

For Problem 2, the method only uses two out of four possible models for adap-

tation. Figure. 5.3 shows the possible models from which the target models can be

adapted. Method A uses the phoneme-dependent models only and ignores the fact

that the phoneme-independent models (Pb(m, p|∗) and Ps(m, p|∗)) can also be used

to create target speaker models.

For Problem 3, the method uses all of the background speakers’ data to train

phoneme-dependent background models from which phoneme-dependent target speaker

models are created by MAP adaptation. Creating a phoneme-dependent speaker

model from the corresponding phoneme-dependent background model means that

the resulting speaker model is constrained by the articulatory properties of a single

phoneme. In other words, the method does not allow cross-phoneme adaptation. Note

that the classical MAP adaptation for acoustic GMMs does not have such a hard con-

straint. Instead, a soft constraint is implicitly imposed by the posterior probabilities

of the mixture components.
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Figure 5.6: Phoneme-dependent AFCPMs correspond to phoneme /ch/ of (a) speaker
1018 from NIST00, (b) background speakers from NIST99, and (c) speaker 1042 from
NIST00. (d) and (e): Phoneme-dependent speaker models of the two speakers adapted
from (b) using the traditional MAP adaptation (see Method A in section 5.2.1). d and
r represent the Euclidean distance and the correlation coefficient between the models
pointed to by arrows. The 60 discrete probabilities corresponding to the combinations
of the 6 manner and 10 place classes are nonlinearly quantized to 256 gray levels using
log-scale, where white represents 0 and black represents 1.

5.2.2 New Adaptation Methods for AFCPMs

Our new adaptation methods attempt to utilize all of the available information. To

relax the constrain imposed by classical MAP adaptation (see Problem 3 above), we

introduce phoneme-independent models for target speakers and background speakers
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as follows:

Pb(m, p|∗) = Pb(L
M = m,LP = p|Background) (5.2)

=
#((m, p, ∗) in the data of all background speakers)

#((∗, ∗, ∗) in the data of all background speakers)
,

Ps(m, p|∗) = Ps(L
M = m,LP = p|speaker = s) (5.3)

=
#((m, p, ∗) in the enrollment utterrence of speaker s)

#((∗, ∗, ∗) in the enrollment utterrence of speaker s)
,

where m ∈ M, p ∈ P are defined in Section 3.1, and (m, p, ∗) denotes the condition

for which LM = m,LP = p. Based on the definition of Ps(m, p|∗), Pb(m, p|∗) and

Pb(m, p|q), we can further derive:

Ps(m, p|∗) =
46∑
i=1

Ps(m, p|qi)Ps(qi),

Pb(m, p|q) =
M∑

k=1

Psk
(m, p|q)P (sk), (5.4)

Pb(m, p|∗) =
46∑
i=1

Pb(m, p|qi)Pb(qi),

where M is the total number of background speakers used for training the back-

ground models, sk is one of these background speakers, and qi represents one of the

46 phonemes in English. The proof of the derivation is shown in Appendix B. Figure

5.7 illustrates how the phoneme-independent models are used for creating speaker

models, which will be discussed next.

Method B:

Instead of adapting from the phoneme-dependent UBM, we can create the speaker

model P̂s(m, p|q) by adapting the phoneme-independent speaker model Ps(m, p|∗),
i.e.,
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P̂s(m, p|q) = βq
sPs(m, p|q) + (1− βq

s)Ps(m, p|∗). (5.5)

Figure 5.5 illustrates the relationship (based on real data) between the unadapted

and adapted speaker models created by this method. While this method can help

solve Problems 1 and 3 mentioned in Section 5.2.1, it does have its own problem.

The problem is that for a particular client, all of his/her phoneme-dependent models

are adapted from the same phoneme-independent model, causing loss of phoneme-

dependence in the client model. In fact, the method uses enrollment data only, as

illustrated in Figure 5.3. This loss of phoneme-dependence, however, violates the

requirement of the scoring procedure (see Section 4.2.5) where the speaker and back-

ground models are assumed to be phoneme-dependent. Fortunately, the phoneme-

dependence in the client models can be easily retained by introducing a phoneme-

dependent scaling factor in the adaption equation. This is to be discussed next.
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Figure 5.8: Method B. Relationship between the phoneme-independent speaker model,
unadapted speaker models, and adapted speaker models for speakers 1018 and 1042
(q1=/jh/, q2=/uw/).

Method C:

In this method, a phoneme-dependent scaling factor is added to the adaptation for-

mula in Eq. 5.5:

P̂s(m, p|q) = βq
sPs(m, p|q) + (1− βq

s) ·
[
Pb(m, p|q)
Pb(m, p|∗) · Ps(m, p|∗)

]
(5.6)

where Pb(m, p|∗) represents the phoneme-independent background model and Pb(m,p|q)
Pb(m,p|∗)

is the scaling factor. With this factor, the model to be adapted becomes Pb(m,p|q)
Pb(m,p|∗)Ps(m, p|∗).

Therefore, the resulting target model P̂s(m, p|q) is now adapted from a model with

certain degree of phoneme-dependence instead of adapting from a purely phoneme-

independent model (Ps(m, p|∗)).
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q2=/uw/).

Note that Pb(m,p|q)
Pb(m,p|∗)Ps(m, p|∗) in Eq. 5.6 can also be written as Ps(m,p|∗)

Pb(m,p|∗)Pb(m, p|q).
In that case, we can interpret Ps(m,p|∗)

Pb(m,p|∗) as a phoneme-independent scaling factor for the

classical MAP adaptation in Eq. 5.1. This factor can help alleviates Problems 2 and

3 in classical MAP mentioned earlier, because it implicitly incorporates the speaker-

dependent articulatory properties of other phonemes into the adaptation equation.

More interestingly, Pb(m,p|q)
Pb(m,p|∗)Ps(m, p|∗) in Eq. 5.6 can be derived as (see the proof

of this derivation in Appendix B ):

Pb(m, p|q)
Pb(m, p|∗)Ps(m, p|∗) =

[
M∑

k=1

Psk
(m, p|q)P (sk)

]
·
[

46∑
i=1

Ps(m, p|qi)Ps(qi)

]

M∑
k=1

46∑
i=1

Psk
(m, p|qi)P (sk)Pb(qi)

(5.7)
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(q1=/jh/, q2=/uw/ and the marker ‘H’ represents the term inside the square brackets
in Eq. 5.11.)

where M is the total number of background speakers used for training the background

models, sk is one of these background speakers, and qi represents one of 46 phoneme

in English. If we assume Pb(q1) = · · · = Pb(qi) = · · · = Ps(qi) = constant and

P (s1) = P (s2) = · · · = P (sk) = constant, then more clearly, we have:

Pb(m, p|q)
Pb(m, p|∗)Ps(m, p|∗) =

[
M∑

k=1

Psk
(m, p|q)

]
·
[

46∑
i=1

Ps(m, p|qi)

]

M∑
k=1

46∑
i=1

Psk
(m, p|qi)

. (5.8)

Eqs. 5.7 and 5.8 suggest that all of the available information have been utilized during

the adaptation process. Figure 5.9 illustrates the projection of the unadapted and

adapted speaker models on their first two principle components.
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Method D:

It becomes clear that Method A is likely to impose too much constraint on the adapta-

tion. Method B aims to relax such constraint by introducing a phoneme-independent

model in its adaptation equation. However, the relaxation may be too far so that

the phoneme-dependent scaling factor in Method C is necessary to limit the loss of

phoneme-dependence. Nevertheless, the target models created by Method C depend

implicitly on the phoneme-dependent background models Pb(m, p|q) through the scal-

ing factor. To strengthen the dependence of these background models while allowing

certain degree of phoneme-independence, we may combine Methods A and C. We

refer to the resulting adaptation as Method D whose adaptation equation is written

as:

P̂s(m, p|q) = βq
sPs(m, p|q) + (1 − βq

s)

[
αq

bPb(m, p|q) + (1− αq
b)

Pb(m, p|q)
Pb(m, p|∗)Ps(m, p|∗)

]

(5.9)

where, αq
b ∈ [0, 1] is a phoneme-dependent adaptation coefficient. It is obtained by

αq
b =

#((∗, ∗, q) in the utterances of all background speakers)

#((∗, ∗, q) in the utterances of all background speakers) + rα

(5.10)

where rα is also a fixed relevance factor.

Fig. 5.10 illustrates the relationship between different models in Method D, and

Fig. 5.11 explains why this method is better than Method A via an illustrative

example. Comparing Figs. 5.6 and 5.11 reveals that the Euclidean distance and

dissimilarity between the AFCPM models of speakers 1018 and 1042 become larger

(the distance increases from 4.39 to 14.17 and the correlation coefficient reduces from

0.9966 to 0.8013). Therefore Method D makes the speaker models better in discrimi-

nating speakers.
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Figure 5.11: Phoneme-dependent AFCPMs ((g) and (h)) of speakers 1018 and 1042
created by Method D. (a) and (c): Unadapted speaker models. (b) Phoneme-
dependent background model. (d) and (f): Phoneme-independent speaker models.
(e) Phoneme-independent background model. d and r represent the Euclidean dis-
tance and the correlation coefficient between the adapted models pointed to by arrows.

Method E:

Using the same idea in Method D, here we mix phoneme-independent speaker model

and phoneme-dependent UBMs which is adjusted by another scaling factor to adapt

the original speaker model (Eq. 3.2). The method is described mathematically as

follows:

P̂s(m, p|q) = βq
sPs(m, p|q) + (1 − βq

s)

[
αq

bPb(m, p|q)Ps(m, p|∗)
Pb(m, p|∗) + (1− αq

b)Ps(m, p|∗)
]

(5.11)
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Figure 5.12: Method E. Relationship between the unadapted, adapted phoneme-
dependent and phoneme-independent speaker models for speaker 1018 /jh/, /uw/
and corresponding phoneme-dependent and phoneme-independent background mod-
els in Method E.

where Ps(m,p|∗)
Pb(m,p|∗) is a phoneme-independent scaling factor used to change the component

values of phoneme-dependent UBMs from a general background-speaker level to a

speaker-specific level. The adaptation procedure of method D is illustrated in Figure

5.12.

5.3 Scoring Based on Adapted Models

The scoring method is identical to the one in Section 4.2.5. However, this time the

speaker models P̂s(m, p|q) created by using different adaptation methods discussed in

Section 5.2 are used instead.
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Figure 5.13: The distribution of all adapted phoneme-dependent speaker models and
phoneme-dependent background models in principal component space for speaker
1018 and 1042 based on Method A (left) and Method D (right).

5.4 Experiments and Results

5.4.1 Procedures

The procedure and data are identical the those in in Section 3.4, except that phoneme-

dependent speaker models were created using Methods A to E.

5.4.2 Results and Discussion

Figure 5.13 shows the relationship between the phoneme-dependent background and

adapted models (corresponding to 46 phonemes) of two speakers for Methods A and

D. Apparently, Problem 1 in Method A (left figure) mentioned in Section 5.2.1 does

not appear in Method D (right figure).

Table 5.1 shows the equal error rate (EER) and p-values [48] (with respect to

Method A) achieved by different adaptation methods. It shows that Methods C, D,

and E achieve a lower error rate as compared to the classical MAP adaption. This

confirms our earlier argument that better speaker models can be obtained by adapting
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the phoneme-independent models in addition to the phoneme-dependent models.

Adaptation Method EER (%) p-values

Method A 26.34 —
Method B 26.81 0.04560
Method C 25.68 0.00008
Method D 24.88 0.00000
Method E 25.58 0.00006

Table 5.1: EERs obtained by phoneme-dependent AFCPMs created by MAP-based
adaptation methods described in Section 5.2. The p-values between the classical MAP
and the new adaptation methods are listed in the last column.

The DET plots corresponding to Table 5.1 are shown in Figure 5.14. Evidently,

Method D achieves the best performance across a wide range of decision threshold.

It was found that the proposed adaptation approaches can effectively solve the data

sparseness problem, resulting in a significantly lower error rate. Apparently, Problems

2 and 3 in Method A have also been overcome by Method D. The fusion DET plots

shown in Figure 5.15 also demonstrate that the AFCPMs created by Method D are

complementary to the acoustic GMMs, leading to a slightly better performance when

the scores of the two types of models are combined (compare GMM+AFCPM(Method

D) with GMM+AFCPM (MAP)).
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Chapter 6

ARTICULATORY-FEATURE BASED SEQUENCE

KERNEL FOR HIGH-LEVEL SPEAKER VERIFICATION

In GMM-UBM, CD-AFCPM, and PW-CD-AFCPM, scoring is done at the frame-

level, i.e., each frame of speech is scored separately and then frame-based scores are

accumulated to produce the final utterance-based score for classification. This frame-

based scoring scheme has two drawbacks. First, treating the frames individually may

not be able to fully capture the sequence information contained in the utterance.

Second, the goal of speaker verification is to minimize classification errors on test

utterances rather than on individual speech frames.

These drawback motivates us to derive a sequence-based approach in which an

utterance is considered as comprising of a sequence of symbols and the utterance-based

score can be obtained from an SVM [56] through a kernel function of the sequence

of symbols. SVM can produce complex decision function regions without a large

amount of training data. However, SVMs are normally only able to classify data of

fixed dimensionality whereas speech utterances are typically parameterized as variable

length sequences of observation vectors. This has led to the use sequence kernels.

Sequence kernels implicitly map variable length observation sequences into a fixed-

dimensional vector typically via generative models (GMMs). Many studies [57–59]

have been shown that applying sequence-kernel based SVM to short-term spectra-

based generative models can achieve promising results.

A critical issue in using SVM is the design of kernels. Because there is no universal

kernel that is suitable for all problems, it is imperative to derive a special sequence
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kernel for AFCPM. This chapter derives an articulatory feature-based kernel for high-

level speaker verification. The relationship between traditional frame-based AFCPM

scoring and the utterance-level kernel-based scoring is discussed.

6.1 Motivation

Research has shown that the performance of pattern classification systems can be

improved by training the classifiers discriminatively via supervised learning. A well-

known example of discriminative training for speech and speaker recognition is the

minimum classification error (MCE) training [60–62]. The drawback of MCE, how-

ever, is that it optimizes the objective function via gradient descent, which usually

takes longer training time and is less stable as compared to the maximum-likelihood

approach. Another approach to incorporating class information into the learning

stage is to consider the speaker and background models as high-dimensional super-

vectors. SVMs are then discriminatively trained to classify the supervectors in the

high-dimensional space [57,58] This chapter focuses on the latter approach.

6.2 Phonetic-Class Dependent AFCPM Supervectors

Figure 6.1 shows the verification phase of a high-level speaker verification system that

uses AF-kernels. The first step is to create the CD-AFCPM (see Chapter 3); then,

for each target speaker, G speaker models (each model has 60 values) are vector-

ized and concatenated to form a single supervector, called CD-AFCPM Supervector.1

The process maps a test utterance to a point in 60G-dimensional vector space. The

procedure of CD-AFCPM supervector extraction is illustrated in Figure 6.2.

1The procedure is also applicable to PD-AFCPM with G = 46. For clarity, we focus on CD-
AFCPM in the sequel.
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Figure 6.1: The training procedure of the AF kernel-based high-level speaker verifi-
cation system.

6.3 Feature Selection

The dimensionality of CD-AFCPM and PD-AFCPM is 720 (when G = 12) and

2760, respectively. Many of these features, however, may be redundant or having

low discriminative power. Therefore, extracting the relevant features from the high-

dimensional supervectors is expected to improve verification performance.

We applied the recursive feature elimination (RFE) algorithm [63] for the feature

selection. The procedure is illustrated in Figure 6.3. The feature selection process

is divided into two steps. In Step 1, irrelevant features are weeded out using a pre-

filtering approach. More precisely, the background CD-AFCPMs are vectorized and

feature elements with value smaller than a threshold are removed. This step avoids

the numerical difficult that may occur when the CD-AFCPMs supervectors are nor-

malized during the evaluation of the kernel function (see Eqs. 6.10 and 6.11). Then,

in Step 2, based on the remaining features in Step 1, a CD-AFCPM supervector is con-

structed for each target speaker, and 618 CD-AFCPM supervectors are constructed
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Figure 6.2: The procedure of extracting phonetic-class AFCPM supervectors for AF
kernel-based high-level speaker verification.

from 618 background speakers. Then, for each speaker, feature elimination is done by

applying SVM-RFE [63] to the dataset formed by the speaker’s CD-AFCPM super-

vector (positive class) and background speakers’ CD-AFCPM supervectors (negative

class). Note that Step 2 is applied to each of the target speakers, meaning that each

speaker has their own feature set.

The effect of feature selection is shown in Figure 6.4. In the figure, each column

corresponds to a portion of a speaker’s CD-AFCPM supervector. A row with small

variation (almost identical color intensity) suggests that the corresponding feature

is not speaker dependent and therefore can be removed without sacrifying classifi-

cation performance. We can see from Figure 6.4 (right panel) that features of low

discriminative power have been eliminated.

6.4 Articulatory Feature-Based Kernels

6.4.1 Another Interpretation of Articulatory Feature-Based LR Scoring

Given a test utterance XT
1 = {X1, . . . , Xt, . . . , XT}, speaker models P̂CD

s (m, p|c), and

UBMs PCD
b (m, p|c), we can express the frame-based likelihood-ratio (LR) score as
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follows:

SCD-AFCPM(XT
1 ) =

1

T

T∑
t=1

(
log

p̂CD
s (Xt)

pCD
b (Xt)

)

=
G∑

c=1


 1

T

∑

t:fG(qt)=c

(
log

p̂CD
s (Xt)

pCD
b (Xt)

)
 ,

where fG(qt) is one of the mapping function mentioned in Section 3.3.1.

Based on Eqs. 3.13 and 3.14, we can further express the LR score as:

SCD-AFCPM(XT
1 ) =

G∑
c=1


 1

T

∑

t:fG(qt)=c

(
log

P̂CD
s (lMt , lPt |c)

PCD
b (lMt , lPt |c)

)


=
G∑

c=1

1

T




∑
m∈M

∑
p∈P




∑

t:

8
>>><
>>>:

fG(qt) = c

lMt = m, lPt = p

(
log

P̂CD
s (lMt = m, lPt = p|c)

PCD
b (lMt = m, lPt = p|c)

)







(6.1)
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variation (almost identical color intensity) suggests that the corresponding feature is
not speaker dependent and therefore can be removed without scarifying classification
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where

L1 = {lMt = ‘Vowel’, lPt = ‘High’ for any t},
. . .

L60 = {lMt = ‘Lateral’, lPt = ‘Glottal’ for any t},

Ni,c is the number of frames that belong to phonetic class c and Li, and Tc is the

number of frames that belong to phonetic class c.

Assume that the test utterance is produced by a claimant claiming a speaker

identity s. Then, we can obtain the CD-AFCPM of the claimant as follows:

PCD
claimant(m, p|c)

= PCD
claimant(L

M = m,LP = p|PhoneClass = c, Speaker = claimant)

= PCD
claimant(Li|c)

=
#((m, p, c) in the utterances of the claimant)

#((∗, ∗, c) in the utterances of the claimant)

=
Ni,c

Tc

,

(6.2)

where index i corresponds to the i-th combination of the manner and place class

(m, p).

Substituting Eq. 6.2 in Eq. 6.1, we obtain:

SCD-AFCPM(XT
1 ) =

G∑
c=1

Tc

T

(
60∑
i=1

((
log

P̂CD
s (Li|c)

PCD
b (Li|c)

)
PCD

claimant(Li|c)
))

=
G∑

c=1

〈




log
P̂ CD

s (L1|c)
P CD

b (L1|c)

log
P̂ CD

s (L2|c)
P CD

b (L2|c)
· · ·

log
P̂ CD

s (L60|c)
P CD

b (L60|c)




60

,




Tc

T
P CD

claimant(L1|c)
Tc

T
P CD

claimant(L2|c)
· · ·

Tc

T
P CD

claimant(L60|c)




60

〉 (6.3)
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=

〈




log
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P CD
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log
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P CD
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log
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P CD
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· · ·

log
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P CD
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· · ·
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log
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P CD
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

720

,




w1P
CD

claimant(L1|c = 1)

· · ·
w1P

CD

claimant(L60|c = 1)

w2P
CD

claimant(L1|c = 2)

· · ·
w2P

CD

claimant(L60|c = 2)

· · ·
· · ·

w12P
CD

claimant(L60|c = 12)




720

〉
, (∵ G = 12)

where wi =
Ti

T
(i = 1, . . . , G) and G = 12. As a result, we have

SCD-AFCPM(XT
1 ) =

〈
log

−→
As−→
Ab

,
−→
A′

c

〉

=

〈
log

−→
As−→
Ab

,−→w . ∗ −→Ac

〉 (6.4)

where
−→
As,

−→
Ab and

−→
Ac stand for the AF supervector of the speaker, background and

claimant, respectively, log

−→
X
−→
Y
≡

[
log

x1

y1

, . . . , log
xN

yN

]T

and
−→
X.∗−→Y ≡

[
x1y1, · · · , xNyN

]T

,

where xi and yi are elements of
−→
X and

−→
Y , respectively. We can see from Eq. 6.4

that the traditional frame-based LR scoring for discrete models can be computed

in another way: compute the dot product between a speaker-dependent supervector

derived from the models of the target speakers and a weighted supervector obtained

from the claimant’s model.
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Further, denote
−→
A′

c as the weighted AF supervector of the claimant, we have

SCD-AFCPM(XT
1 ) =

1

T

T∑
t=1

(
log

p̂CD
s (Xt)

pCD
b (Xt)

)

=

〈
log

−→
As−→
Ab

,
−→
A
′
c

〉

=

〈−→
A
′
c, log

−→
As

〉
−

〈−→
A
′
c, log

−→
Ab

〉
.

(6.5)

Eq. 6.5 suggests an alternative approach to implementing the traditional LR scoring.

This is shown in Figure 6.5. We can see from Figure 6.5 that if we can replace
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Figure 6.5: An alternative implementation of the traditional log-likelihood scoring in
CD-AFCPM speaker verification.

the fixed ‘+1’ and ‘−1’ multiplication factors in the LR scoring block by varying

weights αi, the result may probably be improved. These weights can be optimally
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determined by SVM training. In order to apply SVM and to make sure that the

training algorithm converges to a stable solution, the function inside the processing

nodes (“circle”) in Figure 6.5 should satisfy the Mercer condition [56]. Unfortunately,

f(
−→
X,
−→
Y ) =

〈−→
X, log

−→
Y

〉
does not satisfy the Mercer condition because

〈−→
X, log

−→
Y

〉

cannot be written as
〈
Φ(
−→
X ), Φ(

−→
Y )

〉
, and thus cannot be used as a kernel function.

Therefore, we derive an AF kernel function that satisfies the Mercer condition in the

next section.

6.4.2 Deriving Kernels from Similarity Scores

Given AF-based supervectors
−→
A s and

−→
A b obtained by mapping the speech utterances

of speaker s and background speakers into a fixed-dimension input space, the sim-

ilarity score between the model deriving from the test utterance XT
1 of claimant c

and the model of speaker s can be computed by a similarity function (discriminant

function):

Similarity(
−→
A c,

−→
A s) =

1

T

T∑
t=1

(
log

p̂CD
s (Xt)

pCD
b (Xt)

)

=

〈−→
A
′
c, log

−→
As−→
Ab

〉 (6.6)

where Eq. 6.5 has been used in the derivation.

Our goal is to make Eq. 6.6 symmetric and satisfy the Mercer condition. To this

end, we expand log(x) at x = 1 as a Taylor series:

log(x) =
∞∑

n=0

log(n)(1)

n!
(x− 1)n

= (x− 1)− 1

2
(x− 1)2 +

1

3
(x− 1)3 +O (

(x− 1)4
)
.

(6.7)

Because the speaker models are adapted from the UBMs,

−→
As−→
Ab

→ −→
1 . Therefore, we
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can ignore the high orders of

(−→
As−→
Ab

−−→1
)

and approximate Eq. 6.6 as:

Similarity(
−→
A c,

−→
A s) =

1

T

T∑
t=1

(
log

p̂CD
s (Xt)

pCD
b (Xt)

)

=

〈−→
A
′
c, log

−→
As−→
Ab

〉

≈
〈−→

A
′
c,

(−→
As−→
Ab

−−→1
)〉

=

〈−→
A
′
c,

−→
As−→
Ab

〉
−

〈−→
A
′
c,
−→
1

〉

=

〈−→
A
′
c,

−→
As−→
Ab

〉
−G.

(6.8)

Because the number of phonetic classes (G) is a constant for every speaker, it can be

dropped without affecting the classification:

Similarity(
−→
A c,

−→
A s) ≈

〈−→
A
′
c,

−→
As−→
Ab

〉
=

〈 −→
A
′
c√−→
Ab

,

−→
As√−→
Ab

〉

=

〈−→w . ∗ −→Ac√−→
Ab

,

−→
As√−→
Ab

〉

≈
〈√−→wb. ∗ −→Ac√−→

Ab

,

√−→wb. ∗ −→As√−→
Ab

〉
(6.9)

where −→wb =




60︷ ︸︸ ︷
T b

1

T
, · · · ,

T b
1

T
,

60︷ ︸︸ ︷
T b

2

T
, · · · ,

T b
2

T
, · · · ,

60︷ ︸︸ ︷
T b

G

T
, · · · ,

T b
G

T
,




T

60G

contains the phonetic-

class weights obtained from the UBMs, which is used to approximate −→w in Eq. 6.4.

The approximation aims to make the similarity measure symmetric.
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Finally, we write the similarity function (Eq. 6.9) as kernel:

KAF(
−→
A c,

−→
A s) =

〈√−→wb. ∗ −→Ac√−→
Ab

,

√−→wb. ∗ −→As√−→
Ab

〉
=

〈
ϕ(
−→
Ac), ϕ(

−→
As)

〉
(6.10)

where the mapping ϕ(·) is defined as:

ϕ(
−→
X ) =

√−→wb. ∗ −→X√−→
Ab

. (6.11)

Note that the kernel in Eq. 6.10 depends on the models that we used to represent

the target speaker. Therefore, if we vectorise a variable-length observation sequence

XT
1 = {X1, . . . , Xt, . . . , XT} from the speaker s to an input vector

−→
Os ∈ RT and

treat the training of CD-AFCPM as a mapping function ΨAF: RT → R60G (e.g.
−→
As = ΨAF(

−→
Os)), we have an AF kernel of the form:

K̃AF(
−→
O c,

−→
O s) =

〈√−→wb. ∗ΨAF(
−→
Oc)√

ΨAF(
−→
Ob)

,

√−→wb. ∗ΨAF(
−→
Os)√

ΨAF(
−→
Ob)

〉
=

〈
ΦAF(

−→
Oc), ΦAF(

−→
Os)

〉

(6.12)

where the mapping ΦAF(·) is defined as:

ΦAF(
−→
O ) =

√−→wb. ∗ΨAF(
−→
O )√

ΨAF(
−→
Ob)

. (6.13)

Figures 6.6(a) and 6.6(b) show the un-normalized
−→
As and the normalized

−→
As (i.e.,

ϕ(
−→
As)) for 150 speakers, respectively. For clarity, only feature elements with indexes

between 531 and 660 are shown. Evidently, without normalization, some features

have a large but almost constant value across all speakers (e.g., rows with dark-red

color). These features will cause problems in SVM classification because they will

dictate the decision boundary of the SVM, even though they contain little speaker-
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dependent information. This problem has been largely alleviated by the normal-

ization, as demonstrated in Figure 6.6(b). In particular, the normalization has the

effect of keeping all features within a comparable range, which helps prevent the large

but almost constant features from dominating the classification decision. Figures 6.7

shows the scoring procedure during the verification phase. Comparing Figure 6.7 and

Figure 6.5 suggests that scoring based on the AF-kernel is more general. The scores

produced by the AF-kernel may also complement the ones produced by the LR-based

method, which will be demonstrated in the next section.
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Figure 6.6: The effect of the normalization term 1√
Ab

in the mapping ϕ(·).

6.4.3 Comparing AF-Kernel Scoring and LR-scoring

The SVM output of Fig. 6.7 can be considered as a scoring function:

SAF-kernel(X
T
1 ) = α0KAF

(−→
A c,

−→
A s

)
−

M∑
i=1

αiKAF

(−→
A c,

−→
A bi

)
+ b, (6.14)



90

AF kernel-based SVM 

…

( , )
kc SAK A

b

T i m e

0 0 . 1 0 . 2 0 . 3 0 . 4 0 . 5 0 . 6 0 . 7
0

5 0 0

0 0 0

5 0 0

0 0 0

5 0 0

0 0 0

5 0 0

0 0 0

x

AF Supervector AF Supervector 

ExtractionExtractionClaimant c

c
A

c c

AF-based 

Phonetic Class 

Pronunciation 

Models Training

Phoneme to Phonetic 
Class Mapper

( )G
c f q

Null-Grammar

Phoneme  

Recognizer

Manner MLP

Place  MLP

},,{ 1 Tqq

1{ , , }
M M

Tl l

1{ , , }P P

T
l l

Null-Grammar

Phoneme  

Recognizer

Manner MLP

Place  MLP

},,{ 1 Tqq

1{ , , }
M M

Tl l

1{ , , }P P

T
l l

V
ec

to
ri

za
ti

o
n

 &
 

C
o

n
ca

te
n

at
in

g

Adaptation

UBM

Claimed ID:Claimed ID:
k

S

S
el

ec
te

d
 F

ea
tu

re
 I

n
d

ex
es

 
S

el
ec

te
d

 F
ea

tu
re

 I
n

d
ex

es
 ii

EnrolledEnrolled

Speaker ModelsSpeaker Models

kS

MS

1
( , )bcK A A

M
( , )c bAK A

.* .*
( , ) ,b c b i

c i

b b

w A w A
K A A

A A

…

1 0

1

( ) ( , ) ( , )
i

M
T

AF c s i AF c b

i

S X K A A K A A b

0

M

i

1

1( )T
S X

Figure 6.7: The verification phase of an AF-kernel based speaker verification system.

where KAF is the AF-kernel we derived, α0 is the Lagrange multiplier corresponding

to the target speaker, and αi (i = 1, . . . , M) are Lagrange multipliers (some of them

may be zero) corresponding to the background speakers. Comparing Eqs. 6.5 and 6.14

and comparing Figs. 6.5 and 6.7 suggest that AF-kernel scoring is more general and is

potentially better than LR scoring (Eq. 6.5) in two aspects. First, the SVM optimally

selects the most appropriate background speakers through the non-zero αi. Second,

instead of using a single background model that contains the average characteristics of

all background speakers, a specific set of background speakers is used for each target

speaker for scoring. This is to some extends analogous to cohort scoring. However,

the cohort set is now discriminatively and optimally determined by SVM training,

and the contribution of the selected background models is also optimally weighted

through the Lagrange multipliers αi.
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6.5 Experiments and Results

6.5.1 Procedures

The training data are identical to those in Section 3.4.1. However, only the female

part of NIST00 was used for evaluation. Moreover, unlike the training procedure in

Section 3.4.2 and the scoring procedure in Eq. 3.12, each target speaker is represented

by a supervector
−→
As and verification scoring is based on Eq. 6.10.

6.5.2 Score Fusion

Because AF-kernel scoring and LR-scoring are very different, they produce scores

with with different dynamic range. Therefore, score normalization should be applied

to achieve a similar dynamic range before fusion:

SF(X) = αu
SAF-kernel(X)− µAF-kernel

σAF-kernel

+ (1− αu)
SLR(X)− µLR

σLR

(6.15)

where µ and σ are the mean and standard deviation of scores.

Figure 6.8 shows that normalizing the scores before fusion can make the EER less

sensitive to the fusion weight αu. Another advantage of score fusion is that the value

of αu can suggest which set of scores is more reliable. For example, in Figure 6.8,

the scores produced by the GMM-UBM system are more reliable because the best

fusion weight is about 0.4. However, Figure 6.8 also shows that fusion with or without

normalization achieve almost the same EER.

6.5.3 Results and Discussions

The results of using AF-kernels (without feature selection) for computing the verifi-

cation scores are shown in Table 6.1. Evidently, normalization helps reduce the EER

significantly. Similar to the results in LR-based scoring approach, CD-AFCPM is

superior to PD-AFCPM under the AF-kernel framework. Comparing the 7th row of

Table 3.7 (EER = 23.46%) and the 2nd row of Table 6.1 (EER = 24.14%) suggests
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that without feature selection, the AF-kernel is inferior to the conventional LR-based

scoring.

CD-AFCPM

Supervector

PD-AFCPM

Supervector
Kernel FunctionKernel Function

( , ) ,
c s c s

K A A A A

.* .*
( , ) ,b c b s

c s

b b

w A w A
K A A

A A
24.14% 27.14%

26.12% 28.63%

Table 6.1: The EERs of AF kernel-based speaker verification systems using PD-
AFCPM and CD-AFCPM supervectors without feature selection.

Kernel FunctionKernel Function

24.14% 23.87%

No Feature 

Selection

Feature

Selection

.* .*
( , ) ,b c b s

c s

b b

w A w A
K A A

A A

Table 6.2: EER achieved by the AF kernel-based speaker verification system using
CD-AFCPM supervectors with and without feature selection.
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We conjecture that the inferiority is caused by the irrelevant features in the super-

vectors. To verify this conjecture, we performed the same experiment but with the

irrelevant features removed by SVM-RFE [63]. The results are shown in Table 6.2.

Evidently, selecting relevant features can improve the performance.
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(EER=23.46%)
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CD−AFCPM Kernel−based method
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GMM+A+B
(EER=15.02%)

Figure 6.9: DET produced by LR scoring, AF-kernel scoring, acoustic GMM-UBM,
and their fusions.

Figure 6.9 shows the DET curves of different scoring methods and their fusion with

a GMM-UBM system. The results show that scoring based on the AF-kernel KAF

(Curve B) outperforms LR scoring (Curve A) at the low false-alarm region, whereas

the situation is reverse at the low miss-probability region. This suggests that the two

scoring methods are complementary to each other, which is evident by the superior

performance (Curve A+B) when the scores resulting from the two scoring methods
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are fused. The p-values [48] between the EERs of the fusion and non-fusion cases

are all smaller than 0.00001, suggesting that the differences in EERs are statistically

significant.

At the low-miss probability region, AF-kernel scoring is only slightly worse than

LR scoring, but it is significantly better than LR scoring in the low false alarm region.

This suggests that AF-kernel scoring is generally better than LR scoring, which is

mainly attributed to the explicitly use of discriminative information in the kernel

function of the SVM and to the optimal selection of background speakers by SVM

training. Although LR scoring also considers the impostor information, it can only

implicity use this information through the UBM. In AF-kernel scoring, on the other

hand, the SVM of each target speaker is discriminatively trained to differentiate the

target speaker from all of the background speakers. The SVM effectively provides an

optimal set of weights for this differentiation. On the other hand, in log-likelihood

scoring, all target speakers share the same background model and the weight is always

equal (= −1) across all target speakers. This explains the superiority of the AF-kernel

scoring approach.
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Chapter 7

CONCLUSIONS AND FUTURE WORK

7.1 Conclusions

This dissertation addresses three important issues in text-independent speaker veri-

fication: data-spareness, robustness, and discriminative power of speaker models. To

these ends, this dissertation proposes four new techniques for articulatory-feature

based pronunciation modeling, including phonetic-class dependent AFCPM (CD-

AFCPM), probabilistic-weighted CD-AFCPM (PW-CD-AFCPM), model adaptation

and articulatory-feature kernels. These four techniques have been evaluated on the

NIST 2000 dataset. The results show that: (1) combining the classical phoneme tree

and Euclidean distance between AFCPMs is a promising way to map phonemes to

phonetic classes in CD-AFCPM; (2) phonetic-classes AFCPM achieves a significantly

lower error rate as compared to conventional AFCPM; (3) performance can be slightly

improved by weighting the CD-AFCPM according to the probability of observing the

phonetic classes; (4) better AFCPMs can be created by not only adapting the back-

ground models but also the phoneme-independent speaker models; and (5) AF-kernel

scoring is complementary to likelihood-ratio scoring, and their fusion can improve

verification performance.
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7.2 Future Work

7.2.1 Robustness Analysis of Articulatory Pronunciation Modeling for High-Level

Speaker Verification

One possible extension of this work is to analyze the performance of AFCPMs when

the accuracy of the articulatory features extractor varies. Figure 7.1 shows the EERs

achieved by the CD-AFCPMs and PD-AFCPMs for three different the accuracies of

the manner and place MLPs. Figure 7.1 shows that the best performing MLP does

not lead to the lowest EER. This suggests that having high accuracy in the MLPs

does not necessarily mean high speaker recognition performance. We suspect that

this is mainly because the main purpose of the MLPs is to capture the articulatory

features of speakers instead of classifying the articulatory properties. Therefore, as

long as the patterns of mistakes made by these MLPs are consistent for the same

speaker and different for different speakers, they can still provide valuable speaker

information for building the pronunciation models. This conjecture is supported by

the experimental results shown in the Figure 7.1.

We can see from Figure 7.1 that both PD-AFCPM and CD-AFCPM are robust to

the articulatory features extractors. Currently, the MLPs use 9 consecutive MFCC

frames as a unit. It is also of interest to see how the window size affects the accuracy

of these MLPs, which in turn may affect the modeling capability of AFCPMs.

The phoneme recogizer is another important component of the pronunciation mod-

eling investigated in this work. We conjecture that the recognizer’s accuracy will have

effect on the performance of AFCPMs. Another interesting extension of this work is

to replace the null-grammar recognizer with a full-blown speech recognizer equipped

with a good language model. Because a good language model will help the recog-

nizer to “correct” the pronunciation mistakes made by a speaker, the performance of

AFCPMs may degrade if the langauge model is too perfect. Therefore, it is interesting

to find the best compromise between having no language model (i.e. null-grammar)
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Figure 7.1: EERs achieved by the CD-AFCPM and PD-AFCPM at different accura-
cies of the manner and place MLPs.

and having an almost perfect language model in the phoneme recognizer. To achieve

this, we can systematically degrade the accuracy of a good language model and see

how the degradation affects the performance of the AFCPMs.

7.2.2 Derive the AF-Kernels from Similarity Score

One way to derive kernels is to use similarity scores. In order to compute the similarity

scores a discriminant function must be constructed. Note that the AF kernel in

Section 6.4 is based on the discriminant function (scoring function):

SCD-AFCPM(XT
1 ) =

1

T

T∑
t=1

(
log p̂CD

s (Xt)− pCD
b (Xt)

)

=

〈
log

−→
As−→
Ab

,
−→
A
′
c

〉
.
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However, the kernel can be derived from a more general discriminant function S(XT
1 ) =

fs(
−→
Ac), where fs(

−→
Ac) can be any functions used for computing the score between the

utterances of target speaker s and claimant c. Our goal is therefore to find the dis-

criminant function fs(
−→
Ac).

Assume that there are two sets of training data
{−→

As, ys = +1
}

and
{−→

Abk
, ybk

= −1
}M

k=1
.

Then, the problem of finding a discriminant function can be formulated as:

min
fs∈RK





∑

i∈{s,bk}M
k=1

L
(
fs(
−→
Ai), yi

)
+ λ ‖ fs ‖2



 (7.1)

whereRK is the Reproducing Kernel Hilbert Space (RKHS) [64], λ is a penalty factor,

and L
(
fs(
−→
Ai), yi

)
= ρi(yi − fs(

−→
Ai))

2 is a loss function, where ρi is used to solve the

data unbalance problem. The reason for searching fs in RK is that only in RKHS

the solution of the optimization problem (Eq. 7.1) can be parameterized as a linear

combination of the training data [64]:

fs(
−→
Ac) =

M+1∑
i=1

wik(
−→
Ac,

−→
Ai), (7.2)

where k(·, ·) is a positive definite kernel belonging to the function space RK such that

〈fs(·), k(−→x , ·)〉RK
= fs(

−→x ). (7.3)
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Based on Eq. 7.2 and Eq. 7.3, we have:

‖ fs ‖2 = 〈fs, fs〉 =

〈
fs,

M+1∑
i=1

wik(
−→
Ai, ·)

〉

=
M+1∑
i=1

wi

〈
fs(·), k(

−→
Ai, ·)

〉
=

M+1∑
i=1

wifs(
−→
Ai)

=
M+1∑
i=1

wi

(
M+1∑
j=1

wj(k(
−→
Ai,

−→
Aj))

)
.

(7.4)

Therefore, the optimization problem in Eq. 7.1 can be formulated as:

min−→w

{
(
−→
Y −K−→w )TΛ(

−→
Y −K−→w ) + λ−→w TK−→w

}
(7.5)

where

K =




k1,1 k1,2 · · · k1,M+1

k2,1 · · · · · · k2,M+1

...
... ki,j

...

kM+1,1 kM+1,2 · · · kM+1,M+1




with ki,j = k(
−→
Ai,

−→
Aj),

Λ =




ρ1 0 · · · 0

0 ρ2 · · · 0
...

...
. . .

...

0 0 · · · ρM+1



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and

−→
Y =




1

−1
...

−1




(M+1)×1

.

The optimization problem in Eq. 7.5 can be solved by

∂

∂−→w
{

(
−→
Y −K−→w )TΛ(

−→
Y −K−→w ) + λ−→w TK−→w

}
= 0

=⇒ −→w = (KTΛK + λKT)−1(KTΛ
−→
Y ).

(7.6)

As a result, we can derive the discriminant function and compute the similarity score

as:

Similarity(
−→
Ac,

−→
As) = fs(

−→
Ac) =

M+1∑
i=1

wik(
−→
Ac,

−→
Ai)

=
[
(KTΛK + λKT)−1(KTΛ

−→
Y )

]T

(M+1)×1




k(
−→
Ac,

−→
As)

k(
−→
Ac,

−→
Ab1)

...

k(
−→
Ac,

−−→
AbM

)




.

(7.7)
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By dropping the constant in the similarity score, Eq. 7.7 can be approximated as:

Similarity(
−→
Ac,

−→
As) ≈




k(
−→
As,

−→
As)

k(
−→
As,

−→
Ab1)

...

k(
−→
As,

−−→
AbM

)




T

(KΛKT + λK)−1




k(
−→
Ac,

−→
As)

k(
−→
Ac,

−→
Ab1)

...

k(
−→
Ac,

−−→
AbM

)




=

〈
(KΛKT + λK)−

1
2




k(
−→
As,

−→
As)

k(
−→
As,

−→
Ab1)

...

k(
−→
As,

−−→
AbM

)




, (KΛKT + λK)−
1
2




k(
−→
Ac,

−→
As)

k(
−→
Ac,

−→
Ab1)

...

k(
−→
Ac,

−−→
AbM

)




〉
.

7.2.3 Derive the AF-Kernel from Distance Metric

In addition to deriving the kernel function based on similarity measures, the AF-kernel

can also be derived from a distance metric. This idea is inspired from an alternative

expression of Eq. 6.5:

SCD-AFCPM(XT
1 ) =

1

T

T∑
t=1

(
log

p̂CD
s (Xt)

pCD
b (Xt)

)

=

〈−→
A
′
c, log

−→
As−→
Ab

〉
=

〈−→
A
′
c, log

−→
As

−→
A
′
c

−→
Ab

−→
A
′
c

〉

=

〈−→
A
′
c, log

−→
A
′
c−→

Ab

〉
−

〈−→
A
′
c, log

−→
A
′
c−→

As

〉

= G · DKL(

−→
A
′
c

G
‖
−→
Ab

G
)−G · DKL(

−→
A
′
c

G
‖
−→
As

G
)

= DKL(
−→
A
′
c ‖

−→
Ab)−DKL(

−→
A
′
c ‖

−→
As)

(7.8)
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where DKL(−→p1 ‖ −→p2) is the Kullback-Leibler (KL) divergence of the density functions

−→p1 and −→p2 .
1 The implementation of Eq. 7.8 is shown in Figure 7.2. Note that instead

of computing the dot products inside the processing nodes (circles) of the LR-scoring

block in Figure 6.5, DKL(
−→
A
′
c ‖

−→
As) is computed and the weights ‘+1’ and ‘−1’ are

reversed.
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Figure 7.2: Implementing the traditional log-likelihood scoring of CD-AFCPM
speaker verification in KL divergence form.

Comparing Eq. 6.5 (Figure 6.5) and Eq. 7.8 (Figure 7.2) suggests that the kernel

can also be derived from a distance metric. To this end, we define D(uttc ‖ utts) as

the distance between two utterances uttc and utts. Then, we assume that

D(uttc ‖ utts) ≈
√

K(
−→
Oc,

−→
Oc)− 2K(

−→
Oc,

−→
Os) + K(

−→
Os,

−→
Os), (7.9)

1Although strictly speaking
−→
A
′
c cannot be treated as a density functions (

−→
A
′
c

G can), the Eq. 7.8 is
numerically correct. We use the symbol here for readability and consistency.
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where K(·, ·) is a kernel function. Note that the right part of Eq. 7.9 is actually the

distance between the mapping vectors Ψ(
−→
Oc) and Ψ(

−→
Os) in the kernel-induced feature

space [64]. Therefore, if we can compute the distance between utterances c and s, we

can derive the kernel function from Eq. 7.9.

For example, if the distance between utterances c and s is given by:

D2(uttc ‖ utts) = ‖−→Ac −−→As‖2 =
−→
Ac

T−→
Ac − 2

−→
Ac

T−→
As +

−→
As

T−→
As, (7.10)

then, using Eq. 7.9, we have

−→
Ac

T−→
Ac − 2

−→
Ac

T−→
As +

−→
As

T−→
As = K(

−→
Oc,

−→
Oc)− 2K(

−→
Oc,

−→
Os) + K(

−→
Os,

−→
Os). (7.11)

As a result, the solution (function) of Eq. 7.10 can be expressed as an AF kernel:

KAF(
−→
Oc,

−→
Os) =

〈
ΨAF(

−→
Oc), ΨAF(

−→
Os)

〉
=

〈−→
Ac,

−→
As

〉
. (7.12)

We can see that if the distance between utterances c and s is computed as the Eu-

clidean distance between the two corresponding AF supervectors, the AF kernel be-

comes a linear kernel in the space spanned by the AF supervectors.

Many other distance metrics can be applied as well. For example, if the Ma-

halanobis distance of AF supervectors is used as the distance metric between two

utterances, we obtain [58]:

KAF(
−→
Oc,

−→
Os) =

〈
Σ− 1

2
−→
Ac, Σ

− 1
2
−→
As

〉
=

〈
Σ− 1

2 ΨAF(
−→
Oc), Σ

− 1
2 ΨAF(

−→
Os)

〉
, (7.13)

where Σ is the covariance matrix of the input supervectors. More generally, we can

even train a scaling and rotation matrix Q to improve the robustness of the system
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against the mismatch and distortion in the utterances, which leads to:

D2(uttc ‖ utts) = (
−→
Ac −−→As)

TQ−1(
−→
Ac −−→As). (7.14)

Therefore the AF kernel becomes:

KAF(
−→
Oc,

−→
Os) =

〈
Q− 1

2
−→
Ac, Q

− 1
2
−→
As

〉
=

〈
Q− 1

2 ΨAF(
−→
Oc), Q

− 1
2 ΨAF(

−→
Os)

〉
. (7.15)
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Appendix A

PHONEMES AND PHONETIC CLASSES

Tables A.1, A.2 and A.3 show the relationship between phoneme and phonetic

classes obtained from the classical phoneme tree.

Phonetic Class c Phone Type Phoneme q

1 Vowels iy, ih, ey, eh, ae, er, ax, ah, uw, uh, ow ao, aa
2 Fricatives v, dh, z, zh, f, th, s, sh
3 Whisper hh
4 Affricates jh, ch
5 Diphthongs ay, aw, oy
6 Semivowels r, l, el, w, y
7 Consonants b, d, g, p, t, k
8 Nasals m, en, n, ng

Table A.1: The relationship between phonemes and phonetic classes obtained from
the classical phoneme tree [2] when the total number of phonetic classes G = 8.
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Phonetic Class c Phone Type Phoneme q

1 Front Vowels iy, ih, ey, eh, ae
2 Mid Vowels er, ax, ah
3 Back Vowels uw, uh, ow, ao, aa
4 Voice Fricatives v, dh, z, zh
5 Unvoiced Fricatives f, th, s, sh
6 Whisper hh
7 Affricates jh, ch
8 Diphthongs ay, aw, oy
9 Semivowels r, l, el, w, y
10 Consonants b, d, g, p, t, k
11 Nasals m, en, n, ng

Table A.2: The relationship between phonemes and phonetic classes obtained from
the classical phoneme tree [2] when G = 11.

Phonetic Class c Phone Type Phoneme q

1 Front Vowels iy, ih, ey, eh, ae
2 Mid Vowels er, ax, ah
3 Back Vowels uw, uh, ow, ao, aa
4 Voiced Fricatives v, dh, z, zh
5 Unvoiced Fricatives f, th, s, sh
6 Whisper hh
7 Affricates jh, ch
8 Diphthongs ay, aw, oy
9 Liquids Semivowels r, l, el
10 Glides Semivowels w, y
11 Voiced Consonants b, d, g
12 Unvoiced Consonants p, t, k
13 Nasals m, en, n, ng

Table A.3: The relationship between phonemes and phonetic classes obtained from
the classical phoneme tree [2] when G = 13.
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Appendix B

PROOFS OF EQUATIONS

Proof of

Pb(m, p|∗) =
46∑
i=1

[Pb(m, p|qi)Pb(qi)]

Assume:

# ((m, p, qi)in the utterance of all backgroud speakers) = ai

# ((∗, ∗, qi)in the utterance of all backgroud speakers) = bi

where qi represents one of 46 phoneme in English.

∴

Pb(m, p|qi) =
#((m, p, qi) in the utterances of all backgroud speakers )

#((∗, ∗, qi) in the utterances of all backgroud speakers)
=

ai

bi

Pb(m, p|∗) =
#((m, p, ∗) in the utterances of all backgroud speakers

#((∗, ∗, ∗) in the utterances of all backgroud speakers
=

46∑
i=1

ai

46∑
i=1

bi

(B.1)

Assume that there exists a constant Ai that satisfies

46∑
i=1

[AiPb(m, p|qi)] = Pb(m, p|∗) (B.2)

∴
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46∑
i=1

(
Ai

ai

bi

)
=

46∑
i=1

ai

46∑
i=1

bi

46∑
i=1


Ai

ai

(
46∑
i=1

bi

)

bi

(
46∑
i=1

bi

)


 =

46∑
i=1

ai

46∑
i=1

bi

∴ 46∑
i=1





Ai

(
46∑
i=1

bi

)

bi




ai(
46∑
i=1

bi

)


 =

46∑
i=1

ai

46∑
i=1

bi

∵
46∑
i=1

bi is independent on i,

∴ 46∑
i=1





Ai

46∑
i=1

bi

bi


 ai


 =

46∑
i=1

ai

As a result, in order to satisfy Eq. B.2, Ai should be
bi

46∑
i=1

bi

which is used to define

Pb(qi), the probability of phoneme qi:

Pb(qi) =
#((∗, ∗, qi) in the utterances of all backgroud speakers)

#((∗, ∗, ∗) in the utterances of all backgroud speakers)
=

bi

46∑
i=1

bi

.
(B.3)
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Similarly, we can also prove that

Pb(m, p|q) =
M∑

k=1

[Psk
(m, p|q)P (sk)]

where M is the total number of background speakers used for training the background

models, sk is one of these background speakers, and P (sk) is the probability of speaker

sk:

P (sk) =
#((∗, ∗, q) in the utterances of backgroud speaker sk)

#((∗, ∗, q) in the utterances of all backgroud speakers)
,

and

Ps(m, p|∗) =
46∑
i=1

[Ps(m, p|qi)Ps(qi)] .

As a result, we can derive:

Pb(m, p|q)
Pb(m, p|∗)Ps(m, p|∗) =

[
M∑

k=1

Psk
(m, p|q)P (sk)

]
·
[

46∑
i=1

Ps(m, p|qi)Ps(qi)

]

M∑
k=1

46∑
i=1

Psk
(m, p|qi)P (sk)Pb(qi)
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