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Abstract

We report detailed characterization of thermal equilibration, metastability and light
induced metastability in n-type hydrogenated amorphous silicon a-5i:H resistive devices.
After the anneal, the samples were cooled at a rate of 0.5 K/s. Temperature dependencies
of the low-frequency noise were studied from room temperature to about 420 K. The
Arrhenius plots of voltage noise power spectra exhibit two different regimes separated
-by a kink at about 380K in their temperature dependencies. It is noted that the kink
can be eliminated provided the subsequent cooling rate after the 450K annealing process
is lowered to about 0.02 K/s. The characterization of the temperature dependencies of
the device conductance exhibit the same equilibration temperatures as the flicker noise.
QOur experimental data provides strong evidence that the flicker noise originates from
hydrogen motion within the material. In the second part of our experiments, the devices
were exposed to 500W Xe lamp and HeCd laser. After the illumination, the Fouier
Transform Infrared Spectroscopy (FTIR), Positron Annihilation Spectroscopy (PAS},
and time dependencies of the low-frequency noise were studied. The experimental data
showed that, the defect density of the sample decreased after illumination. It is suggested

that the illumination, process led to light induced annealing effect.
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Chapter 1

Introduction

A turning point in the study of amorphous semiconductors was reached with the discovery
that the addition of hydrogen to amorphous silicon could dramatically improve the mate-
rial’s optical and electrical properties. Hydrogenated amorphous silicon {a-Si:H) displays
a photoconductive gain of over six orders of magnitude and its dark conductivity can be
changed by over ten orders of magnitude by n-type or p-type doping [1]. Consequently,
a-9i:H has become the material of choice for technological applications such as solar cells,
input scanners and thin film transistors, which require the large surface area advantages
of amorphous semiconductors. In addition, the relatively high electronic quality of a-Si:H

has facilitated the study of the basic physics of amorphous semiconductors.

The role of hydrogen in a-Si:H is to passivate dangling bonds and modify the amor-
phous silicon network. Unhydrogenated amorphous silicon typically contains = 10Y%em 3

dangling bonds. In hydrogenated amorphous silicon, the density of dangling bond is

~ 10" — 10%em =3 [2].



Hydrogen has been shown to diffuse quite easily in a-Si:H at moderate temperatures
of ~ 200°C'. As hydrogen diffuses it breaks silicon hydrogen bonds, leaving behind new
dangling bonds. On the other hand, hydrogen can form bond with an existing dangling
bond, so it can passivate defect states. Thus motion of hydrogen motion in a-Si-H
results in atomic rearrangement of the amorphous silicon structure and can lead to either
defect removal or creation. Hydrogenated amorphous silicon displays various metastable
effects, which are attributed to the motion of bonded hydrogen, these phenomena will be

discussed in detail in the following chapters.

For detailed characterization of metastability in a-Si:H filins, we performed systematic
studies of 1/ f noise, positron annihilation spectroscopy and FTIR spectroscopy on n-type

a-Si:H film grown by plasma enhance chemical vapour deposition (PECVD).

There is a growing interest in the study of flicker noise in hydrogenated amorphous sil-
icon thin films. Flicker noise is an important phenomenon of its own right as it represents
the lower limit for signal processing. This is of particular significance for applications
such as detectors and amplifiers. In addition, previous work shows that flicker noise can
also be utilized as a sensitive tool for characterizing the reliability and the physical pro-
cesses taking place within the device [3]-[7]. Recent work on low-frequency excess noise
in n-type e-Si:H thin films and devices demonstrated Random telegraph Noise {RTN)
in macroscopic a¢-Si:H samples of sub-millimeter dimensions. It was suggested that the
motion of hydrogen atom may result in significant changes in the percolation path of the
carrier which gives rise to the observed RTN [3]-[5]. Thus, flicker noise can also be used

to characterize hydrogen motion in the material. In this thesis, we conduct extensive



studies to investigate the mechanism of the observed 1/f noise.

Much of the information about Si-H bonds come from Infrared absorption measure-
ments. Hydrogen is a light atom, and since the phonon frequency is given by (k/m)2,
Where £ is the force constant and m is the reduced mass, the frequencies of the hydrogen
modes are above the silicon network modes, making then easy to observe. The vibration
is almost entirely confined to the hydrogen atom, so that the analysis of the modes is

relatively simple.

In recent years, positron annihilation has been used increasingly as a sensitive probe
to low concentrations of open-volume defects sites, such as 5: dangling-bond sites. In
order to gain information about such defects it is necessary. to moderate the energies
of the positrons and then accelerate them to the desired implantation energy. Leo et
al. measured Doppler broadening from a-57 and a-Si:H relative to crystalline 57 using a
positron source without, any depth resolved information [8]. The average S parameters
for a-S7 and a-Si:H were 1.02 and 1.007, respectively, showing the influence of hydrogen
on measured § values. The S value of o-5i falls after adding hydrogen, suggesting that
the density of positron trap centers is reduced. Thus, we conduct extensive studies of

positron annihilation to investigate the dangling-bond density in a-Si:H.



Chapter 2

Theory

1 Spectral Analysis of Noise

Signals are most commonly represented as a time-varying quantity such as a voltage v(t).
This perspective is reinforced by the easy observation of this signal using an oscilloscope.
However, the same information can be presented by a spectrum F{w), and the display
and direct measurement of the frequency content of a signal is possible with a spectrum

analyzer.

Although equivalent information is presented in the display of the signal as a func-
tion of time and as a function of frequency, the visualization or analysis of a particular
information may be much easier in one representation than the other. It is almost only
by chance that oscilloscopes were developed before spectrum analyzers and that we are
accustomed to think mainly in the time domain. In many instances the representation
of a signal by its frequency content using Fourier transform is a useful technique for

characterizing its statistical properties.



Noise in semiconductors, like any other stochastic process, is characterized by its
statistical properties, which often reveal the underlying physics. An important statistical
function for noise study is the power spectral density which for a random variable z(t)
is defined as 9]

2
5x(f) = m 2XIUIL (2.1)

T—oa

where X7(f) is the fourier transform of z¢(t),

enlt) = { a(t), —T/2<t<TY2, (2.2)

0, otherwise.

The power spectral density has the unit of [z]?/Hz. To show that Sx(f) does represent
the average power per bandwidth for z7, we apply Parseval’s theorem which relates any
two time-varying functions z;(#) and z(t) to their Fourier transforms X,(f) and Xq(f)

as the following:
[ am@ee) = [ axunxs, (2.3)

where the asterisks denote complex conjugates. Replacing both z(t) and z(#) with

zp(t) and dividing Eq.2.3 by T, we get
13 o 1Xr(f)
5/122 dtzy(t) = foo df ——— (2.4)

The right side of Eq.2.4 can be identified as the average power of z(¢}. Since zp(t)is real,
the magnitude of Xp(f) is an even function. Restricting the frequency to only positive

values and taking the limit of Eq.2.4 as T goes to infinity, we complete the proof,

/OoodeT( hm_[ df2|X;( = Am ./——thT (29



For theoretical analysis of noise, we often compute the auto-correlation function, which

indicates the memory of the stochastic process and is defined as Eq.2.5 [9]

T

O, (t) = (z{r)a(r +1)) = ]ij:rolo 1 _; drz(r)z{r + ¢), (2.6)

where the brackets denote ensemble average. Where the assumption of ergodicity holds,
the ensemble average is replaced with a time average. Then the Fourier transform of
P(7) is

+oc .
F{O(t)} = / R(r)e " dr = 2 Sx(w), 2.7)
where F is the Fourier Transformation operator. Hence, the inverse Fourier transform

of Eq. 2.7 is given as

+00 ,
O(r) = Sx(r)e™ dw, (2.8)

—0o0

where —co < w < oo Since &(7) is a real and even function, then from Eq. 2.7, we have

Fo@)} = 2 [ 8y,

= 2[ ®(7) cos{wr )dr, (2.9)
0
However, from Eq. 2.8, one can get
F{¥(r)} = 2n5x(w), (2.10)
where —oco < w < oo As a result,
2 0
Sx(w) == / o (7) cos{wr)dr, (2.11)
7 Jo

In order to change variable w to f, let’s refer to Eq. 2.8,

+eco

B(r) = / S (w) cos(wr)dw,

—o0
+o0

— f Sx(f) cos(2m f)df, (2.12)

-0



where dw = 2xdf, one can get
Sx(f) = 4/000 ®(r) cos(2r f7)dr, (2.13)

According to Eq. 2.12, one can obtain

B(r) = o fo ™ Sx(f) cos(2n f)df, (2.14)

:27r

Equations 2.13 and 2.14 is the Wiener — K hintchine relationship [10]. This relationship
is used extensively for determining the power spectral density of a continuous random

signal.

1.1 1/f Noise Theories

Introduction

Flicker noise was first observed by Johnson in 1925. Since then it has become a subject, of
much research interest. This type of noise presents one of the most interesting phenomena

in physical systems [11]-[16]. Peculiar aspects of the phenomenon include :

1. The wide range of systems exhibiting 1/ f like fluctuation, including metals semi-

conductors, biological systems, stock market, music, etc.,

2. The apparent lack of cut-off frequencies for the 1/f spectrum.

The study of flicker noise is important because the noise reflects the underlying phys-

ical mechanism of electrical conduction. For electron devices, the investigation of 1/f



noise is an important subject of its own right. It represents the lower limit of the sig-
nal that can be processed by the device. Also because of the shape of the noise power
spectral density, flicker noise is the dominant type of fluctuation in the low frequency
regime typically for f<10 kHz. This represents a severe limitation to the sensitivity of
the device in processing small signals. An understanding of the origin of flicker noise
is required before one can systematically to lower or even to eliminate the noise in the

system.

In the following sections we will present a brief outline of the existing models for low

frequency excess noise.

Hooge’s Empirical Model

This is an empirical model proposed by Hooge in 1969 [17]. He performed a systematic
study on the experimental results of 1/f noise in various systems and found that the
power spectra of the low frequency excess noise from a wide range of materials, both

metallic and semiconductor, could be expressed by and empirical equation

= (2.15)

Where ay is a dimensionless constant, commonly know as the Hooge parameter, equals
2 x 107% and N, is the number of free carriers in the sample. Equation 2.15 implies
that the current noise power spectral density is directly proportional to the number of

free carrier. This implies that the total noise power spectrum is the linear superposition



of noise power spectra of individual electrons, each with a 1/f dependence. To give
physical interpretation for the spectral shape, Hooge and Vandamme {18} postulated
that 1/f noise arises from fluctuations in the phonon scattering of mobile carriers. The
model received support from work by R.Jindal and A.van der Ziel [19] who calculated
1/ f noise power spectrum from fluctuations in the occupancy of phonon modes, where

each carrier interacted with only a subset of phonon modes.

Despite the wide use of the Hooge’s equation, critics of the model reject Hooge's

formula and its interpretation on the following grounds:

1. While the Hooge’s equatuion is consistent with noise data taken on a number of
metals and semiconductors, samples with oy differing from 2 x 107* by orders
of magnitude have been reported, casting doubt on the existence of a universal

formula;

2. Typical time scales of phonon scattering, on the order of picoseconds, are incom-

patible with the fact that the 1/ f spectrum extends to frequency as low as 10~% Hz;

3. The spectral slopes (in logarithmic scales) often are not exactly -1, as is required

by Eq. 2.15, but range form -0.8 to -1.4 which change with temperature.

The quantum 1/f noise theories

Another attempt to give physical meanings to the Hooge equation is the formulation of

the quantum 1/ f noise to mobility fluctuations {16][20][21]. Handel proposed a different



origin of mobility fluctuations: interactions of scattered charges with the electromagnetic
field, which in turn modulates the scattering process [20]. Unlike defect-related noises,
quantum 1/f noise based on the quantum nature of matter, are fundamental, and thus

cannot be avoided with improvements in technologies.

Values of the Hooge parameter, ay, computed for quantum 1/f noise are of the order
of 107 to 1078 when intervalley scattering processes are not involved [15], and of the order
of 1078 to 10™® when intervalley scattering processes are involved. While experimental
values of ey over the above ranges have been obtained [15](22], the computed values fail
to explain the large number of samples exhibiting a7 on the order of 103, In view of such
discrepancies, Handel proposed a different quantum process: coherent state quantum 1/f
fluctuations [23]. Calculations based on such mechanism predict a ey = 4.65 x 1073 in

good agreement with the high experimental range of «y.

Hooge, however, argued [24] that experiments devised for verification of quantum 1/ f
processes were not conclusive, since the only quantity to measured was ay, and thus one
could not rule out other possible noise processes. Like Hooge’s model, Handel’s theories
are applicable only to cases where the noise exhibits a strictly 1/f spectrum, i.e. with a
slope of -1 [16]. The abundant amount of data where the spectral slopes deviate from -1,
clearly indicates that in many samples the Hooge-type processes are not the dominant
source for 1/f noise. In those cases, quantum 1/f fluctuations may be present but are

overwhelmed by fluctuations of different origins.

10



Thermal Activation Model

The power spectrum of a random process, characterized by a single relaxation time, is a
lorentzian, Crp/(L+4n2f272), which has a distinct corner frequency f, = 1/2777, where
C' is a proportionality constant and 7 is the fluctuation time constant. Bernamont first
noted that the superposition of many Lorentzians with a distribution of 77 would give rise
to a more gradual spectrum [16][25]. He showed that if the relaxation time is thermally
activated

E

TP = Toe:i:p(kﬂf}), (2.16)

where £ is the activation energy, then a uniform distribution of E,, D{E;), at around
Ey, would give an exact 1/f spectrum within a lower and an upper frequency limits,

provided the Lorentzian prefactor C' remained a constant over E, [26]

_ Crp(E,) :
sv() = [P gy
CDy

4f

12

(2.17)

for 1/2nm &« f <« 1/2%79, where 71 and 7y are the lower and the upper limits of 7p
respectively. Following Bernamont [25] and Surdin [26], Dutta and Horn [12] condsidered
1/ f noise resulting from the superposition of Lorentzian spectra arising from thermally
activated processes, where the required distribution of 7 resulted form a distribution of
E,. Dutta et al. found that a smooth D{E;) on the scale of kgT would give rise to a

spectral density varying as 1/ f7, where v =~ 1.

11



Since both the spectral slope —+ and the magnitude of the noise power spectra depend
on the distribution of D(E;), a relationship can be derived connecting the two measurable
quantities. For the Lorentzian factor 7p(E;}/(1 + 47%f®r%(E,)) is a sharply peaked
function of activation energy with peak E,. Since 77 = mpexp(E,/kgT), Lorentzian

factor is then given by

_ roexp(E./kgT)
1+ 472 f272 exp(2E, /kpT)’

Lg (2.18)

It can be shown that the Lorentzian peaks at 472 f%7f exp(2E,/kpT) = 1. We obtain

E, = —kpT In(27 frp), (2.19)

From Eq. 2.19, we note that one effectively probes traps with different activation en-
ergies by measuring the noise power spectral at different temperatures and frequencies.
In addition, the logarithmic dependence of E, on the frequency, f, explains the weak

dependence of v on frequency in flicker noise.

At a given temperature and frequency, and for a smoothly varying D(E;) around

energy E,, we obtain the following relationship:

T kgl
= —_———dFE =CD(E,))— 2.2
Sv(1) =C [ DB gy @ = OD(Ep) (2:20)
From Eq. 2.20, one can express the distribution function in terms of Sy (f):
4fSv(f)
D(E,) = ——— 2.21
() = 2L, (21)

12



It is evident from Eq. 2.21 that the shape of D{E;) directly affects the magnitude and
the spectral form of noise. Varying both f and T while keeping E, unchanged, Dutta et

al. Derived the following relation from Eq. 2.19 and 2.21

d ATo
(Afa + a—f‘)[—kBT lI'l(Z‘h‘ng)] = (), (2.22)
g 0. 4fSv(f)
Aozt ol ) (2.23)

For simplification reason we transfer the above two equations to below style respectively:

0 i}
Awa—w—!- ATB—J:[&)SV(Q),T)/’{‘BT] = O, (224)
Awl +AT—a—[k T In(wrg)] = 0 (2.25)
waw ar B wTg)| = U, .

From Eq. 2.24 we get

Sv{w,T) N wlAw 0TSy (w,T) ATwSV(w,T)

A LOVAL T ) oV )
R kT ER T2 kT oT

=0, (226)

then

Aw— = — - Aw, (2.27)

From Eq. 2.25 we get

1
AwkT— + ATkin(wrp) =0, (2.28)
w
50
1 AwT
AT = — w (2.29)
In(wry} w
Then
W 1 AuT 1 AwT w 8Sv
¥ = 1 + - )
AT In{wrg) w n{wry) w AwSy 07T
1 AnSy
= 1- -1
ln(w'rg)( alnT )
1 dlnSy
_ CLE (2.30)

- In(2w frg) " OInT

13



So we can relate the spectral shape to the temperature dependence of the spectral (Dutta-

Horn relation):

_ dinSy =1 1 dlnSy

Y= S =T @) ot W (231)

The Dutta-Horn relation, Eq. 2.30, provides a self-consistency test of the thermal
activation model. From their studies of 1/f noise in metal films resistors, they found
that the relation Eq. 2.30 agreed well with the experimental data below 670 K. Extensive
work following the discovery indicates that the fluctuation processes in metal film are

associated with thermally activated diffusion of defects.

The McWhorter Model

Flicker noise in metal-oxide-semiconductor (MOS) systems, according to McWhorter [27),
originates from carrier trapping by localized states in the oxide in the form of number
fluctuations. Fluctuations in the charge state of an oxide trap in the process of random
capture and emission of carriers modulate the local Fermi levél at the semiconductor
surface, thereby causing fluctuations in the number of mobile carriers, which in turn lead

to fluctuations in the conductivity ¢
Ao = epln, (2.32)
where the mobility p is assumed to be constant.

The statistics of number fluctuations due to carrier trapping are calculated by con-

sidering the kinetic rates of the oxide traps, which differ from those of semiconductor

14



bulk traps in that the oxide traps are spatially separated from the carriers. In the model,

trapping and deirapping of carriers take place via tunneling. Therefore (28]
gn = ennTeﬁp(—kz): (233)

rn = Cant(Np — ny)exp(—kz), (2.34)

where the exponential factor is the tunneling probability, k is the WKB parameter, and
z is the distance of the trap from the semiconductor surface. So the power spectrum for

fluctuations in the trap occupancy in an elemental volume Q = Az AyAz is

T

S = 4ANpp(E 1 - fr)AzAyAzAE ———r—— 2.35
an{f) rr(E,2) fr(l — fr)AzAyAz R (2.35)
where Nprp(E, z) is the density of traps in em™%eV =1 and
; (k2)
= Z
T alNr =)
= mpexp(kz) (2.36)

The Fermi factor fp(1— fr) in Eq. 2.35 as a function of the trap energy Et peaks sharply
at Ep = Ep. Therefore, only traps with energies within a few kgT from the Fermi level

contribute to number fluctuations.

We observe that Eq. 2.36 that 7 varies exponentially with the tunneling distance,
the required distribution of = for a 1/f spectrum can be obtained from the spatial
distribution of traps in the oxide. It has been shown that a slowly varying Npp gives
rise to a 1/f7Y spectrum, with v close to 1. In the case where Ny is constant over z, a

strictly 1/ f spectrum is obtained.
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Surya et al. [29] showed that any non-uniformity in Nyp(E, z) would cause the spec-
tral slope to deviate from the value one and vary over different gate biases. Approximating

Nrr(E, z) locally with an exponential
Nrp(E,z) = N + Toexp(—£[E| + nz), (2.37)

where £ and n are two constants, the spectral slope —v can be shown to be a function of

the gate bias V,

oy, (2.38)

kt o k

—7:—(]_M+n

where V; is the drain bias, and ¢,z is the oxide thickness. In studying the dependence
of noise in p-channel MOSFET's on the gate bias and the temperature, Surya et al. [29]
found that the McWhorter model could not adequately explain the experimental data,
in particular, the strong temperature dependence of v. The data could be accounted for,
however, by a model in which the trap kinetics were governed by thermally activated
processes, instead of by tunneling processes. Recent measurements of RTN due to indi-
vidual trapping events provide the strongest evidence that such capture and emission of

carriers are indeed thermally activated.

2 VFourier transform infrared spectroscopy

2.1 Theory of FTIR

The linear diatomic chain model for a binary semiconductor also gives the lattice dielectric
function €yq;(w). Under an applied electric field E = Ege ™" and assuming a frictional

force proportional to velocity, the displacement u of the positive ions relative to the
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negative ones is :

Eoe—iwt

(2.39)

u o ,
wio —w? —iTw

where the term w2, comes from the spring restoring force, and I is the strength of the

frictional term. This gives the polarization vector P according to the definition :

P = Nqu (2.40)

where N is the number of ion pairs per cubic centimeter and g is the ionic charge. Then,

the lattice dielectric function e{w) in the semiconductor takes the from :

(2.41)

Elat(w) = (TL + ‘!:k:)z = f(oo) +

The constant e(oo0), the high frequency limit of €;5(w), comes from the deeply bound
valence electrons whose frequency response is flat in the infrared. The oscillator strength
U is proportional to N. It is related to the static dielectric constant at zero frequency

e(0) and the high frequency dielectric constant e(co) by
€(0) = €1a(0) = €00} + U (2.42)

Eq. 2.41 is the Lorentzian from for the infrared lattice response, which is also useful for
local vibrational modes induced by impurities. Its physical meaning is clear in the ideal

case without damping, with I' = 0. It becomes

2

WwiTO — w? (2.43)

era{w) = e(o0) -+

which resonates at w = wrp. Equally important, ¢w) becomes zero and hence supports

a longitudinal mode at the longitudinal optical frequency wro. The condition €4 (w) =0
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gives :

w2 €
ﬁ = - ((2) (2.44)

which is the well-known Lyddane-Sachs-Teller relation. Since ¢(0) > €{00), wro >
wro, an increase due to the macroscopic electric field associated with the longitudinal
oscillations. Separate TO and LO modes exist in binary material; both are important in
infrared and Raman scattering. For the covalent group IV semiconductors, the oscillator

strength U = 0; hence €{0} = e{c0) and wpp = wro at zero wave-vector.

When n and & are derived from Eq. 2.41, the result is a peak in the reflectance very
nearly at wrp. The peak value is R = 1 in the ideal undamped case, and very high
even for real semiconductors, where the damping term [, is small. A second important
feature in the reflectance spectrum is the minimum in R when n = 1, which is very
nearly the condition n = 0 which defines wyp. The maximum at wyo and minimum at
wro are key features in the interpretation of infrared reflectance spectra, but there is
a fundamental physical difference. The peak marks resonant absorption of the incident
radiation, whereas the minimum indicates the presence of a longitudinal mode without
resonant absorption. Curve A in Fig 2.1 displays R versus w for a bulk semiconductor

with few carriers, clearly showing the lattice TO and LO features.
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Figure 2.1: Infrared reflectance for a binary semiconductor, n-CdTe. Carrier concentra-
tion n in em™: curve A, 5.1 x 10%; curve B, 4.1 x 10'7; curve C, 1.3 x 108, Curve A
shows nearly pure lattice response, with TO peak, and an LO minimum at 170em™1. As
n increases, the minima at the coupled plasmon-phonon frequencies wy move to higher

frequencies, and the low-frequency reflectance increases.[30]

For a ternary or quaternary alloy, Eq. 2.41 may be extended to include the effects of
the oscillation sub-lattices in the from:

g
SijOj

qat(w) = e(oo] + E 3

5 wiros —w? —ilw (243)
where J is the number of sub-lattices, each with its won T'O frequency, oscillator strength,
and damping constant. This multiple resonance form describes Al,_.Ga,As and Hg,_,Cd,Te,
for instance. Curve A in Fig 2.2 shows reflectance for an Al,_;GazAs sample with few

carriers, illustrating the two lattice TO modes. The intensities and frequencies of the

peaks shift with x, giving a useful characterization tool.
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Figure 2.2: Infrared reflectance for a ternary semiconductor. Alg14GagggAs. Carrier
concentration n in em™3: Curve A, 3.2 x 10'8; Curve B, 1.8 x 10'®. Curve C, 2.8 x 1018,
Curve D, 4.8 x 10'®. Curve A shows nearly pure lattice response with peaks at 270cm ™1
and 370cm ™! from the GaAs-like and AlAs-like TO modes, respectively. Curves B,C, and
D show increased low wave-number reflectance, and plasmon-phonon minima related to
free carriers.[31]

2.2 Measurement methods

A standard technique for visible light spectroscopy is to use a black-body source with
a dispersive grating spectrometer as the wavelength selector. Infrared gratings are in-
expensive and easy to make, especially at longer wavelengths, so grating spectroscopy
should be an obvious choice for the infrared as well. But the infrared power available
from a black body is small, especially at the very long wavelengths useful to characterize

impurities, lattice modes, and free carriers. Grating spectroscopy does not make the
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most effective use of the limited infrared power, although it gives good results when used
with care. Instead, the dominant method is FTIR spectroscopy, whose more efficient use

of the avatlable power makes it preeminent.

Fourier spectroscopy also uses a blackbody source, but replaces the dispersive grating
spectrometer with a Michelson interferometer. This gives the Fourier transform of the
desired spectrum, known as the ’interferogram’. The interferogram requires extensive
computer manipulation to yield the desired intensity versus wave-number spectrum, but
the Fourier method gives a much higher signal-to-noise ratio than does grating spec-
troscopy. Onme reason is the Fellgett advantage, which states that the signal-to-noise
ratio is higher when many wavelengths are measured simultaneously, as in Fourier spec-
troscopy, than when one wavelength is measured at a time, as in dispersive spectroscopy.
The second reason is the Jacquinot or throughput advantage, which means that high
resolution can be attained in FTIR spectroscopy without using narrow slits, whereas in
conventional spectroscopy there is always a trade-off between resolution and the amount

of light reaching the sample.

The basic process in FTIR. spectroscopy is light wave interference. In the Michelson
interferometer, radiation leaves the source and reaches the beam splitter. Part of the
beam passes through the beam splitter and is reflected from a fixed mirror M1, whereas
another part is reflected from the beam splitter and then from mirror M2, which is
movable. As M2 moves, it changes the difference in length A between the paths the
two light beams traverse. When the beams recombine they produce an intensity which

depends on A, called the 'interferogram’ 7(A). Except for a constant multiplicative
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factor, the interferogram is given by:

1(A) :/: S(F)[L + cos(2m fA)df = %I(O)—i—/_ZS(f)cos(erfA)df (2.46)

where S(f) is the intensity spectrum of the source, f is the optical frequency in wave-
numbers, and I(0) is the intensity at zero path difference. The integral in Eq. 2.46 is the

cosine Fourier transform:

S(f) = foo (7(A) - %I(O)]cos(?wa)dA (2.47)

—00

This is implemented by measuring the interference signal I{A) with a detector, whose
output is then processed by a computer. All commercial Fourier systems include a

computer with software to carry out the Fourier integral.

To measure sample transnission rather than the source spectrum, the sample is placed
as shown in Fig 2.3. Then equation 2.47 yields T'(f)S(f)} where T(f) is the wavenumber-
dependent transmission coefficient. If T(f)S(f) is measured with the sample in place,
and the source spectrum S(f) is measured with the sample removed, the ratio of the
two quantities gives T'(f) alone. A similar method, with radiation reflected from the
sample instead of passing through it, yields the reflection coefficient R(f),except that

the reflected intensity is measured in relation to a 100be a piece of polished metal.
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Figure 2.3: Michelson interferometer for transmissive FTIR spectroscopy. The black
body illuminates the beam splitter (BS). The two resulting beams recombine in the
interferogram signal I{A), where A is the difference in path length, which continues
through the sample and to a detector. The computer performs a Fourier transform to
recover intensity versus wavenumber. Reflectance can also be measured with a different
geometry.

3 Positron annihilation spectroscopy

In recent years, positron annihilation spectroscopy (PAS) has been used increasingly as
a sensitive probe to low concentrations of open-volume defects sites, such as Si dangling-

bond sites. The PAS method is based on

1. the availability of beams of slow positrons that can be implanted at various con-

trolled depths [32] in the order of a few micron range that is relevant to devices,
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2. the propensity for positrons to seek out low density regions of a solid such as voids

and vacancies [33)[34],

3. the annihilation of positrons and electrons into ~ rays that carry information about
the local electronic environment and can escape through a semiconductor wafer

without significant attenuation {35],

The PAS technique does not impose any restriction on the conductivity of the semicon-
ductor material, nor does it require any special preparation, as do the standard techniques
such as capacitance-voltage, deep level transient spectroscopy, and electron paramagnetic
resonance. In the following section, we will describe the major components of a positron

beam and theory of PAS.

3.1 Positron beams system

Positron sources

The most common techniques for the production of low-energy positrons are pair product
in a high-energy accelerator or radicactive decay of a nucleus [36]. The first technique
relies on high-energy electrons. When energetic electrons are decelerated in matter,
photons are emitted through the Bremsstrahlung process. When the photon energy
1s more than twice the electron rest mass energy, positrons are produced by the pair
conversion of these photons. This technique was used effectively at several laboratories.
The advantage of an accelerator-based beam is that it can easily produce a pulse for

depth-resolved measurements of positron lifetime. For the radioactive-decay technique,
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the most commonly used radio-isotopes are Cu, Co and Na.

Moderators

Radioactive decay produces positrons over a wide range of energy with the distribution
having the shape of the usual 3-decay spectrum with a characteristic endpoint energy.
Pair production by Bremsstrahlung photons also produces positrons with a wide energy-
spread. To produce a monochromatic positron beam from such a broad energy spectrum,
a technique known as moderation was developed. Moderation is achieved by using an
annealed crystalline material, placed in front of and /or around the radioactive source.
A suitable moderator material has a negative positron work function (¢, ), defined as
the minimum energy required to take a positron from a point inside the material to the
vacuum outside. The positron work function is negative for some materials, in which
case the positrons that reach the surface after complete thermalization in the bulk will
be emitted into the vacuum. The result is the emission of a monoenergetic low-energy
positron beam with an energy distribution having a maximum energy of longitudinal
motion ¢, [37] and a spread in the energy of transverse motion characteristic of the

multiple-scattering process that produced the thermalization in the bulk material.

Accelerator and transport system

The moderated positrons are usually extracted and transported to the target through a

guiding magnetic field. The extracted positrons also contain unmoderated high-energy
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positrons, and to avoid transporting them to the target, the source and target usually
are not positioned along the same beam axis. The moderated positrons are usually
drifted through an Ex B filter to the axis containing the target, while the unmoderated
positrons, which undergo only small changes in direction and, hence, are not brought to
the same axis, are captured in a thick absorbing material. The filtered positrons then
are accelerated to the desired energy. The positron beam can be inspected visually with

a channel electron multiplier array coupled with a phosphor screen.

Progress in computational methods for low-energy charged particle optics has acceler-
ated the development of several positron beams that use electrostatic elements instead of
magnetic elements [38); electrostatic elements provide better control over the parameters
of the final beam than the latter. In particular, micro-beams, whicﬁ are suited for study-
ing samples with a small cross-sectional area, have become feasible. The development of
micro-beams was accelerated by the realization that successive stages of moderation can
be used to enhance the “brightness“ of the beam [39]. With such enhancement, the in-
herent limits set by the phase-space conservation and the original positron-emitting area
(which is mainly due to the active area of the radioactive source) on the characteristics
of the final beam can be overcome. In this scheme, moderated positrons from each stage
are accelerated and focused onto the next moderator until the desired heam emittance
is achieved. Because multiple scattering in the moderator material is not restricted by
Liouville’s theorem, and because the positron’s diffusion length in the moderator mate-
rial is about 200nm, the positron emitting area is reduced at each stage of moderation at

the expense of a reduced (typically by a factor of 0.5) beam intensity. As more intense
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positron sources become available, several stages of moderation have become practical,

and beam spots with a diameter of few pm can be achieved.
3.2 Theory of PAS

A low-energy positron beam of tunable energy can provide a depth-resolved signal from
the near-surface region of a solid. A quantitative interpretation of the depth-resolved
signal requires a good understanding of the incident-energy-dependent positron implan-
tation profile, eg,. the probability distribution P(z; E), where P(z; E)dz is the probability
that a positron, incident with energy E, will be slowed to thermal energies between depth
z,2+dz. Positron beams are generally used to study the distribution of defects in the top
few um of a solid material; for most materials, this will correspond to incident positron

energies of < 50keV .

For such incident energies, positron-stopping profiles can be estimated by means of
Monte-Carlo simulation. The resulting implantation profile for a homogeneous, semi-
infinite target can often be approximated with reasonable accuracy by a Makhovian

distribution [40]:

m—1
m;m ea;p[—(i)m], (2.48)
0 <0

P(z) =
where z denotes the depth into the solid from the surface , m is known as a shape

parameter, and zy depends on the incident positron energy and is related to the mean

implantation depth, z, by

Z

= I (2.49)

20
where ' is the gamma function. For most studies involing Si and Si — §i0y, m ~ 2.0
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is adequate. Then, the Makhovian distribution becomes a simple Gaussian-derivative
profile. In many cases, including Si and Si — S70y, the mean depth, z in A, is related to

the incident positron energy through a power law

A n
Z = ;—E s (250)

where E[keV] is the positron energy and p[gm/cm?] is the mass density. The parameters
A and n are empirically found. For Si based systems, n=1.6 and A=4.0 pgem ~%keV ™.
Thus, by an appropriate choice of beam energy, the mean depth can be varied between

1 nm and few pm.

After the positrons have been implanted, i.e., slowed down to thermal energies, they
can still propagate some distance through the sample before they are annihilated; this
must be accounted for when considering trapping of positrons by defects, especially
when depth profiling of defect concentrations is needed. Often, this propagation can
be described as diffusion in a medium containing a distribution of trapping centers, with
appropriate boundary conditions imposed at internal interfaces and the free surface.
In interpreting experiments where one is profiling the defect density on a scale that is
large compared with the scattering mean-free-path of the positron, it is a reasonable
approximation to treat the thermalized positron motion as a one-dimensional diffusion
problem. Then, the time-dependence of the positron probability density n{z), where
n(z)dz is the probability of finding the positron in a slice of thickness dz at depth z, is
given by

on 9’n  Dye d

9 1B(2)n(z) - 2

5 = D5r G e Tt (2.51)

where D, is the positron diffusion coefficient, T' the temperature, £ the electric field,

28



e the positron charge, ng{z) the rate at which thermalized positrons are deposited at
depth 2z, and Te_f} = Tb;}k + uCy is the probability per second that a given positron will
be removed from the freely diffusing state, either by annihilation at a rate 7, or by
being trapped at a lattice defect at a rate uCy, where Cy is the defect concentration and
i the specific trapping rate. It is usually assumed that the rate of positron deposition is
sufficiently high to treat the problem as one of steady state, dn /9t = 0, so that a solution

is required to the ordinary linear second-order differential equation.

n{z} d n{z), n(z) nelz) _
dz2 _EA(Z)]_ L2 7 D, =0 (2:52)

where L = (D 7.;)'/? is the positron diffusion length and A = kT/FEe is a parameter

with the dimension of length which characterizes the electric field E(z).

Positrons participating in the annihilation process are predominantly thermalized.
Therefore the relative motion of the electron-positron pair will be dominated by the
electron motion, and the Doppler shift will be a suitable signature of the electronic
environment around the annihilation site. For nonrelativistic electrons, the Doppler shift

of the annihilation v ray is given by
JF = cpy/2, (2.53)

where p; is the component, of the pair momentum along the v-ray emission. For a typical
electron energy of a few eV and a thermlized positron we get 0F ~ 1.2keV. In an
experiment where energies of several annihilation photons are recorded, the Doppler
shift of the individual gamma-ray line will contribute to an overall broadening of the

annihilation photopeak; this is often called Doppler broadening.
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Although, in principle, the annihilation photopeak can be deconvoluted to extract
the electron momentum distribution, a simple shape parameter is commonly used to
characterize the photopeak. Two parameters, S (for shape) and W (for wings), are
usually employed. The definitions of these parameters are schematically illustrated in
Fig 2.4. The S parameter is defined as the ratio of the counts in a central region of the
spectral peak to the total counts in the peak, and W is defined as the ratio of counts in
the wing region of the peak to the total counts in the peak. The S and W parameter is

related to the shape of the one-dimensional momentum distribution:

sw=3 [ [ artro\S [ [ dpedn,oto) (2:54)

tot ¥~

where 3, is over the appropriate energy window for S and W definition, Y3, is over
the full annihilation photopeak, p(p) is the momentum distribution of the annihilating
electron-positron pair, p denote the momentum of the electron positron pair and p, is

along the direction of emission of the detected photon.

The S or W parameter has a simple relationship to the Doppler broadening; for
example, if the annihilation peak is narrow, which results when positrons annihilate
predominantly with slow-moving electrons, the S parameter is large, and vice versa.
Thus annihilations with valence electrons are reflected in S parameter and those with

core electrons in W parameter. More often, S and W parameters show opposite behavior.

The use of simple parameters such as S and W yield extensive information about
open-volume-type defects and internal electric fields. The absolute values of § and W

parameters have little physical relevance, since they are essentially decided by the posi-
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tion of the windows chosen in their definition. It is the relative change in these parameters
that carries information about the annihilation sites. Therefore, the S and W parame-
ters are usually normalized to a reference value corresponding to the defect-free value of
the material under investigation. The normalized values then can be compared between
different samples and different experimental arrangements. Because the Doppler broad-
ening parameters can be measured very rapidly, they are used more extensively in defect

related studies.
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Figure 2.4: Definition of S and W parameters. The measured annihilation peak contains
broadening caused by Doppler shift and instrumental resolution. A typical value for the
windows are : for region A from 510.2 to 511.8 keV, for region B from 507.8 to 509.3 and
from 512.7 keV to 514.8 keV, and for region C from 506to 516 keV
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Chapter 3

Metastability in Hydrogenated
Amorphous Silicon

Metastability in electronic materials is typically characterized by two factors, one is the
electronic quality and the other is the structural stability. Electronic quality is a relative
measure for the efficiency with which a material can be excited out of its ground state, @,
into an excited state, @*. Different techniquies can be used to excite the material such as
irradiation with photons, by charge carrier injection, or by application of an external field.
Structural stability describes how the bonding configurations of the same material may
change under conditions of prolonged or repeated excitation generally encountered in all
electronic devices during operation. The qualitative difference between a stable and an
unstable material can be visualized in terms of the energy-configuration diagrams in Fig
3.1. Metastable structures are characterized by energy minima for @ and @* that occur at
sufficiently different configurations. Electronic excitation is then followed by a significant
lattice rearrangement as the system relaxes into the new structure corresponding to the

minimum of the @* curve. If this minimum is lower in energy than the crossing point of
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the @ and @* curves, the relaxed excited state is metastable in the sense that the system

has to overcome an energy barrier, Ep in order to return to the ground state.
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Figure 3.1: Energy-configuration diagrams for stable (a) and metastable structural con-

figurations (b). @ and Q* denote the ground state and excited states of the system,
respectively.

34



There are three principal components that will favor the formation of metastable

configurations in a material :

1. Long lifetimes of electronically excited states.
2. Sufficient localization of the electronic wavefunctions.

3. Relatively weak binding potentials for constituent atoms.

In particular, hydrogenated amorphous silicon can be expected to be quite susceptible
to the formation of metastable structures, because it generally meets the three criteria
discussed above. The bonding disorder inherent in the amorphous phase gives rise to
both a large densities of localized electronic levels such as tails of valence and conduc-
tion band. A large number of pre-strained structural units with low force constants for
atomic displacements, e.g., weak or wrong bonds. Preparation of low density of deep-
levels defect density of a-5i:H is similar to that of crystalline compound semiconductors
that allow a high level of electronic excitation under illumination or external bias. Ex-
perimentally, metastable structural behavior has been observed in a-Si:H such as light
induced reversible degradation and thermal equilibration effect. In the following section,

we will discuss these phenomena.

1 Staebler-Wronski Effect

Light induced degradation in ¢-Si:H was first observed by Staebler and Wronski in 1977

[41]. By extended illumination with visible light of ¢-Si:H, a decrease in photoconduc-
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tivity and dark conductivity is produced, though the extent of the decrease depends on
the initial defect density and doping level of the sample. At this degraded state, the con-
ductivity is essentially stable at room temperature and can be reversed by annealing at
150 °C. It has subsequently been found that the Staebler-Wronski effect can also produce
by irradiation with ions [42], electrons [43] and X-rays [44]. It is presently believed that
the recombination of the irradiation-produced excess electron-hole pairs breaks the weak
Si-Si bond. This results in the generation of dangling bonds. These defects act as re-
combination centers, decreasing the photoconductivity, and move the Fermi level toward
midgap, decreasing the dark conductivity. The light-induced effects are characterized by
very slow creation and annihilation rates. It is reported that illumination with sunlight
results in the creation of about 107 cm=3 defects after many hours. The effective capture
cross-section for the defect creation is estimated to be no more than 1072% cm?, assuming
an electron trapping mechanism, which is ten orders of magnitude lower than normal cap-
ture cross-sections for an electronic state. Similarly, since the induced defects in a-Si:H
are stable almost indefinitely at room temperature and are only annealed above 150 °C,
the rate of annealing must be much slower than any normal excitation rate of electrons
or holes to the band edge. The low creation and annealing rates strongly suggest that a

structural change is taking place rather than a change in occupancy.

The irradiation-induced defects in a-Si:H remains an unsolved problem. The micro-
scopic models developed to explain the formation of stable defects can be divided into
two classes: (i) those that involve the motion of bonded hydrogen; and (ii} those that do

not. For the first class, a weak 5i-S7 covalent bond is broken, when an electron-hole pair
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recombine at this bond site, 1.e. at a localized band tail state. Hydrogen motion has been
involved in order to stabilize the broken covalent bond, that is , to prevent the two new
dangling bonds from rejoining and reforming a covalent bond [45][46][47]. The second
model postulates that a back bonded hydrogen could switch its position and thereby
produce a dangling bond pair that is separated by a distance of at least 7A, decoupling
the two spins. Additional motion of hydrogen could conceivably further separate the

dangling bond pairs [{48][49].
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Figure 3.2: Time decay of normalized light induced spin density for various temperatures.
The solid circles are the data points while the solid lines are fits to the data using a
stretched exponential time dependence.[50]

Further support for the notion that hydrogen motion is directly involved in the stabi-

lization of metastable defect creation is provided by comparing the dispersive hydrogen

diffusion with the time dependence of the creation and annealing of the excess defects.
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As illustrated in Fig 3.2, the annealing of light-induced defects determined by electron
spin resonance measurements is shown. The defect density accurately follows a stretched

exponential time dependence [50]:

AN = exp|—(t/7)7] (3.1)

where 0 < 8 <1.

The time to anneal away the excess spin density becomes shorter at higher anneal
temperatures, while g also increases with temperature. The relation between the dis-
persive time dependence of hydrogen motion and the stretched exponential annealing of

light-induced defects will be discussed in detail later on.

2 Thermally Induced Metastability in Amorphous
Silicon

There is a growing interest in thermally induced defects in a-5i:H. Recent studies of doped
a-St:H have found that the background density of localized states such as electrically
active dopants and dangling bond defects are metastable [51][52][53]. After the sample
is annealed at above 150°C in the dark and then rapidly cooled, the dark conductivity
of n-type and -Si:H decreased by nearly a factor of two over a period of several weeks,
while p-type material just needs several hours. As shown in Fig 3.3, the relaxation rate
of the occupied bandtail density »gr is a sensitive function of temperature, so that the

time needed to reach the steady state value is shortened to a few minutes at 125 °C.
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The density of electrons residing in band tail states is related to the densities of donors

{Ndonor) and dangling bonds (Npg) by the expression:

n8T = Naonor — Npp (3.2)

When the samples are annealed above an equilibration temperature T the original
band tail density is restored. Tz is near 80 °C for p-type a-Si:H, 130 °C for n-type doped

material and is ~ 210 °C for undoped a-Si:H.
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Figure 3.3: Time decay of the occupied band tail density npr, measured by the voltage
pulse charge sweep-out technique, for various temperatures.

Previous studies showed that the time for the density of localized states to reach equi-
librium is thermally activated, becoming longer at lower temperatures. The equilibration

times have an activation energy of E, ~ 0.95 eV and a pre-exponential factor of approx-
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imately 7o ~1071° for n-type a-Si:H and 75 ~10~ for p-type doping. A consequence of
the thermally activated equilibration rate is that the electronic properties are very sensi-
tive to the rate at which the sample is cooled following a high temperature anneal. That
is, if the sample is cooled more rapidly from above T than the equilibrating defect struc-
ture can follow, then a density of states representative of the high annealing temperature
will be quenched or frozen in at room temperature. Cooling at a slower rate allows the
changing defect structure to remain in equilibrium down to lower temperatures. The ma-
terial will depart f;‘om equilibrium when the time to reach equilibrium is longer than the
cooling rate. The electronic properties exhibit a slow, stretched exponential relaxation

below T, as the defect structure slowly relaxes back to its equilibrium configuration.

3 Stretched exponential relaxation

Stretched exponential relaxation is a fascinating phenomenon because it describes the
equilibration of a very wide class of disordered materials. The form was first observed
by Kohlrausch in 1847, in the time dependent decay of the electric charge stored on a
glass surface, which is caused by the dielectric relaxation of the glass. The same decay
is observed below the glass transition temperature of many oxide and polymeric glasses,

as well as spin glasses and other disordered systems.

The bonding disorder of a glass suggests that a decay with a single time constant is
not expected, but instead an average over the structural configuration. One possibility

is a local variation in decay rates described by a distribution of time constants F(7), so
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that

n{t) = /F(T)pr(—t/T)dT (3.3)

The integral in Eq. 3.3 contains the implicit assumption that the relaxation events occur
independently at each site. An alternative model describes the relaxation in terms of a
hierarchy of processes, in which increasingly large configurations of atoms are involved in
the relaxation as time progresses. The relaxation processes are then no longer indepen-
dent of each other, but evolve with time. These alternative descriptions of the relaxation

are simply expressed by rate equations of the form,
dN/dt = —k(z)N (3.4)

and

AN/dt = —k(t)N (3.5)

In the first case, the spatial distribution of rate constants leads to Eq. 3.3. The time
dependence of k(¢) in the second case reflects a relaxation which occurs within an envi-

ronment that is itself time-dependent. If & has a time dependence of the form,
k(t) = kot?™1 (3.6)
then the integration of Eq. 3.5 gives

N(t} = NUBX})[—(t/T)'G] (3.7)
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Chapter 4

Experiment

1 1/f noise measurement

In studying the flicker noise of the tested device, the background noise such as shot noise
and Johnson noise, as well as noise in the biasing circuit and the amplifier have to be
eliminated or the frequency r;mge and biasing conditions must be chose such that 1/f
noise dominates over other noise sources. We measured the excess noise power over a

wide range of frequency, in which flicker noise dominate. Sources of the background noise

include:
1. Johnson noise originated from thermal fluctuations in the electron density within
the device. These fluctuations give rise to an open-circuit noise voltage :
Vioise(rms) = (4kpTRA f)? (4.1)

where k=Boltzmann’s constant (1.38x 102 J/K), T is the temperature in Kelvin,

R is the resistance in ohms, and A f is the bandwidth of the measurement in Hz.
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This type of noise is typically two or three orders of magnitude weaker than device

noise at low frequencies.

2. Shot noise originated from the fact that an electric current flow is the flow of discrete
electric charges, not a smooth fluid -like flow. The finiteness of the charge quanta
results in statistical fluctuations of the current. The shot noise or current noise, is
given by:

Tnoise(rms) = (21 A f)'/* (4.2)
where ¢ is the electron charge {1.6x 1071% Coulomb}, I is the RMS AC current or DC
current depending upon the circuit, and A f is the bandwidth. This type of noise
is significant at high d.c. current. For our case the biasing current was typically
set at 7pA to 18uA and shot noise was negligible compared to the resulting flicker

noise.

3. Currents flowing through the ground connections can give rise to noise voltages.
This is especially a problem with signal frequency ground currents. Cures for

ground loop problems include:

¢ Grounding everything to the same physical point.
¢ Using a heavy ground bus to reduce the resistance of ground connections.

e Removing sources of large ground currents from the ground bus used for small

signals.

Before measurement, the background noise was measured by applying a zero bias to the

device. Make sure that the background noise must be at least one order of magnitude
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smaller than the device noise.

1.1 Experimental setup

The experimental setup for the noise measurement is shown in Fig 4.1, the sample was
placed on a copper block inside a nitrogen purged chamber. Resistive heaters in the Cu
block allow the sample temperature to be varied from room temperature to 450 K. The
temperature was monitored using a silicon diode sensor sitting next to the sample. The
temperature was controlled by a LakeShore DRC-91C temperature controlfler. In the
experiment, the sample was fabricated in four probe configuration. A constant current
was supplied across one pair of electrodes using a Kiethley 220 constant current source.
Voltage across the other pair of electrodes was amplified using a battery-operated low
noise voltage pre-amplifier PAR-113 which has a maximum gain of 10* and a maximum
upper roll-off frequency of 300 kHz. The signal from the amplifier was then sent to the
HP3561A spectrum analyzer, which perform a real-time fast Fourier transform (FFT)
on a 1024-point time buffer. The voltage power spectra were then averaged typically
1000 times for accuracy. The noise spectra were stored in the spectrum analyzer and
then transferred to computer for analysis. In order to eliminate the extraneous noise, the

sample and the amplifier are enclosed in a metal screen box, which are in a shield room.
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Figure 4.1: The experimental setup for low frequency noise measurement.

1.2 Sample preparation

The films used in these studies are n-doped a-Si:H deposited by PECVD in a three
chambers system, grown at Institute of Semiconductor, Chinese Academy of Sciences.
The gas phase doping level was 3 x 1072 PH3/SiH,. The rf power was 0.05 W /cm?
(13.56 MHz), yielding a deposition rate of ~0.8 A/s. The film was deposited onto 7059

corning glass substrates. The substrate temperature was 230 °C. The thickness of the
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films are approximately 1 um thick.

The electrical contact on the a-Si:H was fabricated in four-probe configuration which
is shown in Fig 4.3. This configuration was chosen because the noise from the contact
resistance between ¢-5i:H and metal contact can be ¢liminated. The sample was first cut
into 0.9 mm x 0.9 mm. It was then cleaned with a standard cleaning procedure. Positive
photo-resist was spin on the films. The sample was then soft baked at 80 °C for 20 min
to dry the organic solvent such that the positive photo-resist can strike on the films. The
film was exposed to UV-light for 30 second with a covering mask. It was then immersed
in the developer to develop the pattern on the photoresist. The coplanar electrode was
made of evaporating a 1000 ACr layer. The film was then placed in an ultrasonic cleaner
which was filled with acetone for lift-off process. The metal contact and the o-Si:H film

was scratched by a diamond scriber in order to achieve the four-probe configuration.

Before measurement, the film was annealed at 450K for 30 min to removed light in-
duced metastable effect and any surface effect. The cooling rate to cool the film from
high temperature to room temperature is very important because as mentioned in pre-
vious section, the electronic state of the film is very sensitive to the cooling rate. So we
have to control the cooling rate, such that the result is comparable. The annealing of
the sample was placed in the chamber as mentioned before. The cooling rate of the film

was controlled by temperature a controller which was programmed by using LabView.
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2 Positron beam system

The positron beam employed in this work is the positron beam facility of the University
of Hong Kong which is magnetically guided beam of intensity about 1 x 10° per second
and with a beam diameter of 6-7mm. A general schematic view of the beam is given in
Fig 4.4, from which it can be seen that the beam can be divided into three main parts,
the positron gun in which the low energy flux of positrons originates and the E x B filter
section. The positron gun chamber is shown in more detail in Fig 4.5 and comprises
of two parts, the positron gun in which the low energy flus of positrons originates and
the £ x B filter section. The latter was not used in the present studies, because the
fast positron and gamma ray backgrounds were not sufficient to significantly distort the
spectra. The filter and the positron gun are both housed in a long cylindrical vacuum
tank of 250mm diameter. Surrounding the vacuum tank and accurately aligned with it
are 7 equally separated 1m diameter quasi-Helmholtz coils the purpose of which is to
provide an approximately uniform axial magnetic field, while at the same time allowing

heating coils to be placed around the tank for UHV baking.

More detail regarding the positron gun source can be seen from Fig 4.6. The primary
source of positrons are two 15mCi%2NafB* sources deposited on Pt tips, Pt being used
because of its high 7 for efficient 4% backscattering and vacuum compatibility. The Pt
tips are covered with a T% foil so as to prevent the 2’ Vg microcrystal source from flaking
off into the vacuum. The sources are positioned close to the W{110) back-reflecting

single crystal moderator as shown in the insert of Fig.4.6. Positrons implanted into the
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moderator are thermalized within 1ps and then undergo diffusion. A small fraction of
positron that diffuse back to the surface of the moderator are able to be re-emitted from
the surface as the positron work function of W is negative. Consequently, as also shown
in the insert, a flux of low energy positrons is emitted into the vacuum thus forming the
origin of the beam. Also seen from Fig 4.6 is the fact that the 22Na sources are located
on the end of Mo source plugs which themselves are imbedded in a large cylindrical block
of antimonial lead (4be both harmful to personnel working on the beam and would cause
unwanted signals in the gamma ray detector used at the target. Backward going gamma

radiation is also blocked since the W(110) moderator is itself placed on a Mo plug.

The efficiency of the moderator decreases as the beam is operated for a long period
of time, because of the accumulated radiation dose to the moderator and because oxide
continuously builds up on the moderator surface. The beam intensity is regularly checked
to make sure that the moderator efficiency is still high enough of useful beam operation,
otherwise the moderator has to be re-annealed. The annealing is carried out by electron
beam heating method. In order to enhance the heating efficiency, a heated W cathode
is fixed behind the moderator and at the center of the Mo moderator supporter, causing
most of the electrons to strike the rear of the moderator and produce a temperature as
high as 2000°C in very short time. To accomplish this the moderator is withdrawn out
of the lead block to the position M, as shown in Fig 4.5. Here by electron beam heating
from behind the crystal W(110) is heated to 2200°C under UHV conditions. After it has
been cooled sufficiently it is then returned to its active position inside the lead block.

Also seen in Fig 4.6 is the extractor grid which is placed just in front of the radioactive
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sources, but not in contact with them. Separate electrical potentials can be applied to
the moderator, the sources and the extractor grid, and by adjustment of these three

potentials the beam flux can be maximized by optimization of the extraction.

After traversing at the low kinetic energy of 150eV a long section of evacuated pipe
surrounded by a solenoid, the positrons strike the sample which is situated at the end of
the beam within a target chamber. The target chamber used for the measurements of
this work was a temporary structure based on a standard 5 way cross and is shown in
Iig 4.6. The sample is held by clips onto a sample holder connected to a high voltage
feedthrough. This enables the large negative high voltage to be placed on the sample.
The positrons as they enter the target chamber suddenly experience a strong accelerating
electric field causing them to be accelerated into the sample at an energy corresponding
to the potential applied to the sample. The pressure in the experimental chamber is
kept at about 1 x 107 Torr by the use of an ion pump. The "down beam” flange has
a channel plate imager attached to it, which enables the positron beam lateral profile
to be imaged on a phosphor screen in the event of the beam being lost. The imager is
at intervals used to check that the position of the beam has not moved but otherwise it
is not used. On the other side of the chamber a high purity Ge detector is positioned
as close to the chamber as possible and this detector picks up the 511keV annihilation
radiation from the sample from which the ”S-parameter” is eventually obtained. On the
side of the target chamber opposite the Ge detector is a view flange, which allows the

user to check that the sample is in the correct position.

a0



dwnd Amoy

dumd
dumd
10| o) Q_H”n dwnd £ 1m0y
dumd Feiq
Y, ’ 7 7 2 )
133w weag Z % aldweg % ﬁ b B G 7 %
/ \\\ X3 10/p19[E00Y dund
’ oqan,
- E
+ LT
iy M —
\ U
1aquieyd 1ad1el [
fresodwa uodsuen prouajog 7 i . o o
i 2 %228 % 9%
33QUIEYD (MO UONISO] /
H013313] A1) JO JemIQ P . $[102 PJay SHOqU]H-Isenb

Figure 4.4: Magnetic transportation-general beam



dwng uo| o)

Ploys uoj|olpoy

}

PISIYS uojioipoy

K

dwny

uenow)gng |

Haepe )
wnnasa

jstliog o) N
+* A T T gai T — — i
| o o o o |

'y Wy dogpyg

2pps Azojen

; Bujpioioy X3

M_ I reey
At U euUDYyy
e pwi4
{110 T}

T

q -

dwing vo| a)

duny
voppwigng (g

—

\ \
PI®YS uo|oipoy
poe |Djuswuy

X

EH3S

s3inog *AljoDO|POY

IojogEuDsg
]—\X JojoIepon
: I:k\{_
n
Pjous|og |iows wco_.n_-u..__.:o.-v“"ﬂ

Jog Bujjoo] sejppm 4+
Y LW

Hod
Buiduing

LESTILI

woesg voijse|3

Figure 4.5: Positron Gun Chamber.



Hv

T Isolated BNC connector

V/
Flange
1 View
, /1
Hp Ge detector l (
1
N\
TV
et ot &
—
\\ Sample 1 7 \
|
Phosphor
CEMA
Gate Valve

Drag pump

Figure 4.6: Source and moderator.

23



\

\ \ \

UOIH3SUL 395 SSIUIE)S fol N\
(AQLT) 1019BI}XD \ s N

. | 103B19p0y
33e[Ing uedj)

pug 101081

a \ |
(O ZN i
N zNN 1)

\4+3

/
(ABE~) 10

a,@_m___w (01 1M

Figure 4.7: Temporary target chamber.

54



3 FTIR spectrometers

The FTIR spectrometer that we used is Perkin-Elmer 16PC spectrophotometer which is
connected to a DEC 3165X computer. The optical system of the spectrometers contains
a low power helium-neon laser which emits visible light at a wavelength of 633 nm. The
power rating is less than 0.3 mW. The optical system and the sample holder of the system
was shown in Fig 4.8 and 4.9. The sample was place on the crystal and covered was a

pressure pad. The data range of the system is 7800 to 100 cm™1.
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Figure 4.8: Optical Path of sample holder
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4 Experiment I : Low-frequency noise of thermal
equilibration effects in ¢-Si:H

Previous studies [50] have demonstrated that the density of electronically active dopants
in n-type e-Si:H is governed by a metastable thermal equilibrium. When the cooling
rate exceeds the rate at which the localized state distribution comes into equilibration,
the system is frozen into a metastable non-equilibrium state. Thus noise can be used
to characterize thermal equilibration. In order to study the noise measurement for the
equilibration effect, the sample was annealed at 450 K and then cooled with different

cooling rates.

To investigate flicker noise for thermal equilibration effect in n-type hydrogenated
amorphous silicon resistive devices, the film was annealed at 450 K for 30 min. This
annealing temperature was chosen because it is high enough for the hydrogen matrix to
relax to the equilibrium configuration but does not affect the silicon network. It is then
cooled to room temperature at a rate of 0.5 K/s. The voltage noise power spectra and
the conductance of the device was characterized, using a four-point probe technigue on
a lmm X lmm resistive device, from room temperature to about 420 K with the device
biased by a current source from ranging 7 pA to 15 A, The experiment was repeated

with the device annealed again and subsequently cooled at a rate of 0.02 K/s.
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5 Experiment II : Low frequency noise and light
induced Metastability

Light induced metastability is an important research area in e-Si:H materials. It is
the main cause for device degradation in 4-5i:H based solar cells and detectors. It is
therefore important to characterize the effects on the material properties due to optical
llumination. In this thesis, we report detailed examinations on photo-induced metasta-
bility through the characterization of the low-frequency noise, positron beam annihilation

spectroscopy and Fourier transform infrared spectroscopy.

To investigate noise measurement due to light induced metastability, two light source
were used. One is the ORIEL Instruments model 66011 lamp house with 500 W Xenon
(Xe) lamp. The other light source was an Omnichrome Helium-Cadmium laser with a
wavelength of 325 nm and a power of 10 mW at a beam diameter 1.2 mm. The setup
was shown in Fig. 4.10. The light emitted from the Xe lamp filtered using the AM-0
and AM-1 filters to simulate one sun exposure. To avoid heating of the sample, the
a-5i:H film was placed on a Peltier effect semiconductor thermoelectric device to keep
the sample temperature at approximately 22 °C during light exposure. This avoid self-
annealing of the film during exposure. In order to have a good cooling condition, the
semiconductor thermoelectric devices was placed on a large heat sink with a cooling
fan. The temperature was monitored by a type-K thermal couple sitting next to the
sample. After the sample was exposed to light for 30 min to 1 hour, it was placed in

a chamber for noise characterization as shown in Fig 4.1. Since the duration of the
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noise experiment lasts over 30 hours, the time dependence of low-frequency noise and
the device conductance were characterized with the device temperature carefully set at
300 K to avoid thermal fluctuation induced resistance change. To study light induced
metastability using laser illumination, the sample was place in a chamber which has a
sapphire window. The sample was exposed to HeCd laser at a wavelength of 325nm
through the sapphire window. After each 15 min expose, the noise power spectra and
the conductance was measured. The temperature was controlled by a Lakeshore 91C
temperature controller. For 1/f noise measurement, the device was biased by constant

current source from 7 A to 15 £A and was measured after each 15 min exposure.

lamp House

[] AM-0 AM-1 Sample

]
Heat Sink

O

I

Figure 4.10: Experimental setup for light induced degradation.
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Chapter 5

Experimental Results

In this Chapter, the experimental results on the 1 /T noise measurements are presented.

The experiments performed are categorized into three main areas :

1. DC conductivity,
2. Thermal equilibration effect,

3. Light induced metastability.

1 DC conductivity

The main experimental results involve fluctuations in the coplanar voltage in n-type a-
§i:H. The device performance is concerned with the condition of the contacts. Details
on the structure of the device and its contacts were provided in Section 4. The contacts

were designed to provide an ohmic interface with the material so it is important to
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verify this. As shown in Fig 5.1, the device display linear current-voltage characteristics
from —4.5 x 107° to 4.5 x 107°A, passing linearly through the origin, consequently the
fluctuations in the current imply changes in the bulk resistance of the a-Si:H, provided

that contact effects are eliminated as a source of the noise.

6.0x107 - - . ; . - . , .

4.0x10° [ .

I

2.0x107

Current (A)
<
[
|
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-4.0x107

-6.0x107 —_
-10 -5 0 5 10

Voltage (V)

Figure 5.1: The I-V characteristics of the sample at room temperature.

Fig 5.2 shows the dark conductance of the sample plotted against reciprocal temper-
ature from which the sample was first annealed to 430 K for 30 min, and then cooled
to room temperature. We then heated the sample again and measure the conductance
at different temperatures. From the Fig 5.2, the conductance of the sample have two
different slopes. The kink temperature is about 340 K. This is caused by the thermal

equilibration effect.
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Figure 5.2: The temperature dependence of conductance.

2 Low-frequency noise and Thermal equilibration
effect

The basic model of the noise relates the frequency and the bias current to the observed

noise power spectral density. This is described by the expression :

Ib
Su(f) =K (5.1)

where S,(f) is the power spectral density function of the noise, I is the bias current,
f is the frequency and K is a constant which may depend on other factors such as
temperature and the history of the sample. The exponents b and v are experimentally
determined parameters.
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Fig 5.3 shows typical noise spectra over a spectral window of 80 Hz to 1080 Hz for the
sample at five different biasing conditions : TpA, 9pA, 11pA, 13pA and 1544 at room
temperature. The noise power spectra is increased as the bias increase. By fitting the
spectrum by linear regression, the slope of spectrum is v+ = 1. Therefore, the device is

producing 1/ f fluctuations within this range of frequency.
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Figure 5.3: The noise power spectrum for five different current bias : a=7uAd, b=9%uA4,
c=11pA, d=13pA4 and e=15pA at room temperature.

The parameter, b, in Eq: 5.1 is used to determine the linearity of the noise. A linear
noise relationship would exist if the exponent b is equal to 2 since the equation is given
in terms of noise power. The research group of Parman and Kakalios{3] had observed the
non-linear behavior of 1/f noise in @-Si:H films with sub-linear characteristic b =~ 1 at

low temperature and super-linear behavior (b 2 2.5) at high temperature. These results
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were unexpected and quite interesting leading them to further investigations of the origin
of the noise. Fig 5.4 shows the noise power for 200 Hz as a function of the bias current,
Linear fits to the power law S,, oc 7® with b ~ 1.56. This result is consistent with previous

result that the noise power spectra of the a:9i-H is exhibit & non linear behaviors.
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Figure 5.4: The noise power for 200 Hz as a function of the bias current.

Fig 5.5 shows the noise power spectra at 300 K, 360 K and 430 K. The data clearly

shows that the decrease of the entire spectrum as the temperature is increased.
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Figure 5.5: The noise power spectrum as a function of frequency for three different
temperatures.

The temperature dependence of the conductivity demonstrate typical thermal equili-
bration effects of a-5i:H thin films. Following the rapid cooling process, a kink is observed
in the Arrhenius plots of the conductivity. Typical result is shown in curve A of Fig 5.6
in which a kink is seen at 380 K. The kink can be removed by annealing the device at
450 K in nitrogen ambient followed by the slow cooling process as indicated in curve A
of Fig 5.7. We also observe that there is a shift in the equilibration temperature, Ty, to

350 K.

The Arrhentus plot of Sv(f = 200H z) for the device after the rapid-cooling-process

is shown in curve B of Fig 5.6. The data clearly exhibit two different regimes separated
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by a kink at about 380 K. Again, there is a strong correlation between the temperature
dependencies of the device conductance and the voltage noise power spectra. The kink
in the voltage noise power spectra can also be removed by the slow cooling process. The
result is shown in curve B of Fig 5.7. Similar to the conductance data the voltage noise
power spectra for samples that under slow cooling process exhibit a lower equilibration
temperature at 350 K. Figures 5.6 and 5.7 clearly demonstrate a close correspondence
between the temperature dependencies of the conductance and the voltage noise power

spectra.
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Figure 5.6: The Arrhenius plots of the conductance (curve A) and the voltage noise
power spectral density measured at 200 Hz (curve B) after annealing followed by the
rapid-cooling process.
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Figure 5.7: The Arrhenius plots of the conductance (curve A) and the voltage noise
power spectral density measured at 200 Hz (curve B) after annealing followed by the
slow-cooling process.

3 Results of low-frequency noise and light induced
metastability in «-5i:H films

The time dependence of conductance for light induced metastable effect for which the
sample was exposed to 500 W Xe lamp with an AMO filter placed between the sample
and the lamp is shown in Fig 5.8. When the sample was exposed to Xe lamp, it exhib-
ited a persistent conductivity effect in which the conductance increased with exposure
time, which is shown in, curve A. Curve B shows that after exposure, the conductance
of the sample decreased slowly. However, within the duration of our experiment, the
conductance appeared to settle at a value higher than the pre-exposure value. This is an

indication of structural change in the material due to Xe lamp exposure.
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Figure 5.8: The time dependence of conductance. Curve A shows the conductance of the
sample during exposure to Xe lamp. Curve B shows the conductance of the sample after
exposure.

To study this effect, we investigate the time dependence of the noise power spectral
density due to light illumination. The device was placed in a sample holder which is
shown in Fig 4.1. The conductance and the low frequency noise of the sample were
measured before exposure to Xe lamp. Then the sample was exposed to Xe lamp with
AMO filter for 1 hour. The conductance and the noise power spectra were measured after
each hour. The normalized noise power spectral density at 500 Hz before exposure is
about -14.54. After the sample was exposed to Xe lamp, the noise power spectral density
at 500 Hz is found to be around -14.42 as shown at Fig 5.9. The conductance of the
sample before exposure is about 4.9x 1075, The conductance increased to 6.5x 10~° upon
Xe lamp illumination for 1 hour and upon turning off the light source, the conductance

slowly deceased to 6.0 x 107> over a period of 25 hours as shown in Fig 5.10.
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Figure 5.9: The time dependence of noise power spectral density at 500 Hz for the sample
after exposure to Xe lamp.
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Figure 5.10: The time dependence of conductance for the sample after exposure to Xe
lamp.
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The exposure time dependence of conductance for the sample exposed to 10 mW cw
HeCd laser illumination is shown in Fig 5.11. It also shows a persistent conductivity
effect, that the conductance increases with exposure time. When we stop the light
exposure, the conductance remains at this level. However, the exposure time dependence
of normalized noise power spectra for laser induced metastable effect is shown in Fig
5.12. It shows that the normalized noise decreases as a function of exposure time at the

beginning and smooth out at the end.
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Figure 5.11: The exposure time dependence of conductance for the sample after exposure
to HeCd laser illumination.
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Figure 5.12: The exposure time dependence of noise power spectral density at 500 Hz
for the sample after exposure to laser illumination.

To further investigate light induced metastability in a:Si-H, we conduct fourier trans-
form infrared spectroscopy (FTIR) and positron annihilation spectroscopy (PAS) to ex-
amine structural change in a:5i-H films. The IR transmission spectra for a-Si:H films
exposed to Xe lamp illumination is shown in Fig 5.13. The sample was first annealed at
450 K and then cooled with a slow cooling rate of 0.02°C/s and then exposed to Xe lamp
illumination. The IR transmission was decreased. The peak correspond to resonance
frequencies for SIH@(900cm™!} and SiH; (2000cm™!) bonds. But it does not change as
a function light illumination. The decrease in the other peaks means that the number of
silicon-hydrogen bonds increased after the sample was exposed to Xe lamp illumination.
The IR transmissién spectra for the o-Si:H film, which was exposed to 10 mW HeCd
laser illumination, is shown in Fig 5.14. The IR transmission spectra was also decreased

when the sample was exposed to laser illurnination. The decrease in IR spectra for the
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sample exposed to Xe lamp illumination was larger than the one exposed to laser illu-
mination. It means that the increase in the number of silicon-hydrogen bond due to Xe

lamp illumination was much more than the one exposed to HeCd laser illumination.
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Figure 5.13: IR transmission spectra for a-5i:H samples after annealing at 450 K {Curve
A) and after the sample was exposed to Xe lamp illumination (Curve B).

For the PAS measurement, the S parameter is used to charactize the defects in the
material. Large S parameter means more defect states in the material. The S parameters
for both samples subject to Xe lamp and HeCd laser illumination are shown in Figs
5.15 and 5.16. For the sample exposed to Xe lamp illumination, the S-parameter was
decreased. After re-annealing it to 450 K, there was little further change in S-parameter.
For the sample exposed to HeCd laser illumination, a decrease in the S-parameter was
observed after initial H;eCd laser illumination. As opposed to Xe lamp illumination

further decrease in the S parameter was observed upon re-annealing the sample at 450 K.
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The results are consistent with the FTIR spectra. When a-5i:H films were exposed to
either Xe lamp or laser illumination, there was an increase in the number of Si-H bonds
leading to a decrease in defect density. Similar results have been observed by Qing Zhang
who reported light induced annealing effect in o-Si:H. In their studies, they observed

significant annealing of a-S5i:H bonds upon exposed to Xe lamp illumination.
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Figure 5.14: IR transmission spectra for a-Si:H samples after annealed to 450 K (Curve
A) and the sample was exposed to laser (Curve B).
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Chapter 6

Discussion

'1 Thermal equilibration effect

Studies on the structural and electronic properties of a-8i.H in the past decade have
provided evidences for large scale inhomogeneity of the material in structure, Coulomb
potentials and hydrogen distribution. These lead to long range fluctuations in the poten-
tial within the material, which directly affects the local energy of the mobility edge. The
non-uniformity of hydrogen distribution exists in the form of a sub-matrix of hydrogen
network in the a-5i¢.H material and hydrogenated voids, in which large hydrogen concen-
tration is found around the voids. These cause the band gap to increase in regions with
high concentration of hydrogen. Also, carriers depletion are ohserved in regions with
high hydrogen concentration which leads to percolation as one of the means of carrier

transport in the medium.

Hydrogen motion is shown to be central to the thermal equilibration of the device con-

ductance. The phenomenon has been widely studied by many researchers in the field. The



results obtained by various groups are very similar to what we observed in our devices.
It is shown that the equilibrium distribution of the hydrogen sub-matrix is a function of
temperature. In addition, the bonded hydrogen in the a-Si:H films demonstrate glassy
behavior. At the glass transition temperature there are substantial rearrangements of
the structure of the equilibrium hydrogen matrix. The hydrogen matrix for samples that
have undergone the rapid-cooling process becomes frozen in a metastable state-giving
rise to a kink in the Arrhenius plot of the sample conductance. Whereas for the sam-
ples that experienced the slow-cooling process the kink is absent because the structure

is maintained at equilibrium down to a lower temperature.

In our investigations of 1/f noise in the materials we note the close correspondence
between the thermal equilibration of the device conductance and the temperature depen-
dencies of Sy(f), as seen in figures 5.6 and 5.7. This provides strong evidence that the
same physical mechanism underlies both phenomena. Also, as hydrogen diffuses through
the amorphous silicon it changes the bonding configurations of dopants and silicon atoms
as well as the defect and charge distribution. Therefore hydrogen motion results in the
change in the local mobility edge leading to the modulation of the percolation path of

the carriers.

From the experimental data we observe the deviation of Sy {f) from an I? dependence.
This signifies the presence of non-linearity in the physical process underlying the low-
frequency excess noise. This is consistent to the model postulated by Parman et al., which
stipulates that carrier percolation underlies the low-frequency noise in the materials.

Previous studies of percolation noise in other systems also exhibit a deviation in I’
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dependencies {6,7].

Based on the above model, we employ the percolation model to examine the result.

In a percolation system the resistance R is :
R=C(p—p)™" (6.1)

where p is the filling factor, p. is the critical filling factor, C is a constant and ¢ is the

dimensionality of the system. Assuming the fluctuations in R, is due to from fluctuations

in p,
8(10 — pe)

AR =
dp

Ap (6.2)
AR = ~tC(p — pc) " Ap (6.3)

Finding the noise power spectrum density by using Wiener-Khintchine theorem. Finally

we get:

Sr(f) = £2C7/ RN (1) (6.4)
Sv(f) o RPS,(f) (6.5)

where p =242/t

Experimental results are shown in Fig 6.1 and 6.2. Following the rapid cooling process,
p changed from 4.1 to 1.5 as T is varied from below to above the kink temperature. After
slow cooling process, p is found to change from 2.1 at low temperature to 1.6 at high
temperature as shown in Fig 6.2. Such close correspondence between the temperature
dependencies of the conductance and the low-frequency noise strongly indicated that the

two share the same physical origin. The values of p measured from our data ranged from



1.5 to about 4 which roughly falls within the range of the calculated values. Moreover,
the value of p changes as T is varied from below to above the equilibration temperature.
We believe that the temperature dependencies arises from the fact that at the glass
transition temperature the hydrogen sub-matrix undergoes significant structural changes,
which may result in the variation in the fractal dimension of the carrier percolation path

which needs to be confirmed by more detailed investigations.
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Figure 6.1: Logyg Sy(f = 200Hz) vs LoggR. The data are obtained after the device
have experienced thermal annealing at 450 K followed by the rapid-cooling process.
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Figure 6.2: Logig Sv(f = 200Hz) vs LogigR. The data are obtained after the device
have experienced thermal annealing at 450 K followed by the slow-cooling process.

2 Light induced metastability

From the experimental data of the conductance of the samples exposed to Xe lamp or
HeCd laser illumination, we clearly see that the film exhibit persistent photoconductivity
effect. Previous experiments suggested that, when a-Si:H films were expose to light,
hydrogen related bond would be broken, causing an increase in band tail states. The
filling of the states causes the Fermi level to move toward the conduction band leading

to an increase in conductance. Refer to Hooge’s empirical formula:

Sv o

VETNT (6.6)
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where NV is the number of carriers. From the noise results, the noise power spectra de-
creased when the sample was exposed to both Xe lamp and laser illumination. This
agrees well with Eq. 6.6, when a a-5i:H film was exposed to the light, the conductivity
increases. It reflects on the increase in number of carriers, leading to decrease in the
noise power spectra. Oﬁ the other hand, decrease in the noise seem to be faster than
the increase in N as indicated by conductance measurement. Therefore the data suggest
that light illumination affects the noise by more than simply changing the carrier con-
centration. It is likely that structural changing underlies the observed dependence of the

noise on light illumination.

Light-induced reversible structural changes in amorphous silicon are poorly under-
stood on a microscopic level. One interesting observation is the apparent saturation in
the density of light-induced defects, which has important implications for the origin of the
metastability. Such phenomenon was reported by Q. Zhang[54] who observed saturation
of light induced defects when a-Si:H films were exposed to high intensity light from Xe
lamp. Pervious studies[55][56] showed that such an effect many arise from the balancing
of the photo-induced defect creation/annihilation process, the Staebler-Wronski effect.

This isrepresented by the equation below:
SiH 2 5i+ H (6.7)

Experimental evidence for light-induced annealing was demonstrated by Q. Zhang[54]
who observed the phenomenon using ESR. experiment for undoped -8i:H film subject to
photo illumination by Xe lamp at 100°C. Previous research showed that the light-induced

annealing of metastable defect was observed in both photoconductivity and electron spin
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resonance experiments,

We also observed similar light induced annealing effects in our experiments. We
clearly observed an increase in Si-H bonds after the sample was illuminated by Xe lamp
and HeCd laser. In figs 5.13 and 5.14, we observed a decrease in the IR transmission
at wavenumber 2080cm™' and 960cm™!. These valleys corresponds to the resonance
frequency of SiH3 and SiH bonds. A decreasing in the transmission at .such frequency
indicates an increase in the density of SiH3 and SiH bonds as a result of Xe lamp and

HeCd laser illumination,

Experiments on the PAS of -Si:H films subsequent to Xe lamp and HeCd laser
illumination also exhibit similar photo-induced annealing effects in the sample. For Xe
lamp illuminated sample, a significant reduction in the S-parameter was observed. As
discussed in chapter 2, the PAS is a sensitive tool for characterizing defect densities
in a-Si:H films. A decrease in PAS indicates a reduction in defect density in the film
subsequent to photo-illumination. Such effect was observed for both Xe lamp and HeCd
laser illumination samples, indicating light-induced annealing effects in both samples.
Moreover, the PAS experiment also showed that upon thermal annealing, there was a
further decrease in the S-parameter for the HeCd laser illuminated film. However, little
change is observed for the Xe lamp illuminated film. A possible explanation for this effect
1s that illuminating the film with Xe lamp and HeCd laser have quite different effects on
the nature of defects in the sample. At this point, we cannot state clearly that which
kind of defect that was involve in light-induced annealing. The doped a-Si:H system

further complicate the situation. When hydrogen diffuses, it can break Si-H bonds or
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form bonds with existing dangling bonds. On the other hand, it also breaks P-H bonds,
to make 3 fold inactive doping to 4 fold. This will lead to an increase in band tail state,
and increase in conductance. More detailed studies have to be conducted to pin point

the exact mechanism of the observed phonomenon.
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Chapter 7

Conclusion

We conducted detailed studies of low-frequency noise, Fourier transform infrared spec-
troscopy (FTIR) and positron annihilation spectroscopy (PAS) to characterize the metasta-
bility in n-type a-Si:H. The experiments were divided into two part. First part is to
characterize the thermal equilibrium of a-Si:H. The noise power spectrum was measured
from room temperature to about 420 K. The device was first annealed at 450 K and
then cooled to room temperature at a rate of 0.5 K/s. The voltage noise power spectra
and the conductance of the device were characterized from room temperature to 420 K.
The experiment was then repeated with the device annealed again and subsequently
cooled at a rate of 0.02 K/s. The Arrhenius plots of the voltage noise power spectrum,
Sy(f), were found to exhibit thermal equilibration processes commonly observed in a-
Si:H materials. Characterization of the bias dependencies of the noise show that Sy (f)
deviates from an I? dependence indicating that the noise arises from a non-linear pro-
cess. Also, Sy(f) is proportional to R? where p is dependent on the temperature and the

cooling process of the device. Our experimental data provide strong evidence that the
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flicker noise originates from hydrogen motion within the material. The process appears
to cause fluctuations in the device conductance by modulating the percolation path of

the carriers.

The second part of the experiment is to characterize the light induced metastability in
a-Si:H thin film. The device was first annealed at 450 K and then cooled to room temper-
ature at a rate of 0.02 K/s. Then sample was exposed to the Xe lamp illumination with
AMO and AM1 filter. The voltage noise power spectra and the conductance 6f the device
was characterized with time. Another sample was exposed to HeCd laser illumination.
After each 15 min exposure, the voltage noise power spectra and the conductance of the
device was measured. Device conductance increased after illumination by either light
sources. It was suggested that the material exhibits persistent conductivity in which the
broken hydrogen related bond such as P-H bond and result in increase in occupied band
tail state. From the noise experimental result for the sample exposed to laser. Decrease
in noise seem to be faster than in increase in N as indicated by conductance measure-
ment. Therefore the data suggest that light illumination affect the noise more than just
changing the carrier concentration. Further experiment was performed to examine the
effect of light illumination. From the results of F TIR and PAS experiments result, the
defect density of the sample decreased after illumination. This suggests that illumination
not only leads to persistent conductivity but also lead to light induced annealing. More

detailed investigations are needed to explain the physical mechanism.
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