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Abstract

Some post-processing techniques for improving the performance of Handwritten
Chinese Character Recognition (HCCR) system by selecting the most promising candidate
characters are presented here.

Aiming to remove mis-recognized and unrecognized characters in the recognition
result, three post-processing approaches, namely the one based on contextual linguistics
information, the one based on confusing character characteristics produced by a recognizer,
and the one based on a hybrid approach, are studied in this thesis and their performance are
evaluated and compared.

In the study of the post-processing approach based on contextual linguistics
information, the dictionary-based post-processing method is presented. The
dictionary-based techniques, including sentence fragments detection and contextual
approximate word matching for removing erroneous characters, are studied and its
performance is evaluated.

Post-processing Techniques based on statistical language models are then proposed.

A Chinese word Bl-gram model is established and employed in HCCR post-processing to
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identify a most linguistic-promising sentence with the maximum word co-occurrence
production by selecting plausible candidate characters. To obtain the description capacity
of long-distance restrictions among Chinese sentences, the word BI-Gram model is
extended to a distant word BI-Gram model with a maximum distance 3 and prior to
post-processiﬁg. Their upgrading performances are evaluated and compared.

To recover the unrecognized characters and enhance the theoretical upper improvement
limit for the post-processing approach based on contextual linguistics information, the
post-processing techntques based on the characteristi;s of confusing characters produced by
recognizer are studied. Analyzing the recognition results for the training samples, the
confusing characters for each character category are collecled and constructed into a
confusing character set. Based on this set, a statistical Noisy-Channel model is used to
identify the most promising input character when a candidate sequence is given. This
method proves to be effective in removing unrecognized characters. Considering the
confusing characters as observed features of character categories, the classification
algorithm based on neural networks can be employed to identify the most plausible input as
the production of the candidate sequence. All together 3755 character categories in
GB2312-80 character-set are clustered into several hundred groups after searching through
the transitive closure of the similanty matrix associated with the confusing character set.
A group of neural networks for these category groups are established and trained to produce
a candidate to match the input character and to adjust the confidence parameter of

candidates for a given candidate sequence. A better performance in comparing with the
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one based on Noisy-Channel model is achieved.

A three-stage hybrid post-processing system 1s then built. The post-processing
technique based on confusing character characteristics of a recognizer is firstly conducted
to append similar-shaped characters into the candidate set. Then the dictionary-based
method is employed to append linguistic-prone characters and bind the candidate characters
into a word-lattice. Finally the statistical language model is applied to identify a most
promusing sentence by selecting plausible words from the word-lattice.

On the average, this hybrid post-proceséing system achieves 6.2% recognition rate
improveme\nt for the first candidate when the character recognition rate is 90% for the first
candidate and 95% for the top-10 candidates by online HCCR engine. For the offline
HCCR engine with the original recognition rate of 81% and 92% for the first and the top-10

candidates, 12% recognition rate improvement for the first candidate is achieved.
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Chapter 1

Overview

The purpose of this research is to study the post-processing techniques for improving
the recognition rate of Handwritten Chinese Character Recognition (HCCR) system. In
this chapter, we will explain the motivation of this research and give an overview of this
thesis.

Section 1.1 explains the motivation of using post-processing techniques to enhance
the recognition rate of HCCR system. The main problems for HCCR post-processing
research are presented in section 1.2 and section 1.3 briefly reviews the reported HCCR
post-processing techniques. Section 1.4 gives the objectives of this research and the
organization of this thesis is outlined in section 1.5. The contributions of this research

are summarized in section 1.6. Finally the publication output of this thesis are listed in

section 1.7.

1.1 Motivation
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HCCR is undoubtedly a natural input methodology, and it has been an active
research area in pattern recognition since 1980’s [29, 70, 90, 97]. HCCR is normally
considered as a difficult task due to large Chinese character-set, complex structures,
many characters of high degree similarity, and wide varicties of writing styles [13, 32].
Depending on the nature of the inpljt characters, HCCR research can be categorized
either as Online, such that the input data are expressed in terms of pen action collected
from the tablet [12, 39], and Offline which uses the scanned bitmap image as the data
source [31, 119].

Generally, the proposed algorithms for recognizing handwritten Chinese characters
can be classified into three major categories: statistical method [81], structural method
[1, 77], and neural-fuzzy method [120]. With the rapid advancement on efficient
feature extraction and pattern classification algorithm, many HCCR systems achieve
satisfactory recognition rates. A HCCR engine outputs an ordered set of candidates
according to their degrees of similarity to the input sample. In most cases the first
candidate is the right choice, but there are still cases in which the correct character is not
ranked first position and even sometimes does not appear in the candidate sequence at
all. Some reported Online HCCR engines achieve a first candidate accuracy rate of 88-
90%, and it increases to 95-96% for the first ten candidates [32, 54]. For Offline HCCR
systems, the average recognition rate of 80% for the first candidate and 90% for the top-
10 candidates is achieved [82, 96, 105]. Further improvement on the recognition rate is
desirable if it is of any practical application. Besides the further improvement on the

recognition engine, post-processing techniques which select the most promising
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candidates after the recognition of each individual sample for a meaningful sentence, is
considered a feasible way. It is motivated by the result of Cognitive Psychology
research that the high recognition performance achieved 'by a human being does not
only depend on his ability to recognize each individual character, but also depends on
the use of linguistic knowledge and contextual information [3, 40, 86, 92, 106].
Utilizing both the structural information of each individual character and the linguistic
knowledge among the sentences in post-processing system, the overall recognition rate
of HCCR system can be improved.

In short, our post-processing research aims to improve the overall recognition rate of
a HCCR system by identifying the most plausible characters from the candidate set

when the recognition engine isn’t enhanced.

1.2 Problem Statement

One may observe that there are two kinds of frequently encountered errors in the
recognition result, namely the mis-recognized characters ( the input character appears in
the output candidate sequence but is not ranked first) and the unrecognized characters
( the input character dose not appear in the output candidate sequence). The objective
of a post-processing technique is to remove these two kinds of errors,

Post-processing is not an all-new topic. Previous works on this topic mainly focus
on post-processing for English character recognition. There are a number of attempts to
reduce the recognition errors by employing methods either based on compound decision

theory [19, 78] or based on letter posteriori probability [67, 74). Then methods based
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on dictionary lookup are designed as the first step to make use of linguistic knowledge
in post-processing [17, 99). The contextual binary N-Gram is also developed to
eliminate the least probable words in the candidate set without dictionary lookup [75].
By further taking the factor of confusion between létters into consideration, the post-
processing methods based on Viterbi Algorithm is developed [34]. In the recent
decades, more computational linguistic knowledge is employed in post-processing
research such as word matching, part-of-speech tagging, and syntax analysis [21, 85].
Integrating posteriori, N-Gram and linguistic knowledge together is regarded as a
promising way [28].

The development of post-processing methods for Chinese character recognition has
gained some progress in the past twenty years. The algorithms employing confusion
characters, language model, or N-gram are reported [11, 41, 113, 122]). Attribute to
some characteristics of Chinese that differ from the one of English, developing an
effective post-processing algorithm for Chinese character recognition is more difficult
[45]. Some of the problems to be solved are listed here.
¢ English is an alphabet based language that consists of only 26 letters, while

Chinese, a ideographic language, has a much larger character-set consisting of
thousands characters. The hundred-times larger character-set not only leads (o a
lower recognition rate of individual characters, but also makes the post-processing
methods based on English letter posteriori not applicable to Chinese directly.
Finding out an effective model for describing the confusing property between

Chinese character categories is essential.
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¢  Chinese sentences, unlike those for English or other alphabet-based languages, are
written in a continuous string of characters without obvious separators indicating
the word boundaries. Prior to further linguistic analysis, an effective word
identification and word segmentation algorithm is indispensable.

¢  The contextual linguistic information is described as a language model. To
employ linguistic knowledge in HCCR post-processing, establishing an effective
language model, which can be used to exactly describe the Chinese linguistic
property with reasonable parameter space and computational cost, is required.
Also the research on computational linguistic model is the basic and most
important issue of natural language processing research.

¢ To make full use of two kinds of available information for post-processing,
namely, contextual linguistic knowledge and confusing character characteristics

of the recognizer, need an effective integration method for a hybrid post-

processing system.

1.3 Introduction to Post-processing for Handwritten Chinese Character

Recognition

Towards the goal of removing the erroneous characters in the recognition outputs,
two kinds of information can be utilized, namely, confusing character characteristics for
each individual character category, and contextual linguistic information. Based on the

information employed, HCCR post-processing methods can be classified into three
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major categories: the approach based on confusing character characteristics of the
recognizer which can be used to remove the errors for each individual character
category {3, 41, 122], the approach based on contextual linguistic information which
can be used to remove the errors occur in a word or a phrase [40, 92, 106], and the
hybrid approach whicﬁ incorporates these two kinds of information together for
recognition error removing [113].

The post-processing approach based on the utilization of contextual linguistic
information is widely adopted. In this approach, the computational language model is
employed to construct a discriminator to detect and remove the errors, and identify the
most linguistic-plausible result. It can be further classified as dictionary-based and
statistical-based approach. The dictionary-based techniques, including approximate
word matching, contextual word matching, and syntax analysis, are employed to
analyze the sentence hypotheses and remove the identifted errors [4, 15, 49, 86, 110].
This approach works under a top-down strategy. Unlike the dictionary-based approach,
modeling Chinese language as a stochastic Markov process, statistical measures for
language such as word frequency, character and word co-occurrence frequency, can be
employed in a statistical-based approach to evaluate the sentence hypotheses
constructed by the candidate characters and to identify the most linguistic plausible
sentence hypothesis as the output [9, 18, 79]. This approach works under a bottom-up
strategy in which smaller linguistic units are first constructed and evaluated, and then

they are used to form larger and complex ones.
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The post-processing approach based on confusing character characteristics produced
by the recognizer is reported in some works. The similar-shaped character set, the
most-error prone character set (MEPC set), and the confusing character set are
popularly adopted to describe the similarity among Chinese characters. The
.in_putloutput statistical characteristics of the recognizer are analyzed and then used in
candidate selection. The posteriori statistical models are employed to evaluate the
probability of the candidates and the most promising one is selected as the output result
[13, 36, 48]). This approach has its advantage in unrecognized character recovering
which is very difficult for the post-processing approach based on computational
linguistic information, especially for the popular one based on the statistical language
model.

Incorporating these two basic approaches, the hybrid approach is expected to
achieve a higher improvement performance by making full use of these two kinds of
available information [51, 95, 113].

More details of the proposed HCCR post-processing research will be presented in

Chapter 2.

1.4 Objective of Thesis

The basic objective of this thesis is to construct a hybrid post-processing system for
both Online and Offline HCCR systems for improving the overall performance of the

recognition system significantly. Detail tasks to achieve this objective may be

summarized as follows:
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¢ Develop a large scale Chinese corpus for building a dictionary, collecting

statistics information, analyzing language features, and conducting automatic

word segmeptation test.

¢ Design and build a dictionary containing certain statistics on linguistic
information such as word frequency, word co-occurrence frequency. Most of the
statistical information of each word entry in the dictionary will be obtained from
the corpus.

¢  Design and implement an automatic Chinese word segmentation algorithm for
Chinese sentence, the approximate word matching and word segmentation is
specially considered.

¢ Design and implement a dictionary-based post-processing method.  The
approximate word segmentation and matching are employed to remove the
detected errors in the sentence hypothesis.

¢  Design and implement the post-processing methods based on different statistical
language models. Word Bl-gram model and long-distance word BI-Gram model
will be considered.

¢  Analyze the results of large-scale recognition experiment for both online and
offline HCCR system and construct a confusing character set for the descriptions
of confusing properties among Chinese character categories.

¢  Establish an effective error-recognition model to describe the relevant

characteristics and distribution of erroneous characters for the purpose of
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recovering unrecognized and mis-recognized characters in the candidate
sequences.

¢  Establish a hybrid post-processing system for HCCR system integrating
dictionary-based method, statistical language model and error-rccognitibn model
together.

¢ Investigate the appropriate integration strategy when applying hybrid post-
processing techniques to online and off-line HCCR systems.

¢  Demonstrate the integration of our post-processing system with an online and an
offline HCCR system. Reasonable improvement of the first candidate accuracy
rate, depending on the corpus characteristics and the original performance of the

HCCR system, could be expected.

The outline of this thesis is presented in the following section. It is structured

according to the process that leads to achievement of the stated objectives.

1.5 Outline of Thesis

This thesis contains 7 chapters. In Chapter 2, existing HCCR post-processing
methods are reviewed. According to the source of information used for removing
reéognition errors, these methods are categorized into three major approaches. In the
review of post-processing approach based on computational linguistic information, after
the introduction and discussion of the computational linguistic units that can be

employed in Chinese post-processing, the dictionary-based techniques are firstly
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presented. The popular statistical-based post-processing techniques are then reviewed
and special attention is paid on the employéd statistical model and considered linguistic
units. Thirdly, the post-processing techniques based on hybrid language model are
reviewed. As another major approach, the post-processing techniques based on
confusing character chafacteristics of recognizer are next reviewed. This is followed by
a brief review of hybrid post-processing approach.

Some fundamental works on Chinese language modeling and HCCR post-
processing are presented in Chapter 3. The development of a large-scale Chinese
corpus for building dictionary and retrieving linguistic statistic is presented. Then the
establishment of the dictionary recording the word entries and statistical linguistic
information is proposed. To evaluate the performance of our post-processing methods,
two HCCR engines, one for online and another for offline, are adopted in this research.
In the second part of Chapter 3, a brief introduction of these two recognizers, the
interface between the recognizer and the post-processing system, and the construction of
the testing sample database are given.

Chapter 4 concentrates on our proposed post—processing.techniques based on
computational linguistic information. As a fundamental component of employing
compultational linguistic information in language processing, a word segmentation
algorithm based on BI-directional Maximum Matching and word BI-Gram model is
established. Then, The dictionary-based technique, based on sentence fragment
detection and approximate word matching, is studied and its performance is evaluated.

Next, the works on the statistical-based techniques is presented. The post-processing
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method based on Chinese word BI-Gram model is studied, and then the works based on
Distant Chinese word BI-Gram model which is a extension of word BI-Gram model, is
presented.

In view of the fact that the post-processing approach based on computational
linguistic information sdmetimes suffers from the problem of unrecognized character,
the post-processing approach based on confusing character characteristics is studied in
Chapter 5. This approach is designed to recover the unrecognized and mis-recognized
characters so as to improve the recognition rate and enhance the theoretical upper
improvement limit for the post-processing approach based on computational language
model. In this chapter, the method based on linear statistical Noisy-Channel model and
the method based on non-linear neural network groups for similar character categories
are respectively presented.

The research of hybrid post-processing system that integrates these proposed
methods together to improve recognition rﬁte of HCCR system is presented in Chapter 6.
The different integration methods of the hybrid post-processing approach for online and
offline HCCR system are discussed and their performance improvements are evaluated.

Finally, Chapter 7 concludes our research and directions for further investigations

are recommended.

1.6 List of Contributions

The contributions of this thesis are listed as follows:
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¢ A large-scale Chinese text corpus is developed and established. Its memory size.
is more than 2 GB, with approximately 890 millions of Chinese characters. About
40MB text are selected and manually segmented to collect exact linguistic statistic
data and about 500MB data in the text corpus is segmented by our automatic word
segmentation program to form a segmentation corpus. These obtained corpora are
very important not only for the works of this thesis but also for the future research
works related to Chinese language processing.

¢ A dictionary consists of 101,641 word entries is built. The word frequency
information that obtained from the corpus is recorded. Furthermore, the statistics
of Chinese character BI-Gram, word BI-Gram and distant word BI-Gram are
collected from the corpus and recorded.

¢ A Chinese word segmentation algorithm is established. The Bl-directional
Maximum Matching is applied to segmenting a sentence into word sequence. The
word BI-Gram model is employed to remove the detected ambiguities during
maximum matching.

¢ A dictionary-based post-processing method is developed. The sentence
hypothesis is segmented into word sequence employing an exact word
segmentation algorithm, and the located sentence fragments are regarded as
potential errors. The dictionary-based approximate word matching is applied to
these fragments to remove erroneous characters. This method ts proven effective
when the original recognition rate is good. In particular we may observe this

method has the capacity of recovering some of the unrecognized characters.
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¢ A statistical post-processing method based on Chinese word BI-Gram model is
designed. The Viterbi algorithm is employed to identify a sentence hypothesis
with the maximum word co-occurrence frequency constructed by the characters in
the candidate set. A higher recognition rate improvement compared with the one
by employing popular character BI-Gram model and word UNI-Gram model is
achieved.

¢  Extending the word BI-Gram model to long-distance word BI-Gram model by
considering the distance parameter, are expected to acquire the description
capability of long-distance restriction among Chinese sentence with an acceptable
parameter space. The statistical-based post-processing method based on this
language model is able to achieve further improvement in comparison with the
one based on word Bl-gram model.

¢ In the research of post-processing approach based on the characteristics of the
confusing characters, the 3755 character categories in GB2312 character-set are
clustered into several hundred groups through searching the transitive closure of
the similarity matrix associated with their confusing character set. A group of
neural networks for these categories groups are built and trained. Regarding
confusing characters as the observed feature of character categories, a
classification algorithm based on neural networks is employed to identify the most
promising candidate. A good result is obtained.

¢ A three-stage hybrid post-processing system based on the proposed methods is

established. The method based on confusing character characteristics is first
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conducted to recover erroneous characters, especially the unrecognized characters.
Then the dictionary-based method is used to recover some unrecognized
characters by appending linguistic-prone characters to the candidate sequences,
and to bind the characters into a word-lattice. Finally, the statistical-based stage is

processed to identify a most promising sentence constructed by the words in the

word-lattice as the final result.

Benefited from making full use of two kinds of available information, our hybrid
post-processing system has achieved a higher performance improvemeqt. For the
online HCCR engine with the original recognition rate of 90% for the first candidate
and 95% for the top-10 candidates, a 6.2% recognition rate improvement for the first
candidate is achieved. As for the offline HCCR engine, our post-processing achieves
12% recognition rate improvement for the first candidate when the original recognition
rate for the first and top-10 candidates are 81% and 92% respectively.

The application of our proposed language model is not limited to HCCR post-
processing, many other domains such as speech recognition [25, 108], Pinyin-Hanzi
Transcription [30, 88], and spelling correction [38] can be benefited by incorporating
this model. Furthermore, the idea of hybrid post-processing system could be used to
improve the recognition performance of some other oriental ideographic characters such

as Japanese and Korean {44, 65, 66] [Nagata 1998] [Lee+ 1996).



Chapter 2

Review of Post-processing for Handwritten

Chinese Character Recognition

The related works on HCCR post-processing are reviewed here to provide the necessary
background understanding for the work in this thesis. In Chapter [, existing post-
processing methods are categorized into three approaches, first one based on
computational linguistic information, the second one based on characteristics of the
confusing characters produced by the recognizer and the third one being a hybrid
approach. In the following three sections, existing works based on each of these three

approaches are reviewed and their characteristics are discussed.

2.1 The Post-processing Approach based on Contextual Linguistic

Information
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The popular post-processing approach based on contextual linguistic information is
inspired by such a phenomenon: some crabbed or blurry handwritten samples are so
stmilar that even a human being cannot distinguish these individual character images
exactly, but if these character images are put in the context of a meaningful sentence,
they could be easily idéntiﬁed. The principle behind this phenomenon is that both the
recognizable features of individual characters and the contextual linguistic information
are utilized during the human recognition process. The works on Cognitive Psychology,
a study on the human mind and how the mind functions with regard to knowledge
acquisition, indicate that the character recognition and sentence understanding of a
human being are based on a three-stage word recognition process. Firstly, a ‘Character
processing’ works to identify words from the text and then proceed to recognize
individual characters. Then a “Word Access’ processing leads to activate the semantic
information, orthographic and other information related to the ‘recognized word’ in
Mental Lexicon [62]). They are then used to acquire the exact meaning and context
information for sentence understanding in the ‘“Word Processing’ stage, and during this
stage, the errors found in the words can be removed [63). With the reference of human
recognition, the computational linguistic information is employed in post-processing by
construct a discriminator to detect and remove the erroneous characters, and identify the
most linguistic-plausible result.

To develop a post-processing method based on computational linguistic information,
we must handle a basic issue: how to represent, acquire, and apply the linguistic

knowledge. According to the representation form of linguistic knowledge and working
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strategy in error removing, the post-processing methods based on this approach can be
further classified as dictionary-based (or rule-based) approach, statistical-based
approach, and the approach based on hybrid language model. Before the introduction of

these approaches, the Chinese computational linguistic units that will be employed in

language processing are discussed.

2.1.1 The Chinese Computational Linguistic Units

Character

Generally, a Chinese sentence is composed of a number of ordered words, while a
word is composed of a number of ordered characters. Character is the minimum
language unit. In Aho and Ullman’s work [2], a mathematical definition of character is
given:

Definition 2.1: An alphabet X is a finite set of symbols. Each symbol in the
alphabet is a character. The alphabet size denoted by IZJ is the number of characters in
the alphabet.

In GB2312-80 character-set [27], there are totally 6763 Chinese characters. In order
to distinguish from the characters written on paper, in the following parts of this thesis,
character category is used to denote the character in the character-set. Character is the
minimum ianguage unit that can be employed in Chinese language processing.
Considering the character category n the Chinese character-set has a finite number of
6763, which is obviously less than the number of Chinese words, gharacter-bascd

language models are simpler and smaller compared with the word-based one. However,
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character-based language model cannot be employed to describe the semantic
restrictions among Chinese sentences attribute to the fact that character is not a

complete semantic language unit and the meaning of a character must be determined by

putting this character into a word.

Word

The definition of word is given as folows [2]:

Definition 2.2: Let alphabet X be a finite set of characters. A dictionary D is a set
of character strings over alphabet £. For any element we D, w is a word. The
dictionary size denoted by |D| is the number of words in the dictionary.

Attribute to the fact that Chinese sentence is written in a continuous character string
without blanks to indicate the boundaries of words, the characters in the sentence are
combined into a sequence of words with semantic meaning. However, Chinese
language does not have a set of pre-defined rules to bind characters into a word for
semantic meaning. They are mainly based on customary use. Therefore, there is no
well-defined dictionary available to record all the words in modern Chinese.

However a descriptive definition of ‘word’ is widely accepted by most linguistic
researchers [57, 102].

Definition 2.3: Word is the minimum complete semantic unit that can be put

together to form a sentence.
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As a result, there are varieties of dictionaries with a wide range of vocabulary sizes

from 39,000 to about 104,000 [26, 56, 71, 106, 107, 109, 111]. Some of them are listed

in Table 2.1.

\ Vocabulary Size | Application

National Standard of Frequently Used | 39, 016 All language application
Word List for Information Processing

[26]

WORDDATA from Institute | 78, 410 All language application

Information Science, Academia Sinica in

Taiwan [107]

Lexicon HKU97 [106] 85, 855 Post-processing

Corpus for Modern Chinese Research | 47, 006 Corpus-based language
[109] analysis

Word Base [71] about 50, 000 Document Compression and

Automatic Correction

PolyU Lexicon [111] 104, 251 Word Segmentation and

Post-processing

Table 2.1 Vocabulary Sizes of Some Language Processing Systems
Due to the fact that word is defined as the minimum complete semantic unit, the

word-based language model is considered suitable for describing the semantic

restrictions among Chinese sentences.

Word-Class

Word-class is not a natural linguistic unit for Chinese languages, but it is rather a

computational language unit. A word-class-based language model, in which words with
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similar linguistic properties or other specific properties are clustered into smaller
number of word-classes, is expected to significantly reduce the parameter space it
requires [87).

Since there is no widely accepted definition of word-class, a variety of word
clustering strategies has emerged. Lee and Tung [42] present a character-based word-
clustering algorithm by clustering the semantic-similar words with the same prefix
character into a word class, and 800 word-classes are obtained. In Golden Mandarin I,
a mandarin dictation machine system, Lyu [60] presents an algorithm to cluster the
words with same part-of-speech property and similar word co-occurrence statistical
behavior into a word class. This system has about 2,000 word classes corresponding to
nearly 60,000 words. Furthermore, the word classification strategies based on the
homogeneity of syntactic and semantic property are also reported [5, 106].

Some reported word clustering strategies and the corresponding number of grouped
word class are shown in Table 2.2.

In spite of the significant reduction of the parameter space and the problem of data
sparseness by replacing a word-based language model to a word-class based language
model, the linguistic decryption capacity of a word-class based language model is lower
than the conventional word-based one. A major reason is that a large number of words

attribute to more than one word-class will unavoidably weaken the performance of a

word-class based system.
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Word Clustering Strategy Number of
Grouped Word
Class

Chang C. H et al. | Clustering words by Simulated Annealing. 50-1,000

(5]

Chang J. S. [7] " Clustering words into unambiguous class, two-way 4,238
ambiguous class and singleton word class, etc.

Chang Y.C et al. | Clustering words with similar statistics of frequency 500

(8] and co-occurrence frequency into a word class

Lee and Tung [42] | Clustering the semantic-similar words with the same 800

prefix character into a word class

Lyu et al. [60] Clustering the words with same part-of-speech 2,000
property and similar word co-occurrence statistical

behavior into a word class.

Wong P. K. et al. | Clustering words with similar syntactic/semantic 470

[106] into a word class

Table 2.2 Some Word-class Clustering Strategy and Corresponding Number of Word-

Class

2.1.2 The Dictionary-based Post-processing Approach

In the dictionary-based post-processing approach, the approximate word matching
and semantic analysis are utilized to correct the erroneous characters identified in the
sentence hypothesis by selecting the first candidate characters i.n the recognition result
to construct a meaningful sentence. This sentence hypothesis is segmented into word
sequences and semantically analyzed to locate the ambiguous character strings, called

sentence fragments. Then the contextual word matching and linguistic analysis are



CHAPTER 2. REVIEW OF POST-PROCESSING FOR HANDWRITTEN CHINESE
CHARACTER RECOGNITION 22

utilized to evaluate the similarities between the word entries in the dictionary and the
word hypothesis generated by substituting the similar or promising characters for one
character in the ambiguous string. The word entry with the largest similarity value is
then selected as the corrected result to substitute the ambiguous string (38, 86]. If the
ambiguities are still there after approximate word matching process, the syntactic
analysis, such as part-of-speech tagging and unification grammars, is conducted to
remove these ambiguities [15, 49]. In this way, the erroneous characters can be
detected and corrected. This approach adopts a top-down strategy that the errors in
smaller language units are corrected by means of the analysis of larger language units
[7].

Wong P. K. and Chan C. [105] employed dictionary-based post-processing approach
as the baseline language model to improve an off-line hand-written Chinese character
recognizer. The algorithm based on maximum word matching and word binding force
is utilized to match the bounded words with the entries in the dictionary. The most
promising word is identiﬁed and used to replace the original recognition result. A 6.8%

recognition rate improvement is reported.

One of the advantages of dictionary-based approach is that existing linguistic
knowledge can be incorporated into the system directly with small parameter space and
low computational cost. Another one is that some of the unrecognized characters can be

recovered by contextual approximate word matching, which is very important to

enhance the performance of post-processing systems.
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However, the correction capability of a dictionary-based post-processing approach
suffers from several problems. The first problem is the difficulty to scale up a complete
linguistic rule set to resolve the error of ambiguities and ill form. Secondly, the out-of-
dictionary problem, that occurs when the matched words in the sentence are not
recorded in the dictionary, is difficult to solve. If an out-of-dictionary problem occurs,
the dictionary-based technique can do nothing. A Solution is to build a complete
Chinese dictionary that records all Chinese words. However, it is infeasible to build
such a dictionary because a large number of proper nouns, domain-dependent words,
and new words cannot be all recorded. Thirdly, dictionary-based post-processing
approach is mainly designed for removing the recognition errors in a multi-character
word. The existence of large number of single-character-words in Chinese will tend to
weaken the dictionary-based approximate matching. Finally, for a given recognition
result with low accuracy, the dictionary-based approach cannot offer a satisfactory

result because too many erroneous characters will undermined the word matching

process since they fail the strict linguistic rules.

2.1.3 The Statistical-based Post-processing Approach

The statistical-based post-processing approach adopts a bottom-up strategy to that
smaller linguistic units are firstly constructed and evaluated, and they are used to form
and evaluate the larger and complex units. Finally the sentence hypothesis with the

maximum linguistic probability is identified as the output result.
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Let characters C,, Cs, ..., C, form a sentence, denoted by S, and for each j=1,...,n,

i,is the image of C,. Suppose for each input image i,, the recognition engine outputs

m candidate characters (C, :k=1,...,m}.
A sentence hypothesis S’ = ¢;», €2+ ..., Cp# IS constructed by selecting one ¢;» from

Cjt, ... Cjm, j=1,....n. There are a total of m" sentence hypotheses. The objective of the

statistical-based post-processing module is to find out a sentence hypothesis, §, that has
the maximum linguistic likelihood among all sentence hypotheses constructed by the

candidate character for the image of sentence /, 1. €.,
P(S11)=arg max P(S'l1). (2.1}
5
There exist many statistical language models which can be used to evaluate the

probabilities of sentence hypotheses and identify the most promising one, §. They can
be classified into five major categories: context-independent model (UNI-Gram model),

N-Gram model, long-distance N-Gram model, word-class-based N-Gram meodel, and

Part-of-speech N-Gram model (N-POS-Gram model).

Context-independent Model: UNI-Gram Model
Supposing that the words in the context are independent, the language can be
described as a context-independent model. Since it 15 a special case (N=1) of the N--

Gram models (The N-gram model will be discussed in the following section), it is

always named UNI-Gram model.
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The statistics measure used in UNI-Gram is the probability of linguistic units. It ts
defined as the ratio of a specified linguistic unit’s occurrence times over the total
number of linguistic units in the trained text. A typical method to construct a context
independent model is to estimate the probability of each word according to its frequency.
There are two UNI-Gram language models actually applied to Chinese language
processing, namely, Character UNI-Gram model and Word UNI-Gram model.

Character UNI-Gram model is seldom used in Chinese language processing alone.
Normally, it is part of in a more complex language modei [61, 94].

Word UNI-Gram model is more powerful in comparison with the Character UNI-
Gram model. Many reported statistical language processing methods are based on word
UNI-Gram model and word frequency is used as the basic statistical measure [55]. Liu
[101] presents a method to evaluate the probabilities of different segmentation forms for
a sentence as a product of word frequencies. The one with the maximum value of word
frequency product is regarded as the most promising one. In Chou’s post-processing
system based on word UNI-Gram model, word frequency is used to identify the most
plausible characters that form a most promising sentence with maximum word
frequency combinations [16].

The advantage of the UNI-Gram model is that it requires small parameter space and
few training data. As for its disadvantage, it is well known that the relationship between
characters or words is ubiquitous in Chinese sentences, and the UNI-Gram model

cannot represent such a relationship for it is a context-free language model. Generally
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speaking, integrating the UNI-Gram model into a contextual language model will

perform better [3].

N-Gram Model

The most widely ;JSéd statistical language model is the N-gram model. It works
under the Markov assumption that the occurrence probability of a language unit depends
only on its previous N-1 language units. In another word, this model uses the previous
N-1 language units as the dependent context of the current one [92, 116]. Character N-
gram model and word N-Gram model are the major ones. In what follows we use a
word N-Gram to demonstrate how a N-Gram model works.

Supposing a sentence or a word sequence S is composed of the words w,w,, -, w, .

The word sequence probability p(s) can be calculated as
k
p(sy= p(w,,--,w, )= p(w)pw, Iw)-- p(w, Iw,,-w,_ =TT p(w, I w,--,w.), (2.2)
i=]

where p(w,) = p(w, /w,) by convention.
The N-Gram model is to simplify the complication by making the approximation

that the i "™ word of S only depends on the preceding N-/ words. Therefore,

'p(s)=Hp(w,. /w,,---,w,._,)sz(w,./w,._",---,w,._,). (2.3)

Since the number of parameters in N-Gram model grows exponentially with a large
value of N, but which limited parameter space and training data, it is infeasible to
directly estimate and store the contextual probability for arbitrary N for a N-Gram

model. Normally only the cases of N=2 and N=3 are practically considered, and the N-
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Gram model with the value of N being 2 or 3 are usually named BI-Gram model and

TRI-Gram model respectively.

BI-Gram medel is a widely adopted language model. By using a BI-Gram model,

Equation 2.3 is simplified to,

p(s)=1£[p(w,./w,,---,w,.?t)=Iip(w,!w,._,). (2.4)

i=]

The basic statistic measure for the BI-Gram model is the co-occurrence frequency of
language units. Two computational measures, namely mutual information and t-test
value are also frequently used.

Character BI-Gram is a widely used statistical Chinese language model in word
segmentation [58, 59, 89, 93], phonemic-to-character conversion [88] and post-
processing [48, 100]. The character-based BI-Gr@ statistical information, which can
be derived automatically from the raw corpus, is treated as the main statistical measure
in these systems.

In some reported post-processing works, the conventional character BI-Gram model
is employed to identify an optimal path with highest character co-occurrence possibility
from the candidate set and their performance is good [46, 47]. In order to reduce the
storage space, some reported systems based on character BI-Gram do not store all
character co-occurrence statistics, but only the statistics of those ‘important’ characters
are recorded. A measure called word-binding force is used to describe the strength of
" the characters combined to form the word, is introduced by Wong and Chan [104, 106].
It is applied to Chinese word segmentation and post-processing. This measure in fact 1s

based on character mutual information, but only those characters that can form a word
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by itself and also can be a part of multi-character word simultaneously are considered.
Furthermore, an inter-word-character-based BI-Gram model is proposed by Li [50] and
Shyu [83]. In this model, only the co-occurrence frequency of the characters that appear
in the first positton and the last position of a word, together with the those characters
can construct a word by itself, are collected from the corpus and their statistical
information are used in the post-processing. Employing this inter-word-character-based
BI-Gram model, 60% parameter space can be reduced and a good correction
performance is achieved.

Generally speaking, a Chinese character BI-Gram model has a parameter space of at
most 6775*6775 combination forms which is acceptable to a PC after filter and
compression. The major advantage of a character BI-Gram model is that the parameters
of this model can be established from raw corpus directly. It is very important to a
practical-oriented statistical language model. Furthermore, character BI-Gram model
also shows its advantage in new word detection by analyzing the most frequently
occurred character strings, which is an important problem in Chinese language
processing [68, 124]. As for its disadvantage, this model can deal with two adjacent
characters only, which is not enough for describing the complex relationship of

characters in the sentences.

Preliminary experimental results indicate that the word BI-Gram is much more
powerful over the character BI-Gram in modeling Chinese language {30, 110]. The
advantage of word BI-Gram is due to the fact that word is regarded as the basic

semantic unit. That means word BI-Gram model can effectively describes the Chinese
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characteristics and support further linguistic analysis. Another advantage is that word
BI-Gram model make use of more contextual information compared with character BI- .
Gram model. As a result, ambiguities occur in the multi-character words can be
effectively removed by word BI-Gram model.

In considering the two previous linguistic units as dependent context for the current
unit, a TRI-Gram model is expected to yield a better result in comparison with the BI-
Gram model. However, its paraineter space will increase significantly.

Xia proposes a post-processing method based on character BI-Gram and character
TRI-Gram model [9]. In her method, the co-occurrence probabilities between two
adjacent characters and among three adjacent ones are collected from the raw Chinese
text directly. Regarding the character BI-Gram and TRI-Gram probabilities as the cost
of a path, a dynamic programming searching strategy is employed to identify the most
plausible sentence from the candidate set. The experimental result is satisfactory.

The number of possible combination of a character TRI-Gram is very huge. Based
on GB-2312, a character TRI-Gram has at most 6775*6775*6775 combination forms,
that is, hundreds of times to a word BI-Gram model. Therefore, the powerful filter and
compression procedure for reducing parameter space is the most important issue when
considering character TRI-Gram model.

The N-Gram model with the parameter N>3 is normally named higher-order N-
Gram model. Theoretically speaking, the N-Gram model will be more refined and a
better linguistic description capacity can be obtained along with increasing parameter N.

However, for practical system, we must consider that the parameter space for the
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language model will grow rapidly when N increases, as well as the increase in errors
caused by insufficient training data. Therefore, higher order N-Gram has not been
applied to the any Chinese post-processing system. Zhang and Huang [123] make a
theoretical analysis and small-scale statistical experiments in order to find the optimal
value of N in N-Gram for Chinese language processing. Three factors, namely,
approximate expression for Chinese grammatical structure, reconstruction capacity of
new words, and the performance for the transcription of Chinese phonemic-to-character
conversion, are utilized to evaluate the performance of N-Gram models with different
values of N. The optimal N vaiues for these three factors are N=6, N=4, and N=4,
respectively. In considering these three factors together, one may conclude that N= 4 is
a better value for word-based N-Gram model in Chinese language processing: This

conclusion and the three factors are very important to our research work.

Long-Distance N-Gram Model

The conventional N-gram model has a weakness that the required parameter space
and training data will greatly increase with an increasing value of N. Therefore, for a
practical system, the selected value of N is normally not larger than 3. But that is not
enough to describe many long-distance restrictions in the Chinese sentences. Thus, the
long-distance N-Gram model is designed to accommodate the long-distance restrictions
with slowly increasing parameter space.

Conventional N-Gram model estimates the probability of current linguistic unit

according to its previous N-/ words, while long-distance N-Gram model describes the
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dependence of current language unit on its pervious N-1 distant units [35, 84]. For

example, applying a word-based distant BI-Gram model with a distance of 3, the

probability of a sentence is given by:

k
P(s) =[] P(w, Iw,_,,distance = 3)- P(w, | w_,,distance = 2)- P(w, | w,_,,distance = 1}.

i=I

(2.5)

One may observe that employing th(; above equation, the required parameter space is
only three times over the one for regular BI-Gram model. It is proven an effective
method to describe the long-distance restrictions with linearly increased parameter
space.

When the considered distance is 1, the long-distance N-Gram is just the
conventtonal N-Gram model. Therefore, the long-distance N-Gram model covers the
N-Gram model.

Zeng [121] presents a practical post-processing system based on character long-
distance N-Gram model. In that system, a distance-2 character BI-Gram model is
employed to estimate the relationship between the candidate character C; and distant
characters C;.;, Ci.z while the conventional Bl-directional BI-Gram model is used to
estimate P(C; I1C;.; ) and P(C; 1Ciyr ). Employing this model, the four adjacent
characters are used to determine the plausible candidate character. The experiméntal
results prove this method to be more effective than the conventional BI-Gram in HCCR
post-processing.

Furthermore, Yang presents a word-based long-distant BI-Gram model, called N-

Window model, to employing in a large vocabulary speech recognition system [115].
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The adopted statistical measure is similar to that of Zeng’s system but the basic
language-processing unit is changed from character to ‘frequently used word’. Yang
reports that the word-based long-distance BI-Gram model shows a significant advantage
in prediction capacity and output recognition accuracy.

Adopting long-distance N-Gram models makes it possible to partly resolve the long-
distance restrictions problem, which is a main barrier to acquire a refined description
capacity by using N-Gram model. Furthermore, the parameter space for long-distant
BI-Gram is obviously less than the one for a TRI-Gram model. Therefore, the long-

distance N-Gram is regarded as an effective language model in Chinese language

processing.

Word-Class-based N-Gram Model

Word-class-based N-Gram model is another way to acquire the description capacity
for long-distance restrictions with reasonable parameter space by clustering similar
words into word-class to reduce the number of basic language units [87]. Some word-

clustering algorithms are presented in Section 2.1.1.

Substituting word-class for the character or word as the basic linguistic unit, the
presented techniques for conventional N-Gram model are easily applied to word-class-

based N-Gram model. Take BI-Gram model as an example. Let c(w) denote the class

that word w is assigned to, then for a word-class-based BI-Gram:

P(s)=fIP(c(w,.)Ic(wi_]))-P(c(w;)Iw‘.). (2.6)
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Lee and Tung [40] present an efficient semantically word-clustering algorithm that
clustering the words into 800 word-classes. Applying this model to HCCR post-
processing, 4% additional recognition accuracy improvement is obtained in comparison
with using a character BI-Gram model.

Moreover, Wong and Chan present a word-classification method based on the
homogeneity of syntactic and semantic information [106]. 470 \.vord-classcs are finally
formed, and the BI-Gram statistics between them are collected from corpus. A 10.2%
average recognition rate improvement is achieved by employing this model in HCCR
post-processing.

In spite of the fact that a word-class-based N-Gram model requires a much smaller
parameter space by reducing the number of basic linguistic units, the linguistic
description capacity of word-class-based N-Gram model is lower than that of

conventional N-Gram model!.

Part-of-Speech N-Gram Model (N-Pos-Gram Model)

Similar to the above word-class-based N-Gram model, the widely used Part-of-
Speech N-gram model, in short N-POS-Gram model is also designed to reduce the
number of basic linguistic unit. In this model, the part-of-speech property of words is
treated as the basic linguistic units, and the occurrence probability of a word depends on
its part-of-speech and the part-of-speech properties of pervious N-7 words. For example,

considering the POS-BI-Gram model, the probability of a sentence hypothesis is

calculated as,
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P(s)= fI P(w)le(w_ ) - P(r(w, ) w,), 2.7

i=l

where #(w,) is the part-of-speech property of word w,, and ¢ is a member of part-of-

speech tagging set T.

Chien [l4]applies‘ a part-of-speech BI-Gram model to HCCR post-processing, The
preliminary experimental results prove that this model can improve the overall output
accuracy of a HCCR system. Similar works on employing N-POS-Gram model in
Japanese OCR correction [65] and Chinese character recognition [18, 43] are reported.

Due to the fact that a large number of Chinese words have more than one part-of-
speech properties, the forecast capacity of this kind of language model is unavoidably
weakened. Furthermore, the conditional probability of a word w; has a part-of-speech ¢,
and P(rl w;) must be obtained from tagged training corpus. Since it is very difficult to
acquire a large-scale tagged corpus, the large-scale parameter training for part-of-speech

N-Gram is very difficult. This fact will further affect the performance of N-POS-Gram

model.

From the above review of statistical-based post-processing techniques, one may
observe that for a statistical language model, if the number of basic linguistic units is
small, its forecast accuracy on current words and the capability for correcting the
recognition errors would be insignificant, and vice versa.

Generally speaking, tfxe statistical-based post-processing methods are proven
effective, and they have demonstrated advantages over a dictionary-based one in several

aspects. Firstly, the linguistic knowledge is expressed in terms of the likelihood of
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linguistic events, and there is no strict sense of well-formed rules. Secondly, in the
statistical-based approach, non-deterministic language behavior can be objectively
qualified by objective probabilistic metrics. Therefore, the statistical-based technique
can be used to evaluate the probability of several semantic-correct sentence hypotheses
and identify the m(.)st' linguistic likely one. Thirdly, automatic or semi-automatic
training of the' parameters for statistical-based system is possible via using well-
developed optimization techniques. Fourthly, employing the statistical-based post-
processing approach, a global optimal result can be obtained that is better than the local
optimization result obtained by employing dictionary-based approach. Finally, this
approach depends less on particular application domain since the linguistic estimation
process is universal for most language application domain. Therefore, this approach is
widely adopted in post-processing systems.

The major problem of the statistical-based post-processing approach is the
unrecognized character. A basic assumption made by statistical-based post-processing
methods is that all input characters must appear in the candidate set in order to ensure a
correct sentence to be identified from the candidate set. If it were not the case, the
unrecognized character problem will occur, and such errors cannot be corrected by this
method alone. Obviously the correction rate of a statistical-based post-processing
approach has a theoretical upper limit depending on the recognition accuracy for the
first m candidate produced by the recognizer. For example an offline HCCR system
with 80% accuracy for the first candidate and 90% accuracy for the first ten candidates

[80], 50% of the total errors attribute to unrecognized characters can not be corrected by
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employing statistical-based post-processing approach alone. Therefore, incorporating
the statistical-based post-processing approach with other approaches that can recover

some of the unrecognized characters, a higher correction rate can be expected.

2.1.4 The Post-processing Approach based on Hybrid Language Model

For the post-processing methods in which a statistical word-based statistical
language model is employed to identify the most promising recognition result, a word
hypotheses binding process, which used to combine the candidate characters into words
to construct a word-lattice, is required. Since the dictionary-based approximate word
matchihg has the capacity of recovering some unrecognized characters by appending
linguistic-prone character into the candidate set, the method of approximate word
matching can be used in conjunction with a statistical-based post-processing system to
improve its recognition performance [86].

Sheng and Fan present a post-processing system based on approximate word
matching and Markov character BI-Gram model [79]. The recognized candidate
characters are processed in two passes. In the first pass, word-level hypotheses are
generated using hybrid contextual word matching.  Non-dictionary words are
recognized using an approximate string-matching algorithm. In the second pass, word-
level hypotheses are verified and identified. The Markov character BI-Gram is applied
to the established word-lattice and a best result. is found. Employing dictionary-based

approximate word matching, recognition accuracy is enhanced from 81.25% to 90%.
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Combined with the Markov character BI-Gram model, a further 1.5% improvement is
achieved.

The reported works on the post-processing techniques indicate that the dictionary-
based approach has an advantage in removing erroneous character by employing
approximate word mafching to correct the error in a recorded multi-character word. On
the other hand, the statistical-based approach can select the appropriate single-character
word by searching a globai optimal result and detect new words that are not recorded in
the dictionary base on finding the most likely character string. Combining the
dictionary-based top-down error detection and removal, and statistical-based bottom-up
optimal result identification, a higher improvement performance can be achieved by

utilizing a hybrid language model.

2.2 The Post-processing Approach based on Characteristics of

Confusing Characters

Generally speaking, the presented post-processing approach based on computational
linguistics information performs well in removing erroneous character. However, the
unrecognized character problem puzzles this post-processing approach because the
exact evaluation based on linguistics information cannot be correctly constructed for a
character string with unrecognized character. The performance of post-processing
approach based on computational linguistic information can be further enhanced by

taking the characteristics of confusing character into consideration for reducing
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unrecognized characters. By analyzing the input/output statistical data of the
recognition results, the characteristics of the confusing character can be obtained. These
characteristics can be utilized in recovering unrecognized character and in selecting the
most plausible candidate based on posteriori statistical method.

Utilizing characteristics of confusing characters in post-processing, an effective way
is to append appropriate similar-shaped characters to the given candidate sequence to
recover some of unrecognized characters. In many reported works based on this method,
the similar character set is established based on the analysis of training recognition
result, and it will be used to append promising characters when a real candidate
sequence is given. In Chang’s work [4], the characters similar to a certain character
category in shape are manually collected to construct a similar character set. When an
ambiguous candidate character is detected, the similar-shaped characters in the similar
character set for this candidate character are appended into the candidate sequence.
Then the method based on language model is used to select an appropriate candidate.
More practical, Most Error Prone Character set (MEPC set) is automatically established
based on statistical analysis of training recognition result, and this set can be employed
to recover the erroneous characters [95]. An example of such a post-processing system
based on MEPC set is presented by Lee and Lin [41]. In the training phase, all confused
characters of a character category came from the first five candidates are coliected.
Each candidate is assigned a weight in reversed-rank. If the reversed-rank sum of an
output candidate is greater than a threshold, the input character is stored in the

confusion set for the output candidate as an error-prone character. In the post-
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processing phase, once an output candidate falls into the confusion set, its

9

corresponding error-prone characters recorded in the MEPC set will be appended to the
candidate sequence for further operation.

Another way to utilize the characteristics of confusing characters in post-processing
1 to directly identify the most-promising input character for a given candidate sequence
based on error pattern and posteriori statistical characteristics of characters. Kaki
presents a post-processing method based on Error-Pattern-Correction for Japanese
character recognition [36]. The frequently occurred error character strings contain the
erroneous characters, and their corresponding correct strings are extracted from the
training recognition result and recorded in a database. These two strings form an error-
pattern. Once a recorded error-string is detected in the recognition result, the post-
processing system will make a correction by substituting a correct-part for an error-part.
Error-Pattern-Correction is a simp]e but effective method because it detects and corrects
error only by pattern matching. Furthermore, Chiang and Yu propose a method to
distinguish similar Chinese characters by means of the utilization of confusing character
pair database [13]. In this database, the frequently erroneous character category pairs
are recorded. To distinguish these two characters, the appropriate critical features are
selected. In the post-processing stage, once the first and the second candidates are
matched with a recorded erroneous character pair in this database, with the HLVQ
algorithm, the post-processing engine will recalculate the confidence scores between the
input sample and the templates of the two candidate categories based on the sorted

critical features. In this way, some mis-recognized characters appear in the first and
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second candidates can be corrected. Moreover, to utilize the posteriori characler
statistical characteristics into post-processing, the input/output statistical characteristics
of the recognizer for the training samples are analyzed and recorded. Regarding the
output candidate characters and their associated confidence scores as observed features
for the input character, when a candidate sequence is given in the post-processing phase,
the methods based on posteriori statistical model can be employed to identify the most
promising input character. The Noisy-Channel model, developed by Shannon, is widely
employed as a posteriori statistical model [10, 37]. If a HCCR procedure is viewed as a
transfer process in which input character images are transferred to recognized characters
through a recognition engine, some errors may occur due to the existence of Noise. The
Noisy-Channel model, a pure posteriori statistical model, is a simple but effective
technique in describing and recovering the errors that may occur during such a transfer
process. The experimental result of Chang’s work [3], which is a typical post-
processing system based on confusion matrix and Noisy-channel model, shows that
30% unrecognized characters can be recovered. Machine learning techniques are also
employed to identify the input character from the observed candidates. In Sun’s work
[95], the training recognition results are analyzed to identify and classify the types and
distributions of recognition errors. The plausible candidate insertion based on most
likely unrecognizable characters set is designed for correcting unrecognized errors, and
machine learning technique based on probability conversion map is used to retrieve the
most promising input character for a given candidate sequence in order to correct the

mis-recognized characters. When this method is applied to English OCR post-
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processing, about 46% of total errors are corrected when the original character
recognition accuracy is 91%.

Besides these two contributions, the approach based on the characteristics of
confusing character can be used together with post-processing methods based on
computational linguistic information to avoid unduly dependence on the language
ﬁodel, and to save recognition cost by reducing the searching space.

Analyzing the input/out statistical information of a recognizer, and applying such
information to the candidate character identification and interpolation, the post-
processing approach based on characteristics of confusing characters has different
advantages than the one based on computational linguistic information, namely, context
independence stability with respect to a certain recognizer, and better capacity to
recover unrecognized characters. However, since this approach never uses contextual

linguistics information, its performance for correcting mis-recognized characters is not

good.

2.3 The Hybrid Post-processing Approach

Integrating the post-processing approach based on computational linguistics
information and the one based on characteristics of confusing characters together, the
resulting hybrid post-processing approach is expected to achieve a higher performance

improvement by making full use of both the contextual linguistic information and the
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characteristics of the recognizer [112]. Two integration strategies for hybrid post-
processing approach are reported here.

One popular integration strategy is serial integration. The post-processing technique
based on the confusing character characteristics is first conducted to reconstruct the
candidate set by appending similar-shaped characters into the candidate set and adjust
the confidence scores of the candidates. Then the post-processing technique based on
computational linguistic information is applied to the reconstructed candidate set to
identify the most linguistic-promising sentence from the candidate set [66]). A hybrid
post-processing system for Japanese OCR correction is presented by Nagata [65]. In his
system, the méthod based on Noisy-Channel model is first used to recover unrecognized
characters and adjust the confidence scores of the candidates. An approximate word
matching algorithm is then employed to retrieve the approximately matched words and
the exactly matched words. Based on the part-of-speech TRI-Gram language model, the
most plausible word sequence is then selected as the correction candidates from all
combinations of exactly matched and approximately matched words. This hybrid post-
processing system achieves a 6% recognition rate improvement when the original
character recognition accuracy is 90%.

Another integration sirategy is parallel integration that combines the computational
linguistic information and the characteristics of confusing characters into a
discriminator to evaluate the candidate sequence and select the most promising one as
the output result. Miao [61] presents a simple hybrid post-processing system that

integrates recognition similarity, character frequency, and character TRI-Gram model



CHAPTER 2. REVIEW OF POST-PROCESSING FOR HANDWRITTEN CHINESE
CHARACTER RECOGNITION 43

together into a N-United-word model for post-processing. The confidence scores of
candidate characters, the candidate character frequency W, and f;, the frequency of a
character appear in the i, position of a N-United-Word are integrated to evaluate the
possibility of a N-United-word. The word hypothesis with the maximum possibility is
selected as the result. This hybrid approach achieves an encouraging performance
improveme-nt. Hidden Markov Model (HMM), a popular tool for modeling stochastic
sequences with an underlying finite-state structure {72, 73], is another commonly
employed parallel integration method [53]. An example work of using HMM for
Chinese document recognition is proposed by. Li and Ding [50]. In this work, based on
the analysis of recognition results for the individual characters, thé posterior
probabilities of candidates are calculated as a product of the confidence scores of t_he
candidates and characteristics of confusing characters. Hidden Markov Model that
combines language model, posterior probabilities of candidates, and Viterbi searching
algorithm, are applied to identify an optimal sentence hypothesis. On the average, 6%
improvement for the first candidate accuracy is achieved when this method is applied to

Chinese recognition systerns with an original recognition rate of 90%.

2.4 Summary

In summary, the post-processing approach based on computational linguistic
information is suitable for all character recognition systems. The contextual linguistic

information can be employed to effectively identify a most promising sentence from the
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candidate character set. However its performance sometimes suffers from the problem
of unrecognized characters that the evaluation based on language model cannot be well
constructed for character stings that contain unrecognized characters. On the other hand,
the performance of the post-processing approach based on character characteristics of
recognizer highly depends on the character recognition algorithm and the quality of the
input handwritten sample.l It is a labor-intensive task to prepare a confusion character
set for each character recognition system. When the confusion character set for each
recognizer is ready, the algorithms based on confusion character set are ritually the
same for all character recognition systems. This approach has an obvious advantage of .
unrecognized character recovering over the approach based on linguistic information,
but its overall correction performance is not high since no contextual information is
employed.  Benefits from making use of contextual linguistic information and
characteristics of confusing characters in candidate character recovering and selection,
integrating these two post-processing approaches together into a hybrid post-processing
approach will lead to a higher correction performance, and therefore this approach will

be adopted in the research works of this thesis.



Chapter 3

Fundamental Work for Language Modeling

and HCCR Post-processing

In order to establish an effective language model in support of the post-processing
approach based on computational linguistic information, the fundamental works for
language modeling including corpus constructing and dictionary establishing are
reviewed in section 3.1. Since the corpus-based statistical information is proven to be
effective in strengthen the language model, a huge text corpus is constructed, and some
of the text data in the corpus are processed for further langnage analysis. Next, the
dictionary for recording word entries and relative linguistic statistics is established. In
the second haif of this chapter, a short introduction for two HCCR systems, one for
online and another for offline, that will be used to evaluate the performance of our post-

processing system, is given. Then the data interface between the recognizer and the

45
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post-processing system is discussed. Finally, the construction of the testing samples is

presented.

3.1 Fundamental Work for Language Modeling

3.1.1 A Huge Text Corpus

Ow

ing to the increasing availability of machine-readable materials along with the

rapid development of electronic and Internet publication, a huge corpus can be

established and the corpus-based language analysis plays a more important role in

natural

language processing [33, 91].

A huge text corpus is constructed for extracting statistical linguistic information and

supporting the construction of the dictionary. To assure the accuracy of the statistical

linguistic information and reasonable distribution of linguistic phenomena, the selection

of the t

1.

2.

3.

4.

ext materials must satisfy the following requirements:

The typing mistakes in the materials must be small in number,

The sentences must be grammatically correct,

The text must cover a large variety of domains and writing styles, and

The synchronization of the materials should be considered.

Therefore, the official publication materials and newspapers are selected to build a

huge te

xt corpus. It 1s mainly derived from the following sources:
. People Daily China 1994-1999
. A collection of 100 selected Chinese publication in 1994

. China Computer World and China InfoWorld 1990-1998
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. Beijing Daily and Beijing Evening Paper 1996-1998

. Chinese Youth Daily 1998

. Great Chinese Cyclopedia

. Home Library series CD including large volume of novels, philosophy works,
history books and novels

. Electronic Novels

. Electronic Research Resource

Up to now, the memory size of the text corpus is more than 2.5 GB, with
approximately 1, 140 million Chinese characters. Due to the fact that these plain text
materials are neither segmented into word sequences nor tagged part-of-speech property,
it is regarded as a raw corpus. The character frequency and character co-occurrence
frequency are directly extracted from the raw corpus for further application.

A simple corpus management program is implemented to make a rough
classification of the materials according to their topic. About S00MB text materials are
classified into 8 major domains, namely literature, history, politics, technology,
economy, military, entertainment, and spoken language. The distributions of the
materials in different topics are shown in Figure 3.1.

Chinese sentences, unlike those of English, are written in a continuous string of
characters without obvious separators indicating the word boundaries. Prior to further
linguistic analysis, a Chinese sentence should be segmented into a sequence of words.
During word segmentation, one could frequently encounter ambiguous strings which

may lead to different segmentation forms and different sentence meaning. Therefore,
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the corpus-based statistical linguistics information will be collected to support an
effective word segmentation algorithm. About 40MB samples are pro rata selected
from the classified text corpus that covers all the domains and manually segmented.
The resulting word sequences are then used to construct a manually segmented text
corpus from which the exact word-based statistics are extracted. Those sentences that
have segmentation ambiguities are collected and the corresponding correct
segmentation forms are recorded. These data are then used to build a 3.1MB ambiguity

sub-library for the training of Chinese ambiguity string segmentation algorithm.

B Literature
EHistory
MPolitics

B Technology

B Economy
OMilitary
BMEntertainment

B Spoken Language
O0thers

14. 2%

16. 5%
Figure 3.1 The Distribution of Classified Materials in Corpus

Trained by the corpus, the statistical-based automatic word segmentation algorithm
based on Chinese word BI-Gram model and word UNI-Gram model (The details of the
word segmentation algorithm will be presented in Chapter 4), are employed to segment
the raw corpus. The materials in the raw corpus are automatically segmented into word
sequences and the detected ambiguous strings are identified by trained segmentation
ambiguity analysis program. The automatically segmented data will form an
automatically-segmented corpus. This corpus is used to strengthen statistical language

analysis and to refine the word-based statistics information.
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3.1.2 Dictionary

Dictionary plays an important role in language processing. At first, we establish a
basic lexicon to record the words in modern Chinese. Making use of the advantage of
the dictionary-based word matching method in removing erroneous characters in multi-
character-words while bearing in mind that this method suffers the out-of-dictionary
problem, a large lexicon containing most words used in modern Chinese is established.
The entries of this lexicon are mainly from the following sources:

. National standard of modern Chinese lexicon for information processing

(GB13715) 39, 016 entries
. The modern Chinese dictionary 76, 292 entries
. The dictionary of new words and new phrases 7, 837 entries
. Microsoft Pwin98 Chinese input method lexicon 40, 586 entries
. Richwin97 Chinese input method lexicon 51, 292 entries

. Unregistered words collected from manually segmented corpus 8, 427 eﬁtries
. Unregistered words extracted from automatically-segment corpus 2, 022 entries
The method to extract unregistered words from automatically segmented corpus will

be presented in Chapter 4.
Word entries from these sources are combined and checked, and finally a total of
104, 251 word entries, ranging from one character to eight characters per word with an

average word length of 2.77 characters, are listed in our lexicon which is shown in

Figure 3.2.
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Figure 3.2 Word Length Information of the Lexicon

The occurrence frequencies of words are widely distributed. Based on the statistical
experiments for SOOMB automatically segmented materials, sorted by word frequency,
the trend between the occurred word numbers and the coverage percentage for the

number of occurred words is shown in Figure 3.3.
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Figure 3.3 Number of Occurred Words Vs. the Coverage Percentage of Total
Number of Words
In order to increase the speed of the dictionary lookup, a multi-level indexing table

is established. Firstly, all word entries are sorted according to their GB codes and word
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length. Each word entry in this lexicon is assigned an unique ordinal word-ID. An
index table is established to record the starting and ending word-IDs corresponding to
each index character and the total occurrence times of index character. Each word-ID is
associated with its corresponding word occurrence times. To support reversed word
matching that match the character string with the word entries in an inverted direction, a
reversed lexicon is generated from the basic lexicon. Then an index table for reversed
words is established. Each record in reversed index table consists of three components,.
namely the index character, the number of the words associated with the index character,
and the word-IDs of these associated words. Then the statistical information of these
words are recorded in the dictionary can be retrieved. The structure of the dictionary
with a two-level and two-direction indexing table is shown in Figure 3.4.

This word-ID indexing scheme offers two advantages. One is that words with
variable length can now be represented by word-ID with the same fixed length which
will help speed up the dictionary look-up process. The other one is that it will save
storage memory space and make the implementation of our proposed word BI-Gram

model more efficient.
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3.2 Handwritten Chinese Character Recognizers and Testing Samples

3.2.1 An Online Handwritten Chinese Character Recognizer

An online Chinese character recognizer developed by Jiafeng Liu and Wenhao Shu
[54] is used to test our hybrid post-processing system. The input data of this recognizer
that collects from the tablet connecting to the computer is expressed in terms of pen-
down, pen movement, and pen-up actions. Some collected samples are given in
Appendix 1.

Based on statistical analysis on the distance distributions of interclass and intra-class
Chinese character categories, this system uses stroke number, stroke order and endpoint
position relationship of strokes as the prime features for recognition, and the stroke
vector as an associate feature. For each input handwritten sample / corresponding to
.character C, a series of operations is performed, i.e., pre-processing, feature extraction,
classification and maiching. The noise data is firstly removed and the input pen-
coordinate data is made smooth. Then the pen-coordinate sequences together with pen-
up and pen-down action are analyzed to extract stroke sequences. In order to lessen the
intra-class dispersion, line density equalization, which is a non-linear shape
normalization algorithm, is utilized to equalize the stroke position. This is followed by
a multi-stage classification and matching operation, in which a multi-branch coarse
classification is performed to help reducing the matching space. A refined classification
is achieved by relaxing the extracted feature sequences in matching against standard

templates.
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Finally the candidate characters C;, C,, ..., C,, make up a candidate sequence with
the size of up to 10 candidates. Each candidate character is associated with a

confidence value g indicating the likelihood for the candidate character to be

considered as the original one by the recognizer based on previously acquired
knowledge. The coghdence score 1s calculated as a function of the Euclidean distance
and covariance matrix between the collected character sample / and the standard
template of the candidate character. Its detail definition is given in [54]. u ranges
from O to 1, and a larger value of ¢ means more similarity.

For the tested handwritten samples of about 1.3 millions, this recognition engine
achieves an average of 90% recognition rate for the first candidate character and 95%

for the top-10 candidates.

3.2.2 An Offline Handwritten Chinese Character Recognizer

One may observe that usually recognition rate of an offline handwritten Chinese
character recognizer is lower than the one for online case because the number of strokes
and stroke orders of the input sample are known in the case of online recognition, but
not so for the offline recognition. Therefore, post-processing technique is more
important as far as the improvement of the recognition rate of offline HCCR systems is
concerned. But it is also more difficult to design because a large number of erroncous
characters may undermine the language model for post-processing and more confusing

characters are to be identified.
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In this study, an offline handwritten Chinese character recognition engine [80, 81] is
employed. This writer-independent recognition engine that supports a vocabulary of
3755 GB2312-80 Chinese character categories, uses both the image of a character and
its structural information to classify the characters. The scanned character images are
firstly normalized to a standard size, and then a noise removal algorithm based on seed
ﬁlling is employed to remove isolated noise pixels. After thinning the image of strokes,
the preliminary classification is carried out on the basis of rapid transformed stroke
density features. Then the observed samples will be classified by rules which are
acquired by leamning from examples. An advanced extension matrix algorithm is
employed here to solve the muiti-class problem with overlapping area, in which a
heuristic search based on the average entropy is used to get approximate solutions of
minimal complexity, and a potential function is used to estimate the probability density
function of the area of overlap between positive and negative examples. In this way,
nonlinear separating hyperplanes between classes may be obtained.

Similar to the online HCCR system, the output of this engine is the candidate
character sequence together with their confidence scores u, ranging from 0 to 1, to
describe the similarity between the standard template of the candidate character and the
scanned character image. The higher confidence score means more similar, and he
details of the calculation for the value of y is given in [80].

In the previous experiment, this offline HCCR engine reports an 81% average

accuracy rate for the first candidate and 90% for the top-10 candidates respectively.
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3.2.3 The Interface between Recognizer and Post-processing System

An appropriate interface between the recognizer and the post-processing system is
necessary to ensure that enough available information from the recognizer can support
the post-processing system. Suggested by Murveit and Ward [64, 103], we can roughly
classify the interface between the recognizer and the post-processing system into the

following categories:

Top-Best Hypothesis

The top-best hypothesis provides the post-processing system with the first characters
selected from each of the candidate sets first candidate character. Some dictionary-
based post-processing methods, similar to the one adopted in automatic Chinese
correction system, are applied to analyze the top-best hypothesis to identify the
erroneous characters and remove the errors by approximate word matching. This kind
of interface has the advantage of less data exchange and low computational cost, and
more l;seful information generated by a recognizer can be transferred to the post-
processing system such as more good candidates. Furthermore, if the accuracy of the

original first candidates is low, the performance of the post-processing system will drop

significantly.

N-best Hypotheses

The recognition engine outputs the first N most likely sentences hypotheses

constructed by the candidate sets, and the post-processing system further processes them
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and chooses the most promising one [65, 76]. The value of N is determined according
to the tradeoff between the allowed interaction and the additional work involved. The
advantage of this approach is that it reduces the difficulties of the post-processing
system to identify the most plausible hypothesis.  The disadvantage is that N may
increase exponentially with the length of the input sentence in order to keep the correct

hypothesis in the N-best hypotheses.

Candidate Character Matrix

In this approach, the output of the recognition engine is a confusing candidate
character matrix, in which the candidate characters are sorted according to the similarity
between the input sample and the standard template. This interface is adopted in most
existing post-processing systems [98]. The advantage of this approach is the high
degree of interaction between the two components. Furthermore, benefit to one can
make use of the various staﬁstical features of language models and the characteristics of

recognition engine to search for the optimal result from the candidate set.

Parallel Integration

In this approach, the constraints of the post-processing procedure are integrated
directly in the recognizer to reduce the search space [114]. This is perhaps the most
direct and attractive approach, but its implementation is difficult. The advantage of this
kind of interface is that it allows considerable interaction between the recognition

engine and the language model. Such an interaction is expected to save computational
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cost and make the recognition system “smart”. The main disadvantage of this approach
is that, when complicated natural language models are integrated into the recognition

engine, the computational cost increases significantly.

In order to support a higher performance improvement for the recognizer and

minimize additional work involved in the integration, the candidate character matrix

interface is used in our research.

3.2.4 Testing Samples

There are 200 sets of online handwriting samples written by 200 persons. Each set
of samples consists of 6763 samples for the corresponding character categories in the
GB2312-80 character set.  These samples are collected from writing-pads with a
sampling resolution of 150 DPIL. Each character sample records the pen-actions data
and its writer. To construct the testing samples for evaluating the post-processing
system, the text materials containing meaningful sentences with about 100,000
characters are randomly selected in which 80% of all text materials are from the
manually segmented corpus and the rest are from automatically segmented corpus.
Then character samples are random selected from the character sample library to
construct the online handwritten testing samples for the meaningful sentences.

Similar to the construction of the online HCCR testing, about 100,000 offline
handwritten samples corresponding to the characters that form meaningful sentence are

randomly selected from 200 sets of handwritten samples in which each set of
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handwritten sample consists of 3755 character samples with respect to the 3755
character categories in first-level sub-set of GB2312-80 character-set. Since the offline
recognition engine chosen can only support a vocabulary of 3755 character categories,
only those sentences composed of the characters in first-level sub-set of GB2312-80

character-set are selected during the text material selection process.



Chapter 4

HCCR Post-processing Techniques based on

Contextual Language Model

This chapter presents the works on the post-processing techniques based on contextual
language model, and their performance are evaluated and then compared. The
dictionary-based post-processing approach, which adopts a top-down strategy, is
proposed in Section 4.1. To segment the Chinese sentences that consist of continuous
characters into word sequence, an automatic word segmentation algorithm based on BI-
directional Maximum Matching method and Chinese word BI-Gram model is firstly
presented. It is an exact matching algorithm. Section 4.1.2 presents a simple
unregistered word identification algorithm to strengthen the word segmentation
algorithm by reducing the out-of-dictionary problem. In dictionary-based post-
processing system, the word segmentation algorithm is employed to segment the

sentence hypothesis generated by the recognizer into word sequence and during this

60
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process, and then the sentence fragments can be located. The dictionmy-based
approximate word matching is then applied to these sentence fragments to remove the
erroneous characters by substituting the linguistic-prone characters for the erroneous
ones in the fragments. This approach is evaluated through experimental results which
demonstrate the effectiveness of this method in removing the erroneous characters in
multi-character words. Section 4.2 presents our post-processing techniques based on
the popular statistical approach.  Linguistic statistical information is employed to
evaluate the probabilities of the sentence hypotheses constructed by selecting characters
from the candidate sets, and the one has the maximum probability is outputted as the
result. Our post-processing system implements the BI-Gram model since word is the
minimum, complete semantic unit that can form a sentence. In order to further enhance
the linguistic description capacity for the long-distance restrictions in Chinese sentences,
the word BI-Gram model is extended to a distant word BI-Gram with maximum context
distance of 3 words. The experimental results of employing these two statistical

language models in erroneous character removal will be analyzed.

4.1 Dictionary-based Top-Down Post-processing Approach

In this approach exact word segmentation program is used to segment the sentence
hypothesis produced by the recognizer. Then the sentence fragments which consist of
either a minimum of any three characters or two characters in which one of them cannot
form a word by itself, are identified. Tt is followed by applying a dictionary-based

approximate to match these sentence fragments, and the erroneous characters are
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removed. In Section 4.1.1, the word segmentation algorithm based on Bl-directional
Maximum Word Matching method and word BI-Gram model is presented. To reduce
the out-of-dictionary problem that undermines the word segmentation algorithm,
Section 4.1.2 presents an unregistered word identification algorithm. The dictionary-

based post-processihg'technique is proposed in Section 4.1.3 and its performance is

evaluated.

4.1.1 Word Segmentation Algorithm based on Bl-directional Maximum Matching

and Word BI-Gram Model

One may observe that Chinese sentences are written in a continuous string of
characters without obvious separators indicating the word boundaries. Therefore the
sentence should be segmented into word sequences prior to further linguistic analysis.
During the segmentation process, some ambiguities may be encountered. For example,
the sentence “VRAM ALY E IRFH EZMINELE X could be segmented into

several different word sequences such as “BA W50 44 Big H & EE KIS &

Tor RN WHFA WE i H A E B BLSE B All of the segmented words
in both cases could be found in the dictionary but their meanings are quite different.
Since this kind of ambiguity widely exists in Chinese sentences, word segmentation
method plays an important role in Chinese language processing.

Usually the ambiguous strings are classified into two major types: overlapping

ambiguity and combinatorial ambiguity, depending on the structure of the ambiguous
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string. Considering a string ‘ABC’. (Where A, B and C is a character or a word in the
lexicon W), if both ABe W and BCe W, the string ‘ABC’ is called an overlapping
ambiguous string. On the other hand, a combinatorial ambiguity occurs when a string
‘AB’ has Ae W, Be W and ABe W. It is reported that 86% of the ambiguities falls into
the category of overlapping ambiguity, and therefore our word segmentation algorithm
ﬁainly addresses this case.

There are two major approaches proposed in Chinese word segmentation: rule-based
approach [117, 118] and statistical approach [6, 104]. In most word segmentation
methods, a dictionary is utilized to match the sentences in order to generate .the
combination hypotheses. Then, the grammatical rules and the structural relationships
among the words are used to remove the ambiguities in a rule-based approach. For the
statistical approach, statistical information is used to construct discriminate functions
for removing the ambiguities. Some hybrid approaches have been proposed in which
statistical information is used to identify unknown words after the dictionary-based
matching is executed to reduce the segmentation ambiguities {68].

In our system, a statistics-based word segmentation algorithm is designed. Since the
Chinese is semantically composed of continuous words, word is regarded as the basic
linguistic unit and the word BI-Gram statistical information is employed to resolve the
ambiguities.  This algorithm consists of two components, namely ambiguity
identification and ambiguity removal.

A dictionary-based Bl-directional word matching method is utilized to pre-segment

a given sentence in order to identify segmentation candidates and to locate overiapping
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ambiguous strings [52]. Firstly, a forward maximum matching method is used to pre-
segment the sentence and the position of segmentation is recorded. Secondly, the
sentence is matched again using backward maximum method. If no difference between
these two results can be found, then no ambiguity is detected. Otherwise, the number of
words segmented by the two matching methods is compared. The matching method
which resulting in fewer words is selected.

The statistical method will be used to remove any remaining ambiguity. At that
time potential ambiguities are recorded and the identical parts of segmentation results
will be treated as the ‘correct-segmented’ words. Considering the following sequence

XAjAry.. At Ai . Ay A Y,
where X and Y are the “correct” words and the Chinese characters A; ... A,
represent the ambiguous string. Suppose the two sequences of possible split spots after
pre-segmentation are represented as pa,, pa...., pay and pby, pb;..., pb,. The ambiguous
string is segmented into two sequences of words:
WW, - W WW, W, WW,_ and WW, - W, WW_ ... W, WW_,.

XW} ‘Nz vvﬂ VVJ wj+l"'“';-l W;: “/k+l Y
Pa pa; -~ Pa;, P Pay, o Py P

X W, W, o W, W, Wy, W W, W Y

!

pb pb, --- pb,, pb, pb,, --- pb., pbx

Let W, W W; ...W..; be tﬁe sequence of words found in the dictionary. The

statistical information is utilized to evaluate the linguistic probability between the split
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spots. The mutual information of the two words and the ¢-test value of three adjacent
words, which are the product of word co-occurrence frequencies, are utilized here.

The word co-occurrence frequency information is collected in advance from training
text corpus. The word pairs and their frequencies appear in the training text are
collected and then filtered to remove the insignificant and low frequency word pairs.
For the remaining word pairs, an effective data compression method is employed to
reduce the storage size. In thi_s way, a word BI-Gram statistical information database is
obtained, in which the frequently encountered word pairs and their occurrence
frequencies are recorded. The details for the construction of this database will be
presented in Section 4.2.1.

Based on the obtained word frequency and word pair frequency, the mutual
information of two words, which is used to measure how strong two events are related,
is calculated as follow [20],

P(a,b)
) —P(a)P(b) X 4.1

I(a:b}=log
Here a and b are two independent events with probabilities P(a) and Pfb), and P(a , b)
denotes the joint probability of a and b.
One may observe that:
{{a: b )>>0means a and b are highly related.
I{(a:b )= 0means aand b are nearly independent.
I(a:b)<<0 means aand b are very few related.

The mutual information between a and b is a useful measure to express how often

the two events co-occur. If r{a) and r(b) denote the occurring times of the word ‘a’ and
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‘b’ in a corpus containing N words and r(a, b) is the co-occurring time of the word pair
‘ab’, then the following equation can be easily derived:

rta)

N - plb) =

pla)= D), paty="22

Pa,b) flab) (4.2)
Ha:b)=I .
(a:b)=log o pipy =~ OB gz(f( )f(b))
Suppose a, b and ¢ are three continuous events. The t-test value of b relative to a

and c is defined as follows:

plclb)-plblay (4.3)
Vo (plcIb)+a*(pbla))

1. (B)=

Here, p(bla} is the conditional probability of the event b relative to a, likewise p(clb) is
the conditional probability of the event ¢ relative to b. 'a'z(p(bla)) denotes the variance of
p(bla). Assuming that a word pair ‘ab’ occurring in a N-word corpus falls into a
binomial distribution with parameters N and p(a/b), an approximation could be obtained
.according to the same method used in calculating the mutual information. The

parameters in Equation 4.3 could be estimated as follow:

Pab)_rab) pb.c) rbie)
bl ) H |b = ——— .
" na  ra P00 T
o piblay = g AP, _ ar(all)
pla) ria) (@.4)
=N* r(a‘b) *(| - r(a,b)) — r(f,b)
N N ria)

The t-rest information could be treated as the measure describing the binding force
of three continuous words. For instance, 1, {b)>0 means the word ‘b’ shows a related

trend with ‘c’. On the contrary, t,.(b)<0 implies that the word pair ‘ab’ has a stronger
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association than ‘bc’. Making use of two word pairs Bl-gram information, r-test is an
effective measure to describe the relationship between words.
Based on the mutual information for two adjacent words and the z-zest value for

three adjacent words, the probability between the split spots mentioned above can be

calcuiated by:
(pa; ) )=IW_,:W), I(pa;)=1W,:W,)) (4.5)

At(pa ;)= W (W;)- . (W;.) (4.6)

For an identified ambiguous string, the statistical information for different split
spots suggested by the pre-segmentation program is compared. Once a segmentation
form is found to have a larger mutual information value over a threshold, it is
considered as being correct. Otherwise, the t-test value is used to further evaluate the
statistical information for the different split spots, and the segmentation form yielding a
larger t-test value difference is considered as the correct one.

The automatic segmentation result by employing our algorithm are compared with
the one by employing the popular character BI-Gram model and word UNI-Gram. It is
found that a better segmentation accuracy of about 98.7% can be obtained by employing
a word BI-Gram model, while 95.6% and 96.4% average segmentation accuracy are
obtained by employing character BI-Gram model and word UNI-Gram model
respectively.  The word segmentation algorithm is not only used to support
automatically segmented corpus, which is discussed in Chapter 3, and it is also used in

the dictionary-based post-processing system.
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4.1.2 Un-registered Words Identification

The analysis for the proposed experimental word segmentation results indicates that
the segmentation errors are attributed to two major reasons. One is the out-of-
dictionary problem that undermines the ambiguity identification task, and another one is
the combination errors which can not be recovered by this method. In view of the fact
that there are many unregistered words and new words continue to form, an effective
unregistered word identification algorithm is needed. We shall present a simple
algorithm based on character co-occurrence frequency and mutual information of the
character pairs here.

The continuous character strings that cannot form multi-character words in the
segmented result are collected and analyzed. The mutual information between two
characters is firstly evaluated. Supposing A and B are two adjacent characters, from
Equation 4.1, the mutual information for character A and B are calculated. If its value
1s much larger than 0, this means these two characters have a strong association to form
a word. However, some spurious association may be found based on the mutual
information of the character pairs. This is because that when the number of occurrences
of A or B is small, the mutual information for A and B will be large in spite of the
number of occurrences of AB is very small. Therefore, a practical threshold for the
number of least occurrence of characters A and B with the value of 10 is selected to

filter some un-frequently occurred character pairs. In this way, the two-character-word

can be retrieved.
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Then this method is extended for finding longer words. Define P(AXnB) as the
probability that A occurs before B with an infix X, of at most N characters between
them. In our lexicon, the longest words have a length of 8 characters, and N is set to 6.
Then the mutual information of this string is calculated by,

P(AX, B) @7

I (AX,B)= log, PAPE)

Once the value of I (AX,B) is much larger than 0, the string AX,B is regarded as a

word.

Thus, a complete unregistered word identification algorithm is given as follows:
Unregistered Words Identification( )
{
for (n=0; n<=6; n++)
{
Collect the character string AX,B, that begins at character A and ends at
character B with a n-character infix X,. The occurrences of AX,B are
recorded.
For each recorded character string AX, B,
If the occurfences of A or B is less than 10, then AX,,B is ignored.
If MI{AX,B) less than a threshold which is much larger than zero, then
AX,B is ignored.
Else

AX,B is recorded in a temporary dictionary for n with their

occurrences.
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Open the temporary dictionary for smaller value of n-/, and subtract
the occurrences of AX,B from the occurrences of AX, or X,B.

Recalculate MI(AX,) and MI(X,B) to decide whether it should be

recorded.

Table 4.1 The Flow of Un-registered Word Identification Algorithm

This process identifies the character pairs with the length of 2 to 8 characters as
potential words. During the construction of the lexicon, presented in Section 3.1.2,
these potential words are checked and the reasonable ones will be recorded in the
lexicon. In this way, 10449 new word entries are obtained. The new dictionary will
decrease the out-of-dictionary problem and enhance the word segmentation accuracy. A
small-scale segmentation experiment for about 40,000 characters shows that the word
segmentation accuracy using the original dictionary is 98.4%, and it increase to 99.3%

after 10449 new words are appended into the lexicon.

4.1.3 Using Dictionary-based Approximate Word Matching in Post-processing

A dictionary can be used to identify ambiguous strings in the candidate characters
produced by the recognizer. The similarity between the ambiguous strings and the word
entries in the dictionary is evaluated by using dictionary-based approximate matching

and contextual information. The word entry with the largest similarity value is then
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selected to replace the ambiguous string. In this way, potential errors are detected and
corrections are appended to the candidate set.

The sentence hypotheses that is formed by the first candidate character from each
candidate character sequence is firstly segmented into word sequence for further
analysis. The Bl-directional Maximum Matching method with word BI-Gram model is
employed to segment the sentence hypotheéis mto words and remove the ambiguities.
Then, the sentence fragments can be identified. A sentence fragment consists of a
minimum of three characters, or two characters which one of them cannot form a word
by itself. The characters that cannot form a word by itself are numbered about 2,500 in
the GB2312 character-set. The identified sentence fragments are regarded as potential

errors, and further analysis are needed.

Firstly, a number of Chinese linguistic rules are identified to help remove some of
these sentence fragments. Here are some examples.

. if a sentence fragment = numeral (—, =, ..., +, &,F, /7, 14, J&,.. )+

quantifier (such as >, Fft, #fi, 2§, k), then it is ignored.

E.g. The sentence fragment “F -t (fifty seven), consists of a numeral “#1 -
& (fifty seven) and a quantifier “~”, and it will be ignored.

2. if a sentence fragment = Chinese surname + less than 3 characters, then it is
regarded as a Chinese name and is ignored (The most frequently used Chinese surname

18 less than 300).

E.g. The sentence fragment “#{~ 3 ( a Chinese name) is ignored.
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3. if a sentence fragment = less than 3 characters + a suffix for a place-name, then it
1s regarded as a place-name and is ignored. (The most frequently used suffixes for
place-name including 4, 7, M, 2, B, 81, X, (i, I&, 7L, i, %4, #F, and so on.)

E.g. The sentence fragment “JH¥E{L” (Lan-Cang River) “/M%iL” (Xiao-Li Hill)
“#PHTI " (Jie-Yang Cit}) are regarded as proper nouns for place-name and they are
ignored.

These rules can help to reduce the out-of-dictionary problem. The approximate
word matching technique is used to take care of the rest in order to find out the
linguistics-prone characters. The approximate matching technique consists of two steps,
word hypothesis generation and word hypothesis approximate matching,

Suppose C=C.C,, ---C,, is a k+I-character fragment starting from the ith

]

position in the sentence, and W,_ ,W,, are the two adjacent matched words of this

¥

sentence fragment. Then the word hypothesis generation is performed as follows:

1. If in the dictionary, there exists any word W that contains W,_, as its prefix, then
W.. will be combined with its subsequent characters in the sentence fragment C to

construct a word hypothesis of the same length as W.

2. Foreach C,, j=i..., i+k-/, append the subsequent characters in C such that it is

matched with words with C as their prefixes. Repeat this until ¢, is done.

3. If in the dictionary, there exists any word W that contains W, as its suffix, then

W, will be combined with its preceding characters in C to form a word hypothesis of

the same length as W.
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The following similarity weighting equation evaluates the similarity SA between the

word hypothesis WH and the word entry WE

L= -1,
L SG) L S ic,) wu-fvE),  (48)

SAWH,WE)=at-22. 4. 8.
! L-1, 9 nc) L&

4

where, a, 8,y and u are the weight parameters for the four terms, and a+8+y+u=1to

ensure SA(WH,WE) has a value between 0 and 1;

1, 1s the number of matched characters between the WE and WH, and i/, is the

character length of word entry WE;

C, and C, are the unmatched characters between WH and WE respectively.
Obviously the number of unmatched characters is ¢, -/, , in our system, the maximum
allowed number of unmatched characters is 1 for the word entries consisting of not
more than 4 characters, and 2 for the longer word entries;

tw(C,) is the number of times that C, appears in the training corpus as a part of a

multi-character word and ¢(C|) is the number of times that this character appears in the

training corpus;
S(C, 1C,) is the similarity score between C, and C, which is defined in Section 4.2;
and
f(WE) s the frequency of WE in the training corpus.
This similarity evaluation equation consists of three terms. The first term gives the
similarity between the word hypothesis and the word entry in terms of matched length.

The second term describes the corpus-based word construction capacity of the
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unmatched characters, and the last term is the average confusing probability of C,,

being recognized as C,.

Calculating the similarity score for each word hypothesis, the ones with a similarity
value higher than a given threshold is appended in the word-lattice and the unmatched
character is regarded as a linguistics-prone one. If this character doesn’t appear in the
candidate set, then it is added as a part of an approximately matched word. Otherwise

its confidence parameter will be adjusted. Suppose this character C, appears in the j-th

position of the i-th candidate sequence and C, is the first candidate character with the

confidence score u, output by the recognition engine, then

p; =min{l, g, + SAWH WE)- (i, - 1)} - 4.9)

Two groups of test samples with the size of about 10,000 are employed to test the
performance of our dictionary-based post-processing technique.‘

For the test samples of the online HCCR system with the original recognition
accuracy of 91.78% for the first candidates and 95.2% for the first ten candidates, the
dictionary-based post-processing method achieves 41% correction rates for the

erroneous characters for the first candidates and yields a 3.37% overall recognition

accuracy improvement.  Particularly, we observe that 52% of the unrecognized-

characters can be recovered. It is an encouraging result. On the other hand, about 0.6%
of all of the first candidates are wrongly substituted by the linguistic-prone characters
for the original recognition result.

For the test samples of the offline HCCR system with the original recognition

accuracy of 81% for the first candidates and 92% for the first ten candidates, the
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dictionary-based post-processing method achieves a 1.2% overall recognition rate
improvement while about 13% of the unrecognized characters can be recovered.

The smaller improvement for the offline HCCR samples may be caused by the lower
recognition rate of the first candidates, which unavoidably weakens the sentence
fragments identification and a large number of continuous single characters cannot be
effectively evaluated by the dictionary-based post-processing method. Furthermore, the
dictionary-based method tends to select words with longer length, and some correctly

recognized single-character-word strings are wrongly modified.

4.2 Statistics-based Bottom-Up Post-processing Approach
In this section, two statistics-based post-processing approaches will be discussed.

4.2.1 Statistics-based post-processing approach and N-Gram model

The statistics-based approach, which has a simple mathematical description, can be
easily implemented so it is popularly adopted. Statistics-based post-processing
approach works employ a bottom-up strategy in which smaller linguistic units are firstly
constructed from the candidate set and evaluated, and then they form larger units.
Finally, a most promising sentence can be identified from the candidate set. Let

1 =i,.i,,...i, be the character images of c,.c,...,c, which form a sentences S. Suppose for

each input image, the recognition engine outputs m candidates and thus the n candidate
sequences form a nxmcandidate character set. A sentence hypotheses, denoted by §',

is formed by selecting one candidate character from each sequence. The statistics-based
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post-processing method is used to find a sentence hypothesis, S, that has the maximum

likelihood among a total of m" sentence hypotheses. This problem can be formulated as:

S = argmax P(S'1 ). (4.10)
By Bayes’ rule, the above equation can be rewritten as:

§=argmaxw. “4.1D
P(I)

Considering that p(f)is independent of S°, Equation 4.11 becomes

.§'=argmaxP(llS‘)P(S'). (4.12)
where P(S5’) is called the language model and P(/IS’) is the confidence score of the

sentence hypothesis §’ which can be computed from a priori likelihood for the candidate

character,

Puisy =[P, 1cC), (4.13)

x=l

where P(i, 1CC,) is the confidence score of each candidate character.

N-gram model is a widely used language model to find out &[1 1,22,41, 113, 122].
N-Gram model works under the Markov assumption, that the occurrence probability of
each linguistics unit u«, only depends on its previous N-/ linguistics units
{ tipersttig, iy }. Suppose a sentence S is composed of the linguistics units u,,u,,..., 1, ,
the occurrence probability of the sgntence § can be computed as the product of the

probabilities of w,,u,,...,u,:

&
P(S)= Pty ) = PGP D P oo btes) = [ POL O By ety (4.14)

i=|
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One may observe that the memory and computation requirements of N-Gram is too
big to process when N is larger than 3. Therefore the BI-Gram and the TRI-Gram

model are the most popular N-Gram models. For the BI-Gram model, the Equation

4.14 is simplified as:

&
P(Sy= PPV YPy L,y Pl 1y ) = T Plp, ) - (4.15)
fal

In view of the fact that word is the minimum complete semantic unit that can form a
sentence, the Chinese word is selected as the basic linguistics unit in our system. Then
the sentences § is composed of w,,w,,...,w, and its probability can be computed as:

P(SY= P(Wyra wy ) = POw )P(wy L w b POw, bwy e wi ) = [ POW, Twiyy v w,y) - (4.16)

For word-based BI-Gram, (4.15) can be simplified as , g, _ I Pw, w,.,y- Thus,

.§’= arg max P(/1S5")P(S') = arg max 1_1 Pw, Iw,._,)r”[ Plw, i, ) (4.17)

j=1 k=1

and it can be employed to identify the most promising sentence hypothesis based on

word BI-Gram.

4.2.2 Post-processing Method based on Chinese Word BI-Gram Model

An important problem to solve when employing Chinese word BI-Gram model in
HCCR post-processing is to acquire and record its statistical parameter, i.e. word co-
occurrence frequency. As already mentioned in Section 3.2, a lexicon is built with a
vocabulary of 104, 251 words. Each word entry in the lexicon is assigned an unique

ordinal word-ID and a multi-level indexing table is designed for saving storage memory

and speed dictionary lookup.
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Considering the vocabulary size of words is much larger than the one for characters,
which is unlike that of the character BI-Gram model where all possible combination
forms can be recorded simultaneously, only the observed co-occurrences of word-pairs
will be recorded. The large-scale segmented corpus discussed in Section 3.1, is used to
extract the statistical .information of the word BI-Gram model. The sentences consist of
segmented words in the corpus are loaded and the responding word-IDs are generated.
A word pointer is set to the first word of the training materials. Once a current word
identified by the word pointer, and its following word form a word-pair that has been
observed, then the occurrence probability of this word-pair node will increase.
Otherwise, a new word-pair node is generated, and its occurrence is set to 1. Then the
word pointer is set to the next word, and the same procedure will be repeated until all
the sentences in the training corpus are processed.

To speed the searching procedure for verifying whether a word-pair hés been
encountered, and for sorting procedure on the word-pairs according to the indexing
word-1Ds, an optimal statistical algorithm is designed. Firstly, we allot an inner-buffer
in the memory that can store K word-pairs. During the statistics collection process, the
K encountered word-pairs obtained from the training materials are stored in the inner-
buffer. Then a quick-sort algorithm is employed to sort the word-pairs according to
their word-IDs. Next, the word-pairs and their associated occurrences are combined
with the ones recorded in the statistical parameter file that is stored in the outer memory
such as hard disk, and re-sorted according to their word-IDs. Once the parameter file is

larger than a pre-defined threshold, a new parameter file is created for recording newly
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encountered word-pairs. It is aimed to decrease the times needed to merge the inner-
buffer and the parameter files. After merging the inner-buffer and the parameter file,
the next K word-pairs are loaded from the training materials, and the same procedure
will be repeated until all the sentences in the training corpus are processed. Once more
than one parameter files are created, the records from these parameter files are
combined and sorted.

Figure 4.1 shows the trend of the numbers of word pairs with increasing corpus size.
With the increasing training corpus, the number of observed word-pairs increase rapidly
in the initial stage, and after more than 100MB corpus being trained, the increase in the
number of new observed word-pairs will slow down. When the trained corpus size
exceeds more than 160MB, the curve for the number of observed word pairs nearly

levels off.
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Figure 4.1 The Number of Observed Word-pairs Vs. Trained Corpus Size
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Certainly, not all the word pair frequencies need to be recorded in the final word co-
occurrence database, due to the existence of a large number of insignificant and burst
word pairs. Therefore, a muiti-step combination and sparse word pairs removal
algorithm is employed. Unlike other methods which use a fixed minimum occurrence
times of word pairs as a removal threshold, two factors are considered in our algorithm.
One factor is a minimum .occurrence times of word-pairs and the other one is a
minimum percentage of occurrence times of a word-pair over the occurrence times of
the index word. It is motivated by the fact that some low-frequency words show a
‘strong’ association tendency with another word in spite of infrequent occurrence of the

word-pairs. The trend of the number of filtered word-pairs is also shown in Figure 4.1

with a dotted line.

Since word co-occurrences are represented as a huge sparse matrix, an effective data
compression method is needed to reduce the storage space and speed lookup. A basic

parameter storage structure is shown as follow:

Word ID1 | Word ID2 | Occurrence Times

Then word co-occurrence data are re-constructed into a table indexed by word IDI
for the purpose of saving parameter memory and speed lookup. In this way, we need to
save the ID1 only once, and the size of parameter memory is obviously reduced.
Finally we build a 14MB Bl-gram statistical parameter database which is small enough
to be processed by a PC.

In order to identify the most plausible output, a multi-stage word transition graph is

constructed. Then the problem of searching for the most plausible result becomes an
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optimum path searching problem in a multi-stage transition graph. An effective search
algorithm, Veterbi searching algorithm [67], is employed to identify the optimum path.
Since the Veterbi searching algorithm is well known, only a brief introduction of this
algorithm is given here instead of detailed discussion.

The Viterbi searching 1is essentially a dynamic programming algorithm, consisting
of traversing a network of states and maintaining the best possible path score at each
state in each frame. It is a time synchronous search algorithm in that it processes all
states at time ¢ before moving on to time #+1. Viterbi algorithm is applied to limit the
search space by pruning out the less likely states.

The time-synchronous nature of the Viterbi search implies that the 2-D space is
traversed from start status to ending status. The search is initialized at time 7Xm with
the path probability at the start state set to 1 and at all other states to 0. In each frame,
the computation consists of evaluating all transitions between the previous frame and
the current frame, and then evaluating all NULL transitions within the current frame.
. For non-NULL transitions, the algorithm is summarized by the following expressions:

P, (1y=max(F(t—1)-a; -b,(),i€ setof predecessor states of ;. (4.18)
where, P,(z) is the path probability of state j at time ¢, @; is the static probability
associated with the transition form state i to j, and b,(¢) is the output probability
associated with state j . This expression includes NULL transitions that do not

consume any input.
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Thus, every state has a single best predecessor at each time instant. One can easily
determine the best state sequence for the entire search by starting at the final state at the

end and following the best predecessor at each step all the way back to the start state.

The complexity of Viterbi decoding is N7 (assuming that each state can transit to
every state at each time step), where N is the total number of states and T is the total
duration (number of frames). Since the state space is huge for large vocabulary
applications, the beam search heuristic is usually applied to limit the search space by
ignoring the less likely states. The combination is often simply referred to as Viterbi
beam search and is proved effective in many cases.

We propose a different state node generating method, compared with the regular one
that generates nodes together with a searching procedure. In this method we advanced
bound the candidate characters are firstly bound into words, and the bounded words are
regarded as nodes. Furthermore, the regular method bounds the characters into words
from left to right and searches the optimum path without considering the widely
overlapping ambiguities, as mentioned in Section 4.1.1, for our system, the word
hypotheses are generated by bounding the candidate characters from two directions.
Each node in the transition graph contains two parameters, namely, word and its
confidence score generated by the recognizer. The multi-stage transition graph is then
constructed as follows. For each character in the candidate set at the current stage, a
node is generated for the matched word which has this character as its prefix. If no

matched word is found, a dummy node is generated with its weight equal to zero. Such
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a construction starts from the first character and continues until the last character is
exhausted. In this way, a multi-stage transition graph is obtained.

Treating the word co-occurrence probability P(W;|W,.;) as the transition probability
from one stage to the next stage, the Veterbi dynamic programming search algorithm is
employed to find the optimum path in the word transition graph. The word node
sequence in the optimum path contains the final output result of the recognition engine.

An experiment to evaluate the performance of our statistics-based post-processing
techniques is done. Two popularly employed statistical language models, namely
character BI-Gram model and word UNI-Gram model, are implemented and tested. The
resulting accuracy improvements, compared with the one by employing the word BI-

Gram model, are shown in Figure 4.2.

95165

B Orginal Ist
candidate

accuracy
M Using Character

BI-Gram model

WUsing Word UNI
Gram model

Accuracy (%)

MUsing Word BI
Gram model

Figure 4.2 The Improved Recognition Rate by Using Different Statistical Language
Models Individually
Employing the word BI-Gram model, an average of 3.9% recognition rate

improvement over the original system performance is achieved, which is obviously
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higher than the 2.65% for character BI-Gram model and 2.9% for the word UNI-Gram
model. This result shows that our word BI-Gram model is effective in recovering the
confused characters. Furthermore, the result indicates that the word-based language

model produces a better performance, compared with the character-based ones.

4.2.3 Post-processing Method based on Distant Chinese Word BI-Gram Model

In the previous section, the word BI-Gram model is proven effective in post-
processing and achieves a better improvement of the recognition rate, compared with
.employing the popular character BI-Gram model and word UNI-Gram model. But a
serious problem remains that many long-distance restriction in natural language can not
be described by the BI-Gram model. For example, a Chinese phrase “— A< R
( An interesting book) is composed of the words : — ZX g ##HJ 43" (an, set, interesting,
and book). The word “Z” is the quantifier for the noun “#5”. But the lower order N-
Gram such as BI-Gram and TRI-Gram cannot describe this kind of linguistic restriction.
Extending the BI-Gram model by considering the distance parameter, the distant BI-
Gram model is designed for make a trade-off between the description capability of long
distance restriction and an acceptable size of parameter space [84].

Conventional BI-Gram models estimate the probability of the current word
according to the previous word, while distant BI-Gram models (with the maximum
considering distance d,,, ) describe the probability of current word according to its up to

d ... pervious words. For example, applying a distant BI-Gram Model with a maximum

distance of 2, the probability of a sentence is changed to,
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|1
P(s)= HP(W,. | w,_, distance = 2)* - P(w, tw,_, distance = )* , A, +A4, =1. 4.19)

i=l

When 4, is set to 1, the Distance-1 BI-Gram is reduced to the a conventional BI-

Gram model.

Distant BI-Gram models makes it possible to partly resolve the long-distance
restriction problem, which is a main barrier to acquire refined description capacity by
using the BI-Gram model. Furthermore, the parameter space for distant BI-Gram is

obviously less than the one for the TRI-Gram. For a distant BI-Gram model with d__ ,
the number of possible combination is only d,,, times over the one for a regular BI-

Gram, which is obviously less than the one for a TRI-Gram model.

When employing the distant BI-Gram model in HCCR Post-processing, the
selection of an appropriate value for 4, is very important. According to Zhang and
Huang’s work [123] on the study of the optimal value of parameter N in N-Gram
Chinese statistical model, three factors are considered and analyzed. The first one is the
average number of Chinese words in a phrase which can be treated as an approximate
expression for Chinese grammatical structure. For this factor, N=3 is the best value.
The second one is the capability for rcéonstruction of a new word and N=4 is a better
choice. The last one is the performance of the higher order N-Gram model for Chinese
word segmentation in a small-scale experiment and Quad-Gram model achieves the best
performance. Considering these three factors, N=4 for word N-Gram model is regarded

as a better choice. With a similar reason, 3 is selected as the maximum distance, i.e., a
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distant word BI-Gram model with 4_, =3 will be employed in our post-processing

system. Thus, the probability of a sentence is calculated as

k
P(sy=]] P(w, |w,_,,distance = 3)* - P(w, | w,_,, distance = 2)* -P(w, | w,_, distance = 1)* ,

=]
A A >0and Ay + A, + 4, =1, ' (4.20)
where A, ,A,,and A,are the weights parameters with respect to each distance value.

The corpus for training our previous word BI-Gram model is used for training the
distant word BI-Gram model with 4, =3. Thus, the training corpus are scanned for

three passes, and each time the statistical word-pairs data corresponding to a increasing
considering distance are recorded. For a scanning pass with the distance ﬁarameter d,
all observed word-pairs with distance d are recorded. The parameter storage and sorting
method is the same as the one for word BI-Gram statistics collection. With the
increasing training corpus size, the number of observed word-pairs increases rapidly in
the initial stage, and after more than 80-100MB, the increase in the number of newly
observed word-pairs will slow down. When the trained corpus size exceeds 160MB, the
curve for the number of observed word pairs begins to level off. The comparison of the
number of observed word-pairs curves with respect to different distances o are shown in
Figure 4.3.

From Figure 4.3 one may observe that the number of observed word-pairs
increases with 4. Since the word co-occurrences are represented as a huge sparse matrix,
a filter program is conducted to remove the many insignificant and burst word-pairs and

hence the storage space is reduced. The trend of the number of filtered word-pairs is
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also shown in Figure 4.3. One observes that for the filtered cases, the number of

observed word-pairs is smallest for d=3. This is contrary to the trend for the un-filtered

ones. That means together with the increased distance, the restrictions between two

distant words will be weakened.

From the statistical results and some linguistics

research results, the weight parameters A,.4,.and , are experientially set to 0.60,

0.25and 0.15 respectively, and

P(S) =[] P(w, | w,_,,distance = 3)"' . P(w, | w,_,,distance = 2)** -P(w; |w,_,,distance = 1)"" . (4.21)

i=1
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Figure 4.3. The Number of Observed Word-pairs Vs. Proceeded Corpus Size for
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The processed results are further compressed and indexed to reduce the redundancy

and save storage space.

Finally, three BI-Gram statistical parameter databases with

respect to d=1,2,3 are obtained, the storage sizes are 14MB, |IMB, and 9MB

respectively. That means we can approximately describe the long distance restriction
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with 4, =3 with only about 2.4 times parameter storage space which is much less than

the theoretical parameter space requirement for TRI-Gram.

To employ distant Chinese word BI-Gram model in HCCR post-processing, the
candidate characters will be bounded in advance frém two directions and a word-lattice
is constructed. Then the search algorithm based on the distant word BI-Gram model
will be employed to identify a path with the maximum likelihood as the output result.
The distant word BI-Gram is used to evaluate the linguistic probability of the current
unit according to the distant units, and the delayed Viterbi algorithm which evaluates
the path based on the product of several past units, is employed to search for the
optimum path. For each node in the word-lattice, the word entry is associated with its
frequency and recognition confidence scores. If an isolated character which cannot
form a word by itself is observed, then a dummy node is generated and its parameter is
set to zero.

Treating the probability based on the distant word BI-Gram model, as the
transitional probability from one state to the next state, the Veterbi dynamic
programming search aigorithm is employed. to search for the most promising result

consisting of words in the optimum path.

The experiment for evaluating the performance of our distant Chinese word BI-
Gram model is done for the offline HCCR result with a known lower accuracy, and it is
compared with the ones for character BI-Gram model, word UNI-Gram model, and

~word BI-Gram model. The acquired recognition rate improvements for the first

candidate characters are shown in Figure 4.4.
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Figure 4. 4 The Improved Recognition Rate by Employing Different Statistical
Language Models

Employing the distant word BI-Gram model, a 7.2% recognition rate improvement
is achieved, which is obviously higher than the 4.7% improvement by employing
character BI-Gram model and 5.4% improvement by employing word UNI-Gram, but it
is only slightly better than the 6.8% improvement by employing word BI-Gram model.
This result indicates that selecting word as the basic linguistics unit, a word-based
language model can achie.ve a better performance éompared with the charaéter-bused
ones. Analyzing the unsuccessfully cases by employing distant word BI-Gram model,
we notice that many of the errors are due to unrecognized characters so that a correct
word hypothesis cannot be formed. Therefore, the statistics-based post-processing
approach should be integrated with other approach which can recover some of the

unrecognized characters, and a higher performance can be expected.



Chapter 5

HCCR Post-processing Techniques based on

Characteristics of Confusing Characters

This chapter presents our works on the post-processing techniques based on the
characteristics of the confusing characters. Making use of the character posteriori
probability, this approach is designed for recovering unrecognized characters and
adjusting the confidence scores of the candidates. The motivation of this post-
processing approach is presented in Section 5.1. The confusing character set which is
for recording the confusing characters and their confusing probabilities for ecach
character category, is defined in Section 5.2 and its properties are discussed. Section
5.3 describes the character recognition as a signal transmission process through a noisy
channel, and a linear statistics-based Noisy-Channel model is employed to identify the
most plausible character for a given candidate set and adjust the confidence score for

each candidate. Considering the confusing character sequence and their confusing

90
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probability as the features of a character category, neural networks for similar character
category groups can be used to classify the given candidate sequence and identify the
most promising one as the output result. This part of the work is presented in Section

3.4. Its performance in correcting recognition error is evaluated and compared with the

one by employing the Noisy-Channel model.

5.1 Motivation of The Post-processing Approach based on

Characteristics of Confusing Characters

In Chapter 4, the post-processing technique based on computational linguistic
information was presented and it has been proven effective in removing erroneous
characters. However, this method is puzzled by the fact that exact evaluation of a
linguistics unit cannot be correctly carried out due to the presence of unrecognized

characters.

We will use the following correction rate to evaluate the performance of a variety of
post-processing techniques:

M (5.1)

CorrectionRate = ,
100% — A,

where A, is the accuracy rate for the first candidate output by the recognizer, and 4, is

the improved first candidate accuracy rate after the post-processing is done. A major
assumption made by popular post-processing methods based on statistical language
model is that all input characters must appear in the candidate set in order to ensure a

correct sentence output. If it were not the case, the mis-recognized character problem
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will occur, and errors cannot be corrected by this method alone. Obviously the
correction rate of a statistical-based post-processing approach is related to A,, namely
the accuracy rate for the first m candidates ( for most reported recognition systems, m is
ranging from 3 tol5). Thus, employing ihe statistical-based post-processing approach

individually has an upper theoretical correction rate limit,

A —-A
—_m (5.2)
100% ~ A,

CorrectionRate_,, =

For the online HCCR engine adopted in our experiments, its A; is 90% and A,, is
96%. The upper theoretical limit for the correction rate by using a statistical-based
post-processing technique is then (96%-90%) / (100%-90%) = 60%. As for the offline
HCCR engine with average A, equal .to 80% and A,, equal to 90%, the upper theoret_ical
limit for the correction rate is 50%. Obviously, many errors cannot be removed by the
statistical-based post-processing approach. The purpose of adding a post-processing
stage based on the characteristics of the confusing characters produced by the
recognizer is to enhance A, by appending some possible mis-recognized characters to
the candidate set, so that the upper correction rate limit is raised.

Furthermore, for the post-processing methods based on computational linguistic
information, the output results are determined by the particular language model being
used. It leads to an unduly dependence on the language model. For this reason, some
frequently used characters are often selected while those infrequently used characters
are usually ignored. This may produce erroneous result. Hence we propose to -

incorporate the post-processing techniques based the characteristics of confusing



CHAPTER 5. HCCR POST-PROCESSING TECHNIQUES BASED ON
CHARACTERISTICS OF CONFUSING CHARACTERS 93

characters into the computational linguistic information based method to minimize such

a problem.

5.2 Establishment of Confusing Character Set

One of the key factors for the success of post-processing methods based on
characteristics of confusing characters is the collection and analysis of the statistical
characteristics of the confusing characters. In view of the fact that candidates for a
character category are normally encountered in a set of similar-shaped characters rather
than from the whole character-set, the confusing character set, which is for recording
the confusing characters and their confusing probabilities for each character category, is
established from the recognition results based on the training samples in order to save
computation cost and reduce the influence of burst recognition errors.

A total of over 1.35 millions online handwritten samples, with 200 samples for each
character category in GB2312 character-set written by 200 persons, are collected as the
training sampies. The candidate sequence and their confidence scores, output by our
HCCR recognizer, are recorded. Analyzing the recognition results of training samples,
the confusing-prone characters for each character category are collected for constructing
the confusing character set for an online HCCR system. In the same way, the
recognition results for over 0.75 millions of offline handwritten samples are collected to

construct the confusing character set for an offline HCCR system,
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For a character category A;, the recognition results of its 200 training samples

{I(R)=1A,,IA,.....1A,, } form the matrix {C =(C,.J. ),i=1,.,200, j=1,...,20} with up
to the first 20 candidates being considered, and the confidence score for each C'.J. is T

For each encountered candidate character category B=Cj; in this matrix, we use the
following equation to calculate the similarity score between B and the sample character
category A by comparing the confidence scores of category A and category B in the

recognition results of training samples of category A,

D1y

S(B,A)=min{l,“22—} 'F = ((i, )IC,, = B,i=1,.,200, j =1,..,20} ,
> 1y
(k)G
G={(k,)IC, =Ak=1,.,200,1=1,.,20) (5.3)

The value of the similarity score S(B,A) ranges from O to 1, and the larger S(B, A)
means more similarity between character category A and B. If $(B,A) is bigger than a
threshold r, B is treated as a confusing-prone character of A and it is appended into the
confusing character set of category A. An element in the confusing character set, (B,
S(B,A), T), records the confusing character category B, its corresponding similarity
score S(B,A), and the encountered times 7. Repeat this procedure until all the .

confusing-prone characters for each character category are recorded.

One may notice that the value of the threshold r influences the size of the confusing
character set and the coverage of the encountered times of the recorded confusing
characters over the number of all encountered candidates. The relationship between the

value of threshold r, the average size of confusing character sets, and the average
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candidate character’s coverage percentage for training samples are respectively shown

in Figure 5.1 and Figure 5.2.
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Figure 5.1. Threshold r vs. Average Size of Confusing Character Sets
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Figure 5.2 Threshold r vs. Candidate Character Coverage Percentage
Take these two factors into account, r = 0.5 is selected as the default threshold for
the online case, and the corresponding average number of confusing characters is 6,
while the average candidates coverage is 72%. As for the offline case, r = 0.4 is
selected as the default threshold, and the corresponding average number of confusing
characters and candidates coverage are 10 and 71% respectively.

Some example confusing character sets for the online case are given below.



CHAPTER 5. HCCR POST-PROCESSING TECHNIQUES BASED ON
CHARACTERISTICS OF CONFUSING CHARACTERS 96

A A 0.995 199 /A 0.976 197 A 0.972 196 b 0.933 195 X 0.560 195 ‘X 0.442 182
& % 0.932 199 #% 0.737 189 # 0.585 129 £ 0.549 134 $8 0.508 132 i 0.437 108
AR A 0.988 198 A& 0.952 194 'k 0.932 190 4~ 0.910 193 % 0.863 191 K 0.852 186

7> 0.8151924h 0.419 116

One may observe that the confusing character sets have two properties, namely, the
recognizer dependent and nonsymmetrical [122].
Recognizer-dependent. For a character category A, not only its corresponding
confusing characters, but their total numbers are depending on the recognizer.
Normally a recognizer with higher recognition rate will have a small confusing
character set and vice versa. On the other hand, the confusing characters for a character
category are different for different recognizers. This is quite obvious because the
character images are recognized based on various feature extraction and pattern
classification algorithms so that the obtained recognition results are different. For
example for the character category “F and “F”, a stroke-order independent offline
recognizel:r will treat them as a confusing character pairs due to their similar shapes, but
not for a stroke-order dependent online recognizer because the orientation of their top

stokes are directly opposite..
Nonsymmetrical. This means if character category B appears in the confusing

character set of A, A does not always belong to the confusing character set of B. For

example, in our online system, character category “7K” is sometimes recognized as
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“Z5” when the noise filter module wrongly removes the top part of stroke “I” as a

noisy data, but “A~” is seldomly recognized as “AK” .
Regarding the confusing characters and their corresponding confusing probabilities
as the features of a character category for a recognizer, classification algorithms are

used to evaluate the given candidate sequence and identify the most promising character.

5.3 Noisy-Channel Model in Post-processing based on Characteristics

of Confusing Characters

HCCR procedure could be viewed as a transmigsion process in which input
character images are transferred to recognized characters through a recognition engine.
During this process, some errors may occur due to noise in the channel. In [3), a Noisy-
Channel model was shown to be an effective technique in describing and recovering the
errors that may occur during such a'transfer process.

In' the post-processing, confusing character sets can be used to recover some of the
unrecognized characters by appending similar-shaped characters. Suppose B is a
candidate character in the candidate sequence for an input sample / with the confidence
score u(B,7). We search for the confusing 3-tuples (B,A, C(BIA}) indexed by B,
satisfying

H(B,1y>07*C(BlA) , where0.7 is a experimental parameter. (5.4)
If A does not appear in this candidate sequence, then A is appended as a possible

unrecognized character. The confidence score of this appended candidate is assigned

the value 0.5*C(BIA).
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Suppose C,.C,,....C, are candidate characters for the input sample of character

category C. According to Bayes’ Rule,

P(C'IC,C,---C,)
= Max P(C,1C,C, - C,)

i=4,..n
P(CC,---C,1C)

=M
mem P(C,C, - C.) (5.5)

[1rcci1c)
Max L
=l P(CC, -+ C)

If only the first ten candidates are considered, then P(C"1C,C,..C,,) is simplified to;

10
P(C"1CC,..C )—iﬂf{%gmcjlq) 56
el (e, Co) (_' )

where p(c,1c,) is the confusing parameter C(C,iC;). The character with the highest

probability, namely, C', is regarded as the possible input character and then the
similarity distance of each candidate character is adjusted as follows:
o (C D =C(C1C7Y - 1, (C L ). 5.7

After the similarity parameters are adjusted, the candidate characters are re-sorted
in an ascending order according to their similarity parameter values,

An experiment of employing Noisy-Channel and confusing character set in the
post-processing sysiem for online HCCR system shows an average of 1.5% and 2.0%
improvement for the first candidate accuracy rate and the first ten candidates accuracy
rate being achieved when the original accuracies are 91.4% and 96.2% respectively.

That means about 17.4% mis-recognized characters are corrected by employing Noisy-
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Channel model, while 52% of all the unrecognized characters are recovered. It is an
encouraging result.

The result for the offline case by employing the Noisy-Channel model and
confusing character shows that, for the testing sample with 82.3% and 90.1% accuracy
for the first candidate and the first ten candidates, the accuracy is raised to 82.9% and
92.4% respectively. The corresponding correction rate of 7.8% and 23.3% is obviously
lower than the online one.

The nature of the character recognition is a complex, non-linear process. But in this
method it 1s modeled as a pure statistical, linear one. Hence the improvement on the

recognition rate is not impressive. Some non-linear techniques should be considered

instead.

5.4 Neural Networks for Similar Character Category Groups in Post-

processing based on Characteristics of Confusing Characters

Unlike the post-processing method being discussed which is based on widely used
Noisy-Channel model, a post-processing technique use neural networks for similar
character category groups to tdentify the most promising character for a given candidate
sequence.

Regarding the confusing characters and their confusing probabilities as the features
of a character category, for a given candidate character sequence, we treat the post-
processing procedure based on characteristics of confusing characters as a classification

problem. In the reported research works, artificial neural networks (or named neural
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networks in short) is proven effective in small-scale non-linear classification, but its
capability will be obviously weakened when the scale of classification space is enlarged.
For our post-processing system, a neural network for classifying thousands of character
categories is difficult to be established, maintained, and trained. Therefore, we cluster
these thousands of character categories into several hundreds of similar character
categories groups to ensure the neural networks can perform well. For each similar
category group, we establish and train a neural network for classifying the categories in
this group. When a candidate sequence is given, the candidate characters and their
corresponding confidence scores are treated as the observed features. The associated
neural networks for this sequence are then activated, and the network output result for
the input candidate sequence is calculated and synthesized. The network outputs are
sorted according to adjusted confidence scores and the result will be used to replace the
original recognition result. Since the neural networks can effectively describe the
nonlinear recognition precess, and perform well for small-scale classification problem,
this method is expected to achieve a higher improvement performance. Here, we use

the offline HCCR post-processing system with lower original recognition rate as the

example system.

5.4.1 Similar Character Category Clustering

To ensure the neural networks perform well, the a total of 3755 character categories
in Level 1 subset of GB2312-80 character-set are clustered into several hundreds of

stmilar character category groups to reduce the classification space for each the neural
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network. The category clustering method based on similarity matrix is an effective
technique which performs by means of searching the transitive closure of similarity
matrix [23, 24]. The description of this algorithm 1s briefly given below.

Let CC denote the entire N categories. A similarity measure R defined on CC refers
to a map from CCxCC to [0,1] satisfying the following properties:

(1) (Reflexive) R(u,u)=1, and

(2) (Symmetric) R(u,v)= R(?,u). u,ve CC. (5.8)

Spectfically, if CC={e,e,,..e,}, then a matrix S=(s;), can be defined b)I/
s; = R(e,.e,) . Customarily this matrix § is called a similarity matrix. The similarity
matrix is reflexive (s;20,5,=1) and symmetric (s, =5,. i je CC ), but does not
necessarily satisfy the fuzzy transitive condition s; 2 v, (s, ~s,), where aand v stand for
max and min operation respectively. As we know, the transitive condition is
indispensable for category clustering. Thus, the similarity matrix should be transformed
into its equivalence matrix that simultaneity satisfying reflexive, symmetric and
transitive condition. The minimum equivalence matrix of this similarity matrix is

defined as its transitive closure, denoted by TC(S)=(s;)y. . Usually TC(S) can be

obtained by searching for such an integer £ so that §* satisfies the equivalence condition

of the similarity matrix S.

The searching for the transitive closure is shown in Figure 5.3.

Pao Yue-Kong Library
PolyU e« Homng Kong
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Similarity Matrix §

Output  § .

Figure 5.3 The Flow of Searching For the Transitive Closure of Similarity Matrix
In this search procedure, the multiplication for computing 5?is defined as
s;-:vl(si*/\s,q.),i,j=0, 1 .., n (5.9)

Once the transitive closure TC(S) is obtained, the N categories {e,,e,,...e,}, can be

clustered into several groups in terms of the criterion that ¢ and e ;belong to the same

cluster if and only if r; is equal to or bigger than a given threshold « .

Employing this technique to cluster th.e stmilar character categories into groups, the
first problem is the generation of the similarity matrix S. Let CC = (e, ,e,.....¢,,5, }, denote
a total of N=3755 character categories in GB2312-80 character-set, and each character
category is identified by a 3755-dimensional feature vector F;(;=1..,3755). The value
of each feature item is based on the similarity score of character category pairs. £, =0

if and only if the character category pair doesn’t appear in either of their corresponding

confusing character sets. For the non-zero feature item, the similarity scores of the
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character category pairs are normalized and averaged to satisfy the reflexive and

symmetric property. Suppose e;18 the description vector for the character category
C;and F;is the feature item for C; and character category C,. Character category
C,appears in the confusing character set of category C,with similarity S(C;,C;)as well
as S(C,,C;) is the similarity parameters of recognizing C, itself by the offline HCCR
engine. S(C;,C;) and S(C,,C;) are corresponding parameter which be can found in the
confusing character set of category C;. Then, F,is calculated as

0, wh en C; and C, is not a confusing character pair

Fy=11,5(6,6) S, Otherwise (5.10)

2 S(C,.C;)  S(C,.C,)

The- obtained sparse feature matrix § is reflexive and symmetric and is regarded as
the similarity matrix of CC. It is easy to check whether the similarity matrix satisfies
the transitive condition. If not, then computing $*,5*, and so on until the transitive
closure 7C(S) is obtained. In this way, the entire 3755 character categories can be
clustered into several hundreds of groups according to a given threshold . One may
observe that the number qf groups depends on the value of «. All the categories will
constitute one group if « is set to 0 whereas each category will form a group if ais
selected as 1. When a changes from O to 1, the number of groups will increase from 0
to N. Therefore the selection of the value o 15 very important which will influence the
-clustering performance. To find out an appropriate value of «so that the category
clustering is “reasonable”, one should pay attention to three evaluation indexes of the

clustering, namely intra-similarity, inter-similarity, and average group size.
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Intra-Similarity. For a given clustered group CL with r categories, the intra-similarity

of CL is defined as

2 YR, (5.11)

Me =
r(r - 1) m,neCL(meq)

which describe the similarity among the members in a group.
Suppose § is clustered into m, groups {CL,,CL,,..,CL, }when the threshold is set to

o, the intra-similarity of § is defined as the average intra-similarity of all the m, groups,

=

SM S-intra (a) '_‘iZSMCLJ . (5.12)

The value of s™, and sM,_,, . are in [0,1], and a large value of SM,_,(a)means
the members in each group are close to each, i.e., a better performance of clustering.

One may observe that with an increasing«, the number of categories in a group will

decrease and SM_, . (a) will increase.

Inter-similarity. For any pair of clustered groups CL, and CL,, we define the inter-

similarity as

i
SM ey ci, = 2R (5.13)

B 1 mect, nect,

which describes the similarity between these two groups, where rand r,are numbers of
category in CL,and CL,respectively. Suppose § is clustered into m, groups

{CL,,CL,,...CL,, )} when the threshold is set to «, the inter-similarity of § is defined as the

average inter-similarity among all m, groups,
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(5.14)

SM 5_ g (06) = CL Ly

I) |Si< fSm

The value of sm, . and SM,,, are in [01], and a small value of

SM _,..(a) means the better performance of clustering. One may observe that with an

S Inrer

increasinga, SM,_, . (a) will also increase.

Group Size. One may notice that the requirement on the value « for a better clustering
performance based on intra-similarity and inter-similarity respectively are just the
opposite. Therefore, a trade-off for these two evaluation indexes for a “reasonable”
clustering is needed. Simultaneously,- to ensure the neural networks for similar
character category groups perforin well, the average size of similar character group

should be taken into account. Suppose § is clustered into m, groups

{CL, ,CL, ,...CL, }with the size of each group betng {n, ,n, ,..,n, } when the threshold is

set to a. The average size of category groups for § is defined as,

L ¥, . (5.15)

arl

Considering the classification capacity of neural networks and the amount of
training samples, needed an average size of category groups between 3-15 is acceptable.
A ser}es of clustering experiments for different threshold «’s have been conducted to
find out an appropriate «ensuring a “reasonable” trade-off among the intra-similarity,
the inter-similarity and average group size. Finally, the value of « is selected as 0.47

and a total of totally 421 similar character category groups, consisting of 3 to §
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character categories with on the average of 6.1 characters in each group, are obtained.
These similar character category groups account for 2568 among the total 3755

categories and the remaining 1187 categories from odd-clusters in which each cluster

has only one character category.

5.4.2 Neural Networks for Confusing Character Classification
For each similar character categories group, a corresponding fully connected feed-
forward neural network (BP neural network) is established, which is shown in Figure

5.4, for classifying these similar character categories.

Input Hidden Qutput
Layer Layer Layer

Figure 5.4 A Neural Network for Classifying Similar Character Categories

The input nodes are the confusing characters { CC,,CC,,..., CC, } of the character
categories { SC,, SC,,..., SC, } in a similar character category group, and { sC,, 5C,,...,
SC, } are treated as the output nodes of the neural networks. The number of output

nodes is determined by the size of similar character category group, ranging from 3 to 8.

As for the number of input nodes, it ranges from 16 to 38. The number of hidden nodes

depends on the number of output nodes and is ranges from 16 to 30.
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For each neuron in this network, it outputs an activation value as a function of its
net input through an activation function. Here, an unipolar sigmoid function is selected

as the activation function,

(5.16)

fx)=

[7e"

The back-propagation learning algorithm, which is one of the most popular and
effective algorithms, is selected for training this fully connected feed-forward network.
The recognition results of the image samples with respect to SC,, SC, ..., SC, are treated
as the training samples of the network. Suppose a recognition candidate sequence for
input image /(R)=1I8C; is C,;,C,, ...... ,C, - The input nodes CC, which appear in this
candidate sequence are assigned the input value of the confidence scorey,. For the
output nodes, the expected output for SC, is set to 1 and for the other output nodes, they
are set to 0. The input signals propagate forward through the network until the outputs
of all the output nodes have been obtained. Compute the error value for the output layer
and propagate the errors backward to update the weights. This is a learning step. After
a learning step is finished, the next training pattern is submitted and the learning step is
repeated. until the entire 200*n recognized candidate sequences are exhausted. If the
total error is not satisfied, a new learning cycle will be initiated. When the total error is
less than a pre-given threshold, the network training is terminated. These trained neural

networks will be used to classify the confusing characters for a given candidate

sequence.
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5.4.3 Employing Neural Networks for Confusing Character Classification in Post-
processing

For a given candidate character sequence as observed features, the neural networks
for similar character category groups can be used to identify the most promising
character as a classification result, which its flow is shown in Figure 5.5. A recognition

candidate sequence { C,,C,,...,C; } is firstly transferred to a neural network selector.

Such a selector will analyze the candidate sequence and activate those “relative” neural
networks for similar character categories groups. The “relative” neural networks refer
to those having at least 3 matched character categories between the input nodes and the
candidate sequence. For each activated neural network, a process outlined below is
performed.

Step 1. Assign the input signals for the n nodes of the input layer. For each input

node, once CC; (j=1,...,n) matches a candidate character C,, then its input signal is

assigned as the confidence score of C,, namely u. . Otherwise, the input signal is

assigned zero.

Step 2. Compute the output signals for the output layer. If. the output signal has a
value larger than a threshold, the character categories for this output node together with
its output will be recorded and transferred to the following synthesizer. In this step,
some character categories corresponding to high values of output nodes, which have not
already appeared in the candidate sequence, will be appended in the output of the neural

networks. That means some mis-recognized characters could be recovered.
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The outputs of these activated neural networks are transferred to a synthesizer,
which will compute the average output results of those character categories appearing in
the result of more than one activated neural networks. The obtained characters are

sorted according to their neural network outputs as the final output.

Neural Networks for Similar
Character Categories Groups

Neural

Networks #1 )
Neural
™ Networks #2 [ ]

Recognition Proceeded
. Neural Neural A
g;:g;g::: Networks i tNeuial w3 [ »| Network Ouput Cim:date
S Selector ELwOTXs Synthesizer aracter

et Set
> >
Neural
Networks #n g

Figure 5.5 The Schematic Diagram of Employing Neural Networks for Similar
Character Category Groups in Post-processing
An experiment is conducted to evaluate the performance for improving recognition
accuracy by employing Noisy-Channel model and neural networks for confusing
character categories. A group of testing samples consists of about 20,000 offline
handwritten samples is established. The recognition accuracy rate produced by the
recognizer is 81% and 92% for the first candidate and the first ten candidates

respectively. The improved accuracy rate after post-processing is shown in Figure 5.6.
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Figure 5.6 The Improved Accuracy for the Post-processing System based on
Characteristics of Confusing Characters

The preliminary experiments show an average of 3.9% and 4.8% accuracy rate
improvement for the first candidate and the first ten candidates respectively, which is
higher than the corresponding 0.6% and 2.3% accuracy rate improvement achieved by
employing the Noisy-Channel model. One may observe that after the post-processing
based on confusing character set and neural networks groups, an average of 48% of the
unrecognized characters are recovered. Furthermore, one may also observe that 72% of
the ‘expected’ characters are moved onwards in the candidate sequence while 9% of
those characters are wrongly moved backwards. It leads to a 3.9% overall accuracy rate
improvement for the first candidate, ie., about 50% correction rate for the mis-

recognized characters can be achieved.

For the experimental result by using the presented post-processing techniques based
on computational linguistic information and characteristics of confusing characters, one

may observe that the dictionary-based post-processing technique has the advantage of
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recovering some of the unrecognized characters by appending linguistic-prone character
and removing erroneous characters in the multi-character words. The statistical-based
post-processing approach is effective in removing mis-recognized characters and
identify the most linguistic-plausible sentence, and post-processing technique based on
c.haracteristics of confusing characters has the advantage of being context-free, stability
with regard to the recognizer, and capability to recover unrecognized characters. The
hybrid post-processing system, which integrates all these techniques together.for a

expected higher improvement performance, will be presented in Chapter 6.



Chapter 6

Hybrid HCCR Post-processing System

In the previous two chapters, the post-processing approach based on computational
linguistics information and characteristics of confusing characters were discussed
respectively. In the first part of this chapter, Section 6.1 briefly summarizes the
characteristics of these two approaches and compares their performance on removing
erroneous characters. These techniques have their own advantage in removing different
type of recognition errors, and the hybrid post-processing approach, which integrates
these techniques together, is motivated to achieve a higher improvement performance.
In Section 6.2, a three-stage hybrid post-processing system is implemented for
improving the performance of an online HCCR system. In the first stage of this system,
the confusing character set and post-processing techniques based on characteristics of
confusing characters are used to append possible unrecognized similar-shaped
characters into the candidate character set and the confidence scores of the candidate
characters are recomputed. Secondly, the dictionary-based post-processing technique is

112



CHAPTER 6. HYBRID POST-PROCESSING SYSTEM 13

conducted to identify the fragments in the candidate sentence and then append
contextual linguistics-prone characters into the candidate set by means of approximate
word matching. Finally, in the third stage, the techniques based on statistical language
model are employed to identify a most promising sentence from the sentence
hypotheses constructed from the candidate characters. Its performance is evaluated and
discussed. In view of the lower ori ginal recognition accuracy of the offline handwritten
Chinese characters will weaken the dictionary-based sentence fragments identification
and linguistics-prone characters accession, the proposed three-stage post-processing
method is modified. In the second stage of post-processing method, the dictionary-
based approximate word matching is no longer identifying sentence fragments and
removing erroneous characters, but appending linguistic-prone characters and binding
candidate characters into word-lattice by means of approximate word matching. Its

working flows and performance evaluation is given in Section 6.3.

6.1 Characteristics of Presented Post-processing Techniques and

Motivation of Hybrid Post-processing Approach

In Chapter 4 and Chapter 5, the dictionary-based post-processing approach, the
statistical-based post-processing approach and the post-processing approach based on
characteristics of confusing characters were presented. These approaches are proven
effective in removing erroneous characters in the recognition result. The experimental
results of employing these approaches in online and offline HCCR post-processing

system are analyzed and their characteristics are shown.
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The dictionary-based post-processing approach, which adopts a top-down strategy,
performs sentence analysis to identify the sentence fragments and remove the erroneous
characters. This approach could effectively remove the errors encountered in the multi-
characters words, but could not remove those erroneous characters when they are
single-character words. Employing approximate word matching to generate word
hypotheses and evaluate these word hypotheses for identifying a most linguistic-prone
one as the corrected result, this approach can remove both the mis-recognized errors and
unrecognized errors in the original recognition result. Even some errors due to the use
of wrong characters by the writer in the original recognition result can be removed. For
example, “[f 4 BRIE" is a Chinese phrase, but many people write it in a wrong character

formation as “f# & /K. This erroncous occurs in the Microsoft Chinese Input

Method. Employing the proposed dictionary-based approximate word matching
technique could replace the erroneous character formation by the correct one, thus some
of the errors caused by wrong use of characters may be corrected. The dictionary-based
approach performs well when the accuracy of original recognition result is high, but if
the original accuracy is low, the performance of the dictionary-based post-processing
approach will be obviously weakened due to the fact that a large number of erroneous
characters may undermines the sentence fragments identification and word hypotheses
generation. Furthermore, the dictionary-based approach cannot ensure a global optimal
result will be identified.

With a bottom-up strategy, the statistical-based post-processing approach is

designed for identifying a global optimal result with maximum linguistic likelihood that
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is evaluated by the statistical information among the linguistic units. This approach is
proven effective in removing mis-recognized characters.  Evaluating both the
probability of a character as a single-character word and the probability of a character as
part of a multi-character word, employing this approach can remove the erroneous
character encountered in multi-character words and single-character words. Simple
statistical-based mathematical description of linguistic phenomena and corpus-based
parameter training ensures this approach performs well in removing recognition error. If
it is assumed that the correct characters can be selected from the candidate set and then
form a linguistic plausible sentence, the statistical-based approach has a major weakness
that employing this approach cannot remove the unrecognized character errors.
Therefore, its correction performance is also influenced by the accuracy of the original
recognition result, espectally by the accuracy of the first n-characters. But this is not as
obvious as the case for the dictionary-based approach.

The post-processing approach based on the characteristics of confusing characters
makes use of other available information besides contextual linguistic information.
Erroneous characters are collected to construct the confusing character set for each
character category. Such a confusing character set can be employed to evaluate a given
candidate sequence and identify the most promising one. This approach can be
employed to remove the errors for each individual recognition sequence, thus its
correction performance is the same for characters in the single-character words or in the
multi-character words. Furthermore, the correction performance of this approach does

not depend on the accuracy of the original recognition result. The importance of this
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approach cannot be ignored especially in practical applications. For example, some
writers always write a particular character iﬁ their own special form and order of strokes
that could lead to recognition errors. These errors can be recovered after analyzing the
experimental recognition result to construct a confusing character sequence and then
employing this confusing;y character sequence in post-processing.

A brief comparison of these post-processing approaches is shown in Table 6.1.

Dictionary-based Statistical-based Approach based on
Approach Approach Characteristics  of
Confusing
Characters
Mis-recognized Good Better Good
characters removing
Unrecognized character Good No Better
removing _
Removing errors in No Better Good
single-character word
Removing  errors in Good Good Good
multi-characters word
Influenced by the original Strong Obvious Inconspicuous
recognition accuracy
Utilization of contextual Good Better No
linguistic information

Table 6.1 A Comparison for the Characteristics of Post-processing Approaches

From the above comparison, one may observe that the statistical-based post-
processing approach has a better overall performance over the other two approaches in
erroneous characters removal because the utilization of contextual information ensures a
global optimal result to be identified, but its capacity is often weakened by the
unrecognized characters. The experiment has shown that both the dictionary-based
approach and the approach based on characteristics of confusing characters can be
employed to recover some of the unrecognized characters. Employing different

information, i.e., linguistics information and confusing characters, the recovered
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unrecognized characters for these two approaches are not the same. Naturally, the
reduced unrecognized character errors will enhance the correction performance of the
statistical-based approach. Therefore, constructing a hybrid post-processing approach is
motivated to make use of the advantages of these methods for a higher recognition
accuracy improvement. Its major strategy is to employ dictionary-based post-
proéessing approach and the approach based on characteristics of confusing characters
to recover some of the unrecognized characters and remove some mis-recognized
characters. Then the statistical-based post-processing approach is applied to the
modified candidate character set for identifying the most linguistic promising optimal
result. In view of the fact that correction by the approach based on characteristics of
confusing characters is independent of the encountered context, this approach is used
firstly. Then the dictionary-based approach is used to further recover the unrecognized
characters and remove mis-recognized characters. Finally, the statistical-based
approach is invoked to identify the optimal result. However, in any practical
application, since there is an obvious difference on the recognition accuracy achieved
by online and offline HCCR system, different integration methods may be considered.

The following two sections present these two cases separately.

6.2 Hybrid Post-processing System for Online HCCR System

A serial three-stage hybrid post-processing system is established for improving an
online HCCR system. The schematic diagram for a complete recognition system with

post-processing is shown in Figure 6.1.
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Figure 6.1 The Schematic Diagram of the Hybrid Post-processing System for Online
HCCR System
In the first stage, the confusing character set and the techniques based on
characteristics of confusing characters are utilized to extend the candidate character set
by appending the similar-shaped error-prone characters and adjust the confidence scores
of candidates. The method based on neural networks for similar character category
groups that was described in Chapter 5 is employed here. A given candidate character

sequence. { C,,C;,...,C; } is firstly transferred to a neural network selector. This neural

network selector will activate the “relative” neural networks that have at least 3 matched
characters between the input nodes of the neural networks and the candidate character
sequence. For each activated neural network, the original candidate characters and their
associated confidence scores are assigned to the input nodes, and the output result for

the output layer is computed. Then output of these activated neural networks are
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transferred to a synthesizer for the purpose of averaging the output result of those
character categories which appear in the result of more than one activated neural
networks. The obtained candidate characters are combined and then sorted according to
their neural network outputs as the modified candidate set. During this stage, some
unrecognized characters are recovered and the confidence scores of candidate characters
are adjusted.

Secondly, the dictionary-based post-processing stage is conducted to further extend
the candidate set. The sentence hypothesis consists of the first candidate characters is
segmented into word sequence using the word segmentation algorithm based on word
BI-Gram which were presented in Chapter 4. After the word segmentation, the
continuous individual character strings which consist of either a minimum of any three
characters or a minimum of two characters in which one of them cannot form a word by
itself, are regarded as sentence fragments. Next, the Bl-directional approximate word
matching is applied to these fragments in order to find out linguistic-prone characters.

For the approximately matched word entries, the confidence scores of the
unmatched characters will be adjusted according to the similarity between the
approximately matched word and word entries in the dictionary if the approximately
matched character encountered in the candidate set is not ranked first. Otherwise, the
approximately matched characters will be appended into the candidate set. During this
stage, the candidate set is further extended by appending linguistic-prone characters.
Meanwhile, the bounded words will form a word-lattice which will be used in the

following word-based statistical post-processing approach.
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Finally, in the statistical-based post-processing stage, the Chinese word BI-Gram
model and the distant Chinese word BI-Gram model are respectively employed to
identify the most plausible sentence constructed by the characters from the extended
candidate set. Their performances are evaluated and compared with some popular post-
processing techniques.

The large online handwritten Chinese test samples presented in Chapter 3 with
91.8% recognition accuracy for the first candidate and 95.2% for the first ten candidates,
are used to test our hybrid post-processing system. The recognition results for the
handwritten samples are transferred to the post-processing system. After the first stage,
the one based on characteristics of confusing characters, improve the accuracy rates for
the first candidate and the first ten candidates to 94.9% and 97.4% respectively. That
means about 46% unrecognized characters are recovered. Meanwhile, 70% of the
‘expected’ characters are moved onwards in the candidate sequence while 7% of those
characters are wrongly moved backwards. It leads to a 3.1% accuracy improvement for
the first candidate, i.e., about 37% correction rate for the mis-recognized characters is
achieved.

The dictionary-based post-processing stage is worked next. The approximate word
matching is applied to the detected sentence fragments, and the linguistic-prone
characters are identified. After this stage, a further 1.2% improvement for the first ten
candidates is achieved. The accuracy of the first ten candidates for the twice-extended

candidates set is 98.6%, which means 71% of the unrecognized characters are recovered.



CHAPTER 6. HYBRID POST-PROCESSING SYSTEM 121

As for the accuracy of first candidate, it rises to 95.4%. Such an enhanced candidates
set helps the statistical-based post-processing achieve a good performance improvement.

In the last stage, the post-processing technique based on word BI-Gram model and
distant word BI-Gram model, together with the popular character BI-Gram model and
word UNI-Gram model are respectively employed.  Their recognition accuracy

performance improvements are shown in Figure 6.2.

100
99 } = - 4% - -Hybrid .
System with
~ — >
\:333 98 R d;b;agi
wor -
97 | & 98¢ ‘
Q ' ' Gram model
4= .
= 96 | 8g§ ——Hybrid _
= 95 : System with
- 1
E = ' ' i word BI-
Q L ' 5
E 94 F i ' : Gram model
.
= | . '
5 : : : —A—Hybrid
Q ’ - 7
< 0g P ; ' : System with
: : ] word UNI-
91 F : ' ' Gram model
'90. 8 . : : ‘
'
90 . : _
: 5 Q -0 o T - — # — Hybrid
e = 5 ° w = 7 S L a8 System with
bl | = i —_
é =2 =T 5= 2 o 8 = g s & character
052 S8 d38 =~umLl g " 3T h BI-Gram
- S 4 = g T - =
(= - = S E & D= 2 model
S g o= - > a5 e
29838 39855 2°%%
= 8§ F§ e a B8
n < 8o = o = @
G = = —

Figure 6.2 The Improved Accuracy of the First Candidate for the Hybrid Post-
processing Systems with Different Statistical Language Models
Using the method based on distant word BI-Gram model, the 97.3% accuracy rate
for the first candidate is achieved, which is higher than the 96.9% accuracy achieved by
employing word BI-Gram model, 95.8% accuracy achieved by employing character BI-
Gram model, or 96.2% accuracy achieved by employing word UNI-Gram model. One

may observe that the final 96.9% accuracy is already higher than the original first ten
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candidates. This result proves that our hybrid post-processing strategy can effectively
raise the theoretical enhancement limit for the statistical-based post-processing

technique, both for our proposed language models and the popularly adopted ones.

6.3 Hybrid Post-processing System for Offline HCCR System

The proposed hybrid post-processing system for online HCCR system is proven
effective, but when we apply this system to the offline HCCR system, the correction
performance especially for the dictionary-based stage is lower because the obvious
lower recognition rate for the first candidate will unavoidably weaken the sentence
fragments identification. Therefore, the second stage of the proposed hybrid post-
processing is modified to fit for offline HCCR system. In the new three-stage
processing system, the dictionary-based post-processing will not detect sentence
fragments but the approximate word matching is directly applied to the candidate set in
order to recover the unrecognized characters, adjust the confidence scores of candidates
and bind candidate characters into word-lattice.

Suppose C=C,C,,,---C,,, is a k+I-character string starting from the i-th position
in the sentence, and W,_, w,, are the adjacent matched words of this string. Then the

word hypothesis is generated as follows:

I. If in the dictionary there exists a word entry W that matched C, then C is bound

as a word hypothesis.
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2. If in the dictionary, there exists any word W that contains W, as its prefix, then

W,

., will be bound with its subsequent characters in C to construct a new word
hypothesis with the same length as W.

3. For each C,;, j=i,..., i+k-I, append the subsequent characters in C to form a
word hypothesis that matches a word entry with C; as its prefixes. Repeat this until

C,y, 18 done.

I

4. If in the dictionary, there exists any word W that contains W,, as its suffix, then

W,, will be bound with its preceding characters in C to form a word hypothesis of the

i
same length as W.

Then Equation 4.7 is employed here to evaluate the similarity between the word
entries in the dictionary and the approximately matched character string. The ones with
the similarity value larger than a threshold are regarded as linguistic-prone words and
the unmatched character is regarded as linguistic-prone character. Once this character is
not found in the candidate set, it is appended into the candidate set as a part of the
approximately matched word. Otherwise, its confidence score will be adjusted by
Equation 4.8.

Generally speaking, the hybrid post-processing system for offline HCCR system
differs from the one for online HCCR system in the dictionary-stage. Unlike the post-
processing system for online HCCR system, the sentence hypothesis is analyzed to
detect sentence fragments which are then presented to the approximate word matching.

For the offline HCCR system, the approximate word matching is applied to the entire
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candidate character set to generate linguistic-prone words without sentence fragment
identification.  This method leads to an increased computational cost but more
linguistics-prone  words are evaluated and more linguistic-prone characters are
discovered. Furthermore, during the linguistic-prone word’s evaluation, the candidate
characters are bound in a word-lattice, which is employed in the statistical-based post-
processing stage.

The offline handwritten test samples are used to evaluate the performance of this
three-stage post-processing system. In the first experiment, the performance of
dictionary-based post-processing stage is evaluated and compared with the one by
employing sentence fragment detection and approximate word matching. The results

are given in Figure 6.3.
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Figure 6.3 The Improved Accuracy for the Dictionary-based Post-processing Methods
From the observed experimental results, one notices that for the test samples with
81% accuracy rate for the first candidate and 92% for the first ten candidates, a 2.2%
and 1.8% accuracy improvement for the first candidate and the first ten candidates are

respectively achieved by employing our current method while the previous dictionary-
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based method achieves the improvement of 1.2% and 1.4% respectively. The lower
original recognition result obviously affects the accuracy of sentence fragment
identification which is important to our previous dictionary-based matching method.
The second experiment is conducted to evaluate the performance of a complete
hybrid post-processing system for offline HCCR. Different dictionary-based post-
processing methods are employed. Word BI-Gram mo&el and distant word BI-Gram
model are respectively employed in the third post-processing stage. Their performance
improvements are evaluated and shown in Figure 6.4. By employing the new three-
stage hybrid post-processing method with the statistical-based component based on
distant word Bl-gram, the accuracy for the first candidate enhances from 81% to 92.1%
when the original accuracy of the first ten candidates is 92%, as well as the improved
accuracy by the previous three-stage hybrid post-processing system is 91.3%. Respect
to employing word BI-Gram in the statistical-based component, the improved accuracy
for the first candidate are 90.3% and 88.9% respectively for the new three-stage hybrid
post-processing system and the previous one. The experimental results have shown that
the new dictionary-based post-processing stage is effective in enhancing the recognition
accuracy for the first ten candidates to ensure that the statistical-based post-processing
method obtains a higher recognition accuracy improvement. Meanwhile, the statistical-
based post-processing method based on word BI-Gram model and distant word BI-
Gram model is effective in the optimal result identification when the original

recognition accuracy is lower.
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Figure 6.4 The Improved Accuracy of the First Candidate for the Hybrid Post-

processing Systems for Offline HCCR

In this Chapter, the advantage and weakness of our proposed post-processing
method are analyzed. Integrating the approach based on characteristics of confusing
characters, dictionary-based approach and statistical-based approach together, our
hybrid post-processing has shown good performance in enhancing the performance of
the HCCR system. In view of the different character recognition accuracy for the online

and offline systems, different integration methods are employed and the result is good.



Chapter 7

Conclusion and Future Research

This chapter presents the conclusion of this thesis and the direction of future research.
Section 7.1 presents the main components and the major achievements of this thesis. In
Section 7.2, the directions of our further research on the post-processing techniques for

Handwritten Chinese Character Recognition system are proposed.

7.1 Summary and Major Achievements of This Thesis

The major objective of this thesis is to develop a post-processing system for
effectively improving the accuracy of both online and offline HCCR system.
Recognition errors are categorized into mis-recognized characters and unrecognized

characters. Post-processing techniques are then developed to remove these two kinds of

CIrors.

127
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The popular post-processing approach based on computational linguistic information
is first investigated. The dictionary-based technique segments the sentence hypothesis,
which consists of each first candidate character for the handwritten samples, into word
sequence and then attempts to locate the sentence fragments. The dictionary-based
approximate word matching is applied to these sentence fragments in order to generate
word hypotheses and evaluate their linguistic probabilities. The linguistic-prone word
hypotheses are used to substitute the corresponding character string in the sentence
fragments. In this way, some unrecognized characters and mis-recognized characters
are removed. The experimental result has shown that this approach performs well when
the original character recognition accuracy is high. Especially, this approach could
effectively remove recognition errors encountered in multi-character words.

Another popular post-processing approach based on computational linguistic
information is statistical-based. In this approach, the candidate characters in the
candidate set are bound into words and a word-lattice is formed, then the statistical
language model is employed to identify an optimal word combination in the word-
lattice to form a sentence with the maximum linguistic likelihood as the output result.
Considering the characteristics of Chinese language and the requirement of the
computational cost, a Chinese word BI-Gram model is employed here as the statistical-
based language model for evaluating the probability of sentence hypotheses that consist
of words in the word-lattice. This method is proven effective to improve the
recognition accuracy. Based on this work, the Chinese word BI-Gram model is

extended to a distant Chinese word BI-Gram with a maximum distance of 3 in order to
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obtain the linguistic description capacities for the long-distance semantic restrictions
among Chinese sentences with an écceptable enlarged parameter space and
computational cost. A higher recognition improvement performance is achieved by
employing this statigtical language model in the post-processing system. The statistical-
based post-processing'approach is proven effective in removing the mis-recognized
characters and identifying an optimal sentence hypothesis. It could remove the errors
encountered in both single-character words and multi-character words. However, the
unrecognized characters cannot be removed by individually employing this post-
processing approach, thus this approach has a theoretical upper limit of recognition
accuracy improvement.

The post-processing approach based on the characteristics of confusing characters is
then studied. This approach is developed to make use of characteristics of confusing
characters produced by the recognizer, besides the computational linguistic information,
to remove recognition errors. The popular post-processing method based on linear
statistical-based Noisy-channel model is implemented, and this method has advantages
different from the proposed methods based on computational linguistic information. In
view of the recognition process being a complex nonlinear one, the post-processing
method based on neural networks groups for similar character categories are developed.
Regarding the obtained candidate sequence and its confidence score of a handwritten
sample as its observed feature, neural networks are employed to classify the most
promising character. To ensure the neural networks have good classification

performance, the character categories in GB2312-80 character-set are clustered into
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several hundreds of similar-shaped category groups. Then a group of neural networks
for these category groups are built and trained. These neural networks are employed to
identify the most-promising one from the candidate sequence of a character supported
by the recognizer. This approach could remove both the mis-recognized and
‘unrecognized characters. Due to the fact that no contextual linguistic information is
utilized in this approach, a global optimal solution for the recognition result could not
be obtained.

After analyzing the advantages and weaknesses of these post-processing methods, a
three-stage hybrid post-processing system is developed, which integrates these methods
together, to obtain a higher recognition accuracy improvement performance. In the first
stage of this system, the method based on characteristics of confusing characters is
conducted to remove erroneous characters and recover some of the unrecognized
characters through appending similar-shaped characters into the candidate set.
Secondly the dictionary-based method is processed to recover some of the unrecognized
characters by appending linguistic-prone characters, and bind the candidate characters
into words to construct a word-lattice. In the last statistical-based stage, the proposed
distant word BI-Gram model is employed to identify a sentence having the maximum
linguistic likelihood probability among the words in the word-lattice. Benefiting from
the utilization of two kinds of available information, i.e. contextual linguistic
information and characteristics of confusing characters produced by the recognizer, and
the utilization of advantages of each post-processing method on removing mis-

recognized characters and unrecognized characters, our hybrid post-processing
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approach has shown a better recognition accuracy performance improvement for the

HCCR systems.

The achievements in this thesis are briefly listed as follows:

Corpus

As a fundamental work for employing Chinese linguistic information in post-processing
and other Chinese language processing research, a large-scale Chinese text corpus with
approximately 890 millions of Chinese characters are built. 40MB manually word-
segmented text corpus is built for extracting linguistic statistics. Those sentences which
have segmentation ambiguities are collected to build a 3.1MB ambiguity sub-library for
supporting Chinese word segrnent‘ation research. Strengthened by the word statistical
information and ambiguity sub-library, the automatic word segmentation system is

employed to segment 500 MB text files into word sequences.

Dictionary

A dictionary with 101,644 word entries is built. Each word entry in this dictionary
consists of the word, the corresponding unique word-ID sorted by the GB code, and its

frequency in the corpus. To speed up word lookup, an index table is established for this

dictionary.

Word-based Statistics Database
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To support statistical-based word segmentation and HCCR post-processing, the word-
based statistics database is constructed. The segmented text corpus is utilized to extract
the word-based statistics by filtering and compressing the word co-occurrence statistics
from the more than 100MB automatically segmented corpus, a 14MB word BI-Gram
statistics database is built. In a similar way, the statistics database for distant word BI-
Gram model are built. For words with distance of 2 and 3, the obtained statistics

databases have the size of 11MB and 9MB respectively.

Word Segmentation

A Bl-directional maximum word segmentation algorithm, strengthened by ambiguity
removal component based on word BI-Gram model, is developed. For a test sample of
about 40MB text files, this word segmentation algorithm achieves 98.7% accuracy. An

un-registered word identification algorithm is developed to extract new words

encountered in the training text.

Dictionary-based Post-processing Method

A dictionary-based post-processing method is developed. It is based on sentence
fragment detection and approximate word matching for erroneous character removal.
For a test sample for the online HCCR system with original recognition accuracy of
91.8% for the first candidate and 95.2% for the first ten candidates, this method

achieves a 3.37% recognition accuracy improvement. For a test sample of offline
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HCCR system with original recognition accuracy of 81% and 92% for the first and the

first ten candidates respectively, a 1.2% recognition accuracy improvement is achieved.

Statistical-based Post-processing Method

Two statistical language models, namely word BI-Gram and distant word BI-Gram
| model, are established and employed in our post-processing system to identify a most
promising sentence constructed by the characters in the candidate set. For a test sample
for online character recognition system with accuracy of 91.78% for the first candidate
and 95.2% for the first ten candidates, an average of 3.9% recognition rate improvement
is obtained by employing word BI-Gram model in a post-processing system.
Employing distant word BI-Gram model, a 7.2% recognition accuracy improvement is
achieved for the testing offline character sample with 81% recognition accuracy for the

first candidate and 92% for the first ten candidates.

Confusing Character Set

The large-scale recognition experimental results are used to establish the confusing
character set in which similar characters for each character category are recorded. For
the online HCCR system, the average number of confusing characters for each character

category is 6. For the offline HCCR system, this number increases to 10.

Similar Character Category Group
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Through searching for the transitive closure of the similarity matrix associate with the
confusing character set, the 3755 character categories in GB2312-80 Level-1 character-
set are clustered into 421 similar character category groups, that consist of 3 to 8

character categories with an average of 6.1 characters in a group.

Post-processing Method based on Characteristics of Confusing Characters

A Post-processing method based on characteristics of confusing characters is developed
to enhance the recognition accuracy of the recognizer. The neural networks for the
similar character category groups are employed in the post-processing system to
identify the most promising one for a given candidate sequence. For about 20,000
offline character samples, the accuracy for the first candidate increases from 82.3% to
86.2% by employing this post-processing system. As for the accuracy of the first ten

candidates, it increases from 90.1% to 94.9%.

Hybrid Post-processing System

Integrating the dictionary-based method, the statistical-based method and the method
based on characteristics of confusing characters into a three-stage hybrid post-
processing system, a higher recognition accuracy improvement is achieved. For the
online character sample of 90.8% and 95.4% accuracy for the first candidate and the
first ten candidates, the improved recognition accuracy is 97.3%. When the hybrid post-

processing system is employed to improve the offline HCCR system with the first
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candidate’s accuracy of 81% and first ten candidates’ accuracy of 92%, the overall

recognition accuracy for the first candidate is raised to 92.1%.

Recognition Accuracy | Recognition Accuracy

Improvement for the Online | Improvement for the Offline

HCCR System (%) HCCR System (%)
First Candidate | First Ten | First Candidate | First  Ten
Candidates Candidates
Dictionary-based Post- 34 24 22 1.8

processing Method
Statistical-based Post- 39 0 2.8 0

processing Method ( Word
BI-Gram Model)
Statistical-based Post- 4.1 1] 7.2 0

processing Method ( Distant
Word BI-Gram Model) '
Post-processing Method 1.5 20 22 2.5

based on Characteristics of

Confusing Characters
{ Noisy-Channel Model)
Post-processing Method 3.1 2.4 39 4.8

based on Characteristics of
Confusing Characters
( Neural Networks Group)

Hybrid Three-stage Post- 5.1 3.6 10.3 6.2

processing  System ( with
Word BI-Gram Model)
Hybrid  Three-stage  Post- 55 36 111 6.2

processing System ( with
Distant  Word BI-Gram
Model)

Table 7.1 Recognition Accuracy Improvement Performances of Post-processing

Methods
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In Table 7.1, the recognition accuracy improvement performance of proposed post-

processing methods for online and offline systems are compared.

7.2 Future Research

The performance of our proposed hybrid post-processing system for HCCR
recognition system is satisfactory. To further enhance the performance of recognition
accuracy improvement, some directions of further research on the post-processing

technique for HCCR system are suggested.

Cache-based Language model for Global/Local Linguistic Statistics

The proposed post-processing methods utilizing statistical linguistic information are all
based on global linguistic statistic such that the word frequency and word co-occurrence
frequency are the ones encountered in the corpus. However this global linguistic
statistics sometimes could be misleading because some words and word pairs
encountered frequently in the current processing context may have low occurrence
freqﬁency in the corpus. A cache-based language model {35] is expected to collect local
linguistic statistics under the current processing context in order to strengthen the global

linguistics statistic for a better linguistic description capacity.

The Rule-based/Statistical-based Hybrid Language Model
There are mainly two types of language model that could be employed in language

processing. One type is based on dictionary and linguistic rules. There are many
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difficulties to use this type of language model to process large-scale real texts since
these may exist many un-registered linguistic rules. Another type is based on linguistic
statistics, in which the popular N-Gram model is used. This statistical-based language
model 1s affected by three major problems: long-distance restriction, recursive nature,
and partial language understanding. In order to take the advantage of these types of
language model, the new hybrid language model which makes use of grammatical rules
or semantic rules to improve the n-gram technique, is expected to provide a better

linguistic description capacity.

Employing Language Model in Character Image Segmentation for Real
Recognition Process

The aim of this research is to study how post-processing techniques could be used to
identify the most promising candidate characters which are output by a character
recognizer. However the recognition errors caused by incorrect segmentation of the
character images are ignored. In a real recognition system, this problem does widely
exist, especially for the offline handwritten character recognition systems. The
language model and the post-processing techniques should be integrated into character
image segmentation method to enhance the recognition accuracjr of the real recognition

process.

Integrating Post-processing Techniques into Recognition System
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In our proposed work of this thesis, the post-processing system is designed for
processing the candidate character sets produced by the recognition system. Integrating
post-processing technique into a recognition engine is expected to reduce the searching

space and speed up the pattern classification for the recognition of the character samples.

We believe that these further research efforts can lead to a higher recognition

accuracy improvement for large-scale real document processing.
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Online Handwritten Chinese Character

Samples
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Offline Handwritten Chinese Character

Samples
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Appendix C
An Example of HCCR Post-processing

Handwritten Chinese Character Samples

L A9 :f@%ﬁkj—’-%ﬁﬁ&/{ffé%

Character Recognition Result (Candidate Character Set)

fn 1.00 77 093 48 1.00 42 1.00 tH 1.00 F+ 1.0048 1.005% 1.00 % 1.00 & 1.00 K 1.00 £ 0.96 #:0.90
£ 1.00 1 0.90 £ 1.00 45 0.98 HF 1.00 1 098 £H 1.007 1.00 & 0.98 Jit 0.63 5 1.00 F 0.20 44 0.87
1098 £ 0.63 #4 099 45 0.96 £} 0.98 77 0.12 28 0.99 #E 0.99 ¥z 098 £ 057 F 1.00 54 020 4% 0.79
#7083 7 0.63 il 0.97 4 050 242 0.83 55 01252 098 jifi 098 1 0.90 J& 050 K 0.99 §5 0.17 42 0.74
ik 0.79 1] 0.57 45 0.95 1 050 3£ 0.79 F 0.12 £F 0.87 1 0.98 % 0.87 Z 0.50 5} 099 £ 0.17 48 0.74
U 0.74 tR 057 $4 095 $2 050 i£ 0.69 % 0.12 52 0.87 7T 0.83 11~ 0.83 /£ 043 I 098 ¥E 0.12 #10.74

A 0.69 {1 043 < 0.90 3 043 1 057 & 0.12 4% 057 i1 0.83 £ 0.83 5 043 T 098 ##£ 050
ML 020 4 043 5i£ 0.74 £ 043 172 057 5 0.12 22 057 i 063 7= 0.74 F 095 1050
H. 012 5 043 48 0.74 4§ 0.36 B 01245057 # 063 F0.74 095 £0.12
A 0121704315074 063 T 095
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Post-processing Stage based on Characteristics of Confusing Characters for
Appending Similar-Shaped Characters and Adjust the Confidence Scores of
Candidates

i1 1.00 {57 0,95 42 1.00 42 1.00 tH: 1.00 F 10022 1,005 1.00 % 1.00 & 1.00 K 1.00 # 096 #+ 093
A0 1.00 44 0.82 i 0.98 2 0.99 FF 0.95 5 098 £44 1.007% 1.00 %2 0.9 & 0.70 5L 1.00 4 0.47 4 0.88
1098 {1 0.75 4 0.98 45 0.86 £} 0.90 5 0252 090 #E 1004 0.85 /F 063 F 1.00 & 03015 0.70
3080 #1] 0.57 §it 097 £ 0.62 42 0.85 H 020 5% 0.88 711 095 1+ 0.77 & 052 K 099 4 0.22 $H 066
ik 079 tk 057 5 097 $i 0.50 3% 0.80 5L 0.12 £F 0.88 7 0.95 % 0.67  0.50 ~F 099 §5 0.15 4 0.66
Uit 0.74 1 0.43 $4 090 45 047 14 069 % 0.12 4% 0.78 7T 0.83 065 it 044 | 098 fik 0.12 41 0.64
fift 053 {F 043 4 0.80 45 040 = 057 2 0.12 4% 0.62 7 0.80 - 0.53 #£ 033 T 0.98 £ 0.12 4% 0.50

JLO12 {5 043 4% 0.62 4 0.33 1 042 7£ 0.12 45 0.60 ¥ 043 7= 044 T 04 i 0.46
A, 012 7 043 48 050 4 026 0124043 # 023 £ 041 +093 012
A 0126202215 044 033 17090

Dictionary-based Sentence Segmentation and Fragments Detection
.&ﬂ f‘_'I ‘}E’.éf’t [H-?EI!‘ é’}zﬂ'ﬁ“ éj ’ E.. ’ji JEI:] g‘_‘

The underlined character string “*%/ J# A i %) is regarded as the sentence fragment.

Then the dictionary-based approximate word matching is applied to the sentence fragment
to append linguistic-prone characters and adjust the confidence scores of candidates.
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Dictionary-based Word Lattice Construction
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Statistical-based Post-processing Stage for Optimal Sentence Hypothesis

Identification

The sentence hypothesis
wfr {88 HF S5 KE K L

is selected as the final output result.

During this post-processing procedure, both the mis-recognized character and

unrecognized character encountered in the original recognition result are recovered.
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