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Chapter 1 Introduction 

Chapter 1 

Introduction 

 

1.1 Significance of the research 

 

Interferometric Synthetic Aperture Radar (InSAR) has undergone rapid development 

since its first proposal by Graham in 1974. Within three decades, InSAR has gained 

increasing attention from researchers in a variety of areas due to its advantages of all 

weather conditional, rapid and accurate topographic data collection (Zebker et al., 

1994a). As a result, it has matured to be a widely applied technique in many fields 

(Hanssen, 2000), such as surface deformation monitoring (Rosen et al., 1996; Tobita 

et al., 1998; Liu, 2003); forest management and classification (Askne and Hagberg, 

1993; Varekamp and Hoekman, 2001; Wegmller and Werner, 1997; Weydahl, 2001); 

ocean currents and glacier movement monitoring (Mattar et al., 1998; Joughin et al., 

1998; Wangensteen et al., 1999); hydrologic studies (Ludwing et al., 1998) and polar 

research (Madsen et al., 1993; Shi et al., 1994).  

 

InSAR is a potential technique for generating digital elevation models (DEM) by 

using the phase component of the complex radar signal (Gens, 1998). A DEM is one 

of the most demanded products in the remote sensing community (Gens, 1998). It is 

widely used within the geoscientific community, e.g. for mapping purposes, 

geomorphological studies based on slope and aspect maps, and as a layer in 

geographical information systems (GIS) for combining relief data with thematic 
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information. A properly equipped spaceborne InSAR system can be used to produce a 

highly accurate global DEM with its advantages in significantly less time and at 

significantly lower cost than other systems (Hilland et al., 1998). This greatly attracts 

researchers’ attention in military field. In the navigation field, a highly accurate DEM 

is one of the important information for improving the accuracy of the navigational 

system (Burgett, 1993; Layne and Paschall, 1994; Guarino and Ibsen, 1995; Li and 

Zelnio, 1996; Hilland et al., 1998; Fornaro, 1999). 

 

In short, InSAR is enjoying widespread applications in many fields. It is a promising 

technique to solve some difficult problems in a study area accurately, economically, 

conveniently and efficiently, rapidly gaining attention in many fields. There are, 

however, numerous critical factors affecting the quality of InSAR data. One such 

factor is the SAR image co-registration that determines both the robustness and the 

accuracy of InSAR technology and limit its applications and developments. There is 

no doubt that improving the accuracy of image co-registration in InSAR will greatly 

benefit the development of InSAR technology in civilian and military applications. 

 

1.2 Researches on InSAR: An overview 

 

1.2.1 Historical development of InSAR 

 

The concept of Synthetic Aperture Radar (SAR) is usually attributed to Carl Wiley of 

Goodyear Aircraft Corporation in 1951 (Wiley, 1965). At the University of Illinois, a 

group of scientists have validated the first experiment in 1953 (Sherwin et al., 1962); 
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later on, the U.S. Army commissioned Project Wolverine on this subject to the 

University of Michigan. This was the beginning of a series of activities that 

contributed to the development of SAR techniques (Franceschetti and Lanari, 1999). 

 

Beginning in the late 1960s, NASA began to sponsor the development of SAR 

systems for civilian application. Jet Propulsion Laboratory (JPL) developed for NASA 

an L-band SAR sensor. This was installed in 1962 on a rocket and tested during a set 

of experiments carried out at the New Mexico missile test site. This sensor was finally 

installed onboard (NASA CV-990 airplane) in 1966 and subsequently upgraded by 

JPL again (Franceschetti and Lanari, 1999; Hanssen, 2000). 

 

Environmental Research Institute of Michigan (ERIM) and JPL jointly conducted the 

Apollo Lunar Sounder experiment, which successfully flew onboard the Apollo 17 

lunar orbiter in 1972 (Porcello et al., 1974). 

 

NASA approved the Shuttle Imaging Radar (SIR) flight series. The program started 

with the SIR-A experiment flown in 1981. The SIR-B mission was launched in 1984 

(Franceschetti et al., 1995). 

 

The European Space Agency (ESA) has also contributed to SAR technology 

development with the launch of two flying C-band sensor: ERS-1 and ERS-2. The 

former was successfully launched in 1991 and the latter in 1995 (Franceschetti and 

Lanari, 1999). 
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Other countries have also been involved in the development of free-flying spaceborne 

SAR sensors for civilian applications. Russian launched the S-band in 1991; Japan, 

the L-band sensor JERS-1 in 1992; and Canada, the RADARSAT sensor equipped 

with a multimode C-band system in 1995 (Hanssen, 2000). 

 

A very important feature of SAR application is represented by interplanetary 

missions. In addition to spaceborne SAR missions, many airborne SAR sensors have 

also been developed over the years. Airborne operations are more flexible than 

spaceborne operations and are more commonly practiced nowadays. A large number 

of SAR sensors are already planned for the near future (Hilland et al., 1998). 

 

SAR interferometric data can provide information on three-dimensional objects. 

These data are derived from the phase component of the complex radar signal. The 

use of SAR interferometry can be traced back to the 1960s when the American 

military used an airborne system for mapping the Darien province in Panama at a 

scale of 1:250000 by means of radar interferometry. The first published results using 

this information source for the observation of the surface of the Venus and the Moon 

are given by Rogers and Ingalls, 1969 (Gens, 1998). 

 

Graham (1974) introduced this synthetic aperture radar (SAR) technique for 

topographic mapping. He showed that SAR interferometry, with side-looking airborne 

geometry, could be used to create topographic maps for two reasons: 
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a. The resolution of some SAR data is adequate to identify various features and 

objects of the terrain.  

b. In addition to this, a sufficient number of points can be measured using the 

interferometric geometry to describe a terrain surface in detail. 

 

Gabriel and Goldstein (1988) extended the interferometric technique by adapting the 

existing technique to crossed orbits using interferometric repeat-pass data from the 

SIR-B mission inclined by an angle of 1.2 degrees. 

 

The technique of differential interferometry was introduced by Gabriel et al. (1989). 

With two interferograms derived from three different SEASAT observations a 

double-difference interferogram was calculated. It was assumed that differential 

interferometry could detect small elevation changes in the order of 1cm or even less 

(Gabriel et al. 1989). 

 

Since the launch of ERS-1 in July 1991, a large number of interferometric data sets 

acquired in C-band have become available. The ERS-1 satellite was the first 

operational spaceborne system, which acquired radar data suitable for SAR 

interferometry on a routine basis. With these data sets it was possible to investigate 

the potentials and limitations of SAR interferometry. With the availability of data sets 

from ERS-2 launched in April 1995, the ESA could set up the tandem mission, which 

combined data sets from ERS-1 and ERS-2 acquired only one day apart. An initial 

testing of ERS tandem data quality for InSAR applications was performed by Solaas 

et al. (1996). The tandem data sets enabled more detailed investigations on the 
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optimal performance of spaceborne systems in terms of temporal decorrelation and 

atmospheric effects.  

 

1.2.2 Present researches on InSAR 

 

At present, the research on InSAR is in the ascendant and attracting more and more 

attentions from researchers. Many researches have been done with various methods 

and many are still in progress to reduce the effects of error sources on the quality of 

InSAR data. Atmospheric effects are assumed to be one of the error sources of 

differential interferometry. A homogeneous atmosphere affects the entire image. Such 

an effect depends on the incidence angle as well as on the baseline. These atmospheric 

effects can be removed by adequate processing. The refraction causes pixel 

misregistration. The heterogeneous atmospheric effects are difficult to detect. These 

effects are caused by tropospheric turbulences and variations in the water vapour 

content in time and space. A method for the reduction of the effect of atmospheric 

noise is the averaging of interferometric measurements from independent image pairs 

(Zebker et al., 1997). Another method is to model the atmosphere based on many 

parameters to improve the quality of SAR data. A method of stochastic simulation has 

been proposed to model the atmospheric effect on InSAR measurements based on 

sample data, resulting in a 37.44% reduction in the standard deviation of the 

atmospheric errors (Li and Ding, 2003). 

 

Temporal decorrelation is one of the major constraints on repeat-pass interferometry. 

It is caused by all the physical changes occurring on the terrain surface between two 
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epochs of data acquisitions. In order to get more accurate and reliable results of earth 

surface deformation, uniform error models are proposed by Liu (2003). The 

correlation of a desert area may remain unchanged whereas forestry terrain might 

show a significant loss of coherence with time. More detailed investigations on 

temporal decorrelation and atmospheric effects have been conducted with ERS 

tandem data by Solaas et al. (1996).  

 

Baseline decorrelation is a factor of the viewing geometry, which is determined by the 

orbit chosen for the data acquisition. With an increasing length of the baseline, the 

noise level increases which leads to a decorrelation of the radar signals. The baseline 

decorrelation is always in the system and cannot be avoided. It can be reduced to a 

certain extent at the expense of image resolution. A method to estimate baseline using 

ground points with heights and their interferometric phase was proposed by Kimura 

and Todo (1997). In differential interferometry, the baseline can be determined from a 

given interferogram based on existing DEM (Singh et al., 1997). 

 

A multi-baseline study by Li and Goldstein (1990) presented an error model for 

topographic mapping. They demonstrated that interferometric data regularly acquired 

by a spaceborne SAR could provide extremely useful topographic information. This 

study also showed that the sensitivity of the height measurements increased with the 

length of the baseline. At the same time, the phase error also increased. 

 

A lot of researches have been carried out to reduce the errors that are caused by 

interferometric processing. The InSAR processing consists of co-registration, 
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interferogram generation, phase unwrapping and geocoding. Researches have been 

done in co-registration (Wey, 1991; Lin et al., 1992; Zebker et al., 1994b; Guarnieri 

and Prati, 1997), generation of interferogram (Bamler and Just, 1993), phase 

unwrapping (Lim et al., 1997; Ainsworth and Lee, 1998; Bamler et al., 1998; Bao et 

al., 1998), and geocoding (Wivell et al., 1992). 

 

The co-registration of SAR complex images is the first step in interferometric 

processing and it is one of the most important processing procedures involved in 

InSAR. For the quality of the final products, accurate co-registration of the two input 

images is a prerequisite. Based on a good image registration, ideally up to 1/10 of a 

pixel, interferometric products with reliable quality could be achieved. 

 

The SAR image co-registration chain consists of two steps: i.e., coarse co-registration 

and fine co-registration. The fine co-registration is an important step, which includes 

selection of tiepoints, tiepoint matching, transformation models and resampling 

method. The distribution and the window size of tiepoints for image co-registration 

will greatly affect the final generation of SAR image co-registration. Some work has 

been done on these aspects (Wan, 1990; Weydahl, 1991; Lin et al., 1992; Zebker et 

al., 1994b; Guarnieri and Prati, 1997). 

 

An automatic approach with multi-step image matching algorithm was used by Liao 

(2000). In the first step, some interesting tiepoints have been selected by an operator 

in a grid form in the master image. The grid size is 9*9. The tiepoint matching was 

carried out based on a normalized correction coefficient. A set of window sizes during 
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tiepoint matching is adopted to do experiments. Good results of InSAR image 

processing are obtained based on the window size, 63*63. Therefore, it was selected 

as the optimum window size for tiepoint matching. The next step based on relaxation 

technique is used to ensure the reliability. At last, least-squares adjustment is carried 

out to improve the accuracy of co-registration. 

 

Another method for image co-registration in the Fourier domain, using Fast Fourier 

Transform (FFT), is performed (Adbelfattah and Nicolas, 2004). Indeed, this method 

works very fast. However, it is just suitable for the stationary regions. For 

non-stationary regions, the result is unreliable.  

 

There are three kinds of issues in image co-registration. The first is the selection of 

tiepoint that includes two factors: the distribution of tiepoints; and the number of 

tiepoint to be selected. For the distribution of tiepoints, theoretically, more tiepoints 

will result in a more reliable registration. It has been stated in many literatures that 

tiepoints with features should be selected and evenly distributed over the whole image. 

However, too many tiepoints would result in a dramatic increase in calculation but it 

does not necessarily result in a more reliable co-registration. The tiepoints with 

common features such as a house or an island do not always exist in SAR images. 

Therefore, tiepoints are usually selected in a grid form, i.e. at grid nodes. The grid size 

of tiepoints, 2*10, 9*9, 6*6 and 8*8 have been adopted by Zebker et al. (1994b), Wan 

(1990), Yang and Wang (1999) and Liu et al. (2001), respectively. At present, the 

selection of tiepoints is determined almost by experiences. 
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The second is the tiepoint matching that includes two factors: the window size, and 

the method for matching. Generally, the method for tiepoint matching is based on the 

maximum cross-correlation. The size of window is a very important factor to be 

considered. Too large a window size would result in not only a dramatic calculation 

but also the appearance of pseudo-tiepoint. However, too small a window size would 

make the co-registration unreliable. A multi-window sized 21*21pixels based on 

maximum cross-correlation is developed by Li and Fan (2001). The window size, 

33*33 pixels, 9*9 pixels and 63*63 pixels have been adopted by Zebker et al. (1994b), 

Weydahl (1991) and Liao (2000). However, no theory has been developed to guide 

the selection of window size.  

 

The third is the mathematical models for transformations. The models include 

geometric transformation models, and radiometric transformation models for 

resampling. The transformation models can affect the reliability of co-registration.  

 

The reliability of co-registration is a very important consideration for SAR image 

processing. So far, the root mean square error (RMSE) of the residuals at tiepoints 

after least-squares adjustment is adopted as a measure for the reliability of 

co-registration. It implies that the smaller the RMSE, the better or more reliable the 

co-registration. However, it is not always the case. Therefore, a more effective 

indicator should be used to measure the reliability of co-registration. 

 

All in all, in order to improve the accuracy of co-registration of SAR image in InSAR, 

these problems need to be addressed. 
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1.3 Research Objectives 

 

In the project, the master images are acquired on March 18, 1996; and the slave 

images are acquired on March 19, 1996. The time interval of acquisition of SAR 

images is just one day, and the local incidence is the same common factor for all 

images. So the incidence is not considered here.  

 

Co-registration is the first and one of the most important steps in the interferometric 

processing. In this step, as previous description, the distribution of tiepoints, the size 

of window, and the mathematical models can affect the quality of the co-registration. 

The quality of the co-registration determines the quality of any InSAR products, and 

thus on the quality of final InSAR product, e.g. DEM. Therefore, the distribution of 

tiepoints and the size of window are considered in the study. However, the 

mathematical models are not considered. A reliable measure for the quality of 

interferogram is necessary in the study, so it is also considered. Therefore, this study 

aims to improve the accuracy of SAR image co-registration to generate an accurate 

DEM. The research objectives are as follows:    

 

• to analyze the effects of interval of tiepoint on the reliability of co-registration; 

• to determine the optimum window size for tiepoint matching;  

• to develop a new method for extracting feature points for co-registration; and 

• to develop a reliable quantitative measure for the quality of interferogram. 
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1.4 Structure of the dissertation 

 

This dissertation consists of eight chapters. After this introductory chapter, the 

theoretical principle of DEM generation by SAR interferometry is described in 

chapter 2. In this chapter, firstly, the principle of InSAR is described and the 

acquisition of SAR image is introduced. Then, procedures for DEM generation (e.g. 

co-registration, interferogram generation, phase unwrapping and geocoding) are 

described. Especially, the principle and the procedure of image co-registration are 

discussed in detail, and factors influencing the reliability of co-registration are 

examined. 

 

A new quantitative measure for the quality of interferogram is described in chapter 3. 

At the same time, existing measures for the quality of interferogram are reviewed. The 

details of the new approach are described. Experimental tests, both direct and indirect, 

are conducted and reported.  

 

Chapter 4 focuses on the effects of interval of tiepoints on the reliability of SAR 

image co-registration. A systematic experimental investigation into this issue has been 

reported.  

 

Chapter 5 investigates the determination of optimum window size for tiepoint 

matching. The line of thought for the investigation is firstly presented. Then, a new 

method based on multiresolution wavelet analysis is described. This method is also 

intensively tested. 
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A new method for extraction of feature points based on wavelet for co-registration is 

described in chapter 6. A comparison of test results between the traditional methods 

and the new method is given. 

 

Chapter 7 describes an automated system for SAR image co-registration. The concept 

and procedure of the automated system is presented. An automated operators 

employed this automated system are described in detail.  

 

Chapter 8 presents a summary and some conclusions of the work done in this project. 

Some recommendations for future research are also given. 
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Chapter 2 

Generation of DEM by InSAR 

 

This chapter introduces the procedures for generating a DEM by InSAR in detail to 

serve as a theoretical background of discussions to be conducted in future chapters. 

 

2.1 Generation of DEM by InSAR: Overview 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 2.1 Procedures for DEM generation by InSAR 
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There are five steps in the procedures for generating a DEM. They can be summarized 

in Fig.2.1, i.e. 

1. Acquisition of SAR images; 

2. Co-registration of two SAR images; 

3. Generation of interferogram;  

4. Phase unwrapping of the wrapped interferometric phase; 

5. Geocoding of DEM.  

Then, we will introduce the details of a DEM’s generation step by step from next 

section on. 

 

2.2 Acquisition of SAR images 

 

From the Fig.2.1, it is seen that the first step is to acquire two SAR images. Normally, 

there are three ways to acquire SAR images according to the number of antenna 

mounted on platform and the orientation of the formed baseline (Gens, 1998; Rosen et 

al., 1996). They are repeat-pass, across-track and along-track, respectively.  

 

In order to understand the principle of acquiring the SAR images, the general InSAR 

imaging geometry is illustrated in Fig.2.2. Two antennas  and  on ideally 

parallel flight paths are separated by a baseline B. The slant range from antenna  

to an illuminated point on the ground is ;  is the slant range from antenna  

to the same point. With the looking angle 

1s 2s

1s

1r 2r 2s

θ , the angle of baseline with respect to 

horizontal line α  and the flying height H , the imaging geometry of InSAR is fixed. 
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Fig. 2.2 Imaging geometry of SAR interferometry 

 

2.2.1 Acquiring SAR images by Repeat-pass 

 

The term “repeat-pass” means to pass the same area repeatedly. In this approach, only 

one antenna is used and the SAR system acquires SAR data sets by passing the same 

area twice, covering it with a slightly different viewing geometry. The imaging 

geometry of repeat-pass SAR interferometry is illustrated in Fig.2.3. From the figure, 

it is noticed that, on the first pass, the radar wave is transmitted from antenna , and 

after interaction with the terrain, the backscattered return is also recorded by antenna 

. The signal is then processed to a complex SAR image, so does  on the second 

pass. The signal is processed to another complex SAR image. These SAR images are 

respectively called the master image and the slave image, as shown in Fig.2.1.  

1s

1s 2s

 

This approach is most suited to spaceborne systems. This is because precise location 

 16



Chapter 2 Generation of DEM by InSAR 

of the flight path is required, and satellites typically have much more precise and 

stable orbital paths in the absence of the atmosphere than aircrafts.  

 

flig
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ht path 1
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Fig. 2.3 Imaging geometry of repeat-pass SAR interferometry 

 

The repeat-pass approach for airborne SAR was studied by Gray and Farris-Manning 

(1993). The suitability of interferometric airborne data sets depends on a 

non-changing terrain backscatter, a stable viewing geometry and phase-preserved 

information of the motion-compensated signal. The compensation of non-linear 

motions of the two antennae is essential for achieving accurate interferometric results 

from airborne data. Stevens et al. (1995) have given an overview of the work done in 

this field. Optimal motion compensation requires a precise knowledge of the relative 

geometry of the radar and each illuminated target. The motion compensation can be 

implemented in different ways (Gray et al., 1992). One of the ways is to implement 

the motion compensation for each antenna separately through the definition of two 
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reference tracks. Madsen et al. (1993) estimated the two antenna positions performing 

a resampling in the motion compensation stage using measurements from a digital 

avionics data system, a global position system (GPS) and an inertial navigation 

system (INS). 

 

Normally, the repeat-pass approach is adopted to obtain SAR images to generate a 

DEM. In this study, all of SAR interferometry data are ERS-1/2 data that are obtained 

by repeat-pass approach. 

 

2.2.2 Acquiring SAR images by Across-track 

 

f lig
h t p a th

S 1

S 2B

 

 

Fig. 2.4 Imaging geometry of across-track SAR interferometry 

 

Another approach to acquire SAR images is by across-track. Its imaging geometry is 
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illustrated in Fig.2.4. In this approach, two SAR antennae,  and , are mounted 

on the same platform. The SAR data are acquired at the same time and the baseline, B, 

is perpendicular to the flight path. The system, therefore, records the master image 

and the slave image at the same time but from two slightly different locations.  

1s 2s

 

The main problem with the geometry of the across-track approach in the airborne 

configuration due to errors caused by the aircraft roll cannot be distinguished from the 

influence of the terrain slope. This problem is less critical in the spaceborne case, as a 

satellite track is more stable than an airborne flight path. 

 

2.2.3 Acquiring SAR images by Along-track 

 

The along-track means to acquire SAR images by two SAR antennae,  and . 

The two antennae follow each other at a short distance on the same orbit and possibly 

on the same platform for SAR data acquisition. The baseline, B, is parallel to the 

flight direction. Its imaging geometry is illustrated in Fig.2.5. At present, the 

along-track approach is only applicable to airborne SAR systems, as it requires two 

antennae on the same platform. The along-track approach is sensitive to movement of 

the scatters in the range direction. It can be used to measure Earth-surface velocities. 

As such, this technique holds promise for the detection of slowly moving ground 

targets. It was developed in mapping ocean currents. Above sea, it produces a map of 

the current velocity component parallel to the radar look direction. Now the master 

image and the slave image are recorded from the same position but at slightly 

different times. Therefore, the phase differences between the corresponding signals 

1s 2s
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are caused by the movement of the measured object, e.g. water current. The moving 

surface leads to a Doppler shift according to the phase velocity of the water waves. 

All stationary targets are not visible whereas the moving ones can be seen in the radar 

imagery. 
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Fig. 2.5 Imaging geometry of along-track SAR interferometry 

 

The quality of interferometric measurements depends on the relative distance of the 

antenna(s), the so-called base line. Across-track and along-track are only possible 

using airborne systems with two antennas. The yaw and pitch cause baseline 

components in y- and z-direction produce additional phase differences. The base line 

can, therefore, be readily found to the required precision. In principle, repeat-pass way 

is also possible for aircraft, but the flight track and the aircraft attitude should be 

known with sufficient accuracy.  
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2.3 Co-registration of SAR image  

 
2.3.1 Principle of co-registration 

 

From the Fig.2.1, it can be seen that once the master image and the slave image are 

obtained, the co-registration of two SAR images is needed. Since two complex images 

are taken at the same scene but at different times, their orientations could be different. 

Geometrically, they are in different coordinate systems. Therefore, there is a need of a 

transformation to bring them down to identical coordinate systems. There are two 

solutions, i.e. either to bring both down to absolute ground coordinate or to fit one 

image to the coordinate systems of the other. Normally, co-registration refers to the 

latter.  

 

The co-registration consists of two steps: the coarse co-registration and fine 

co-registration. The coarse co-registration means the master image and the slave 

image are registered to the accuracy of one pixel. The fine co-registration means these 

two images are registered to the accuracy of sub-pixel based on the coarse 

co-registration. Based on the orbital state data, the moments and the centers of the 

image, the coarse co-registration of two images, master and slave images are carried 

out.  

 

Once the coarse co-registration is determined, the fine co-registration can be 

performed. In order to bring slave image to fit into the coordinate system of the 

master’s, the relationship between these two images needs to be established. In InSAR 
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practice, some sorts of polynomials are used as approximate models for the 

transformation between them. Once a model is selected, the next step is to solve the 

coefficients of the model (polynomial). In this case, a set of reference points 

(so-called tiepoint – the corresponding points on both images) needs to be selected. 

Due to the lack of well-defined points on images, the normal practice is to select a set 

of tiepoints in a grid form from master image. Then a matching process is employed 

to find the points on the slave image, which are the corresponding positions of the 

grid nodes on the master image. The cross-correlation coefficient is a parameter 

widely used for the evaluation of the matching results. The principle is: a window of, 

say, 3x3, pixels on the master image is selected with the given point to be matched at 

the center; this window is to be matched. Correspondingly, a window as the same size 

one in master image is selected in the slave image. This window shifts along the row 

and column direction in the slave image. There is a cross-correlation coefficient 

between the two windows. Since the window in the slave image shifts, there are many 

matching of windows of the same size, but the one matching with the highest 

cross-correlation coefficient is regarded as the true matching. The central pixels of the 

two windows are regarded as the corresponding pixels to be found. After this, using 

transform model, the slave image can be fitted into the coordinate system of master 

image. Afterwards, the slave image is resampled and the registered slave image can be 

obtained. Till this, image co-registration has been finished. The sequence of SAR 

image co-registration is shown in Fig.2.6. 
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Fig 2.6 Sequence of SAR image co-registration 

 

2.3.2 Tiepoint matching 

 

In the co-registration, tiepoints matching is implemented by using the strategy of 

image cross-correlation maximization. Let  and  represent the two 

SAR complex images, the master image and the slave image, respectively: 

),(1 nmz ),(2 nmz

 

),(
11

1),(),( nmjenmznmz ϕ=     (2.1a) 

),(
22

2),(),( nmjenmznmz ϕ=     (2.1b) 

 

where =0,1,2, , =0,1,2m 1, −ML n 1, −NL , the image size is , NM ×

),(1 nmϕ  and ),(2 nmϕ  are the phase values. 
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The cross-correlation coefficient γ  is expressed as: 
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The expanded form of Equation (2.2) can be written as: 
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where KL ×  is the image patch size, ),( nmϕ  is the phase difference between 

two images. It can be imagined that the computation would be heavy due to the 

involvement of ϕ. In order to reduce the calculation, an alternative solution has been 

in use, i.e. to use the power correlation coefficient ρ̂  (Guarnieri and Prati, 1997). 

The computation of ρ̂  is shown as: 
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The relation between γ̂ and ρ̂  is as follows: 
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The one matching with the maximum cross-correlation coefficient means the central 

pixels of the two windows are homologous. 

 

Another tiepoints matching method based on spectral maximization is proposed by 

Gabriel and Goldstein (1988). The method multiplies one window of the master 

image by the complex conjugate of the corresponding window in the slave image. For 

registered windows this product is essentially a constant amplitude and linear phase 

term: its FT is then rather peaked. Misalignments broaden the spectrum around the 

peak. 

 

2.3.3 Transformation model 

 

In order to enhance the accuracy of the results, different transformation models could 

be adopted in different situations. In the case of a photograph, one frame of an image 

is taken at one time. For each frame, there are six orientation elements (three rotation 

and three translation). The elements are the same for all image pixels on the same 

frame. If the image coordinate system is that the origin being the center of the image 

and the x-axis being along the flight direction, an arbitrary Cartesian coordinate 

system could possibly be used in the image plane. It is as follows (Li, 2001): 
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where, ~  are the coefficients; 1A 11A x  and  are the coordinates of an image 

point; , 

y

X Y  and Z  are the coordinates of its position on the ground. 

 

In the case of scanner images, image pixels are acquired scan by scan. A frame of an 

image may consist of thousands of scan line. In this case, there are six orientation 

elements and there is a need of at least three control points for the computation of 

coefficients for each scan line. This is not feasible. The problem could be simplified if 

the relationship among the scan lines is known. However, this is normally not the 

situation. In this case, a single polynomial could be used to approximate the geometric 

model transformation for all scan lines (Li, 2001): 
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where, ~  and ~  are the coefficients; 0a 5a 0b 5b x  and  are the coordinates of 

an image point;  and 

y

X Y  are the coordinates of its position on the ground. Indeed, 

in this case, the errors caused by distortions are re-distributed rather than removed by 

the polynomial function. 

 

The latter case is suitable for InSAR practice. Normally, the bicubic function is used 

as the polynomial for the transformation between master image and slave image. In 

InSAR image co-registration, ( x , ) is the pixel’s coordinate in the slave image while 

( ,

y

X Y ) is the pixel’s coordinate in the master image.  

 26



Chapter 2 Generation of DEM by InSAR 

 

After co-registration, the master image remains unchanged while the slave image is 

registered, as shown in Fig.2.1.  

 

2.4 Generation of interferogram  

 

Once co-registration has been carried out, the interferogram can then be generated. 

SAR raw imagery data records not only the amplitude but also the phase information 

determined by the distance between the target and the radar antenna. The phase 

measured in each image is the difference on a pixel basis. A SAR interferogram is 

produced using the phase differences between the relevant pixels of two SAR images 

of the same scene taken from repeat orbits at nearly the same positions in space. Its 

processes consist of three steps as follows:  

• formation of a rough interferogram with flat-earth phase trend;  

• removal of flat-earth phase trend using precise orbit data; and 

• filtering of the interferogram.  

 

After these processes, an enhanced interferogram could be obtained. In this 

dissertation, InSAR interferogram refers to the enhanced interferogram.  

 

2.4.1 Formation of a rough interferogram 

 

The formation of a rough interferogram is carried out by extracting the phase 

difference, which is implemented via the product between the master image and the 
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complex conjugate of the registered (slave) image. The interferometric phase is 

computed from the following equation: 

 

)(4)],(),([ 2131 rrnmznmzph −=∗= ∗

λ
πϕ    (2.8) 

 

where  and  are slant ranges from point on the ground to the radar at two times. 1r 2r

λ  is the wavelength.  and  represent the two SAR complex 

images, master image and the registered (slave) image, respectively. The resultant 

interferogram contains interferometric phases. However, flat-earth phase trend and 

noise are still included in the interferogram. Therefore, the next step is referred to as 

phase flattening where the interferogram phase component due to a flat-earth phase 

trend is removed. To remove the flat-earth phase trend facilitates interpretation of the 

topography in the interferogram phase and reduces phase wrapping complexity. 

),(1 nmz ),(3 nmz

 

2.4.2 Removal of flat-earth phase trend using precise orbit data 

 

Assuming a surface without topographic relief, the interferometric phase could be 

expressed as follows (Rosen et al., 1996): 

 

)sin(4
0 αθ

λ
πϕ −⋅= B      (2.9) 

 

where α  is the orientation angle of the baseline and θ  is the looking angle. If relief 

is present, the looking angle will differ from θ  by δθ , 
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)sin(4
αδθθ

λ
π

ϕ −+⋅= B      (2.10) 

 

Combining equations (2.9) and (2.10), the flattened phase is (Rosen et al., 1996): 
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where, R  is the slant range from point on the ground to radar; r∆  is the ground 

deformation along the direction of radar line-of-sight between the two SAR 

acquisitions. 

 

Theoretically, every pixel corresponds to a certain orbit data and baseline data. So 

flat-earth phase included in every pixel phase could be removed by the method, pixel 

by pixel, after every orbit data and baseline data that correspond to every pixel have 

been obtained. However, too many pixels would result in a dramatic increase in 

calculation but does not necessarily result in better phase flattening. It is noticed that 

the earth is considered as an ellipsoid, which results in the flat-earth phase trend. The 

trend is systematic, so the whole flat-earth phase trend could be systematically 

removed by modeling with some pixels that have been suitably selected in the whole 

SAR image. 

 

When comparing the flattened interferogram with the amplitude image, a correlation 

between the fringe pattern and the region’s topography will be apparent. The residual 
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phase after flattening is directly proportional to terrain height so the residual 

interferogram looks much like a contour map of terrain height. 

 

It is noticed that the term of baseline, B in equation (2.11), will greatly influence the 

precision of the flattened phase. Precise orbit determination and baseline estimation 

have attracted a lot of research. The errors of orbit and baseline are caused by many 

complex factors, such as systematical factor and random factors. The baseline error 

always exists in the system and cannot be avoided (Zebker et al., 1996). It can be 

reduced to a certain extent at the expense of image resolution (Gatelli et al., 1994). 

For ERS-1/2, precise orbit determination is based on tracking data, a gravity model, 

and several dynamical models (Hanssen, 2000). 

 

2.4.3 Filtering of the interferogram 

 

Filtering of the SAR data sets can be applied at different stages of the InSAR 

processing. Each filtering step can reduce disturbing effects such as speckle or noise 

that is in the SAR data, at the expense of losing a part of the original information. 

After the generation of the flattened interferogram, the interferogram must be filtered 

to enhance its quality. For example, a low-pass filter was applied by Schwabish (1995) 

while an adaptive filter has been proposed by Goldstein and Werner (1998).  

 

The InSAR interferogram contains several types of information (Ge et al., 2002): 

• topographic, a contour-like pattern representing the topography of the area; 
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• geometric pattern, a systematic striped pattern caused by differences between 

the two SAR sensor trajectories; and 

• differential pattern, fringes associated with any change of the range between 

the two SAR imaging, the sources of which include ground displacement, 

change of atmospheric refraction, and phase change by reflection due to 

growth of vegetation. 

After these steps, an enhanced interferogram is obtained as shown in Fig.2.1, the color 

image.  

 

2.5 Phase unwrapping 

 

An interferogram contains phase information directly related to the topography. Since 

this information is given modulo 2π, there is an ambiguity problem in calculating the 

correct integer number of phase cycles that needs to be added to each measurement in 

order to obtain the correct slant range distance (Gens, 1998). This ambiguity solution 

is referred to as phase unwrapping. It is one of the focuses in InSAR research. 

 

The absolute interferometric phase may be related directly to the topographic height 

and amount of deformation. However, the measured interferometric phase represents 

the absolute interferometric phase modulo 2π. To go from the measured phase to the 

absolute phase, a two-step process is required: phase unwrapping and absolute phase 

determination. The relation between the measured interferometric phase measuredϕ , the 

unwrapped interferometric phase unwrappedϕ , and the absolute interferometric phase 
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absoluteϕ may be summarized as follows: 

 

measuredϕ = mod( absoluteϕ ,2π)       (2.12) 

 

unwrappedϕ = unwmeasured )(ϕ = absoluteϕ + 2πn    (2.13) 
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λ
πϕ 4

=        (2.14) 

 

where n is an integer, Pδ  represents the one-way path length difference due to 

topography and deformation, and unw)(•  represents the phase unwrapping process. 

 

2.6 Geocoding of DEM 

 

After the phase unwrapping, algebra and geometry yield the following equations for 

height: 
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where, H is the antenna  height above the reference plane and  is the target 

height.  and  are the slant ranges from antennae to the point on the ground, 

1s h

1r 2r
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respectively. θ  is the looking angle. α  is the angle of baseline with respect to 

horizontal line. unwrappedϕ  is the unwrapped interferometric phase. B  is the baseline. 

Therefore, the DEM data can be derived from radar interferogram. But this DEM data 

are not goecoded yet as shown in Fig.2.1. 

 

Normally, the DEM is provided in a coordinate system related to SAR geometric 

configuration. The geocoded DEM is the last product. Geocoding of a DEM includes 

two steps. The first step is referred to a coordinate transformation of the radar 

coordinates (range/azimuth/height) to coordinates in a convenient geodetic reference 

system such as WGS84 ( , Φ Λ , H ), where Φ  and Λ  are for the geographic 

latitude and longitude, respectively, and H is for height above the reference body 

(ellipsoid). The second step is the projection onto a cartographic map, usually the 

Universal Transverse Mercator (UTM). In this operation, each point ( Φ , ) over the 

ellipsoid is projected onto a cylindrical surface, which is wound up and provides 

northern ( ) and eastern (

Λ

y x ) coordinates. The projection formulas are (Davis et al., 

1981): 

⎥⎦
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where,  is the radius of the sphere;  N

Φ= tant ;  

2

22
2

1
cos

ε
εη

−
Φ

= , 0067686580.0=ε ; 

0Λ−Λ=Λ′ =longitude difference from central meridian, 0Λ  in radians; 

ΦS =length of the meridian arc from the equator to latitude Λ ; 

9996.00 =K . 

This projection is in zones that are  wide. The reference ellipsoid is Clarke 1866 

in North America. The details of the projection can be referred to Davis et al. (1981), 

Maling (1992) and Frankich (1993). 

o6
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Chapter 3  

A quantitative measure for the quality of 

interferogram based on phase differences 

 

In last chapter, the theoretical background of generation of a DEM is described. From 

that, it can be noticed the generation of interferogram is a critical process. This 

chapter aims to develop a reliable measure for the quality of InSAR interferogram. 

 

3.1 Existing measures for the quality of interferogram 

 

At present, there are several measures for the quality of interferogram. From 

literature, it can be found that visual appearance of the fringes is widely used to 

indicate the quality of interferogram (eg Eldhuset et al., 1996; Zou et al., 2002). That 

is, clear fringes mean good quality of an interferogram. In other words, if the 

interferometric fringes can be observed clearly, the quality of interferogram must be 

good. On the opposite, the blurry fringes will be found in bad interferogram as shown 

in Fig.3.1. The fringes in Fig.3.1.b are clearer than fringes in Fig.3.1.a. It means the 

quality of the interferogram in Fig.3.1.b is better than the one in Fig.3.1.a. Visual 

inspection is one type of manual interpretation.  

 

One type of indicator reflecting the quality of interferogram is the RMS error (RMSE) 

of tiepoints. It is a pre-assumption that the RMSE of the residuals at tiepoints after 
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least-squares adjustment is a good indicator for the quality. It implies that the smaller 

the RMSE, the better the quality of interferogram. However, it is not always the case. 

In some cases, when the RMSE is small, the resultant interferogram could not be good 

as identified visually as shown in Fig.3.1. For Fig.3.1.a interferogram, its RMSE is 

0.0151 smaller than the one in Fig.3.1.b. However, the quality of the interferogram in 

Fig.3.1.b is obviously better than the one in Fig.3.1.a. It is an unreliable indicator for 

the quality of interferogram by RMSE. 

 

                    
a. RMSE: 0.0151                                         b. RMSE: 0.0210 

Fig.3.1 Identification of quality of interferogram visually 

 

The coherence of interferometric SAR is another indicator for the quality of 

interferogram (Guarnieri and Prati, 1997; Gens, 1998). The coherence, varying in the 

range of 0 to 1, is a pixel basis as the correlation coefficient between two SAR images. 

It reflects the accuracy of phase in interferogram. The degree of coherence can, 

therefore, be used as a quality measure for the interferogram, the higher the 

coherence, the better the quality. The coherence of an image varies from area to area 

or even from pixel to pixel. Therefore, coherence image is produced to show the 

quality variation of an interferogram over the entire area. Fig.3.2 is a coherence 
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image. In this image, some areas are brighter while some areas are darker. The 

brighter areas correspond to good coherence and the dark areas correspond to bad 

coherence.  

 

 

Fig.3.2 A coherence image 

 

To make a coherence measure quantitative, histogram of the coherence image is used 

(Fig.3.3). More precisely, the mean of the distribution and the standard deviation 

(STD) from the mean are the two quantitative parameters for the coherence. Fig.3.3 

shows three examples of such histograms and the corresponding coherence images. In 

Fig.3.3a, the mean is 0.4746 while its standard deviation (STD) is 0.2005. The 

corresponding coherence image is shown in Fig.3.3d. In Fig.3.3b, the mean is 0.4786 

while its STD is 0.2012. The corresponding coherence image is shown in Fig.3.3e. In 

Fig.3.3c, the mean is 0.4759 while its STD is 0.2007. The corresponding coherence 

image is shown in Fig.3.3f. It can be easily observed that the coherence images are 

quite different and the distributions of pixel number in different interval of coherence 

are quite different among these three cases but the actual values for the means and 
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STD are quite similar. Therefore, such statistical parameters are not sufficient to 

differentiate the quality of interferograms.  
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(a)      (b)      (c) 

mean: 0.4746; STD: 0.2005   mean: 0.4786; STD: 0.2012   mean: 0.4759; STD: 0.2007  

 

 

(d)      (e)      (f) 

Fig.3.3 Histogram of coherence and corresponding coherence image 

(d) a coherence image corresponding to histogram (a) 

(e) a coherence image corresponding to histogram (b) 

(f) a coherence image corresponding to histogram (c) 

 

It seems that there are no better quantitative measures available for the quality of 

interferograms thus far. Therefore, a more robust measure is a matter of some 

urgency. This chapter aims to present such a measure for InSAR interferogram.  
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3.2 A quantitative measure based on the sum of phase differences 

 

3.2.1 The line of thought 

 

In chapter 2, the generation of interferogram is described in detail. From the processes 

for the generation of interferogram, it is noticed that the interferogram is generated via 

the product between the master image and the complex conjugate of the registered 

(slave) image. That is, the interferogram contains interferometric phase. In other 

words, the information contained in the interferogram is expressed only by phase and 

an interferogram is a type of phase image, which represents a two-dimensional 

relative phase signal -- the 2π-modulus of the (unknown) absolute phase signal. 

Technically, in the interferogram, the absolute phase is wrapped to a [0, 2π] interval. 

Every pixel of the interferogram corresponds to a phase value and is represented by a 

color.  

 

There might be many different (color) fringes that express different phase values in 

the interferogram. The phase value changes gradually from 0 radian to 2π radian. One 

kind of color fringe indicates a phase value that is in the [0, 2π] interval. For example, 

green fringe may indicate about 2-radian phase and blue fringe indicates about 

4.5-radian phase. The color of fringes gradually changes from red to green, green to 

blue and blue to red. Actually, this situation is the reflection of the phase variation 

which changes from 0-2 radian, 2-4.5 radian and 4.5-2π radian. The phase difference 

between two pixels that are in neighboring fringes should, therefore, be very small. 
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Ideally, the phase difference should be an infinitesimal value. If the two pixels are in 

the same color fringe, the phase difference between them should be zero. 

 

There are eight pixels around any given pixel (central pixel). Totally, there are eight 

phase differences between the central and the neighboring pixels. The sum of the 

eight phase differences should be an infinitesimal value in ideal situation. In such 

case, the sum of the phase difference (SPD) in the whole interferogram is usually 

zero.  

 

In practice, even if the two pixels are in neighboring fringes, their phase difference 

may not be an infinitesimal value because of noise. This happens in some part of the 

interferogram. In such a situation, the phase difference between two neighboring 

pixels may be bigger and thus the sum of the phase difference between the central and 

its neighbouring pixels may be much bigger than zero. As a result, the SPD of the 

whole interferogram is likely to be bigger than zero.   

 

From such an observation, it can be imagined that the sum of the phase difference 

(SPD) could be a good quantitative measure for the quality of interferograms. The 

smaller the SPD, the better the interferogram quality. 

 

3.2.2 Computational considerations 

 
For every pixel, there is a SPD. For the whole interferogram, the SPD could be 

obtained by summarizing the SPD of all pixels. This seems to be a straightforward 

computation. However, a special case should be considered. That is, when the phase 

 40



Chapter 3 A quantitative measure for the quality of interferogram based on phase differences 

value changes from 2π-0 radian, the two pixels’ phase difference is not an 

infinitesimal value but 2π radian instead. In such a case, the variation of 

fringes/phases is actually continuous and the phase difference value should be 

converted to zero.  

 

For one pixel, its  could be calculated as follows: localSPD

∑ ∑
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flattenedflattenedlocal kylxyxyxSPD ϕϕ   (3.1) 

where x =0, 1, 2, …, p-1; =0, 1, 2, …, q-1, and the interferogram image size is 

p×q. 

y

 

For the whole interferogram, the SPD could be calculated as follows: 
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It will be found later that the SPD values computed from Eq.(3.1) and Eq.(3.2) will be 

very big because some phase differences are repeatedly computed and added together. 

This only affects the absolute value but relatively it is still valid. Another way is to 

take average in Eq.(3.3) as follows:  
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In fact, instead of the absolute value of the phase differences, the square of phase 

differences is also a good alternative. 
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3.3 Experimental evaluation 

 

3.3.1 Design of the simulation test 

 

To test the adequacy of SPD as a quantitative measure for the quality of 

interferogram, a series of tests should be conducted. However, as discussed 

previously, there are too many factors influencing the quality of interferograms, and it 

is difficult to isolate so many factors in experimental tests. It is then decided to 

conduct a set of simulation.  

 

(a) Simulated DEM    (b) The corresponding interferogram 

Fig.3.4 Simulated DEM and the corresponding interferogram  

 

First of all, a DEM is simulated for the test area, as shown in Fig.3.4. The size of 

DEM is 320m×320m. The height range is from –2000-2000 meters. The topographic 

variation could be observed clearly from Fig.3.4a. With the heights obtained from 

DEM, the flattened phase could be derived by Eq.(2.14), as shown in Fig.3.4b. 

Therefore, an interferogram can be simulated for this area.  
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It is a natural line of thought that one could add noise of different levels to the 

interferogram to deteriorate quality of interferogram to different degree to see whether 

the proposed measure is capable of differentiating the quality. Alternatively, one may 

add noises to the DEM instead of the interferogram. The former is a direct approach 

and the latter is an indirect approach. In this study both approaches are tested. 

 

3.3.2 An indirect test 

 

In the first test, the noise is added to DEM before the generation of interferogram. The 

resultant interferograms are shown in Fig.3.5a-h. The level of noise added to the DEM 

is listed in Table 3.1. The SPD for each of these interferograms are also listed in Table 

3.1. 

 

In the right, near to the interferogram, there is a color bar that represents phase value 

by different colors. The color varies from red to blue, blue to red. Correspondingly, 

the phase values vary from 0 - 3.14 radian, 3.14 - 6.28 radian. 

 

 

(a)                                  (b) 
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(c)                                (d) 

 

 

(e)                                   (f) 

 

 

(g)                                  (h) 

Fig.3.5 Interferograms of the indirect test 
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Table 3.1: Noise levels for and SPD from the first test 

 

 

Fig.3.6 Relationship between the SPD and the level of noise added to DEM 

 

For Fig.3.5a image, its SPD is 1,585,900. Fringes are very blurry and there is much 

noise in interferogram. This indicates much discontinuous variation of phase exists in 

the image. The interferogram is not good at all. From Fig.3.5b to Fig.3.5h, the quality 

of the interferograms improves as the fringes become clearer Correspondingly, the 

SPD values become gradually smaller. These SPD values have been plotted and 

shown in Fig.3.6. In this test, the noise is added to DEM and its amplitude varies from 

 

Interferogram  

Level of noise 

(Amplitude: meter) 

 

SPD (radian) 

Fig.3.5.a 160 1,585,900 

Fig.3.5.b 140 1,497,300 

Fig.3.5.c 120 1,368,400 

Fig.3.5.d 100 1,217,700 

Fig.3.5.e 80 1,035,500 

Fig.3.5.f 60 835,580 

Fig.3.5.g 40 629,900 

Fig.3.5.h 20 436,970 
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20, 40, …, to 160 meters. It is clear that the SPD values are becoming bigger with the 

increasing noise. 

 

3.3.3 A direct test 

 

In order to get reliable results from the new measure, another test has been conducted, 

i.e. adding noise to the interferogram directly. The levels of noise are exactly the same 

as those used for the previous test. The test results are included in Fig.3.7 and Table 

3.2. 

 

(a)                                   (b) 

 

 

(c)                                  (d) 

 46



Chapter 3 A quantitative measure for the quality of interferogram based on phase differences 

 

(e)                                   (f) 

 

(g)                                    (h) 

Fig.3.7 Interferograms of the direct test 

 

Table 3.2: Noise levels for and SPD from the second test 

Interferogram  Level of Noise 

(Amplitude: radian) 

SPD(radian) 

Fig.3.7.a 5 1,648,100 

Fig.3.7.b 4 1,511,700 

Fig.3.7.c 3.5 1,408,800 

Fig.3.7.d 3 1,269,600 

Fig.3.7.e 2.5 1,122,900 

Fig.3.7.f 2 951,820 

Fig.3.7.g 1 585,200 

Fig.3.7.h 0.5 419,100 
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For Fig.3.7a image, its SPD is 1,648,100. The fringes are very blurry and the 

boundary of fringes is very difficult to be distinguished. The whole image is very 

blurry, and the signal is almost buried by noise. The SPD is very big and thus the 

resultant interferogram is very bad. From Fig.3.7a to Fig.3.7h, the interferogram 

varies from blurry to clear, clear to very clear. The boundary of fringes becomes 

gradually clearer. The corresponding SPDs become gradually smaller. It means the 

quality of interferograms gradually improves. The trend is shown in Fig.3.8. In this 

test, the noise is added to interferogram and its amplitude varies from 0.5, 1, …, to 5 

radian. It is clear the SPD values are becoming bigger with the increasing noise. 

 

Fig.3.8 Relationship between the SPD and the level of noise added to the interferograms 

 

3.4 Comparison of different indicators for the quality of the 
interferograms 
 

As introduced in section 3.1, the mean of coherence is a measure for the quality of 

interferogram. In this section, a further analysis of the comparison between the SPD 

and the mean of coherence will be given. The three interferograms and their 
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corresponding histograms of coherence images are shown in Fig.3.9.  

 

The  is smaller than the  by 1680 radians. The percentage difference 

between Fig3.9.a and Fig3.9.b is 1.61%. The percentage difference is the ratio 

between the difference of two SPDs and the smaller SPD (here is ). The  

is smaller than the  by 520 radians. The percentage difference between 

Fig3.9.b and Fig3.9.c is 0.5%. The  is smaller than the  by 1160 radians. 

The percentage difference between Fig3.9.a and Fig3.9.c is 1.1%.  

bSPD aSPD

bSPD bSPD

cSPD

cSPD aSPD

 

           

 

          

aSPD : 106,140    : 104,460    : 104,980 bSPD cSPD
 (a)      (b)      (c)  
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dMean : 0.4746    : 0.4786    : 0.4759 eMean fMean
(d)      (e)      (f)   

Fig.3.9 Comparison of different indicators  

 
The  is smaller than  by 0.0040. The percentage change of the “mean 

of coherence” between Fig.3.9.d and Fig.3.9.e is 0.84%. The  is smaller than 

dMean eMean

fMean
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eMean  by 0.0027. The percentage change of the “mean of coherence” between 

Fig.3.9.e and Fig.3.9.f is 0.57%. The  is smaller than  by 0.0013. 

The percentage change of the “mean of coherence” between Fig.3.9.d and Fig.3.9.f is 

0.27%.  

dMean fMean

 
Obviously, although all of the percentage change is small, all of the percentage 

difference of SPD is bigger than the one of “mean of coherence”. So, the SPD is a 

more effective quantitative measure for the quality of interferogram. 

 

3.5 Summary  

 

This chapter presents a quantitative measure for the quality of interferograms in 

InSAR. First of all, an examination of existing measures is given. Based on the 

evaluation results and an analysis of the characteristics of interferograms, a new 

measure is proposed based on the phase differences in the interferogram, i.e. the sum 

of phase differences (SPD).  

 

In order to prove the efficacy of SPD as a quantitative measure for the quality of 

interferograms, two tests have been conducted. In the first test, noise is added to DEM 

while in the second test, noise is directly added to interferogram. Noise with eight 

different levels is used, resulting in eight interferograms for each test. By visual 

inspection, it can be found easily that the quality of interferograms is poorer with 

higher level of noise. From these interferograms, the SPD values are computed 

accordingly. Results show that the SPD values become smaller when the 
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interferogram looks better. This also corresponds to a lower noise level. In other 

words, the SPD values reflect the quality of interferograms very well. 

 

Additionally, a further analysis of the percentage difference of the SPD and the “mean 

of coherence” is carried out. The percentage difference of SPD is bigger than that of 

the “mean of coherence”. Therefore, the SPD is a more effective quantitative measure 

for the quality of interferogram. 

 

From the test results and the analysis, it is found that the variation of the quality of an 

interferogram could be appropriately reflected by the SPD value of the interferogram. 

Therefore, it can be concluded that the SPD measure is a reliable measure of the 

quality of InSAR interferograms. 
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Chapter 4 

Effects of tiepoint interval on the reliability of 

co-registration 

 

In SAR image co-registration, one of the factors that affects the quality or reliability 

of the InSAR products is the distribution of tiepoint. Based on the quantitative 

measure for the quality of interferogram studied in last chapter, this chapter 

investigates the effects of tiepoint interval on the reliable of co-registration.  

 

4.1 Principle of selecting tiepoints 

 

SAR image co-registration is based on patch match using a set of tiepoints, which are 

congigate image points on both images. Generally, tiepoints are selected according to 

the following criteria: 

 

• Distribution of tiepoint;  

a. Regular distribution: grid; 

b. Irregular distribution: feature points; 

• Number of tiepoints to be selected. 

The distribution of the tiepoints (i.e. configuration, orientation and point density) and 

accuracy are the parameters that will affect the accuracy of co-registration. As 

tiepoints are normally selected in a form of grid configuration (due to lack of 

 52



Chapter 4 Effects of tiepoint interval on the reliability of co-registration 

well-defined points) from image pixels without measurement, the influencing 

parameters have been reduced to only one -- density, which can then be represented 

by grid interval. In other words, the interval of tiepoints has great effect on the 

reliability of SAR image co-registration. The question arising is "how much is the 

effect?"  

 

This concerns a situation of lacking of feature points. But, if there are feature points 

that can be selected from image for co-registration, it will be another situation to be 

discussed in more details in Chapter 6. 

 

4.2 Design of the experimental test  

 
4.2.1 Benchmarks for the test 

 

The products of SAR interferometric processing could be an intermediate (e.g. the 

interferogram) or final product (e.g. the DEM). The reliability of co-registration could 

be measured by the quality of interferogram and the accuracy of DEM. The quality of 

inteferogram can be quantitatively measured by “sum of phase differences” (SPD), 

described in Chapter 3.  

 

In order to get a quantitative measurement for DEM accuracy, a suitable accuracy 

measure needs to be defined. The check-points can be used as an accuracy measure 

for a DEM. All of the checkpoints are distributed in grid or any other forms. The 

DEM accuracy is measured by the differences between the heights obtained from 
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DEM and the heights of check-points. Suppose  is the height of check-point and 

 is the height obtained from DEM corresponding to the check-point, then the 

accuracy of DEM can be expressed by the RMS error  as follows (Li and Zhu, 

2000): 

=kn 1
     (4.1) 

where n is the number of check points. 

 

4.2.2 Data for the test 

 

Four pairs of SAR complex images are used in the test so as to minimize the 

scene-dependency, which are Por Kai Shan, Ngau Yee Shek Shan, Tai Lam Country 

Park and Pok To Yan in Hong Kong (No.1 to No.4), shown in Fig. 4.1. The images are 

obtained by ERS-1/2. The master image is acquired on March 18, 1996; and the slave 

image is acquired on March 19, 1996. The time interval of acquiring images is just 

one day, and the local incidence is the common factor for all images. Therefore, the 

incidence is not considered here. In these images, every pixel represents an area 

4m*20m (4m in row and 20m in column). Therefore, in order to get a square area, the 

ratio of pixel number between row and column should be 5:1. All images are of the 

same size, i.e. consisting of 1760*400 pixels. All images are nearly a square area.  
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Master image            Slave image                Master image            Slave image  

     a.The first pair of SAR images (Por Kai Shan)    b.The second pair of SAR images (Ngau Yee Shek Shan) 

 

     

Master image           Slave image               Master image            Slave image 

c. The third pair of SAR images (Tai Lam Country Park)     d. The forth pair of SAR images (Pok To Yan) 

Fig. 4.1 SAR images of four different test areas 

 

For the assessment of DEM accuracy, the use of reference DEMs is still a standard 

approach since it provides the possibility of comparing the complete DEM with a 

reference. The accuracy of the reference DEM should be at least one order better than 

the accuracy of the DEM to be evaluated. Contours are the source for creating 

reference DEM since they provide necessary morphological details, such as spot 

heights, to represent the terrain surface. In general, they are derived from existing 

topographic maps. The more precise contours can be obtained from larger scale 

topographic map. The accuracy of DEMs derived from contour data, in terms of 

RMSE or standard deviation, is about 1/3 to 1/5 of the contour interval (Li, 1994). In 

this study, the topographic map is at 1:5000 and the contour interval is 10 meters. The 

precision of reference DEMs derived from the contour data is, therefore, about 3 
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meters. This is sufficient as the reference to evaluate the accuracy of DEMs obtained 

from repeat-pass InSAR data. Based on the reference DEM, the accuracy of DEM can 

be calculated by the formula (4.1) described in section 4.2.1.  

 

4.2.3 Strategy for the experiment 

 

Of course, several factors included in co-registration can affect the quality of 

interferogram and the accuracy of DEM. In this study, other factors are kept 

unchanged and therefore interval of tiepoints will be considered only. As a result, a 

series of grids with different intervals are used for the selection of tiepoints so that the 

relationship between the grid interval and the qualities of products can be analyzed. 

 

The tiepoint grids sizes vary from 4*4, 5*5, … to 9*9. The number of tie points varies 

from 16 to 81. The corresponding grid interval varies from 411*68 (i.e. 411 pixels in 

row and 68 pixels in column between two tiepoints) to 182*29. The detailed data 

information is provided in Table 4.1. 

 

The experiment consists of two tests: one for the effects of tiepoint interval on the 

quality of interferogram; and the other for the effects of tiepoint interval on the 

accuracy of DEM. Combining the two tests, the variation of the qualities of the 

products with the tiepoint interval can be analyzed. A further test was also carried out 

in order to make the findings more reliable.  
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4.3 Effects of the tiepoint interval on the quality of 

interferogram 

 

As discussed previously, the SPD is used to measure the quality of interferogram to 

analyze the effects of the tiepoint interval. The data of interferograms about the four 

test areas are included in Table 4.1. The SPD is calculated according to formula (3.3), 

included in Table 4.2.   

 

Table 4.1 The interferograms of four different test areas 

 

 

Table 4.2 SPD values of different tiepoint intervals 

 

Tiepoint  

interval  

 

No.1 Image  

 

No.2 Image  

 

No.3 Image 

  

No.4 Image 

 

Image size 

(pixel) 

 

Grid 

size 

(pixel) 

 in  

row 

in 

colum 

RMSE of 

tiepoints 

(pixel) 

Interfero- 

gram  

RMSE of 

tiepoints 

(pixel) 

Interfero- 

gram 

RMSE of 

tiepoints 

(pixel) 

Interfero- 

gram 

RMSE 

of 

tiepoints 

(pixel) 

Interfero- 

gram 

4*4 411 68 0.0827  0.0892  0.0505  0.0512  

5*5 328 53 0.0735  0.0708  0.0440  0.0490  

6*6 273 44 0.0294 Fig 4.2.1.a 0.0443 Fig 4.2.2.a 0.0398 Fig 4.2.3.a 0.0290 Fig 4.2.4.a 

7*7 234 38 0.1442 Fig 4.2.1.b 0.0805 Fig 4.2.2.b 0.0385 Fig 4.2.3.b 0.0481 Fig 4.2.4.b 

8*8 205 34 0.0619 Fig 4.2.1.c 0.0320 Fig 4.2.2.c 0.0212 Fig 4.2.3.c 0.0174 Fig 4.2.4.c 

 

 

 

1760*400 

9*9 182 29 0.0965 Fig 4.2.1.d 0.0664 Fig 4.2.2.d 0.0070 Fig 4.2.3.d 0.0641 Fig 4.2.4.d 

Tiepoint  

interval  

 

No.1 Image  

 

No.2 Image  

 

No.3 Image 

 

No.4 Image 

in  

row 

in 

colum 

Interfero- 

gram  

SPD 

(radian) 

Interfero- 

gram 

 SPD 

(radian) 

Interfero- 

gram 

SPD 

(radian) 

Interfero- 

gram 

SPD 

(radian) 

273 44 Fig 4.2.1.a 104,460 Fig 4.2.2.a 162,060 Fig 4.2.3.a 108,390 Fig 4.2.4.a 126,290 

234 38 Fig 4.2.1.b 106,580 Fig 4.2.2.b 150,110 Fig 4.2.3.b 107,110 Fig 4.2.4.b 127,640 

205 34 Fig 4.2.1.c 104,980 Fig 4.2.2.c 146,820 Fig 4.2.3.c 106,510 Fig 4.2.4.c 127,510 

182 29 Fig 4.2.1.d 106,140 Fig 4.2.2.d 148,210 Fig 4.2.3.d 107,000 Fig 4.2.4.d 129,260 

 57



Chapter 4 Effects of tiepoint interval on the reliability of co-registration 

 

    
(a) Tiepoint interval: 273*44   (b) Tiepoint interval: 234*38   (c) Tiepoint interval: 205*34   (d) Tiepoint interval: 182*29 

Fig. 4.2.1. The interferograms of No.1 image in different tiepoint intervals 

 

    

(a) Tiepoint interval: 273*44   (b) Tiepoint interval: 234*38   (c) Tiepoint interval: 205*34   (d) Tiepoint interval: 182*29 

Fig. 4.2.2. The interferograms of No.2 image in different tiepoint intervals 

 

    
(a) Tiepoint interval: 273*44   (b) Tiepoint interval: 234*38   (c) Tiepoint interval: 205*34   (d) Tiepoint interval: 182*29 

Fig. 4.2.3. The interferograms of No.3 image in different tiepoint intervals 

    
(a) Tiepoint interval: 273*44   (b) Tiepoint interval: 234*38   (c) Tiepoint interval: 205*34   (d) Tiepoint interval: 182*29 

Fig. 4.2.4. The interferograms of No.4 image in different tiepoint intervals 

Fig. 4.2. The interferograms generated in different tiepoint intervals on four test areas 
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More precisely, in each test area, not all but only four interferograms are included, 

one for the best, one next to the best, the third a worse one and the forth the worst one. 

The corresponding images are given in figures from Fig. 4.2.1 to Fig. 4.2.4. The 

difference of SPD, SPDη , is analyzed and derived as followers: 

iiii **8*8SPD SPD/|SPD-SPD|η =  

Where  is the SPD of interferogram generated by the grid size 8*8.  

is the SPD of interferogram generated by the grid size i*i. Therefore, the 

8*8SPD iiSPD *

SPDη  

between  and the biggest SPD is analyzed. Similarly, the 8*8SPD SPDη  between 

 and the SPD next to the biggest is also analyzed. 8*8SPD

 

For No.1 image, when the tiepoint grid interval is 273*44, the SPD is 104,460, which 

is the smallest. The resultant interferogram is the best among all. However, when the 

interval is 234*38, its SPD is 106,580, being the largest. When the interval is 205*34, 

the SPD is 104,980 next to the smallest. When the interval is 182*29, the SPD is 

106,140 large. Relative to interval 234*38 and 182*29, when interval is 205*34, the 

 is smaller than  and  by 1.5% and 1.1%, respectively. 8*8SPD 7*7SPD 9*9SPD

 

For No.2 image, when the interval is 273*44, its SPD is 162,060 large, and the 

resultant interferogram is not good. When the tiepoint interval is 234*38, its SPD is 

150,110 large. When the tiepoint interval is 205*34, the SPD is 146,820 the smallest. 

Its interferogram is the best among all. When the tiepoint interval is 182*29, the SPD 

is 148,210 next to the smallest. Relative to interval 273*44 and 234*38, when interval 

is 205*34, the  is smaller than  and  by 9.4% and 2.2%, 8*8SPD 6*6SPD 7*7SPD
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respectively. 

 

For No.3 image, when the interval is 273*44, its SPD is 108,390 large. When the 

tiepoint interval is 234*38, the SPD is 107,110, which is also large. When the tiepoint 

interval is 205*34, the SPD is 106,510 the smallest. Its interferogram is the best. 

When the tiepoint interval is 182*29, the SPD is 107,000 next to the smallest. 

Relative to interval 273*44 and 234*38, when interval is 205*34, the  is 

smaller than  and  by 1.7% and 0.4%, respectively. 

8*8SPD

6*6SPD 7*7SPD

 

For No.4 image, when the interval is 273*44, the SPD is 126,290, the smallest among 

all. The experimental interferogram is the best. When the tiepoint interval is 234*38, 

the SPD is 127,640 large. When the tiepoint interval is 205*34, the SPD is 127,510, 

next to the smallest. When the tiepoint interval is 182*29, the SPD is 129,260 the 

largest. Relative to interval 234*38 and 182*29, when interval is 205*34, the  

is smaller than  and  by 0.1% and 1.4%, respectively. 

8*8SPD

7*7SPD 9*9SPD

     

(a) SPD of No.1 image                       (b) SPD of No.2 image 
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(c) SPD of No.3 image                 (d) SPD of No.4 image 

Fig. 4.3 Relationship between SPD values and tiepoint interval on four test areas 

 

Fig. 4.4 Relationship between RMSE of tiepoints and tiepoint interval on four test areas 

 

The relationship between the SPD and the grid interval for every test area are given in 

Fig. 4.3. The relationship between the RMSE of tiepoints and the grid interval for all 

these four test areas are given in Fig. 4.4.  

 

From these results, it can be seen that the variations of quality of interferogram with 

the tiepoint interval are different for the four test areas. The change of SPD is not very 

significant. It seems that the tiepoint interval is not a very sensitive parameter for 

co-registration. But it is specially noticed that, when the grid interval is 205*34, 
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corresponding to the 8*8 grid, all of the four RMSEs are small. All the corresponding 

SPDs are either very small or the smallest.  

 

4.4 Effects of the tiepoint interval on the accuracy of the DEM 

 

The DEM is the final product of InSAR image processing. For each test area, there is 

a corresponding reference DEM image as shown in Fig. 4.5. Since four 

interferograms, which correspond to tiepoint interval 273*44 to 182*29, are included 

in every test area, four DEM images corresponding to four interferograms are also 

included here. The DEM images are given in figures from Fig. 4.6.1 to Fig. 4.6.4. The 

results are shown in Table 4.3. The difference of DEMδ , DEMη , is also analyzed and 

derived as followers: 

iiii *DEM_*DEM_8*8DEM_DEM /|-|η δδδ=  

Where 
8*8_DEMδ  is the DEMδ  of DEM generated by the grid size 8*8. 

iiDEM *_δ  is 

the DEMδ  of DEM generated by the grid size i*i. Therefore, the DEMη  between 

8*8_DEMδ  and the biggest DEMδ  is analyzed. Similarly, the DEMη  between  

and the 

8*8SPD

DEMδ  next to the biggest is also analyzed. 

    

(a).DEM of No.1 testing area  (b).DEM of No.2 testing area  (c).DEM of No.3 testing area  (d)DEM of No.4 testing area 

Fig. 4.5 Reference DEMs corresponding to four test areas, respectively 
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(a) Tiepoint interval: 273*44  (b) Tiepoint interval: 234*38  (c) Tiepoint interval: 205*34   (d) Tiepoint interval: 182*29 

Fig. 4.6.1. DEMs of No.1 image in different tiepoint intervals 

    

(a) Tiepoint interval: 273*44  (b) Tiepoint interval: 234*38  (c) Tiepoint interval: 205*34  (d) Tiepoint interval: 182*29 

Fig. 4.6.2. DEMs of No.2 image in different tiepoint intervals 

    

(a) Tiepoint interval: 273*44   (b) Tiepoint interval: 234*38   (c) Tiepoint interval: 205*34   (d) Tiepoint interval: 182*29 

Fig. 4.6.3. DEMs of No.3 image in different tiepoint intervals 

    

(a) Tiepoint interval: 273*44   (b) Tiepoint interval: 234*38   (c) Tiepoint interval: 205*34   (d) Tiepoint interval: 182*29 

Fig. 4.6.4. DEMs of No.4 image in different tiepoint intervals 

Fig. 4.6 DEMs generated in different tiepoint intervals on four test areas 
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Table 4.3 Data of DEMs generated by different tiepoint intervals 

 

For DEMs of No.1 image, when the tiepoint grid interval is 273*44, its DEMδ  is 20 

meters, which is the smallest, meaning that the resultant DEM is the best among all. 

However, when the interval is 234*38, its corresponding DEMδ  is 26 meters, which is 

the largest. When the interval is 205*34, the DEMδ  is 22 meters, the second smallest. 

When the interval is 182*29, the DEMδ  is 24 meters. When interval is 205*34, the 

8*8_DEMδ  is smaller than 
7*7_DEMδ  and 

9*9_DEMδ  by 15% and 8%, respectively. 

 

For DEMs of No.2 image, when the interval is 273*44, its DEMδ  (28 meters) is the 

largest. When the tiepoint interval is 234*38, its DEMδ  (26 meters) is relatively large. 

When the tiepoint interval is 205*34, the DEMδ  (22 meters) is the smallest. When the 

tiepoint interval is 182*29, the DEMδ  (23 meters) is relatively small. When interval is 

205*34, the 
8*8_DEMδ  is smaller than 

6*6_DEMδ  and 
7*7_DEMδ  by 21% and 15%, 

respectively. 

 

For DEMs of No.3 image, when the interval is 273*44, the DEMδ  (25 meters) is the 

largest. When the tiepoint interval is 234*38, the DEMδ  (23 meters) is relatively large. 

Tiepoint 

 interval  

No.1 Image  No.2 Image  No.3 Image No.4 Image 

In 

row 

In 

column 

DEM 

image 
DEMδ  

(m) 

DEM 

image (m) 

DEM 

image 
DEMδ  

(m) 

DEM 

image (m) 

273 44 Fig 4.6.1.a 20 Fig 4.6.2.a 28  Fig 4.6.3.a 25 Fig 4.6.4.a 20 

234 38 Fig 4.6.1.b 26  Fig 4.6.2.b 26  Fig 4.6.3.b 23  Fig 4.6.4.b 24 

205 34 Fig 4.6.1.c 22  Fig 4.6.2.c 22  Fig 4.6.3.c 21 Fig 4.6.4.c 23 

182 29 Fig 4.6.1.d 24 Fig 4.6.2.d 23  Fig 4.6.3.d 22 Fig 4.6.4.d 25 

DEMδ DEMδ
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When the tiepoint interval is 205*34, the DEMδ  (21 meters) is the smallest. When the 

tiepoint interval is 182*29, the DEMδ  (22 meters) is relatively small. When interval is 

205*34, the 
8*8_DEMδ  is smaller than 

6*6_DEMδ  and 
7*7_DEMδ  by 16% and 9%, 

respectively. 

 

For DEMs of No.4 image, when the interval is 273*44, the DEMδ  (20 meters) is the 

smallest among all. When the tiepoint interval is 234*38, the DEMδ  (24 meters) is 

relatively large. When the tiepoint interval is 205*34, the DEMδ  (23 meters) is next to 

the smallest. When the tiepoint interval is 182*29, the DEMδ  (25 meters) is the 

largest. When interval is 205*34, the 
8*8_DEMδ  is smaller than 

7*7_DEMδ  and 

9*9_DEMδ  by 4% and 8%. 

 

Fig. 4.7 Relationship between the DEM accuracy and the tiepoint interval on four test areas 
 

The variations of DEM accuracy with the tiepoint interval are shown in Fig.4.7. It can 

be seen that the change of DEMδ  is not very significant. From the test results and 

analysis on the quality of interferogram and the accuracy of DEM, it can be found that 
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the tiepoint interval is not a very sensitive parameter for co-registration. But, specially, 

when the grid interval is 205*34, corresponding to the 8*8 grid, it can make the 

co-registration more reliable, with these images. 

 
4.5 A further test 

 

From the analysis of test results, it is found that the RMSE of DEM is small when the 

grid interval is 205*34. However, from Fig.4.4, it can be found that when the grid size 

is 6*6, the RMSE of tiepoints is small for all four images. However, surprisingly, the 

resultant interferogram for No.2 area is the worst, despite the good results for all three 

areas. Additionally, in Fig.4.7, it is noticed that when grid size is 6*6, DEMs’ RMSE 

of No.1 and No.4 areas are very small. But for No.2 and No.3 area, the resultant DEM 

accuracy is worst or worse. In order to make the findings from this study more 

reliable, a pair of SAR images (Fig.4.8) with much larger area (2862*624) is 

employed for further investigation. The results of RMSE of tiepoints are shown in 

Fig.4.9. The SAR image processing data on Hong Kong Mui Wo are included in Table 

4.4. The resultant interferograms are shown in Fig.4.10. 

                 

Master image obtained by ERS-2                      Slave image obtained by ERS-1 

Fig.4.8 A pair of SAR images of Mui Wo in Lantau Island in Hong Kong 
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Table 4.4. SAR image processing data of Mui Wo in Hong Kong  

 

 

Fig.4.9 Relationship between RMSE of tiepoints and tiepoint interval  

 

These results are obtained with identical parameters. The only difference being the 

grid interval is larger in terms of number of pixels for the same number of grid lines. 

For example, the 4*4, 5*5, … 9*9 are corresponding to 6*6, 8*8, … 14*14. The 

above six different tiepoint intervals are adopted. Four interferograms are respectively 

shown in Fig.4.10.a, Fig.4.10.b, Fig.4.10.c and Fig.4.10.d. Their tiepoint intervals are 

411*68, 234*38, 205*34, 182*29, respectively. The SPD corresponding to these four 

situations are shown in Fig.4.11. The reference DEM shown in Fig.4.12 is derived 

from contour whose interval is 10 meters. The DEM images corresponding to 

different tiepoint interval are respectively shown in Fig.4.13.a, Fig.4.13.b, Fig.4.13.c 

Tiepoint Interval  

(pixel) 

 

SAR image 

size(pixel) row colum 

 

Grid size 

(pixel) 

 

RMSE of 

tiepoints (pixel)  

 

Interfero 

-gram 

 

SPD 

(radian) 

 

DEM 

image 

 

(m) 

411 68 6*6 0.0681 Fig 4.10.a 133,620 Fig 4.13.a 28 

328 53 8*8 0.0680     

273 44 9*9 0.0425     

234 38 11*11 0.0395 Fig 4.10.b 127,620 Fig 4.13.b 22 

205 34 13*13 0.0411 Fig 4.10.c 128,520 Fig 4.13.c 23 

 

 

2862*624 

182 29 14*14 0.0577 Fig 4.10.d 131,120 Fig 4.13.d 25 

DEMδ
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and Fig.4.13.d. The DEMδ  of DEM obtained from InSAR corresponding to different 

tiepoint interval is shown in Fig.4.14.  

 

    

a Tiepoint interval: 411*68    b Tiepoint interval: 234*38    c Tiepoint interval: 205*34    d Tiepoint interval: 182*29 

Fig.4.10 SAR image interferograms of Hong Kong Mui Wo in different tiepoint intervals 

 

Fig.4.11 Relationship of SPD values and tiepoint intervals  

 

Fig.4.12 Reference DEM corresponding to Mui Wo area 
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a.Tiepoint interval: 411*68  b.Tiepoint interval: 234*38 c.Tiepoint interval: 205*34  d.Tiepoint interval: 182*29 

Fig.4.13 DEMs of Mui Wo in different tiepoint intervals 

 

Fig.4.14 Relationship between the DEM accuracy and the tiepoint interval on Mui Wo area 

 

From Fig. 4.9 and Fig. 4.11, it could be found that the RMSE, 0.0411, and the SPD, 

128,520, are small when the tiepoint interval is 205*34. The variation of DEM 

accuracy with tiepoint interval is shown in Fig. 4.14. It is noticed that the DEM is 

accurate when the tiepoint interval is 205*34.  

 

This test has been carried out on a large area for more reliable finding. From the test 

results, the similar finding as previous has been obtained. Although the tiepoint 

interval is not a very sensitive parameter for co-registration, it can make the 

co-registration more reliable when the grid interval is 205*34. 
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4.6 Summary 

 

This chapter aims to analyze the effects of tiepoint interval on the reliability of 

co-registration. In the study, the tiepoint interval is the only factor considered while 

others are kept unchanged. Based on the quality of interferogram and the accuracy of 

DEM, the effects of tiepoint interval is implemented.   

 

Based on the strategy for the experiment, four pairs of images sized 1760*400 pixels 

have been used for testing the variation of the qualities of products with the tiepoint 

interval. It has been noticed that although the tiepoint interval is not a very sensitive 

parameter for co-registration, the interferogram is best and the DEM is accurate when 

tiepoint interval is 205*34. In order to make the finding more reliable, an image with 

much larger size, i.e. 2862*624 pixels, has been used for a further test. Similar results 

were also obtained. From these test results, the follows could be concluded: 

(1) The tiepoint interval is not a very sensitive parameter and can be chosen rather 

freely. However, the grid interval with around 200*30 pixels is appropriate for 

co-registration that can make co-registrations more reliable; 

(2) The tests are limited on SAR image about hill area in Hong Kong. The tiepoint 

interval around 200*30 pixels can be used as a guideline for processing SAR 

image of hill area. 
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Chapter 5 

Determining the optimum window size for tiepoint 

matching based on decomposition of auto-correlation 

by wavelet 

 

The tiepoint interval, one of the important factors that affect the reliability of 

co-registration, was studied in last chapter. Another important factor to be considered 

in SAR images co-registration is the window size for tiepoint matching. Therefore, 

this chapter investigates how to determine the optimum window size based on 

decomposition of auto-correlation by wavelet. 

 

5.1 The line of the thought 

 

The concept of optimization has been widely used in many fields, such as control 

field. Optimization is the aim for most projects to get the best result based on a certain 

parameter. In other words, the optimum result could be obtained based on a parameter 

while it could not be obtained based on other parameters.  

 

Concretely, in tiepoint matching, the optimum window size refers to the window size 

that could result in the best results of InSAR products, i.e. the intermediate product – 

interferogram, and the final product -- DEM. Just as described previously, the quality 

of interferogram can be measured by SPD while the accuracy of DEM could be 
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measured by DEMδ . Based on the optimum window, the SPD and DEMδ  should be 

the smallest if one compares the results obtained based on windows with different 

sizes. 

 

At present, from literatures, the determination of optimum window size for tiepoint 

matching is almost made by experiences. In this way, a series of experiments has to 

be implemented by different window sizes. The window size that corresponds to the 

best result is selected as the optimum window size. It takes a lot of time in the 

experiments for the determination of optimum window size with this way. Different 

optimum window sizes have been selected by different researchers, such as 33*33 

pixels selected by Zebker et al. (1994b) and 63*63 pixels selected by Liao (2000). 

Therefore, it is a matter of some urgency to find a way to determine optimum window 

size.  

 

The tiepoint matching is usually implemented based on the cross-correlation 

maximization. As described in chapter 2, in order to find the points in the slave image, 

there are a lot of possible matches of windows of the same size. Every match of 

window corresponds to a cross-correlation coefficient, but only the match with the 

highest cross-correlation coefficient is regarded as the best match. It is noticed that the 

window size could influence the cross-correlation coefficient and the result of tiepoint 

matching. Therefore, it leads to the thought that, perhaps, there is a relation between 

the window size and the correlation.  

 

Correlation reflects the degree of similarity between pixels in images. If the gray 
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values of pixels are identical, then the correlation coefficient is 1. If they are totally 

different, the correlation coefficient is 0. When pixels in two independent images are 

compared, the procedure is known as cross-correlation. When the pixels in the same 

image are compared to distance shifted copies of themselves, the procedure is known 

as autocorrelation. 

 

In short, the optimum window size refers to the size with which the best tiepoint 

matching is achieved. The best tiepoint matching is normally measured by the highest 

cross-correlation. User is usually interested in the best products (i.e. interferogram and 

DEM). Here, the optimum window size refers to the size with which the best 

interferogram and DEM can be generated. Different optimum window sizes are for 

different images because of different terrain variation and features. The optimum 

window size could be determined by analyzing an image with the auto-correlation 

function. The auto-correlation could be analyzed by wavelet because it has powerful 

analysis of a signal at different scales. It is very effective in detecting a signal rupture.  

 

5.2 Computation of auto-correlation within a window size 

 

In one dimension, the auto-correlation function is defined as: 

V
dCovdR )()( =       (5.1) 

where, R(d) is the autocorrelation coefficient of all pixels with the distance of d part. 

Cov(d) is the covariance of all pixels with the distance of d part. V is the variance of 

all pixels. Respectively, they are as follows: 

 73



Chapter 5 Determining the optimum window size for tiepoint matching based on decomposition of 
auto-correlation by wavelet 

1

)(
1

2

−

−
=

∑
=

N

MZ
V

N

i
i

     (5.2) 

and 

1

))((
)( 1

−

−−
=

∑
=

+

N

MZMZ
dCov

N

i
dii

    (5.3) 

where is the ith pixel’s gray value.  is the gray value of pixel whose distance 

is d from the ith pixel. M is the average of all pixels. N is the total number of pixels 

used in calculation. 

iZ diZ +

 

Obviously, Cov(d) varies with d, so does R(d) derived from Cov(d). Normally, the 

bigger the d, the smaller Cov(d) and R(d). Their relations can be described by density 

function or Gauss function, as follows: 
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where c is the correlative distance when Cov(d) tends to zero. The covariance and the 

autocorrelation denote the average degree of similarity of all pixels.  

 

In two dimension, Cov(d) and V are respectively as follows: 
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Fig 5.1 Variation of auto-correlation with distance 

 

Figure 5.1 is a relation illustration about R(d) and d. Supposedly, there are two images. 

Curve A represents the variation of R(d) with d in the first image, while B represents 

another variation of R(d) with d in the second image. Comparing curve A and B, it is 

noticed A trends towards zero slowly while B does so quickly. This indicates the 

degree of similarity between pixels in the second image (autocorrelation expressed by 

curve B) decreases faster than the one in the first image (autocorrelation expressed by 

curve A).  

 

From Fig.5.1, it is obvious that the autocorrelation coefficient varies with the 

increasing distance, and it may greatly changes at some points. The point could be 

used as window size for tiepoints matching. Ideally, when the autocorrelation 

coefficient is zero, it means there is no correlation between pixels. Therefore, this 

point could be the optimum window size for tiepoint matching. Actually, the 

autocorrelation coefficient may not go down to zero but tend to a steady number.  
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In order to get the optimum window size, the decomposition of signal with wavelet 

can be used for analyzing the variation of autocorrelation coefficient because of the 

powerful analysis of wavelet. Obviously, the autocorrelation function, R(d), could be 

regarded as a signal varying with d. Based on wavelet multiresolution analysis, this 

signal could be decomposed into low and high frequency components. It could be 

noticed, as shown later, that there are some jumps of amplitude in the low frequency 

components. The low frequency component is corresponding to the signal’s overall 

trend whose variation, such as jumps, could be found. The corresponding high 

frequency component represents the local variation. By analyzing the low and high 

frequency components, some characteristics on auto-correlation could be observed. 

The value of distance corresponding to every jump could be used as a window size. 

These different window sizes will result in different results. After a certain jump, if 

the amplitude of low and high frequency component almost keeps the same, the 

distance corresponding to this jump may be the optimum window size for tiepoint 

matching. 

 

5.3 Determination of optimum window size based on 

auto-correlation 

 

5.3.1 Decomposition of signal with wavelet 

 

Optimum window size could possibly be obtained by decomposing auto-correlation. 

In order to decompose an auto-correlation, wavelet is inducted. The theory of wavelet 

originates from signal theory from the 80s. It has been one of the major research 
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directions in science in the last decade and is still undergoing rapid growth (Lau, 

1998). Wavelet has been widely used in signal analysis and image processing (Chan 

and Peng, 2003). Since wavelet transform can zoom in a signal, so the detailed 

features of the signal can be observed and analyzed. 

 

The heart of signal processing lies to the task of extracting specific information from a 

signal, such as the occurrence of certain patterns, periodic ranges, discontinuities, 

irregularities and other similar features. The wavelet transformation can give a 

contribution to the answer to these questions whenever the sought phenomena show a 

multi-scale structure. Typical examples are edges, jumps or locally varying orders of 

differentiability, which can easily be seen by the asymptotic behaviour of the wavelet 

transform (Kaiser, 1994; Tang et al., 2000). 

 

The wavelet transform has gained a great deal of interest due to its time localization 

and multiresolution properties. Fourier transform lacks time localization as frequency 

components are attributed to the entire time signal and not to specific parts of it. 

Windowed Fourier Transforms achieves this localization by using a window function 

that limits the duration of the analyzed signal segment. Windowed Fourier Transforms 

uses fixed size windows that cannot be adjusted to suit the speed of the changing 

phenomena observed in the input signal. Wavelets solve this problem by using the so 

called mother wavelet which can be scaled and translated to achieve both time 

localization and multiresolution where the decomposition of a signal is in terms of the 

resolution of detail (Chui, 1197; Resnikoff and Wells, 1998). 
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The multiresolution decomposition seems to separate components of a signal in a way 

that is superior to most other methods for analysis, processing, or compression. 

Because of the ability of the wavelet transform to decompose a signal at different 

independent scales and to do it in a very flexible way, Burke calls wavelets “The 

Mathematical Microscope” (Cohen and Ryan, 1995; Burke 1994).  

 

In the multiresolution analysis, for scale function )( xϕ  and wavelet function )( xψ , 

the binary shift and zoom of the scale function will derive a series of functions: 

, which consists of orthogonal bases in vector space . 

For variable j, the function set 

)2(2)( 2/
, kx jj

kj −= ϕϕ jV

{ })2(2)( 2/
, kx jj
kj −= ψψ  also forms the 

supplementary space . For a signal , in scale j, its smooth signal is jW )()( 2 RLxf ∈

 

∫ −== dxkxxfxxffA jj
kj

d
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, ϕϕ    (5.8) 

Its detailed signal is 

∫ −== dxkxxfxxffD jj
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, ψψ    (5.9) 

 

Decomposing , from scale j+1 to scale j, is the process from high resolution to 

low resolution, that is,  is decomposed into  and : 
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where, and  are high pass filter coefficient and low pass filter coefficient, 

respectively.   

)(ng )(nh

 

Wavelet analysis is useful in revealing signal trends, a goal that is complementary to 

the one of revealing a signal hidden in noise. It is important to remember that the 

trend is the slowest part of the signal. Every signal could be decomposed into two 

parts, low and high frequency component. The noise is contained in the high 

frequency component while the low frequency component corresponds to the overall 

trend of signal. As the scale increases, the resolution decreases, producing a better 

estimation of the unknown trend. Another way to think of this is in terms of frequency. 

Successive approximations possess progressively less high-frequency information. 

With the higher frequencies removed, what is left is the overall trend of the signal. 

The trend becomes clearer and clearer with each approximation.  

 

In order to analyze the overall trend of signal, short wavelets are often more effective 

than long ones in detecting a signal rupture. The shapes of discontinuities that can be 

identified by the smallest wavelets are simpler than those that can be identified by the 

longest wavelets. 

 

Therefore, wavelet db1 is selected for detecting discontinuities in the trend of signal. 

Wavelet db1 is presented by Daubechies (1988), one of the brightest starts in the 

world of wavelet research. He invented what are called compactly supported 

orthonormal wavelets, making discrete wavelet analysis practicable. 
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(a) Original signal 

 

 

(b) Components decomposed by wavelet db3 
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(c) Components decomposed by wavelet db1 

Fig. 5.2 Original signal and its components 

 

A signal and its components decomposed by wavelet are shown in Fig.5.2 to illustrate 

the characteristics of wavelet as discussed above. Fig.5.2.a shows the original signal, 

a time serious signal. There is so much noise in the original signal that its overall 

shape is not apparent upon visual inspection. Fig.5.2.b shows its decomposed 

components based on wavelet db3, while Fig.5.2.c shows its decomposed components 

based on wavelet db1. The multiresolution analysis has been used in the 
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decomposition. In Fig.5.2.b, the components from d1 to d6 are the high frequency 

components while a6 is the low frequency component. The trend of signal is reflected 

in a6. It is noticed that all of the components are varying smoothly. Obviously, it is 

difficult to find the jumps in a6. In other words, the details on the discontinuity of 

amplitude in a6 are difficult to be observed.  

 

However, it is different in Fig.5.2.c. All of the components are obtained based on 

wavelet db1. D1, …, d5 and d6 are the high frequency components. A6 is the low 

frequency component corresponding to the trend of signal. It is noticed that several 

jumps of amplitude in a6 could be found. Specially, there are several big jumps of 

amplitude at t=65,129,193,257,321,385,449, respectively. Although there are other 

jumps after t=449, the variations of amplitude are very small. The variation of 

amplitude, especially for the variation in the jumping point, may reflect some of the 

basic characteristics of signal. This may be what the observation wants to get. 

 

5.3.2 Decomposition of auto-correlation with wavelet 
 

Just as discussed in last section, wavelet db1 is used for decomposing the 

auto-correlation as shown in Fig.5.3. Fig.5.3.a is the original signal about the 

autocorrelation coefficient varying with the distance. The curve is derived from a 

SAR image. Fig.5.3.b is its components including high frequency components, d1 to 

d4, and low frequency component a4, which reflects the trend of signal.  
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(a) Original signal 
 

 

 

 

 

 

(b) Components decomposed by wavelet 

Fig.5.3 Auto-correlation coefficient and its components decomposed by wavelet 
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5.3.3 Determination of optimum window size  

 
From Fig.5.3, it can be noticed that the amplitude of a4 gradually tends to small one -- 

a steady number. Although there are some jumps in a4, the jumps at 17, 33 and 49, 

should be considered because of big changes of amplitude in these points. Obviously, 

after jumping point 49, the amplitude of the low frequency component has very little 

change and almost remains the same. The corresponding amplitude of high frequency 

component in d4 also has very little variation after point 49. Therefore, based on the 

previous description, 49*49 could be the optimum window size for tiepoint matching 

here. Of course, it could be proved by the quality of product. 

 

5.4 Experimental evaluation 

 

5.4.1 Design of the experiment 

 

In the experiment, the SAR image of Tai Lam in Hong Kong is employed and its size 

is 1760*400 pixels. The pair of SAR images, master image and slave image as shown 

in Fig.5.4, has been obtained by ERS-1/2. Based on the SAR image, its 

autocorrelation coefficient is derived according to the formula (5.1). The 

autocorrelation coefficient is decomposed with wavelet db1 for detecting the variation 

of amplitude in low and high frequency components.  

 

There could be several jumps in the low frequency component. In order to make the 

determination more reliable, several different window sizes corresponding to distance 
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values in these jumps are used for tiepoint matching. With these different window 

sizes, the corresponding interferograms are carried out and their qualities are 

compared by their SPDs, which are derived from formula (3.3) in chapter 3. 

Corresponding to these different window sizes, the final products DEMs are produced 

and their accuracy is compared by DEMδ  that is calculated with formula (4.1) in 

chapter 4.  

 

According to the way for determining optimum window size described previously, the 

optimum window size could be determined based on analyzing the variation of 

amplitude in low and high frequency components and could be proved by the quality 

of interferogram and the accuracy of DEM.  

    

Master image                  Slave image 

Fig.5.4 A pair of SAR images on Tai Lam in Hong Kong 

 

5.4.2 Execution of experiment 

 

Based on the SAR image, the auto-correlation coefficient has been calculated and it is 

shown in Fig.5.5. From the curve, it is noticed that the auto-correlation coefficient 
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goes down rapidly when the distance is increasing from 0 (pixel) to 60 (pixels). After 

60 in distance, the auto-correlation coefficient does not show big changes and 

gradually goes to a steady number. The wavelet is needed for detecting the details. 

 

Fig.5.5 Variation of auto-correlation with the distance 

 

The signal, auto-correlation coefficient, has been decomposed into two parts including 

low frequency component and high frequency components as shown in Fig.5.6. The 

low frequency component is a4 while the high frequency components consist of d1, 

d2, d3 and d4. The a4 reflects the trend of signal and the d4 reflects the local variation. 

They attract the attention of investigation. Totally, there are eleven jumps in a4 

varying with distance. We only consider the first seven jumping points in distance, 

because the amplitude has very little changes after them. They are corresponding to 

distance=17, 33, 49, 65, 81, 97 and 113. Corresponding to these jumps, their 

amplitudes are 0.0956, 0.0639, 0.0524, 0.0384, 0.0301, 0.0216 and 0.0236 

respectively. When the distance is 0, the whole amplitude is 0.2636. The amplitude 

rate is defined as the rate between the amplitude in every jump point and the whole 

amplitude 0.2636. In every jump, the amplitude rates are 36.27%, 24.24%, 19.88%, 
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14.57%, 11.42%, 8.19% and 8.95%, respectively. From the variation of these 

amplitudes, it is noticed that the amplitude of signal is becoming smaller and smaller 

when the distance is increasing.  

 

 

 

 

 

 

Fig.5.6 Components of auto-correlation decomposed by wavelet 

 

When the distance is 17, the amplitude varies from 0.2636 to 0.0956. The change of 

amplitude is 0.168. Its changed amplitude rate at this point is 63.73%. The change rate 

of amplitude is defined as the rate between the changed amplitude and the whole 

amplitude 0.2636. When the distance is 33, the amplitude varies from 0.0956 to 

0.0639. Its change rate of amplitude at this point is 12.03%. When the distance is 49, 
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the amplitude varies from 0.0639 to 0.0524. Its change rate of amplitude at this point 

is 4.36%. When the distance is 65, the amplitude varies from 0.0524 to 0.0384. Its 

change rate of amplitude at this point is 5.31%. When the distance is 81, the 

amplitude varies from 0.0384 to 0.0301. Its change rate of amplitude at this point is 

3.15%. When the distance is 97, the amplitude varies from 0.0301 to 0.0216. Its 

change rate of amplitude at this point is 3.22%. When the distance is 113, the 

amplitude varies from 0.0216 to 0.0236. Its change rate of amplitude at this point is 

0.76%. Obviously, the change rate of amplitude becomes smaller and smaller when 

the distance becomes bigger and bigger  

 

Table 5.1 Amplitude data of low frequency component 

 

From the change rate of amplitude at every jumping point, it is noticeable that the 

trend of signal goes down to a stable number. The data about the variation of 

amplitude in these jumps are included in Table 5.1. It is noticed that when the distance 

is greater than 65, the change rate of amplitude is very small. This reflects the basic 

characteristic of the original signal, autocorrelation function. That is the 

autocorrelation almost remains unchanged after the jumping point at 65. From Fig5.6, 

Distance value at 

jump points 

Amplitude at 

jump points 

Amplitude rate Change rate of 

amplitude 

17 0.0956 36.27% 63.73% 

33 0.0639 24.24% 12.03% 

49 0.0524 19.88% 4.36% 

65 0.0384 14.57% 5.31% 

81 0.0301 11.42% 3.15% 

97 0.0216 8.19% 3.22% 

113 0.0236 8.95% 0.76% 
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it is also seen that the amplitude of high frequency component in d4 almost shows no 

variation after point 65. This represents the local variation of the signal. Therefore, 

65*65 could be the optimum window size for tiepoint matching. Meanwhile, the other 

six values are also used as window sizes for making the determination of optimum 

window size more reliable. Totally, there are seven window sizes, 17*17, 33*33, 

49*49, 65*65, 81*81, 97*97, 113*113, have been adopted for the experiments 

 

5.4.3 Effects of window sizes on the quality of interferogram 

 

The effects of window sizes on the quality of interferogram can be measured by the 

SPD. If the SPD is small, it means the window size used is good for tiepoint matching. 

Otherwise, the window size is bad. These results are included in Table 5.2. The seven 

interferograms corresponding to seven window sizes are given in Fig.5.7.  

   

a. window size: 17*17;  b. window size: 33*33;  c. window size: 49*49 

    

d.window size: 65*65; e.window size: 81*81; f.window size: 97*97; g.window size: 113*113 

Fig.5.7 Interferograms with different window sizes 
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Table 5.2 Data of interferograms generated by different window sizes 

 

For the interferogram in Fig.5.7.a, the window size is 17*17, the RMSE is 0.0653 and 

the SPD is 109,800 radians. Both of them are the largest among all. There is much 

noise in interferogram. The quality of interferogram is the worst. For the 

interferogram in Fig.5.7.b, the window size is 33*33, the RMSE (0.0454) is next to 

the largest. The SPD (107,430 radians) is also next to the largest. The quality of 

interferogram is worse. For the interferogram in Fig.5.7.c, the window size is 49*49. 

The RMSE is 0.0254, and the SPD is 106,070 radians. For the interferogram in 

Fig.5.7.d, the window size is 65*65, and the RMSE is 0.0150. The SPD (105,610 

radians) is the smallest among all. Its quality of interferogram is the best. For the 

interferogram in Fig.5.7.e, the window size is 81*81. The RMSE is 0.0202. The SPD 

(105,740 radians) is next to the smallest. Its quality of interferogram is next to the best. 

For the interferogram in Fig.5.7.f, the window size is 97*97. The RMSE (0.0011) is 

the smallest among all. The SPD (107,110 radians) is relatively large. The quality of 

interferogram is not good. For the interferogram in Fig.5.7.g, the window size is 

113*113, the RMSE (0.0134) is next to the smallest. The SPD is 106,540 radians.  

SAR image size 

(pixel) 

Window size 

(pixel) 

Interferogra

m 

RMSE at tiepoints 

(pixel) 

SPD 

(radian) 

17*17 Figure 5.7.a 0.0653 109,800 

33*33 Figure 5.7.b 0.0454 107,430 

49*49 Figure 5.7.c 0.0254 106,070 

65*65 Figure 5.7.d 0.0150 105,610 

81*81 Figure 5.7.e 0.0202 105,740 

97*97 Figure 5.7.f 0.0011 107,110 

 

 

1760*400 

113*113 Figure 5.7.g 0.0134 106,540 
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Fig.5.8 Effects of window sizes on RMSE of tiepoints 

 

Fig.5.9 Effects of window sizes on SPD of interferograms 

 

The Effects of window sizes on RMSE of tiepoints is shown in Fig.5.8. It is clear that 

the RMSE gradually becomes smaller and smaller when the window size becomes 

bigger and bigger. After the window size 65*65, the RMSEs are smaller than previous 

ones. Fig.5.9 shows the effects of window sizes on the SPD of interferograms. It is 

noticed that the SPD is becoming smaller when the window size increases. When the 

window size is 65*65, the SPD is the smallest. It means the quality of interferogram 

generated with window size 65*65 is the best. Although almost all the SPDs are small 
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after 65, they are still larger than the SPD when the window size is 65*65. This may 

mean that substantially large window size does not necessarily result in good 

interferogram. Specially, when window size is 97*97, its RMSE is the smallest, but its 

SPD is not so.  

 

From the results of experiment, it is seen that the effects of window sizes on the 

quality of interferogram is non-linear. Obviously, when window size is 65*65, the 

SPD is the smallest. The resultant interferogram is the best. It seems to say that 65*65 

is likely to be the optimum window size for tiepoint matching in this image. 

 

5.4.4 Effects of window sizes on the accuracy of DEM 

 

The final product of InSAR image processing is DEM. Its accuracy is indicated by 

RMS error, DEMδ . In order to get it, the reference DEM for the same area is used and 

shown in Fig.5.10. All of the DEM images corresponding to the different window 

sizes are shown in Fig.5.11. The effect of window size on the accuracy of DEM can 

be measured by DEMδ . If the DEMδ  is small, it proves the window size is good. 

Otherwise, the window size is bad. The results on DEMδ  are included in Table 5.3. 

 

For the DEM image in Fig.5.11.a, the window size is 17*17, the DEMδ  is 23.6 meters 

and it is the largest among all. Its DEM accuracy is the worst among all. For the DEM 

image in Fig.5.11.b, the window size is 33*33, the DEMδ  is 23.1 meters next to the 

largest. The accuracy of DEM is next to the worst. For the DEM image in Fig.5.11.c, 
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the window size is 49*49. The DEMδ  is 22.7 meters, which is large. Its DEM 

accuracy is bad. For the DEM image in Fig.5.11.d, the window size is 65*65. The 

DEMδ  is, 21.1 meters, the smallest. The accuracy of DEM is the best among all. For 

the DEM image in Fig.5.11.e, the window size is 81*81, the DEMδ  is 21.9 meters, the 

second smallest. Its DEM accuracy is the second best. For the DEM image in 

Fig.5.11.f, the window size is 97*97. The DEMδ  is 22.9 meters, which is large. The 

accuracy of DEM is bad. For the DEM image in Fig.5.11.g, the window size is 

113*113. The DEMδ  is, 22.8 meters, small. Its DEM accuracy is not bad.  

 

Table 5.3 Data of DEMs generated by different window sizes 

 

 

Figure 5.10 Reference DEM 
 

Window size (pixel) DEM image 
DEMδ (m) 

17*17 Figure 5.11.a 23.6 

33*33 Figure 5.11.b 23.1 

49*49 Figure 5.11.c 22.7 

65*65 Figure 5.11.d 21.1 

81*81 Figure 5.11.e 21.9 

97*97 Figure 5.11.f 22.9 

113*113 Figure 5.11.g 22.8 
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a. window size: 17*17; b. window size: 33*33; c. window size: 49*49 

 

    
d. window size: 65*65; e. window size: 81*81; f. window size: 97*97; g. window size: 113*113 

Fig.5.11 DEMs with different window sizes 

 

 

Fig.5.12 Effects of window sizes on the DEMδ  

 

The effects of window sizes on the accuracy of DEMs are shown in Fig.5.12. The 

accuracy of DEM is becoming better when the window size is increasing from 17*17 

to 65*65. When the window size is 65*65, its corresponding DEM accuracy is the 
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best. It is noticed that from 65 on, almost all the DEMδ s are small. In spite of this, the 

DEMδ s for window size 81*81, 97*97 and 113*113 are still larger than the one for 

window size 65*65. This perhaps means that very big window size does not 

necessarily result in accurate DEM. From the results, it might say that 65*65 may be 

the optimum window size for tiepoints matching. 

 

From the experimental results, it is seen that when the window size is 65*65, the 

quality of interferogram and the accuracy of DEM are the best among all. Therefore, 

65*65 is the optimum window size for tiepoint matching with this image. Obviously, 

the optimum window size can be determined based on decomposing the 

autocorrelation coefficient of SAR image by wavelet.  

 

5.5 Summary 

 

In SAR image interferometry, the quality of InSAR products can be influenced by 

many factors. One of them is window size, which must be considered during tiepoint 

matching in co-registration. The aim of this chapter is to determine the optimum 

window size for tiepoint matching. With an analysis of the characteristics of 

autocorrelation, an approach on determining optimum window size is proposed based 

on decomposing the autocorrelation coefficient with wavelet.  

 

In order to prove the efficacy of the method, a set of experiment has been conducted. 

A pair of SAR images with a size of 1760*400 has been adopted in the experiment. 

The first step is to calculate the autocorrelation coefficient of the image. From the 
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variation of autocorrelation, it is noticed that the autocorrelation becomes smaller 

when the distance becomes bigger. 

 

Then, the autocorrelation was decomposed into two parts with wavelet db1. One is 

high frequency components including d1, d2, d3 and d4 while another one is low 

frequency component a4. The low frequency component expresses the varying trend 

of autocorrelation. The corresponding high frequency component expresses the local 

variation. The amplitude of a4 changes at several points in the distance axis. After 

point 65, the amplitude has very little changes. So 65*65 could be the optimum 

window size for tiepoint matching. For a more reliable result, the others are also used 

as window sizes. Totally, seven window sizes, 17*17, 33*33, 49*49, 65*65, 81*81, 

97*97, 113*113, have been adopted for the experiments.  

 

The effects of window sizes on the quality of interferogram and the accuracy of DEM 

are non-linear. From the analysis, it is shown that the quality of interferogram and the 

accuracy of DEM are best when the window size is 65*65. Therefore, 65*65 is the 

optimum window size for tiepoint matching with this SAR image. It proves that the 

optimum window size could be determined based on decomposing autocorrelation by 

wavelet. 

 

From the analysis and experimental tests about the proposed approach on determining 

optimum window size for tiepoint matching, the follows can be concluded: 

(1) The low frequency component of decomposed autocorrelation coefficient 

expresses the overall trend of autocorrelation. The high frequency component 
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expresses the local variation of the signal. The amplitudes corresponding to 

low and high frequency component have jumping points in the distance axis. 

After a certain distance, the amplitude has very little changes. Therefore, this 

distance value could be the optimum window size. For different image, the 

optimum window size could be different. 

(2) The quality of product of InSAR is affected by the window size. Too large 

window size does not necessarily result in good results.  

(3) It can be a reliable method to determine the optimum window size based on 

decomposing autocorrelation coefficient by wavelet.
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Chapter 6 

Extracting feature points for Co-registration based on 

wavelet 

 

In image co-registration, a set of tiepoints is selected for tiepoint matching. Due to 

lack of well-defined points, the nodes of grids are normally selected as tiepoints for 

co-registration as described in chapter 4. However, if feature points could be detected 

in the image, it will benefit the co-registration. This chapter aims to extract feature 

points from SAR image based on wavelet to improve the accuracy of image 

co-registration of SAR interferometry.  

 

6.1 Introduction 

 

If feature points evenly distributes in the image, the co-registration based on these 

feature points would be more reliable. Two steps are involved in the procedure of 

feature point matching, extraction of feature points and feature point matching.  

 

Some methods have been used to extract feature points from image. One of the 

methods is Interest Operators (Urban, 2003). This method is based on the maximum 

gradient to extract feature points. However, each pixel gradient is calculated in the 

original image. Therefore, too much calculation is needed. Wavelet can also be used 

to extract feature points from image (Moigne et al., 2002). This method is based on 

maximum wavelet gradient modular. Compared with Interest Operators, by wavelet, 
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the wavelet gradient is implemented not in the original image but at the highest level. 

The feature points are extracted at the highest level. It, therefore, avoids a lot of 

calculation.   

 

Wavelets support a multiresolution analysis of images. It could reduce the 

computation cost by initially registering images at lowest resolution and then 

proceeding to higher resolution where the co-registration process is refined. Wavelet 

decomposition provides all image features without duplication or loss of information 

and allows preserving all the important characteristics of the original data even at a 

lower resolution. Also, the properties of the wavelet coefficients after low-pass and 

high-pass filters prove to be very useful in extracting characteristic features of the 

image (Louis et al., 1997), and therefore to perform a detection of the tiepoints with 

features. 

 

In short, the choice of using multiresolution wavelet to detect feature points for 

co-registration is justified by the following reasons: 

a. Traditionally, the feature points refer to the points, such as houses, intersection 

of roads and islands. Normally, these kinds of feature points could not always 

be found in SAR image. Thus, the connotation of feature points should be 

enlarged. In the study, the feature points are defined in wavelet domain.  

b. Most of all, multiresolution wavelet decomposition preserves important 

features of the original data, even at a lower resolution. 

c. Further multiresolution wavelet decomposition highlights strong image 

features at the lower resolution, thus eliminating weak higher resolution 
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features. 

d. Compared with other methods, this algorithm achieves higher accuracies with 

higher speeds than a full search at full resolution. 

 

6.2 Principle of extracting feature points in image with wavelet 

 

6.2.1 Wavelet transform modulus maxima 

The analysis of images could be implemented by 2-D wavelet multiresolution analysis. 

In a 2-D space, if function ),( yxψ )( 22 RL∈  satisfies: 
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it is called a 2-D basic wavelet or “mother wavelet”. The continuous 2-D wavelet 

transform of a function  is given by the convolution ),( yxf )( 22 RL∈
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The wavelet can be interpreted as the impulsive response of a band-pass filter and the 

wavelet transform of a function as a convolution of this function with the dilated filter. 

Thus the processing can be done at different scales or resolutions. If we look at the 

data with a large “window” (large ), we notice gross features. Similarly, if we look 

at the data with a small “window” (small ), we notice small features. Considering 

a

a
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wavelet transform carried out with computer, in practice, the scale  has to be 

discretized. For a particular class of wavelets, the scale  can be sampled along a 

dyadic sequence  with 

a

a

ja 2= Zj ∈ , without modifying the overall properties of the 

transform. The transforms corresponding to dyadic values of  are called discrete 

wavelet transform (DWT), 

a

),()],([
22

yxfyxfw jj ψ∗=     (6.3) 

 

Therefore, an image could be regarded as a function  and its discrete wavelet 

transform could be carried out according to the above description. In order to extract 

the feature points from the image, the understanding of wavelet transform modulus is 

needed. 

),( yxf

 

Let ),( yxθ  is a 2-D smooth function. The first order derivative of ),( yxθ  

decomposed into two components along the x  and  directions, respectively, are  y

 

x
yxyx

∂
∂

=
),(),(1 θψ       (6.4a) 

y
yxyx

∂
∂

=
),(),(2 θψ       (6.4b) 

 

These functions can be used as wavelets. At scale , the 2-D wavelet transform 

of an image  can be decomposed into two independent directions as: 

ja 2=

),( yxf

 

),()],([ 1
2

1
2 yxfyxfw jj ψ∗=      (6.5a) 
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),()],([ 2
2

2
2

yxfyxfw jj ψ∗=      (6.5b) 

 

Basically, these two components are proportional to the coordinates of the gradient 

vector of  smoothed by ),( yxf ),( yxθ  at scale  in j2 x  and  directions.  y

 

At a scale , the modulus of the gradient vector of  can be calculated by: j2 ),( yxf

 

22
2

21
22 )],([)],([)],([ yxfwyxfwyxfM jjj +=   (6.6) 

 

At each scale , the modulus maxima of the wavelet transform is defined as points 

(

j2

x , ) where the modulus  is local maximum along the gradient 

direction.  

y )],([
2

yxfM j

 

6.2.2 Extraction of feature points with wavelet threshold 

 

A threshold procedure is applied to the wavelet transform modulus in order to 

eliminate non-significant feature points. Then, a point ( x , ) is recorded only if  y

)],([
2

yxfM j > j2
λ       (6.7) 

where, )(λ
222 jjj µδα += . j2

δ  and j2
µ  are the standard deviation and mean of 

the wavelet gradient modulus at level , respectively; j2 α  is a constant and 

normally selected as 2 (Fonseca and Costa, 1997). j2
λ , a parameter whose initial 

value could be defined by user according to the demand. The parameter j2
λ  controls 
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the number of feature points to be used for tiepoints matching. Since the number of 

feature points increases in the finer resolutions, the parameter j2
λ  is also increased 

at the higher levels in order to extract the most significant feature points in the 

images.  

 

6.3 Procedures for extracting feature points with wavelet 

 

6.3.1 Outline of the procedure 

 

To test the adequacy of wavelet as a more reliable method for SAR image 

co-registration, a series of experiments should be conducted. The co-registration 

process consists of three steps: decomposing images, extracting feature points and 

matching feature points.  

 

      

The master image                  The slave image 

Fig.6.1 The pair of SAR complex images of Tuen Mun in Hong Kong 

 

In order to conduct the experiments, a pair of SAR complex images of Tuen Mun in 
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Hong Kong is adopted, as shown in Fig.6.1. First of all, the wavelet decomposition is 

used to decompose the images at different levels. Totally, there are 3 levels of wavelet 

decomposition of images in the experiments. Once the extraction of feature points and 

the initial co-registration have been carried out at the lowest level as described later, 

the fine co-registration would be realized at the higher levels.  

 

The results of co-registration based on wavelet method and the one based on general 

method should be compared to see whether the proposed method is capable of 

improving the reliability and accuracy of co-registration. A series of different numbers 

of tiepoints has been conducted for the experiments. The number of tiepoints varies 

from 36 to 81. For the comparability of results, the same number of points for 

co-registration is used in the two methods. That is, for 36 tiepoints in grid form used 

in general method, the same number of feature points, 36 points extracted based on 

wavelet is also used in wavelet method. It is the same strategy for other different 

number of tiepoints, 49, 64 and 81. Based on these points, a series of co-registrations 

could be carried out and their results corresponding to the two methods are compared.  

 

The results of InSAR image processing include two parts: the intermediate product 

interferogram and the final product DEM. The measures for the reliability of 

co-registration include two components: one measure is for the quality of 

interferogram; another measure is for the accuracy of DEM. The quality of 

interferogram is quantitatively measured by its SPD calculated by the formula (3.1), 

as shown in chapter 3. The accuracy of DEM is measured by its DEMδ  calculated 

with formula (4.1), as shown in chapter 4. For this calculation, the reference DEM of 
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the same area is used and its accuracy is about 3 meters. 

 

6.3.2 Decomposition of SAR image with wavelet 

 

In order to extract feature points from SAR image, first of all, the SAR image should 

be decomposed at different levels. With the goal of SAR image co-registration as an 

application of the wavelet decomposition performed in computer, discrete wavelet is 

only considered and it is summarized in Fig.6.2. It is noticed that the original SAR 

image (or previous low-pass results at level j ) could be decomposed into low-pass 

component ( ) and high-pass component ( ) through filters at level . 

Through low-pass filter and high-pass filter, the low-pass component ( ) is 

decomposed into low-pass component ( ) and high-pass component ( ) 

again. The high-pass component ( ) is decomposed into low-pass component 

( ) and high-pass component ( ) through filters. ,  and 

, respectively represent the characteristics of image in horizon, vertical and 

diagonal. The basic energy of image is reserved in . We will refer to the four 

subimages created at each level of decomposition as  (Low/Low),  

(Low/High),  (High/Low) and  (High/High). An image is decomposed 

into four subimages at each level. The pyramid structure of decomposing an image 

with wavelet is shown in Fig.6.3. The SAR image has been decomposed as shown in 

Fig.6.4. This is the preparation for next step of feature point extraction. 

1+jL 1+jH 1+j

1+jL

1+jLL 1+jLH

1+jH

1+jHL 1+jHH 1+jLH 1+jHL

1+jHH

1+jLL

1+jLL 1+jLH

1+jHL 1+jHH
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Original image  or previous 
low-pass results, at level j

L

Decimate columns 
by 2

H

Decimate columns 
by 2

1+jH

1+jL

Decimate rows 
by 2

Decimate rows 
by 2

Decimate rows 
by 2

Decimate rows 
by 2

1+jLL

1+jLH

1+jHL

1+jHH

at
 level j+1

represents the convolution of the input image by the filter

 

Fig.6.2 Block chart of wavelet decomposition of an image 

 

 

 

LHI 0 HHI 0

HLI 0

HLI 1

HHI 1

HHI2

HLI 2
HLI 3

LHI 1

LHI 2

HHI 3LHI3

LLI 3

 

Fig.6.3 The pyramid structure of decomposing an image 
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a. Original SAR image         b. Decomposition of SAR image 

Fig.6.4 Decomposition of a SAR image with wavelet 

 

6.3.3 Extraction of feature points 

 

Once the SAR images have been decomposed at each level, the next step aims to 

identify features that are present in both images at each level of the decomposition. 

Here we use the modulus maxima of the wavelet transform to detect sharp variation 

points according to the strategy described in previous section. The LH and HL 

subimages at each level of the wavelet transform are used to estimate the image 

gradient.  

 

At the lowest level, the parameter j2
λ  is set to a value as the threshold for detecting 

sharp variation points. Every point’s wavelet transform gradient modulus could be 

calculated according to the formula (6.6). With the set threshold j2
λ , the points with 

modulus maxima are extracted as feature points. 

 

Different numbers of tiepoints, namely 36, 49, 64 and 81, are adopted in the 
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experiments. For the general method, the tiepoints are selected as the nodes in grid 

form. In order to compare the different distribution of points in these two situations, 

the points are displayed in the original SAR images. The distributions of grid points 

and feature points in the original SAR images are shown in Fig.6.5 and Fig.6.6, 

respectively.  

 

      
a. Number of grid points: 36          b. Number of grid points: 49  

 

 

     

c. Number of grid points: 64          d. Number of grid points: 81 

Fig.6.5 Distribution of grid points 
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a. Number of feature points: 36        b. Number of feature points: 49  

 

      

 c. Number of feature points: 64        d. Number of feature points: 81 

Fig.6.6 Distribution of feature points extracted by wavelet 

 

From Fig.6.5 and Fig.6.6, it is noticed that teipoints are evenly distributed in each 

image whether they are selected in grid form or extracted by wavelet. In Fig.6.5, the 

tiepoints are distributed with a certain interval. Of course, many of them have no 

significant features. Contrastively, in Fig.6.6, it is noticed many of the feature points 

are positioned in the mountain back. All of the feature points with wavelet gradient 

maxima have significant features relative to the tiepoints selected in grid form. 

 

Once the feature points have been extracted, the next step is feature point matching. 

Feature point matching is performed within the LL subimage of the wavelet 

 109



Chapter 6 Extracting feature points for co-registration based on wavelet  

decomposition from the lowest level to higher level. It is achieved based on the 

cross-correlation coefficient maximization as described previously.  

 

6.4 Improvement of the co-registration with feature points 

 

6.4.1 Improvement in the quality of interferograms 
 

Certainly, the quality of interferogram is measured by the SPD. When the SPD is 

small, it means the interferogram is good. The data of SPD are included in Table 6.1. 

 

Table 6.1 Data of interferograms generated based on different type of points 

 

The interferograms, in Fig.6.7, are generated based on the grid points. The 

interferograms, in Fig.6.8, are generated based on the feature points. When the 

number of tiepoints is 36, for interferogram in Fig.6.7a, its SPD is 41,946 radians. For 

Fig.6.8a, the fringes of interferogram, especially in the low right area, are clearer than 

the ones in Fig.6.7a visually. Its SPD is 41,390 radians smaller than that of the 

interferogram in Fig.6.7a.  

 

When the number of tiepoints is 49, for interferogram in Fig.6.7b, its SPD is 44,082 

 

Data general based on grid points  

 

Data generated based on feature points  

 

Number  

of 

tiepoint 

Distribution 

of grid points 

 

Interferogram 

RMSE 

(pixel) 

SPD 

(radian) 

Distribution of 

feature points 

 

Interferogram 

RMSE 

(pixel) 

SPD 

(radian) 

36 Fig.6.5a Fig.6.7a 0.0572 41,946 Fig.6.6a Fig.6.8a 0.0486 41,390 

49 Fig.6.5b Fig.6.7b 0.0731 44,082 Fig.6.6b Fig.6.8b 0.0476 41,083 

64 Fig.6.5c Fig.6.7c 0.0551 40,863 Fig.6.6c Fig.6.8c 0.0499 40,081 

81 Fig.6.5d Fig.6.7d 0.0684 42,867 Fig.6.6d Fig.6.8d 0.0547 40,807 
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radians. For Fig.6.8b, it is obvious that the fringes of interferogram, especially on the 

right side, are clearer than the ones in Fig.6.7b visually. The SPD is 41,083 radians 

smaller than that of the interferogram in Fig.6.7b.  

 

When the number of tiepoints is 64, for interferogram in Fig.6.7c, its SPD is 40,863 

radians. For the interferogram in Fig.6.8c, its SPD is 40,081 radians smaller than that 

of the interferogram in Fig.6.7c.  

 

When the number of tiepoints is 81, for interferogram in Fig.6.7d, its SPD is 42,867 

radians. For Fig.6.8d, it is obvious that the fringes of interferogram, especially on the 

right part, are clearer than the ones in Fig.6.7d visually. The SPD is 40,807 radians 

smaller than that of the interferogram in Fig.6.7b. 

 

      
a. Number of grid points: 36           b. Number of grid points: 49   
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c. Number of grid points: 64           d. Number of grid points: 81 

Fig.6.7 Interferograms corresponding to different numbers of grid points 

 

     
a. Number of feature points: 36         b. Number of feature points: 49  

 

     

c. Number of feature points: 64        d. Number of feature points: 81 

Fig.6.8 Interferograms corresponding to different numbers of feature points 

 

 112



Chapter 6 Extracting feature points for co-registration based on wavelet  

 

Fig.6.9 Variation of RMSE of tiepoints  

 

 

Fig.6.10 Variation of SPD with tiepoints 

 

The variations of RMSE of tiepoints and the SPD of interferograms are shown in 

Fig.6.9 and Fig.6.10, respectively. From the figure, it is noticed that the SPD of 

interferogram generated by feature points is smaller than that generated by grid points. 

This indicates, therefore, that the quality of interferogram generated by the feature 
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points is better than the one generated by grid points.  

 

6.4.2 Improvement in the accuracy of DEM 

 

In order to measure the accuracy of DEM, the reference DEM is used, as shown in 

Fig.6.11. Corresponding to different tiepoints, all of the DEM images generated based 

on grid points and feature points are respectively shown in Fig.6.12 and Fig.6.13. The 

data of DEMδ  are included in Table 6.2.  

 

Table 6.2 Data of DEM generated based on different type of points 

 

 

Fig.6.11 Reference DEM image 

 

Data generated based on 

 grid points  

Data generated based on 

 feature points 

Number of 

tiepoint 

GDEM _δ  (m) DEM images 
WDEM _δ  (m) DEM images 

Improved

DEMδ∆  

(%) 

36 19 Fig.6.12a 16 Fig.6.13a 16 

49 23 Fig.6.12b 15 Fig.6.13b 34 

64 17 Fig.6.12c 12 Fig.6.13c 29 

81 20 Fig.6.12d 13 Fig.6.13d 35 
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a. Number of grid points: 36          b. Number of grid points: 49  

 

     

 c. Number of grid points: 64         d. Number of grid points: 81 

Fig.6.12 DEM images corresponding to different numbers of grid points 

 

      
a. Number of feature points: 36        b. Number of feature points: 49  
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c. Number of feature points: 64        d. Number of feature points: 81 

Fig.6.13 DEM images corresponding to different numbers of feature points 

 

The RMSE of DEM generated based on grid points is expressed by GDEM _δ  while 

that one generated based on feature points is expressed by FDEM _δ . The data of the 

improved DEMδ  and DEMδ∆  are also included in the table to illustrate how much 

DEMδ  has improved when DEM is generated based on feature points. The DEMδ∆  is 

derived as: 

 

DEMδ∆ =( GDEM _δ FDEM _δ− ) GDEM _δ    (6.8) 

 

For DEM images in Fig.6.12a and Fig.6.13a, when the number of tiepoints is 36, the 

accuracy of DEM generated based on grid points is 19 meters, larger than the one, , 

generated based on feature points, which is 16 meters. The DEM’s accuracy has been 

improved by 16%. 

 

For DEM images in Fig.6.12b and Fig.6.13b, when the number of tiepoints is 49, the 

accuracy of DEM generated based on grid points is 23 meters, which is larger than the 
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one generated based on feature points (15 meters). The DEM’s accuracy has been 

improved by 34%. 

 

For DEM images in Fig.6.12c and Fig.6.13c, when the number of tiepoints is 64, the 

accuracy of DEM in Fig.6.12c is 17 meters. The accuracy of DEM in Fig.6.13c is 12 

meters, smaller than the former one. Based on feature points, 29% is achieved for 

improving DEM’s accuracy.  

 

For DEM images in Fig.6.12d and Fig.6.13d, when the number of tiepoints is 81, the 

accuracy of DEM in Fig.6.12d is 20 meters. The accuracy of DEM in Fig.6.13d is 13 

meters, which is smaller the former one. Based on feature points, the accuracy of 

DEM has been improved by 35%. 

 

 

Fig.6.14 Variation of DEMδ  with tiepoints 

 

The variations of DEMδ  with tiepoints are shown in Fig.6.14. From the curves, it is 
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obvious that the accuracy of DEM generated based on feature points is more precise 

than that generated based on grid points. 

 

From the results, it is noticed that both the quality of interferogram and the accuracy 

of DEM are improved with feature points. Therefore, it could be said that it is a 

reliable and efficient way for co-registration with feature points extracted by wavelet. 

 

6.5 Improvement of the co-registration by the combined use of 

feature points and grid points 

 

6.5.1 Design of experiment 
 

In last section, it is noticed that the feature points extracted by wavelet are evenly 

distributed in the whole image. This makes the co-registration more reliable. However, 

the feature points are not always evenly distributed in the image. In some images, the 

feature points may be in cluster in a local area. In this case, if only these feature points 

are used, an unreliable co-registration may be obtained. So, combining the feature 

points and the grid points may be a more robust way for co-registration. Therefore, 

one more experiment based on combining feature points and grid points is employed 

for further investigation.  

 

In order to compare the results generated by grid points and by combined points 

(feature points and grid points), the pair of SAR images adopted in the experiment is 

the same as the one in Fig.6.1. In the experiment, the co-registration is implemented 
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based on the feature points and grid points, which consists of 36 feature points and 28 

grid points. The distribution of points is shown in Fig.6.15 where red points are the 

feature points and the yellow points are the tiepoints. The tiepoint intervals, 200 

pixels in row and 30 pixels in column, are considered when selecting the grid points.  

 

 

Fig.6.15 Distribution of points in an image 

 

6.5.2 Improvement in the quality of interferogram 
 

The co-registration is included in Table 6.3. The interferogram generated by 

combined use of feature points and grid points is shown in Fig.6.16. The 

interferogram generated by using grid points is shown in Fig.6.7c. Based on feature 

points and grid points, its RMSE is 0.0527 and SPD is 40,126 radians. For the results 

based on grid points only, its RMSE is 0.0551 and SPD is 40,863 radians. 

 

From the interferogram, it is observed that the fringes in the interferogram, Fig.6.16, 

generated by feature points and grid points are clearer than those in the interferogram, 

Fig.6.7c, generated by grid points only. 
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Table 6.3 Data of co-registration generated by different types of points 

 

 

Fig.6.16 Interferogram generated by feature points and grid points 

 

6.5.3 Improvement in the accuracy of DEM 
 

In order to measure the accuracy of DEM, the reference DEM is used as shown in 

Fig.6.11. The DEM generated by combined use of feature points and grid points is 

shown in Fig.6.17.  

 

Fig.6.17 DEM generated based on feature points and grid points 

         

Data 

Point type 

Number 

of 

Point   

 

RMSE 

(pixel) 

 

 

Interferogram

 

SPD 

(radian) 

 

DEM 

image 

 

DEMδ  

(m) 

Improved 

DEMδ∆  

(%) 

Feature and grid point 64 0.0527 Fig 6.16 40,126 Fig.6.17 13  

Grid point 64 0.0551 Fig.6.7c 40,863 Fig.6.12c 17 24 
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The accuracy of DEM, DEMδ , is 13 meters. For the results based on grid points only, 

its DEMδ  is 17 meters as shown in Table 6.3. Obviously, the accuracy of DEM is 

significantly improved, i.e. by 24%. 

 

From the results, it can be seen that the reliability of co-registration is significantly 

improved by combined use of feature points and grid points.  

 

6.6 Summary 

 

This chapter presents the extraction of feature points for InSAR images co-registration 

based on wavelet. The feature points are extracted based on images decomposition 

and wavelet gradient modulus maximum. The feature point matching is done globally, 

instead of locally, over an image. A more reliable and accurate result of 

co-registration is achieved finally.  

 

A pair of SAR images is used for proving the efficiency of the strategy based on 

wavelet. In the experiments, different number of points is employed to compare the 

quality of co-registration obtained by using grid points and feature points for getting 

more reliable findings. When the feature points are evenly distributed in the image, 

the SPD of interferogram generated based on feature points is smaller than that one 

generated based on grid points. By visual inspection, it is easily found the quality of 

interferogram is significantly improved by feature points. The accuracy of DEM is 

greatly improved by the use of feature points.  
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But in some cases, the feature points extracted by wavelet are not evenly distributed 

in the image, possibly in cluster. This could results in unreliable results of 

co-registration. In order to make the co-registration more reliable, the feature points 

extracted by wavelet and the grid points were combined together for a further 

experiment. The results generated by grid points and the results generated by 

combined use of feature points and grid points are compared and analyzed. From the 

experimental results and analysis, it is shown that combining the feature points and 

the grid points can make the co-registration more reliable and accurate.  

 

In short, from the comparison and analysis of experimental results generated by the 

two methods, it is found that feature points can be effectively extracted from a SAR 

image based on wavelet and the reliability of co-registration can be significantly 

improved by the combined use of feature points and grid points.
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Chapter 7 

Toward automated system for image co-registration 

 

In the previous chapters, many important factors involved in InSAR images 

processing are considered and the corresponding approaches to improve the accuracy 

of image co-registration are proposed. These proposed approaches include a 

quantitative measure for the quality of interferogram, an appropriate interval with 

around 200*30 pixels for tiepoint, determination of optimum window size for tiepoint 

matching, and extraction of feature points with wavelet. Each of them is considered 

for improving the reliability and the accuracy of InSAR image processing while other 

factors are kept unchanged. This chapter aims to realize an automated system for 

InSAR image co-registration by considering all factors synchronously through fusing 

all of the previous proposed approaches systematically and efficiently.  

 

7.1 Concept of automated system for co-registration 

 

It is well known that there are many factors affecting the reliability of InSAR image 

co-registration, such as selection of tiepoints, window size, etc. Each of the factors is 

considered in the procedures of InSAR image co-registration as described in previous 

chapters. The corresponding effective approaches are presented to improve the 

reliability of co-registration. Certainly, it is natural to think that all of the proposed 

approaches should be synchronously and systematically fused to make the image 

co-registration more reliable and automated. In order to implement an automated 
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image co-registration, some important operators need to be considered. The 

automated system for image co-registration ( ) is as follows: ASIP

 

),,,,,,( δSWMNDIASIP =     (7.1) 

 

where, I  refers to automated decomposing an image based on wavelet;  is the 

operator of automated extracting feature points and grid points for co-registration;  

refers to the number of points to be used for tiepoint matching; 

D

N

M  is the automated 

operator to set a value about wavelet gradient threshold for selecting tiepoint; W  

refers to the automated operator to determine an optimum window size for tiepoint 

matching based on decomposing auto-correlation coefficient;  is the automated 

operator for measuring the quality of interferogram; and 

S

δ  is the automated operator 

for measuring the accuracy of DEM.  

 

It is clear that the system consists of seven operators. In this automated system, the 

SAR image is automatically decomposed with wavelet at first. Then, the automated 

extraction of feature points is to be carried out. If the feature points are not evenly 

distributed in the image, some grid points should be selected whose interval should be 

200 pixels in row and 30 pixels in column. The next step is the automated 

determination of optimum window size. This is implemented based on decomposing 

the autocorrelation coefficient of image with wavelet. This is followed by the tiepoint 

matching. For a SAR image whose size is PQ ∗ , its processing based on this system 

can be described by pseudo-code as shown in Fig.7.1.  
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Procedu re   

begin

D ecom position operation to Im ages;

t=0;

w hile (n     N )  do
for i=1 to  k

≠

∆+=+ )()1( tMtM
end for

end w hile

W operation to Im age;

for i=1 to PQ ∗

SPD  calculation to Interferogram ;

end for

for i=1 to q
calculation to D EM ;D E Mδ

end for

end

A SIP

 

Fig.7.1 The procedure of automated system described by pseudo-code 

 

7.2 Automated SAR image co-registration 

 

7.2.1 Automated decomposition of SAR images 

 

The automated decomposition of images is the basic operator on which other 
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operators are based. The SAR images are automatically decomposed with 

multiresolution wavelet decomposition and the wavelet ‘db1’ is adopted because of its 

powerful analysis. The size of SAR image of Po To Yan in Hong Kong is 1616*336 

(pixels) as shown in Fig.7.2. Totally, three levels are achieved for decomposing the 

images with wavelet. It is illustrated in Fig.7.3. At each level, the image is 

decomposed into four sub-images, , , , and . These four 

sub-images respectively represent the characteristics of image in horizon, vertical, 

diagonal and basis. 

1+jLH 1+jHL 1+jHH 1+jLL

     

The master image                  The slave image 
Fig.7.2 A pair of SAR images of Po To Yan in Hong Kong 

 

     

a. decomposition of master image    b. decomposition of slave image 

Fig.7.3 Decomposition of two images at level 3, respectively 
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7.2.2 Automated extraction of feature points 

 

Once the image has been decomposed, the automated extraction of feature point could 

be done at the lowest level. The strategy based on wavelet transform gradient modulus 

maxima is used for extracting feature point. For each pixel, its gradient modulus could 

be derived with its gradient vectors in x  and  directions. Then, the threshold 

value should be set to get the feature points. If the feature points extracted by wavelet 

are in a tight cluster, the grid points should be selected in order to get reliable 

co-registration. 64 tiepoints are adopted here and they are evenly distributed in the 

image. The points selected are displayed in the original image, shown in Fig.7.4.  

y

 

 

Fig.7.4 Distribution of tiepoints in the image 

 

7.2.3 Automated determination of optimum window size 

 

After the tiepoints have been selected, the next operation is the tiepoint matching. The 

window size is an important factor, which should be considered in tiepoint matching. 
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The optimum window size is automatically determined based on the decomposition of 

autocorrelation coefficient of the image. The details about the approach are described 

in chapter 5. Since the tiepoint matching is implemented from lower level to higher 

level, different window sizes should be used at different levels.  

 

Firstly, we consider the window size at level 3. At this level, the main image is 

expressed by  which is inherited from level 2. The autocorrelation coefficient of 

this image is calculated with formula (5.1) and its curve is shown in Fig.7.5. With 

wavelet decomposition, the autocorrelation coefficient is decomposed into low 

frequency component,  and high frequency components, , , , , as 

shown in Fig.7.6. The low frequency component  has four changes of amplitude 

at distance points 17, 33, 49 and 65, respectively. The data of amplitude changes in 

low frequency component are included in Table 7.1.  

2LL

4a 4d 3d 2d 1d
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Fig.7.5 Variation of auto-correlation with distance at level 3 
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Fig.7.6 Components of auto-correlation decomposed by wavelet 

 

Table 7.1 Amplitude data of low frequency component at level 3 

 

 

 

 

 

 

From Table 7.1, it is noticed that, at jump point 17, its amplitude is 0.1177. Its 

amplitude rate, the ratio between the amplitude in jump point and the whole amplitude 

0.3391 is 34.71%. Its changed amplitude rate, the ratio between the changed 

amplitude at jump point and the whole amplitude is 65.29%. At jump point 33, its 

amplitude is 0.0585, its amplitude rate is 17.25% and its changed amplitude rate is 

17.46%. At jump point 49, its amplitude is 0.0171, its amplitude rate is 5.04% and its 

Distance value 

at jump point 

Amplitude at 

jump point 

Amplitude rate Changed amplitude rate 

 

17 0.1177 34.71% 65.29% 

33 0.0585 17.25% 17.46% 

49 0.0171 5.04% 12.21% 

65 0.0100 2.95% 2.09% 
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changed amplitude is 12.21%. At jump point 65, its amplitude is 0.01, its amplitude 

rate is 2.95% and its changed amplitude rate is 2.09%. Obviously, from jump point 49 

on, the amplitude rate is very small and the changed amplitude is also small. That is, 

after point 49, the amplitude is very small and almost remains the same. Therefore, 

the optimum window size should be 49*49 at level 3 for tiepoint matching.  

 

Secondly, we consider the window size at level 2. It is similar to the procedures in 

level 3. At level 2, the variation of autocorrelation is shown in Fig.7.7. After 

decomposition with wavelet, its components include low frequency  and high 

frequencies , , , and  as shown in Fig.7.8. The low frequency 

component  has five obvious changes of amplitude at distance points 17, 33, 49, 

65 and 81, respectively. The data of amplitude changes in low frequency component 

are included in Table 7.2.  

4a
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Fig.7.7 Variation of auto-correlation with distance at level 2 
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Fig.7.8 Components of auto-correlation decomposed by wavelet 
 

Table 7.2 Amplitude data of low frequency component at level 2 

 

Now we analyze the changes of amplitude in low frequency component . The 

whole amplitude is 0.3148. At jump point 17, its amplitude is 0.1301. Its amplitude 

rate is 40.86%. Its changed amplitude is 59.14%. At jump point 33, its amplitude is 

0.087, its amplitude rate is 27.32% and its changed amplitude rate is 13.54%. At jump 

point 49, its amplitude is 0.0623, its amplitude rate is 19.57% and its changed 

amplitude is 7.76%. At jump point 65, its amplitude is 0.0438, its amplitude rate is 

4a

Distance value at 

jump point 

Amplitude at 

jump point 

Amplitude rate Changed amplitude rate 

 

17 0.1301 40.86% 59.14% 

33 0.0870 27.32% 13.54% 

49 0.0623 19.57% 7.76% 

65 0.0438 13.76% 5.81% 

81 0.0300 9.42% 4.33% 
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13.76% and its changed amplitude rate is 5.81%. At jump point 81, its amplitude is 

0.0300, its amplitude rate is 9.42% and its changed amplitude rate is 4.33%. 

Relatively, from jump point 33 on, the amplitude rate is small and the changed 

amplitude has little change. That is, after point 33, the amplitude is small and almost 

keeps the same. Therefore, the optimum window size should be 33*33 at level 2. 

 

Finally, we consider the window size at the level 1. The strategy is the same as the 

previous two. The autocorrelation coefficient of image at level 1 is calculated and the 

variation with distance is shown in Fig.7.9. The autocorrelation coefficient is 

decomposed into two components including low frequency component  and high 

frequency components , , , and  as shown in Fig.7.10. There are five 

obvious changes of amplitude in low frequency component. They are at distance 

points 17, 33, 49, 65 and 81, respectively. The data about amplitude changes in low 

frequency component are included in Table 7.3.  

4a

4d 3d 2d 1d

 

Table 7.3 Amplitude data of low frequency component at level 1 

 

Distance value 

at jump point 

Amplitude at 

jump point 

Amplitude rate Changed amplitude rate 

 

17 0.1284 43.41% 56.59% 

33 0.0935 31.61% 11.80% 

49 0.0733 24.78% 6.83% 

65 0.0629 21.26% 3.52% 

81 0.0490 16.57% 4.70% 
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Fig.7.9 Variation of auto-correlation with distance at level 1 

 

 

 

Fig.7.10 Components of auto-correlation decomposed by wavelet 
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The whole amplitude in low frequency component is 0.2958. At jump point 17, its 

amplitude is 0.1284. Its amplitude rate is 43.41%. Its changed amplitude is 56.59%. 

At jump point 33, its amplitude is 0.0935, its amplitude rate is 31.61% and its 

changed amplitude rate is 11.80%. At jump point 49, its amplitude is 0.0733, its 

amplitude rate is 24.78% and its changed amplitude is 6.83%. At jump point 65, its 

amplitude is 0.0629, its amplitude rate is 21.26% and its changed amplitude rate is 

3.52%. At jump point 81, its amplitude is 0.0490, its amplitude rate is 16.57% and its 

changed amplitude rate is 4.70%. Relatively, from jump point 33 on, the amplitude 

decreases very slowly. The changed amplitude is very small. That is, after point 33, 

the amplitude is small and almost remains the same. Therefore, the optimum window 

size should be 33*33 at level 1. 
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Fig.7.11 Toward automated process for InSAR image 

 

Once the optimum window size has been determined, the tiepoint matching can be 

 134



Chapter 7 Toward automated system for image co-registration 

implemented. Therefore, the slave image can be registered. The interferogram and 

DEM can then be generated at last. The toward automated process for InSAR image is 

shown in Fig.7.11.  

 

7.3 Evaluation of automated co-registration 

 

7.3.1 The quality of interferogram 

 

The image co-registration is automated using the system described in the previous 

section. The experimental interferogram is shown in Fig.7.12. The data of image 

processing is included in Table 7.4.  

 

 

Fig.7.12 Interferogram generated by the automated system 

 
As discussed previously, the visual inspection could reflect the quality of 

interferogram. That is, if the fringes are clear, the interferogram is good. Otherwise, 
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many speckles indicate bad interferogram. From the interferogram in Fig.7.12, it is 

obvious that clear fringes can be inspected almost in the whole area and little speckle 

exists in the interferogram. The SPD is 66,026 radians. The RMSE of tiepoints is 

0.0258, which is small. Therefore, the interferogram is good. 

 
Table 7.4 Data of image processing with automated system 

 

7.3.2 Accuracy of DEM 
 

The final product DEM is shown in Fig.7.14. In order to measure the accuracy of 

DEM, a reference DEM image is used as shown in Fig.7.13. 

 

 

Fig.7.13 A reference DEM image 
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 Fig.7.14 DEM image generated by the automated system 

 

The DEMδ  of DEM is 12 meters. Obviously, the accuracy of DEM generated based 

on the automated system is accurate.  

 

7.4 Summary 

 

This chapter aims to automate the processing of image co-registration. Therefore, an 

automated system for co-registration is described. The system consists of seven 

operators that are the key factors involved in SAR image co-registration and their 

details are described. The wavelet plays an important role in the automated operators, 

such as in automated decomposition of image, automated extraction of feature points 

and automated determination of optimum window size for tiepoint matching. The 

co-registration based on the automated system is carried out with a pair of SAR 

images. The SPD is smaller and the resultant interferogram is better. The accuracy of 

final product DEM is more accurate.  
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From the analysis of the results, it is found the co-registration based on the automated 

system is reliable and accurate. It can be said the automated system is a systematical 

and an efficient way to improve the accuracy of image co-registration. 
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Chapter 8 

Conclusions 

 

8.1 Summary 

 

The reliability and accuracy of SAR interferometry is affected by many factors. One 

of the most important factors is the image co-registration, which is the first step of 

SAR interferometric processing. It significantly affects the quality of the final 

products of SAR interferometry. This study focuses on the improvement of the 

accuracy of image co-registration in InSAR.  

 

After the introduction of the principle and the procedure of generating a DEM by 

InSAR, which serves as a theoretical background for future discussion, detailed 

descriptions of work carried out in this project are given.  

 

A quantitative measure for the quality of interferograms is proposed based on the 

phase differences in the interferogram, i.e. the sum of phase differences (SPD). In 

order to prove its reliability, two simulation experiments have been conducted. 

Results show that the SPD values reflect the quality of interferograms very well. 

 

When there are no well-defined tiepoints for co-registration, the tiepoints are normally 

selected in grid form. In this case, in order to investigate the effects of tiepoint 

interval on reliability of co-registration, four pairs of images have been used for the 

 139



Chapter 8 Conclusions 

test. From the results, it has been noticed that the tiepoint interval is not a very 

sensitive parameter for co-registration. However, it is found that when the grid 

interval is around 200*30 pixels, the quality of interferogram is good and the DEM is 

accurate. 

 

If feature points can be detected in an image, it will benefit the results of 

co-registration. Therefore, the wavelet is used to extract feature points from SAR 

image to improve the accuracy of co-registration. In the case of feature points in a 

tight cluster, the tiepoints in grid form, with the interval 200 pixels in row and 30 

pixels in column, are also considered. That is, the feature points and the tiepoints are 

combined together for the co-registration. The experiment based on this way is carried 

out and the results prove the strategy is reliable. 

 

Then, based on the decomposition of auto-correlation with wavelet, a SAR image has 

been conducted for the investigation on the determination of optimum window size 

for tiepoint matching. The auto-correlation is decomposed into components. By 

analyzing the low frequency component, the optimum window size is determined. 

Results prove the reliability of this method. 

 

Finally, an automated system for image co-registration is described. The system 

synchronously considers all factors through fusing all of the previous proposed 

approaches systematically and efficiently. A SAR image is adopted for testing the 

efficacy of the automated system. The results show that the automated system is a 

systematical and efficient way to enhance the accuracy of image co-registration.  
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8.2 Conclusions 

 

The dissertation presents a systematic approach for the analysis and improvement of 

the accuracy of image co-registration. Many experimental tests have been carried out 

to prove the reliability of the proposed approaches. From the experimental results and 

the theoretical analysis, the following conclusions can be drawn: 

(1) The quality of interferogram can be quantitatively measured by its sum of phase 

differences (SPD); 

(2) The tiepoint interval is not a very sensitive parameter for co-registration. 

However, the grid interval with around 200*30 pixels is an appropriate grid size 

for tiepoint. It can be used as a guideline for processing SAR image of hill area. 

(3) Feature points can be effectively extracted from a SAR image based on wavelet. 

The reliability of co-registration can be significantly improved by combined use 

of feature points and grid points; 

(4) The optimum window size can be determined based on decomposition of 

auto-correlation by wavelet; 

(5) The accuracy of SAR image co-registration based on automated system can be 

greatly improved. 

 

8.3 Limitations and recommendations 

 

The SAR interferometric processing is complicated and there are four steps in it, i.e., 

co-registration, interferogram generation, phase unwrapping and geocoding. The 
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co-registration is one of the most important factors in the interferometric processing. 

The methods developed in the research are just the first step towards a unified method 

for the enhancement of SAR interferometry technology. This study is limited to the 

research of SAR data in Hong Kong. Although a number of issues have been 

considered in this study, yet, some of them need to be investigated further. The local 

incidence is the common factor for all images, so it is not considered in the study. It 

should be considered in further research. 

 

Firstly, the effects of tiepoint interval are tested based on a series of experiments with 

the SAR data of Hong Kong. More data from different sources should be used for 

more tests.  

 

Secondly, in all of the experiments in the dissertation, the bi-cubic function is used as 

the transformation model after tiepoint match in co-registration. Different 

polynomials, such as bias function, bilinear function and higher order function, can be 

used as the transformation model. The effects of different transformation models on 

the reliability of co-registration could also be analyzed. 

 

Thirdly, it is worth making an effort to see if it is efficient to use wavelet transform in 

other steps of SAR interferometry, such as phase unwrapping, filtering noise from 

SAR data, etc. More research could be implemented about the effects of different 

wavelet on the quality of image processing. Some of the other main error sources are 

worthy of further investigation, such as baseline error and atmospheric error, which 

are not the main objectives in this dissertation. For the atmospheric modeling, some of 
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achievements on GPS could be good reference. Finally, fusing SAR data from 

multi-sensors may be one of the effective strategies to get more information and to 

improve the accuracy of products. 
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