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ABSTRACT 
Abstract of thesis entitled “Mobile Agent-based Routing for the 

Next-Generation Internet” submitted by Liu Wai Tung for degree of Master of 

Philosophy at The Hong Kong Polytechnic University in September, 2007. 

 

One of the fundamental issues of the Internet is routing. In general, its purpose 

is to forward packets over the Internet as efficiently as possible. Currently the 

Internet is largely based on the well-known TCP/IP protocol suite, in which 

the transport layer is responsible for the flow control of data communication, 

while the network layer is responsible for carrying out the routing process. In 

general, these traditional routing methods, together with the Internet Protocol, 

have three disadvantages. First, they only offer best-effort delivery service. In 

other words, no guarantee of support for Quality of Service (QoS). Second, the 

processing overhead for routing packets is very high since basically each 

router needs to perform the time-consuming longest prefix match operation. 

Third, it cannot provide customized routing services. 

 

To address the first problem, a number of research projects are being 

conducted to support QoS in the Internet. These include Differentiated 

Services (DiffServ), Integrated Services (IntServ) and Resource reSerVation 

Protocol (RSVP). In addition, a number of QoS routing protocols are emerging 

to route packets based on QoS requirements. The second problem has been 

addressed by the introduction of an evolutionary switching technique, known 

as Multi-Protocol Switching Protocol (MPLS). This technique binds network 
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layer routing to data link layer switching. The third issue, the provision of 

customized routing services, is being tackled by the proposal of a novel 

network architecture known as active networks. In this new architecture, 

packets are active and programmable so as to facilitate the introduction of new 

or customized services. The active packets function like mobile agents and can 

thus be run by the network nodes to perform various functions. 

 

In recent years, there has been considerable interest in employing mobile 

agents for various purposes. Initially, mobile agents were mainly used at the 

application layer but more recently mobile agents have also been employed to 

address network layer problems like routing. It can be foreseen that mobile 

agents may be incorporated into the emerging active network framework as a 

way of providing many innovative services. The aim of this thesis is to explore 

some of these opportunities. 

 

As an extension to previous work, we have studied an active routing service  

which uses active packets (packlets) to configure customized communication 

paths based on the network information. With the aim of minimizing network 

costs, both a finite horizon and an infinite horizon Markov decision model 

have been formulated to support active routing. 

 

We have also studied an active MPLS service with bandwidth reservation 

using a dynamic pricing mechanism. With the aim of maximizing the profits of 

the network service provider, an optimal bandwidth selling policy has been 

obtained for both the finite and infinite horizon models based on the Markov 

decision theory. In both models the optimal policy is threshold-based with the 
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threshold depending mainly on the amount of remaining bandwidth. It is 

expected that the Markov decision model will also be adaptable for the 

analysis of similar bandwidth selling problems in other networking scenarios. 

 

Lastly, we have studied a load balancing problem. We have applied a modified 

network simplex algorithm. This algorithm can employ the traditional network 

simplex method not only to find multiple MPLS paths for a user application 

but also balance the load to obtain aggregate minimum network delay for the 

user application. Active packets (or mobile agents) can be used to implement 

our modified network simplex algorithm and to set up the relevant label 

switched paths.
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Chapter 1.  

INTRODUCTION 
Routing is a major network function that involves the forwarding of packets 

across a network as efficiently as possible [1]. In connection-oriented 

networks (e.g., ATMs [2]), communication paths are usually fixed or reserved 

during call set-up in accordance with the user requirements based on a routing 

scheme. In connectionless networks (e.g., the Internet), packets are forwarded 

by routers on a hop-by-hop basis [3] using a routing protocol. The routing 

table in each router, and thus the communication paths, can be changed 

dynamically based on traffic conditions. In the context of the Internet, in 

recent years, we have seen the development of cost-effective distributed router 

architectures as well as very high-speed routers [4,5]. Furthermore, there has 

been considerable interest in employing label switching to support routing, 

which has led to the standardization of Multi-Protocol Label Switching 

(MPLS) [6,7].  

 

Fig. 1.1 Different types of routing schemes 
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Fig. 1.1 shows different types of routing protocols in the Internet. Two types of 

routing protocols are commonly used to support intra-domain routing [8]: the 

distance vector (e.g., RIP [9]) and link state (e.g., OSPF [10]) routing 

protocols. For inter-domain routing, policy-based routing protocols, such as 

BGP [11], and distance vector method, such as EGP, are often used [8]. In 

recent years, a new type of routing protocol, known as quality of service 

routing [12], has emerged, which forwards packets based on a particular 

quality of service requirement. From the end users’ point of view, the above 

routing protocols are “passive” because the end users have very little control 

over the routing process, other than providing the essential information (e.g., 

destination address).  

 

With the advent of active networks for providing advanced Internet services 

[13-16], a new routing paradigm, known as active routing [17-19], has been 

proposed. Basically this novel routing mechanism enables an end-user 

application to instruct a network node on how to forward its packets across the 

network. This is analogous in daily life to the driver of a car  who determines 

how to drive a car through a road network according to the traffic conditions 

and his/her requirements. In particular, software agents or mobile agents [20, 

21] are well-suited to enable active routing, as shown in [22-27]. In [22] and 

[23] mobile agents are employed to gather link delay information to support 

QoS routing. As an extension to [22], Oida and Sekido considered not just link 

delay but also link bandwidth and hop-counts in [24]. In [25], 

Gonzalez-Valenzuela and Leung investigated a mobile agent-based system 

called Waves to facilitate QoS routing over an MPLS network. In [26], Migas 

et al. employed both stationary and mobile agents to collect network 
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information in an ad-hoc network so as to make the routing decision. In [27], 

Selamat and Omatu applied genetic algorithms in mobile agents to determine 

the best routes in a network.  

 

Contributing to this relatively new research area, this project proposes a 

Markov-decision-based Active Routing (MARS) scheme. It is well known that 

the Markov decision theory can be used to determine the optimal policy for a 

Markov-based system or model. However to the best of our knowledge, there 

has been little work to date applying this useful technique to support active 

routing. Hence this project provides new contributions to this emerging 

research area.   

 

The use of active routing allows the provision of highly customized and 

intelligent routing services. This is a paradigm shift from the existing routing 

services. For instance, while some users prefer to choose high-speed links, 

others may be more concerned with reliability. Furthermore, in making the 

routing decision, some users may want to take into account the session 

duration. It is very difficult if not impossible to address these requirements in 

the existing passive routing paradigm but active routing provides an effective 

solution. As complements to each other, passive and active routing services 

can work with other networking technologies such as MPLS to provide 

innovative and intelligent services in the next-generation network. In general, 

a user can use his/her own active routing algorithm through the active packets. 

The active packets can also be used to configure customized forwarding tables 

at the network nodes for packet forwarding purposes. To support active routing, 

this project presents a new scheme called MARS in Chapter 3. The analysis 
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can provide valuable insights into the design of active routing services for the 

next-generation network. 

 

Recent years have seen the development of Multiprotocol Label Switching 

(MPLS) [6] for forwarding Internet traffic efficiently using label switched 

paths (LSPs). Essentially, label edge routers (LER) and label switch routers 

(LSR) are employed for attaching MPLS headers/labels and transferring 

MPLS packets, respectively. Integrating with a bandwidth reservation protocol, 

MPLS can also be used to facilitate Quality of Service (QoS) routing [12]. 

Moreover, based on active network technologies [14,28] (especially active 

routing and agent-based routing [17,24,25]), it would be useful to develop an 

active MPLS service that can reserve bandwidth according to an adaptive 

pricing method. In particular, it is envisioned that both active and non-active 

(passive) network services can be integrated in an advanced network called 

ISDN3 [19,29]. Chapter 4 presents an adaptive bandwidth selling method. In 

particular, the bandwidth selling policy is determined based on a Markov 

decision model. For the purposes of evaluation, we will compare the selling 

policy with two other schemes.  

 

The distribution of MPLS labels will set up paths known as label switch paths 

(LSPs) along the network, and the setting up of these LSPs can facilitate traffic 

engineering which involves finding suitable paths (QoS routing) and assigning 

suitable load in each of these paths (load balancing) if there is more than one 

LSP between the same source-destination pair. In Chapter 5, we apply a 

modified network simplex algorithm in the ISDN3 [29] network which can 

employ the traditional network simplex method to not only find multiple 
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MPLS paths for a user application, but also balance the load to obtain 

aggregate minimum network delay for the user application. In ISDN3, active 

packets can be used to implement our modified network simplex algorithm 

and to set up the concerned LSPs as in [30]. Preliminary results comparing the 

proposed scheme with other simplex schemes are also presented. 
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Chapter 2.       

RELATED WORK 
In this chapter, we will review some related literature, including conventional 

routing protocols, active networks, mobile agents, MPLS and ISDN3. We will 

also give a survey of some of the works which employ mobile agents in 

network routing. 

 

2.1. Conventional Routing Protocols 

In general, the Internet is divided into a number of administrative domains. 

Some routers know how to forward packets only to destinations within the 

same administrative domain. Others can interface between the administrative 

domain they belong to and other administrative domains. The former type of 

router conforms to intra-domain routing protocols while the latter type of 

router has to support inter-domain routing protocols. Before discussing the 

novel mobile agent-based routing approach, it is of interest to first discuss 

some of these routing protocols. 

 

2.1.1. Intra-domain Routing Protocols 
The three most commonly used intra-domain routing protocols are distributed 

(there is no central server that computes the routes), hop-by-hop (the routing 

decision is local) and dynamic (routes can be changed at different times). 

There are two main types of intra-domain routing protocols: distance vector 

and link state routing protocols. We will describe each of these in the 
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following. 

 

2.1.1.1. Distance Vector Routing Protocols 

Routers that conform to distance vector routing protocols do not have 

complete topological information. Each network node learns the costs of its 

directly connected links, and each network node will construct a 

one-dimensional array containing the costs to all other network nodes. Each 

node will transmit its cost vector only to its neighboring nodes. On receiving a 

cost vector from its neighboring node, the network node will, on reaching a 

particular destination, update its routing table whenever there is a change in 

the costs. Eventually, each network node will have a converged routing table. 

The update processes can be illustrated as in the example network in Fig 2.1. 

 

Fig. 2.1 An example network 

We denote the cost vector of each network node by (w, x, y, z), meaning that 

the cost of reaching node A, B, C and D from this node are w, x, y and z 

respectively. The initial routing table of node A is given in Table 2.1. When it 

receives the cost vector from node B, which is (1, 0, 1, 1), it learns that node B 

can reach node D with cost 1. Since it can reach node B with cost 1, its cost on 
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reaching node D will be 2 if it routes the data packets through node B. So it 

will update its routing cost to node D to 2 accordingly. The updated routing 

table of node A is given in Table 2.

 

Destination Cost Next-hop

B 1 B 

C 2 C 

D 3 D 

Table 2.1 Initial routing table of node A 

Destination Cost Next-hop 

B 1 B 

C 2 C 

D 2 B 

Table 2.2 Updated routing table of node A 

On routing a packet across the network, the network node will examine the 

packet's header to identify its destination. The network node will then route the 

packet to the next-hop as indicated in the routing table. As a result, packets 

with the same destination will follow exactly the same path. Examples of 

distance vector routing protocols are RIP and RIP-2. 

 

2.1.1.2. Link State Routing Protocols 

Routers that conform to link state routing protocols have complete topological 

information. Similar to distance vector routing protocols, each network node 

also learns the costs of its directly connected links. Yet, the cost vector of each 

network node will be flooded to all the other network nodes in the same 

domain. Thus in calculating the routing table, each router will make use of all 

the cost vectors of the network nodes within the same network. All the routers 

have global knowledge. Since each router knows exactly the network topology, 

the construction of routing table, which is equivalent to finding a shortest path 
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to all other nodes, can be found by using Dijkstra's algorithm. Examples of 

link state routing protocols are OSPF and OSPF-2. 

 

2.1.2. Inter-domain Routing Protocols 
Since different domains will have different routing policies, it is necessary 

when computing inter-domain paths to consider policy related constraints. As 

a result, inter-domain routing adopts policy routing. 

 

2.1.2.1. Policy Routing Protocols 

Policy routing protocols take into account policy related constraints when 

computing the required paths. The whole network is divided into several 

administrative domains. Each administrative domain is governed by an 

autonomous administration. Thus different administrative domains will have 

different routing policies, such as the QoS it is able to deliver, the cost 

associated to provide such a QoS, etc. There are policy gateways in each 

administrative domain. They will advertise the policy related constraints 

information explicitly to neighboring administrative domains such that when a 

packet reaches the policy gateway of an administrative domain, the policy 

gateway can choose the appropriate administrative domain the packet should 

traverse next. In the context of the Internet, the most commonly used policy 

routing protocol is BGP4. 

 

2.2. Active Networks 

Traditionally, the introduction of new network services like routing protocols 

is a very long process and, because the present network services are hardware 
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specific, it also requires the cooperation of the hardware vendors to increase 

the pace of deployment of a new network service. Moreover, it is extremely 

difficult if not impossible to provide customized network services. To address 

these issues, researchers propose the active networks paradigm which allows 

network users to "program" the network. Under this new paradigm, network 

nodes are no longer passive. Rather, they are active and programmable. By 

providing a program that can be executed in the network nodes, network users 

can have customized control of how their packets are processed by the 

network nodes. This can greatly increase the pace of the introduction of new 

network services because one only needs to provide the program that carries 

out the new service. And on top of that, more effective solutions to existing 

networking problems can be provided. 

 

Generally speaking, there are two approaches on which active networks are 

based: the programmable switch approach and the programmable packet 

approach. In the programmable switch approach, a user of active network can 

send a customized program to the network node and subsequent packets can 

be processed according to the program. In the programmable packet approach, 

each packet carries a program with it to specify what and how the processing 

is carried out on it. 

 

As described in [13], all the network nodes in an active network are known as 

active nodes. An active node consists of different execution environments 

(EEs), and there is a node operating system (NOS) responsible for managing 

the operations and resources allocation of these EEs. Different active 

applications can be run or executed in the most suitable EE. In particular, 
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mobile agents can be used to realize this active network paradigm. The next 

section will give an overview of relevant mobile agent technologies. 

 

2.3. Mobile Agents 

Agents are commonly defined as software programs that work on behalf of the 

user or another entity [31]. Mobile agents are agents that can move across 

different systems within the network to perform tasks like searching for 

information and facilitating decision making. Mobile agents can function 

independent of each other or cooperate to solve problems in 

telecommunications and network management. 

 

There are quite a few mobile agent models being developed currently. Aglet 

closely follows the applet model of Java to allow mobile Java objects to be 

executed in Aglet-enabled hosts in a computer network. Concordia is another 

mobile agent model that is built on Java. A Concordia agent is regarded as a 

collection of Java objects and can have states information stored internally and 

externally. Mole is an agent modeled as a cluster of Java objects, which can 

communicate with other agents through a defined communication mechanism. 

 

In existing server-side and client-side programming paradigms, the client 

processes usually run on remote machines and communicate with server 

processes to perform work. This can generate a high level of network traffic 

and may result in congestion delay. Mobile agents can be used to complement 

the existing server-side and client-side programming paradigms, and the use of 

mobile agents in data networks will create a paradigm shift from 
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client/server-side programming to network-side programming. Besides 

bringing the requesting client closer to the server, and hence reducing network 

traffic, users can also have more control of the network. Before migrating into 

the active network paradigm, the co-existence of passive network functions 

and the ability to program the network by using mobile agents can create many 

innovative services. In particular, MPLS is a label switching technology that is 

suitable for use in conjunction with mobile agents to support active MPLS 

services (which will be discussed in Chapter 3). The next section will give an 

overview of the MPLS technology. 

 

2.4. MPLS 

When a packet enters a network, the routers will analyze the packet's header 

and determine the next hop for the packet according to the routing protocol. In 

general, choosing the next hop can be considered as classifying the packet into 

a particular group, and different groups will be mapped to different next hops. 

Each of this group is known as a forwarding equivalence class (FEC).  

 

In a conventional IP network, a router will perform the longest prefix match 

operation when a packet traverses it. If two packets are matched as having  

the same prefix in the router's routing table, they will be regarded as having 

the same FEC. As a result, they will be forwarded to the same next hop. This 

process repeats as packets traverse the next router. Thus two packets with 

same destination will be forwarded identically and follow the same path. In 

order to provide different classes of service, packets must be marked with 

special labels as they enters the network. Subsequently, the packets will be 
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treated according to the labels. This is the rationale of the MPLS technology. 

 

In MPLS, the mapping of FEC with a particular packet is done as the packet 

enters the network. The assignment of FEC is done just once. In a MPLS 

network, routers at the edges are known as label edge routers (LERs). On the 

ingress side, an LER is responsible for mapping a FEC to an entering packet. 

Unlike a conventional IP network, the analysis of the packet's header can focus 

on not only the packet's destination address, but also other information such as 

the source address, application port number, etc. Once an FEC is assigned, the 

packet is attached with a short fixed length header known as label. The packet 

will then be forwarded to the next router which is known as a label switch 

router (LSR). It is not necessary for the LSR to examine the packet's header 

again. Instead, the LSR only has to examine the label and the label is used as 

an index to find the next hop in a switching table. It then performs a label 

swapping function and forwards the packet to the next LSR. The examination 

and swapping of labels will continue until the packet reaches the egress side of 

the MPLS network. When the packet reaches the LER on the egress side of the 

MPLS network, the LER will remove the label and the packet will be 

forwarded according to the traditional IP protocol. As a result, the sequence of 

labels determines the path the packet traverses. The path established between 

the LERs and the LSRs is known as the label switch path (LSP). Fig. 2.2 

shows how an LSP is setup in an MPLS network. By setting up different LSPs, 

different packets can traverse different paths even if they have the same 

destination. Moreover, we can take into account different traffic characteristics 

like path traffic load and dropped packet percentage during the path setup.  
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systems [32]. The second generation of ISDN (ISDN2) known as 

Asynchronous Transfer Mode (ATM) was introduced in the 1990’s to support 

broadband services by means of cell switching [33]. Recently, there has been a 

growing interest in developing the third generation of ISDN (ISDN3) [34]. 

The view presented in [34] is that the convergence of ATM, the Internet and 

active networks will form the basis for this next-generation network. In ISDN3, 

not only network traffic, but also network functions are integrated, thus 

creating a novel next-generation network. In essence, the network is 

partitioned to support a spectrum of traditional forwarding functions (e.g., 

switching) as well as emerging intelligent network services (e.g., active 

network services). This is known as horizontal partitioning, which 

complements the conventional vertical layering networking model. To achieve 

this, an integrated traffic-forwarding device, called the Forwarding EnginE 

(FEE) is employed. Essentially, various processing modules (e.g., switching 

module, active network module) can be installed in a FEE under a flexible and 

modular architecture.  

 

Active routing can be implemented in ISDN3 by making use of its active 

network module, which is presented in [19]. One type of packet, called the 

packlet, is active and programmable and can be used to support the active 

routing service in ISDN3. A packlet functions like a software agent in general 

or a mobile agent in particular. A general framework of active routing which 

supports switching over new paths is discussed in [19], and we extend the 

work presented in [19] in Chapter 3 to employ MPLS to investigate how active 

routing can actually be implemented. 

 



Mobile Agent-based Routing for the Next-Generation Internet Liu Wai Tung 

 16 

2.6. Related Literature: Mobile Agent-based 

Routing 

As mentioned above, mobile agents can move across different systems within 

the network to search for network information. As a result, different types of 

information can be collected when making routing decisions. In addition, 

network data are collected only when needed. This is different from the 

traditional routing protocols which will trigger an update of routing data 

whenever there are changes. This can reduce the number of update messages 

in the network so that the bandwidth can be better utilized. 

 

There is a considerable literature describing the employment of mobile agents 

to assist network routing. In [22] mobile agents are employed to gather link 

delay information to support QoS routing. In [24], Oida and Sekido extended 

the work in [22] so that suitable paths can be found based not just on link 

delay but also link bandwidth and hop-counts. In [35], mobile agents are used 

to discover multiple optimal or near optimal paths in a network. In [25], 

Gonzalez-Valenzuela and Leung investigated a mobile agent-based system 

called Waves to facilitate QoS routing over a MPLS network. In [36] mobile 

agents are used as representatives of Autonomous Systems to exchange and 

communicate their autonomous systems' routing policy. Here we describe in 

detail the work presented in [22], [24], [35] and [25] and discuss the results. 

 

2.6.1. AntNet 
The mobile agent-based routing algorithm presented in [22] is AntNet. AntNet 

is inspired by the behavior of ant colonies. In AntNet, each mobile agent 
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behaves like an artificial ant that will build a path from its source to its 

destination. It collects information about the links it traverses such as the time 

required to traverse the links and the load status of the links. Link information 

will then be used to modify the routing tables of all the visited nodes when 

another ant is moving in the opposite direction from the destination to the 

source, with an attempt to setup routes with the least average packet delay and 

maximum throughput. 

 

The AntNet algorithm is executed by mainly two types of mobile agents: 

forward-traveling ants and backwards-traveling ants. The details of the 

algorithm are described as follows: 

1. At regular time intervals, each network node will launch a forward ant 

with randomly chosen destination. 

2. The forward-traveling ant will choose the next hop according to the 

information stored in the current routing table of each node. The 

routing table contains probabilities of choosing a node as the next-hop 

for a particular destination, the average delay times when an agent is 

sent from this node to all the other nodes, and the standard deviation of 

the delay times. The probabilities represent the goodness of choosing a 

node as the next-hop, and are determined by the mean and standard 

deviation of the delay times. The route is selected randomly according 

to the goodness probabilities and together with an exploration 

probability indicated by the user. 

3. As the forward-traveling ant traverses towards the destination, it will 

keep track of the nodes visited and the traversal time. 

4. When the destination is reached, a backward-traveling ant is launched. 
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The backward-traveling ant will traverse exactly the same path which 

is traversed by the forward-traveling ant, but in the reverse direction. 

5. As the backward-traveling ant visits a node, it will update the goodness 

probabilities of the next hops, mean and the standard deviation of the 

delay time from this node to all the nodes along the forward ant's path 

using the traversal time recorded by the forward-traveling ant. 

 

The update of the routing table is triggered by the travel time experienced by 

the forward-traveling ant. This is crucial since the data packets will share the 

same path. 

 

AntNet is evaluated by comparing it with other Internet standard routing 

algorithms like OSPF and Bellman-Ford. Even in networks with delays that 

involve great statistical fluctuations have little effect on the performance of 

AntNet. 

 

2.6.2. ARS 
The work presented in [24] is an extension of the work in [22]. The system is 

named ARS. It is also a mobile agent-based routing system. It considers not 

only delay time, but also bandwidth and hop-count in constructing the 

goodness probability of choosing each network node as the next hop. In order 

to consider the newly added constraints, ARS restricts the actions of the 

forward-traveling ants by: 

1. only using links whose unreserved amount of resource is not less than 

a predefined bottleneck bandwidth, and 

2. terminating the execution of any ants which exceed a maximum 
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hop-count. 

 

If a forward-traveling ant reaches the destination, the path that it traversed will 

satisfy both the bandwidth and hop-count constraints. 

 

Another contribution of the ARS system is the consideration of global 

admission controls. A global admission control is essential in increasing the 

efficiency of network resources allocation and attempts to maintain a high 

resource utilization rate even when the request arrival rate is high. It 

implements efficient admission control by utilizing the link state information 

gathered by the backward-traveling ants. A path can be considered to be a 

collection of links. If all the links of the path possess resources of an amount 

greater than that required by the path, the path can be regarded as a feasible 

path. Each node in the ARS caches a set of feasible paths from itself to all the 

other nodes.  

 

In [24], P(s, d, m) denotes a cached path from node s to node d with a 

bandwidth not less than m units and s(n1, n2, m) denotes a state indicating 

whether link (n1, n2) has at least m units of bandwidth. ARS can determine 

whether a cached path is feasible or not by the following methods: 

1. When a backward-traveling ant leaves a node k, it examines all the 

outgoing links of that node and records the number of unreserved 

resources of all the links. For example, if the outgoing links (k, l) has r 

units of unreserved resources, the backward ant will record the tuple (k, 

l, r). 

2. When a backward-traveling ant enters a node s, it will examine all the 
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cached paths that contain the outgoing links recorded in 1. For example, 

we consider a cached path P(s, d, m) that contains the link (k, l) which 

is recorded in 1. If r is greater than or equal to m, s(k, l, m) will be set 

to 1 and 0 otherwise. 

3. When the backward-traveling ant returns to the source, it will update 

the cached path P(s, d, m). It will also update the link states as 

described in 2. 

 

ARS can provide QoS quarantees to user applications as it updates the set of 

feasible paths on a regular basis. It decreases the possibility of suffering 

congestion in the midway of the path traveling towards the destination. 

 

2.6.3. Multiple Ant-Colony Optimization for Network 
Routing 

In [35], Sim and Sun investigated the use of mobile agents to support network 

routing in a scheme that was analogous with the behavior of ants in colonies. 

The paper modeled the behavior of ant in which, as they travel, ants lay down 

a pheromone as a chemical marker which other ants of their colony can then 

use to detect changes in the environment.  

 

In the context of network routing, each mobile agent can be regarded as an ant. 

The destination can be regarded as a food source and there are a number of 

paths to the destination. A number of ants will be sent to the destination at 

regular intervals. Initially, each ant will randomly choose a path towards the 

destination. It will lay down a pheromone signal when it travels on the path. 

When the ant reaches the destination, it will choose a path that has the greatest 
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amount of pheromone to travel back to the source. Since a better path should 

have a smaller value in trip delay, the fastest ant will follow the same path 

back to the source. It will also add its pheromone marker to the path on its 

traversal back to the source. As a result, all other ants will travel back to the 

source along the path that has the smallest trip delay value. As the path 

becomes more and more popular, its trip delay will increase. The amount of 

pheromone on the other paths will then increase and packets will be motivated 

to choose other paths. 

 

This ant colony algorithm identifies only one optimal path but Sim and Sun's 

work tried consider the issue of load balancing as well. Consider that ants 

from different colonies will lay different types of pheromone. The presence of 

a pheromone will affect only the behavior of other ants within the same colony. 

So [35] considered more than one ant colony in finding optimal paths. The 

processes in finding the optimal path for each ant colony are the same as that 

in using one ant colony. Since initially each of the ants will choose a path at 

random, there is a high probability that the resulting optimal path for each ant 

colony will be different. Data packets can thus be sent evenly between the 

optimal paths. 

 

2.6.4. QoS Routing for MPLS Networks Employing Mobile 
Agents 

Gonzalez-Valenzuela and Leung tried to integrate MPLS, DiffServ and a 

special type of mobile agent named waves to provide QoS routing in the 

Internet in [25]. They recognized that the use of FECs in MPLS networks can 

be used to support aggregation of data streams in DiffServ networks, which 
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supports prioritized service for different data streams. Some of the data 

streams may be partitioned into the same FEC, thus following the same route. 

Inside the MPLS network, data streams of several FECs may be further 

aggregated into a single FEC if they share the same labels in some 

intermediate LSRs. This reveals that an efficient use of FECs to provide QoS 

routing requires the setup of multipoint-to-point (mp2p) connections. It is the 

mobile agent that is responsible for gathering network information and setup 

the required mp2p paths by the means of setting up the label distribution inside 

the MPLS network. 

 

The wave agents have two missions: they are responsible for monitoring the 

available network resources and discovering the mp2p paths that satisfy the 

QoS requirements. For the mission of monitoring, there is an agent residing at 

every network node. It gathers QoS information from the MPLS switch and it 

will assign a weighted scalar value to the network links attaching to the node. 

The value can be a representation of the magnitude of a certain QoS metric or 

a combination of a group of QoS metrics. Each agent keeps the values of each 

link. Each agent can be regarded as a virtual node of a knowledge network 

with weighting of each of the links recorded. The advantage of this approach is 

that the information is recorded in a distributed manner and this can reduce 

management of network traffic. 

 

Given the knowledge network is established, the wave agents can then 

configure the mp2p paths. Since mp2p paths can be regarded as a tree 

connecting all the ingress nodes and the egress nodes, the problem of finding 

the mp2p paths is the same as the constrained Steiner Minimal Tree (SMT) in 
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graph theory. The basic operations of the agents are outlined as follows: 

1. Several ingress nodes request a route towards a common egress node. 

The requests can be combined and the objective is to create a mp2p 

tree connecting the ingress nodes to the egress node. 

2. Each network node clones the original agent and launches as many 

copies of it as the number of QoS compliant outgoing links the node 

has. 

3. On reaching an intermediate node, the agent will record the distance 

traveled by it so far in a local variable in the node if no agent from the 

same origin has visited the node before. 

4. If an agent from the same origin has visited the node before, the agent 

can only continue to travel towards the destination if its traveling 

distance is shorter than the value recorded in 3. The agent will also 

update the traveling distance to this lower value. Otherwise, the agent 

will be discarded. 

5. A second set of agents is similarly launched, and an agent can continue 

its traversal towards the destination only if its traveling distance equals  

that recorded in 4. This step is necessary in finding all, not just one, of 

the shortest paths. 

6. A third set of agents is launched but this time only from the ingress 

nodes. Upon reaching an intermediate node, the agent will first check if 

other agents from the same origin have visited it before. If the agent is 

the first to visit this node, it will increment a variable indicating the 

number of visits by agents from different origins. Otherwise, it 

continues to traverse along the path. This step tries to identify possible 

nodes where data merges.  
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7. When all the agents reach the destination, they are sent back to the 

origin nodes over the shortest paths they have traveled. The agents will 

credit the shortest paths they traveled by some weight as they traverse 

along the path. 

8. On reaching an intermediate node, an agent checks the number of visits 

by agents from different origins. More credit will be given to the path 

if the number of visits is greater. Thus the credit of a path is directly 

proportional to the degree of overlapping of that path. 

9. All the agents will record their traversed path and the associated weight 

at the destination node. A traversed path is updated if its associated 

weight is greater than the previous recorded one. 

 

As a result, the egress node will have a record of mp2p tree that satisfies the 

QoS constraint specified with the highest degree of aggregation and thus 

minimal cost. 

 

As these works show, mobile agents can be implemented in various ways to 

support network routing, like collecting up-to-date network information and 

configuring present network protocols. However, none of the works presented 

above provide a mechanism for users to choose their own path towards the 

destination. All the works concentrate on the search for an optimal path which 

is defined by the network operators. Yet, in a scenario where active routing is 

possible, a user may consider other factors in choosing his own optimal path. 

To implement active routing in an MPLS network, mobile agents are 

well-suited to configure customized LSP. To prevent wastage of network 

resources, the bandwidth along the configured LSP should be reserved through 
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a pricing mechanism. In the next chapter we will present our approach to 

employing mobile agents in the ISDN3 to support a novel active MPLS 

service with bandwidth reservation.  
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Chapter 3.      

MARKOV- DECISION-BASED 

ACTIVE ROUTING SCHEME 

(MARS) FOR THE NEXT 

GENERATION NETWORK 
3.1. Introduction 

Active routing is an emerging routing mechanism that enables an end-user 

application to direct the network on how to forward its traffic. This is 

accomplished by using active packets to establish a customized 

communication path dynamically. This intelligent routing method can also be 

used in conjunction with existing networking technologies (e.g., 

Multi-Protocol Label Switching) to provide effective and flexible forwarding 

services. Based on both an infinite horizon Markov decision model, this 

chapter presents a Markov-decision-based Active Routing Scheme (MARS) 

for active networks in general and the next-generation network called ISDN3, 

in particular. Our aim is to determine the active routing policy so as to 

minimize the network cost for a user’s session. Theoretical analysis is 

presented to show the advantages of MARS as compared with several other 

schemes. The analysis provides valuable insights into the design of active 

routing services for the next-generation intelligent network.  
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3.2. Overview of ISDN3 and Active Routing 

In the previous century, two generations of Integrated Services Digital 

Network (ISDN) were developed for building the telecommunication 

infrastructure. The first generation of ISDN (ISDN1) was developed in the 

1980’s to integrate narrowband voice/data/video traffic over digital telephone 

systems [32]. The second generation of ISDN (ISDN2) known as 

Asynchronous Transfer Mode (ATM) was introduced in the 1990’s to support 

broadband services by means of cell switching [2,33]. As we enter the 21st 

century, it is an appropriate time to initiate research the development of the 

third generation of ISDN (ISDN3) [34].  

 

Table 3.1 compares ISDN1, ISDN2, ISDN3 and the Internet. In our view, the 

convergence of ATM, the Internet and active networks will form the basis for 

this next-generation network. In ISDN3, not only network traffic, but also 

network functions are integrated, thus creating a novel next-generation 

network. In essence, the network is partitioned to support a spectrum of 

traditional forwarding functions (e.g., switching) as well as emerging 

intelligent network services (e.g., active network services). We call this 

horizontal partitioning, which complements the conventional vertical layering 

networking model. To achieve this, an integrated traffic-forwarding device, 

called the Forwarding EnginE (FEE) is employed. Essentially, various 

processing modules (e.g., switching module, active network module) can be 

installed in an FEE under a flexible and modular architecture.  
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ISDN1 

(Circuit-switched 

ISDN and Frame 

Relay) 

ISDN2 

(ATM) 

ISDN3 

(Next-generation 

network) 

Internet 

Base network Connection-oriented Connection-oriented Connectionless* Connectionless

Transmission 

units 
Frame Cell 

Combination of 

passive packet and 

active packet 

(packlet) 

Datagram 

Traffic 

forwarding 

device 

Switch Switch FEE Router 

Network 

nature 

Non-active with 

little intelligence 

Non-active with more 

intelligence 

Active with high 

intelligence 

Non-active 

with little 

intelligence 

Basic design 

philosophy 

Integrate 

narrowband traffic 

over the digital 

telephone system

Integrate narrowband 

and broadband traffic 

over a cell-switching 

network 

Integrate both 

network traffic and 

network functions 

over the same 

network 

 Provide 

best-effort 

transport 

service 

Table 3.1 Comparison of ISDN1, ISDN2, ISDN3 and the Internet 

Fig. 3.1 shows the basic network architecture of ISDN3 for supporting active 

routing. We propose that a one-byte label be attached to each packet to identify 

the packet type (e.g., active packets, MPLS packets).  One type of packet, 

called the packlet1, is active and programmable. In particular, it can be used to 

support the active routing service in ISDN3. To a certain extent, a packlet 

functions like a software agent in general or a mobile agent in particular. 
                                                 

1 Packlets are Java-based to facilitate portability and interoperability. The proposed name is in line with the 

Java terminology where servlets, applets and packlets are for server-side, client-side and packet-oriented 

applications, respectively. 
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Hence, for example, the widely used Java-based Aglet development tool [20] 

can be extended and enhanced to develop packlets. When an FEE receives a 

packet, it will be passed to the respective module for processing based on the 

packet type specified in the label. For instance, a packlet and an MPLS-based 

packet are transferred to the active network module and MPLS module for 

self-execution and switching, respectively. Furthermore, a hybrid service can 

also be realized. For example, a communication path can be established by 

using a packlet. Subsequent data packets are sent along the path by means of 

label switching. As shown in Fig. 3.1, each FEE keeps both a private and a 

public label switching table to support active routing and MPLS services, 

respectively. In both tables, an incoming label of an incoming port is mapped 

into an outgoing label of an outgoing port. This mapping thus defines a path 

for packet transfer. A packlet can manipulate the corresponding entry in the 

private label switching table through the active module. In each table entry, a 

secret is used for authentication purposes (i.e., a packlet can only change the 

information if the secret is provided).  In summary, we envision that as the 

next-generation network becomes more powerful, the current server-side and 

client-side programming paradigms will be extended to the network-side, thus 

allowing users to control part of the network. The co-existence of active and 

passive network functions will create many innovative and intelligent network 

services and active routing is just one of them.  
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Source

Destination

ISDN3
Network

Network node/FEE

Network node/FEE along the path

1-byte identification label (e.g. to identify whether it is an
active packet or an MPLS packet) Link

Module

Active
Module

Label
Switching
Module

Data

Note:
session_id  : unique identifier for identifying a session
secret  : for authentication purpose, e.g., a packlet needs to provide the
                     secret to manipulate the entry
in_port  : the incoming port
out_port  : the outgoing port
in_label  : the incoming label
out_label  : the outgoing label
status  : a flag indicating the status of the session
FEC  : forwarding equivalence class

FEC in_port in_label out_port out_ label
class1 1 60 3 49
class2 2 61 3 50

: : : : :

Public Label Switching Table

session_id secret in_port in_label out_port out_label status

session1 abc 1 80 3 55 pending

session2 def 2 81 3 56 confirmed

: : : : : : :

Private Label Switching Table

active or passive data

 

Fig. 3.1 Overview of ISDN3 and active routing 

 

In active routing, an end-user application tells the network, or more 

specifically the FEEs, how to forward its packets. To do this, the network 

provides a Network Object Model (NOM) to allow the packlets to manipulate 

the network information. This is similar to how JavaScript manipulates a Web 

browser using the well-known Document Object Model [37]. Basically, the 

NOM provides a tree-like interface for packlets to access the network 

information (e.g., bandwidth, reliability, connectivity, etc.) used to make the 

routing decision. Here, we assume that the network cost, and the associated 

path for sending packets from one node to any of the other nodes, can be 

retrieved from the NOM. Such information is updated regularly, at the 

beginning of each routing cycle. The basic operations of the active routing 

services are as shown in Fig. 3.2.  
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Sender Ingress FEE Other FEEs/NOM Egress FEE Receiver

FEEs on the path

Set path

Set path

Set path

Confirm path

Confirm path

Confirm path

Set path

Confirm path

Set path

Confirm path

Send packlet

Path established

Send packets by using label switching

Get information

Return information

Dispatch a setup packlet

 

Fig. 3.2 Basic operations of MARS in setting up a communication path 

 

At the beginning of a communication session, the sender’s application sends a 

master packlet to the ingress FEE to get the network information (e.g., 

possible paths, cost information, etc.) from the NOM. Note that this master 

packlet will reside in the ingress FEE to manage the path on behalf of the user. 

If necessary, the master packlet may dispatch further packlets to other FEEs to 

obtain the required network information (e.g., like the knowledge network 

described in [25]). Based on the network information and possibly working in 

conjunction with the sender’s applications, the master packlet determines the 

best possible path to the destination. Having determined the target path, a 

setup packlet is sent to propagate through the respective FEEs to update the 

forwarding tables. If the path can be set up successfully, the packlet returns to 

the previous FEEs to confirm the path establishment. Once the path is 

established, subsequent data packets can be forwarded by means of label 

switching based on the forwarding tables (i.e., by mapping an incoming label 

to an outgoing label as mentioned above). At the beginning of each routing 
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cycle (or whenever necessary), the master packlet determines whether there is 

a better communication path according to the specified routing policy. Should 

a better path be available, it can reconfigure the communication path and 

remove the old path. Similar to the set up procedures, the basic operations for 

reconfiguring a path is shown in Fig. 3.3.  

 

Fig. 3.3 Basic operations of MARS in switching to a new path 

In essence, once a path is established, the data packets will be forwarded by 

the high speed label switching and thus the overheads incurred by the routers 

are relatively low. Each application has a master packlet which acts as the 

coordinator of the application, mainly making the rerouting decision on behalf 

of the application. The update of network information can also utilize mobile 

agents like the knowledge network described in [25] in a distributed manner 

with minimized overheads. The self-explanatory pseudo codes for 

implementing these operations are shown in Fig. 3.4. In the next section, we 

formulate two Markov decision models to determine the routing policy so as 

to minimize the average network cost for a communication session.   
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Fig. 3.4 Pseudo codes showing the key operations of the packlets 

// Master packlet (stationary) for managing the session 
when the packlet arrives at the ingress FEE { 
    obtain relevant information from the NOM/other FEEs 
    choose a suitable path that can best satisfy the user's requirements 
    create a setup packlet with necessary information to set up the path  
    set the status of the setup packlet to be "Setup" and dispatch it 

wait for the setup packlet to return 
carry out necessary actions based on the result 

} 
 
for every routing cycle or whenever necessary as defined by the user { 
    obtain relevant information from the NOM/other FEEs 
    run the routing algorithm (e.g., MARS) to determine if there is a better path 
    if a better path is found { 
        create a setup packlet with necessary information to set up the path  
        set the status of the setup packlet to be "Setup" and dispatch it 
        wait for the setup packlet to return 
        carry out necessary actions based on the result 
        if the status of the setup packlet is "Success" { 
            dispatch a deletion packlet to remove the old path 
        } 
    } 
} 
 
// Setup packlet (mobile) for establishing the required path 
when the packlet arrives at a FEE { 
    if the status of the packlet is "Setup" { 
        if the packlet is at the egress FEE { 
            setup the forwarding table with relevant information such as suitable labels, session number, secret, etc
             if successful { 
                set the status of the table entry to be "confirmed" 
                set the status of the packlet to be "Success" 
            } else { 
                set the status of the packlet to be "Failure" 
            } 
            dispatch the packlet to the previous FEE along the path 
        } else { 
            setup the forwarding table with relevant information such as suitable labels, session number, secret, etc
            if successful { 
                set the status of the table entry to be "pending" 
                dispatch the packlet to the next FEE along the path 
            } else { 
                if the packlet is at the ingress FEE { 
                    inform the master packlet of the failure of the path setup 
                } else { 
                    remove the corresponding entry in the forwarding table 
                    set the packlet status to be "Failure" 
                    dispatch the packlet to the previous FEE along the path 
                } 
            } 
        } 
    } else if the status of the packlet is "Failure" { 
        remove the corresponding entry in the forwarding table 
        if the packlet is at the ingress FEE { 
            inform the master packlet of the failure of the path setup 
        } else { 
            dispatch the packlet to the previous FEE along the path 
        } 
    } else if the status of the packlet is "Success" { 
        update the status of the corresponding table entry to be "confirmed" 
        if the packlet is at the ingress FEE { 
            inform the master packlet that the path setup is successful 
        else { 
            dispatch the packlet to the previous FEE along the path 
        } 
    } 
} 
 
// Deletion packlet (mobile) for removing the label information in the original path 
when the packlet arrives at a FEE { 
        remove the corresponding entry in the forwarding table by providing the required secret 
        if the packlet is at the egress FEE of the original path { 
            confirm the deletion and dispose the packlet 
        } else { 
            dispatch the packlet to the next FEE along the original path 
        } 
    } 
} 
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3.3. Markov Decision Models For Active Routing 

This section presents two Markov decision models: finite horizon (previous 

work) and infinite horizon (new contribution) to support the active routing 

service. For ease of reference, Table 3.2 summarizes the symbols and notations 

used in the models.  

Table 3.2 List of symbols used in the models 

t The t-th decision point 

T The set of decision points 

Cswitch The switching cost 

cj The j-th network cost 

N The probability distribution of the network cost. N(cj) gives 

the probability when the network cost is cj 

a The action 

µ The mean of the network costs 

σ The standard deviation of the network costs 

δ A value determining the sampling width of the network 

costs 

∆ Half of the width of the interval between consecutive 

network costs 

C The expected cost 

Finite horizon model 

d The duration of a communication session 

St The set of system states at decision point t 

(c, s) The system state, where c is the reserved cost, s is the cost 

saving 
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A(c, s),t The set of available actions at decision point t with system 

state being (c, s) 

A*(c, s),t The preferred action for state (c, s) at t 

Kt(c, s, a) The cost for the tth routing cycle if the system state is (c, s) 

and the chosen action is a 

T((k, l)|(i, j), a) The state transition probability from the state (i, j) to state 

(k, l) if the chosen action is a 

vt(c, s) The minimum expected accumulated cost for routing 

cycles t, t + 1, …, d + 1 

),  ,( asctφ  The expected cost from decision point t to the end of the 

communication session if the system state and the chosen 

action are (c, s) and a, respectively at decision point t 

Infinite horizon model 

m The expected duration of a communication session 

ψ The set of system states 

η The system state  

τ The state representing the end of a session 

κ(η) The reserved cost if the state is η 

ς(η) The cost saving if the state is η 

αη The set of available actions when the system state is η 

Ω(η, a) The cost of the routing cycle if the system state is η and the 

chosen action is a 

Γ(η'|η, a) The state transition probability from the current state η to 

the next state η' when the chosen action is a 

π The stationary policy in the infinite horizon model. π(η) 
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denotes the action performed when the system state is η  

πDCR The stationary policy of routing scheme DCR 

)|'( ηηπ
tH  The probability that if the current system state is η and the 

stationary policy is π, then the system state becomes η' 

after t decision points 

λ The discount factor 

)(ηγ π
λ  The average discounted cost when the stationary policy is 

π, the current state is η and the discount factor is λ 

Γπ The matrix containing the state transition probabilities with 

stationary policy π 

Ωπ The matrix containing the costs for each routing cycle of 

different states if the stationary policy is π 

π
λγ  The matrix containing the average discounted cost of 

different initial states if the stationary policy is π and the 

discount factor is λ 

 

A discrete time system is used and the network cost is updated at time 1, 2, 3, 

and so on. We denote the time interval between t and t + 1 as the tth routing 

cycle. In the finite horizon model, a communication session lasts for a duration 

of d time units (i.e., the session starts at time 1 and ends at time d + 1). For the 

infinite horizon model, a communication session may end with a probability 

1/m in each routing cycle, thus giving an expected duration of m time units. At 

the beginning of a session, the sender’s packlet chooses the minimum cost 

path and then reserves it for the subsequent routing cycles. Once the path is 

reserved, the cost is fixed until changes occur in the path. This means that the 

sender can at least use the existing path at the current reserved cost for the 
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subsequent cycles. Later, a lower cost path may become available. A sender’s 

packlet may switch to the better path by paying a one-time switching cost, 

Cswitch. After switching, the newly reserved cost applies to the current and 

subsequent cycles until switching occurs again. The cost for each cycle is 

determined by adding the current reserved cost and any switching cost. The 

total cost for the whole session is the sum of the costs for all the routing cycles. 

The objective of our active routing policy is to minimize the total cost for a 

session.  

 

1S R3

2

1(1) 1(1)

3(1)

 

Fig. 3.5 A network with two paths where the link weights are the link costs in the 1st cycle and 

the 5th cycle (inside the brackets) 

 

Fig. 3.5 shows a simple example to illustrate the problem. Suppose that a 

sender S and a receiver R are connected by two paths: 1→2→3 and 1→3. At 

the 1st cycle (session set-up), the path 1→2→3 is reserved because it has a 

smaller cost of 1 + 1 = 2. At the 5th cycle, the cost of the path 1→3 becomes 1. 

Since a lower cost path is now available, the session needs to decide whether 

to keep the path 1→2→3 or switch to the path 1→3 by paying a switching 

cost, say 10. If the session will terminate after two further cycles, and the 

subsequent network costs remain unchanged, then the cost of the remaining 

cycles will be 10 + 1 + 1 = 12 if switching is performed, or 2 + 2 = 4 otherwise. 

In this case, it is preferable not to switch, even though a lower-cost path is 
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available. Note that, the actual problem is more complicated because the 

network cost is probabilistic.  

 

Following the notation in [38], we formulate the Markov decision models as 

follows. In both the finite and infinite horizon models, we assume that the 

network cost cj is governed by a probability distribution N(cj), where cj > 0, j = 

1, 2, …, n, and cj < cj+1 for all j. Decisions are made at the beginning of each 

routing cycle. The set of decision points is denoted by T =  {1, 2, …, d} and 

T = {1, 2, …} for the finite and infinite horizon models, respectively. In both 

models, we define (c, s) as the system state, where c is the current reserved 

cost and s is the available cost saving. If 0>s , the current network cost is c – s, 

whereas if s = 0 it means that the current network cost is larger than or equal to 

the current reserved cost. The specific details for each model are given below. 

 

3.3.1. Finite Horizon Model 
We denote St as the set of system states at stage t in the finite horizon model as 

follows: 

 ( ){ }+−= jiit cccS  , .........................................(3.1) 

where i = 1, 2, …, n and  j = 1, 2, …, i, for t = 1, 2, …, d + 1. In other words, 

St = {(c1, 0), (c2, 0), (c2, c2 – c1), (c3, 0), …, (cn, cn – c2), (cn, cn – c1)}. There 

are n(n + 1)/2 possible states at each decision point in the finite horizon model. 

Note that, Sd+1 is the set of terminal states (i.e., when the session is 

terminated). 

 

Let A(c,s),t denotes a set of actions that are to be chosen at decision point t with 

state (c, s) ∈  St. It is defined as follows:  
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A tsc ....................(3.2) 

where t = 1, 2, …, d. Obviously, it is not cost-effective to switch if s = 0 (i.e., 

there is no cost saving). 

 

Let Kt(c, s, a) denote the cost for the tth routing cycle if the system state is (c, s) 

∈  St and the chosen action is a ∈  A(c,s),t at t. It is defined by the following 

function: 

 ( )
⎩
⎨
⎧

=+−
=

=
1 if,

0 if,
,,

aCsc
ac

ascK
switch

t .............................(3.3) 

where t = 1, 2, …, d. It means that if the chosen action is to “Switch”, the cost 

of the current cycle is the new reserved cost plus the switching cost. If the 

choice is “Do not switch”, the cost is equal to the existing reserved cost. 

 

Let T((k, l)|(i, j), a) denote the state transition probability from the current state, 

(i, j) ∈  St at t, to the next state, (k, l) ∈  St+1 at t + 1 when the chosen action 

is a ∈  A(i,j),t. It is given by expression (4) for t = 1, 2, …, d, as follows: 

 ( ) ( )( )
( )

( )
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aljik
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cN

ajilkT
ncccckc

...............(3.4) 

If the action is to “Switch”, the reserved cost for the next state (i.e., k) 

becomes i – j; otherwise, it remains unchanged. The first term in expression 

(3.4) represents the transitions with no cost savings (i.e., l = 0). The 

corresponding probability is the sum of N(c) for all c ≥  k, },...,,{ 21 ncccc∈ . 

The second term represents the cases with cost savings. 

 

Let vt(c, s) denote the minimum expected accumulated cost for routing cycles  
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t, t + 1, …,  d + 1, when the system state is (c, s) ∈  St at t. According to [38], 

vt(c, s) and vt+1(i, j) are related by a recursive equation for t = 1, 2, …, d, as 

follows: 

 ( )
( )

( ) ( ) ( )( ) ( )
( ) ⎭

⎬
⎫

⎩
⎨
⎧

+= ∑
+∈

+
∈ 1,, ,

1 ,,,|,,,, min
ttsc Sji

tt
Aa

t jivascjiTascKscv ................(3.5) 

 

To solve the recursive equation, the expected cost for the terminal state (c, s) 

∈  Sd+1 is initialized as 

 ( ) 0,1 =+ scvd .............................................(3.6) 

Starting from t = d + 1, we can calculate recursively vt(c, s) for each state (c, s) 

∈  St at t = 1, 2, …, d. 

 

At each decision point t, the sender’s packlet needs to choose an action a ∈  

A(c,s),t to make vt(c, s) as small as possible. Let A*
(c,s),t be the preferred action 

for state (c, s) at t. This means that it is the action with the smallest vt(c, s). By 

using the backward induction algorithm, we can obtain the minimal expected 

cost for the whole session (i.e., v1(c, s)) for each initial state (c, s) ∈  S1. 

Furthermore, the set of preferred actions for different states at each decision 

point (i.e., the routing policy) can be found. Appendix I gives a simple 

example to illustrate the backward induction algorithm. 

 

3.3.2. Infinite Horizon Model 
For the infinite horizon model, we denote ψ the set of states at each decision 

point as follows: 

 ( ){ } }{ , τ∪−= +
jii cccψ ......................................(3.7) 

where i = 1, 2, …, n and  j = 1, 2, …, i. The states are similar to those of the 
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finite horizon model except that a stateτ  is included to represent the end of a 

session. The total number of states is n(n + 1)/2 + 1. If the current state is η∈  

ψ, where η ≠ τ, we denote κ(η) and ς(η) as the corresponding reserved cost and 

available cost saving, respectively, i.e., if η = (i, j), we have κ(η) = i and ς(η) = 

j. 

 

Denote αη as a set of actions that can be selected when the state is η∈  ψ. It is 

defined as follows: 

 
⎪
⎩

⎪
⎨

⎧

=
=≠
>≠

=
τη

ηςτη
ηςτη

αη

 if             action)}, available (No -1{
0)( and   if                                            ,}0{
0)( and   ifswitch)},not  (Do 0 (Switch), {1

..............(3.8) 

The available actions at each state are similar to those in the finite horizon 

model except that no action is needed if η = τ (i.e., the session has ended). 

 

Let Ω(η, a) be the cost for each routing cycle if the system state is η∈  ψ and 

the chosen action is a ∈αη. Similar to (3), the function is defined as follows: 

 ( )
⎪
⎩

⎪
⎨

⎧

=
=≠+−
=≠

=
τη
τηηςηκ
τηηκ

η
   if                                  0,

1and  if   ,)()(
0and  if                        ),(

,  aC
 a 

aΩ switch ...................(3.9) 

Obviously, if the session has ended, the cost should be zero (i.e., the third 

case). 

 

We denote Γ(η'|η, a) as the state transition probability from the current state 

η∈  ψ to the next state η' ∈  ψ when the chosen action is a ∈αη. Recall that m 

is the expected duration of a session. Γ(η'|η, a) is given by the following 

expression: 
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The first two terms in (3.10) are similar to those in (3.4) except that both terms 

are multiplied by 1 – 1/m. This is because an on-going session will end and 

continue with a probability of 1/m and 1 – 1/m, respectively. The third term 

represents the situation where the session will end at the next stage. The fourth 

term denotes the termination of a session. 

 

For the infinite horizon model, the actions are determined by a stationary 

policy (i.e., the actions depend on the system state only). Mathematically, if 

the system state is η ∈  ψ and a stationary policy called π is used, the 

corresponding action is given by the function π(η). For instance, if n = 2 such 

that the number of possible states are (c1, 0), (c2, 0), (c2, c2 – c1) and τ, a 

possible stationary policy is π((c1, 0)) = 0, π((c2, 0)) = 0, π((c2, c2 – c1)) = 1 

and π(τ) = -1. In this example, switching to the new path is performed only if 

the system state is (c2, c2 – c1). 

 

Suppose that the stationary policy is π and at the current decision point, the 

system state is η. The probability that the system state becomes η' after t 

decision points is denoted as )|'( ηηπ
tH , which can be found by the recursive 

equation: )|())(,|'()|'( 1 ηπηηη ππ iHiiH t
ψi

t −
∈
∑Γ= . Starting from a current state η and 

using a policy π, the average discounted network cost )(ηγ π
λ can be found as 

follows: 
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where λ (0 < λ < 1) is the discount factor. The discount factor is used to reflect 

the importance of the future costs. Note that if λ is close to one, the future 

costs are as important as the current ones. Essentially (3.11) is obtained by 

following the standard approach used in formulating a Markov decision 

infinite horizon model (see [38] for details). By rearranging the terms in (3.11), 

we obtain 

 ∑
∈

Γ−=
ψη

π
λ ηγηπηηληηδηπη

'

)'()](,|'(),'([))(,(Ω ..............(3.12) 

where δ(η', η) = 1 if η’ = η and δ(η', η) = 0 otherwise. In matrix terms, (12) can 

be expressed as follows: 
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By solving (3.13), we can determine the average discounted cost for each 

system state and hence obtain the optimal policy (i.e., the best action for each 

state). The policy iteration method (see [38]) is adopted to determine the 

optimal policy. To demonstrate the policy iteration method, a simple example 

is presented. 

 

We assume ψ = {(1, 0), (2, 0), (2, 1), τ}, N(1) = 1/2, N(2) = 1/2, m = 3, λ = 0.9 
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and Cswitch = 1/2. The policy iteration algorithm works as follows: 

a. Initially, an arbitrary policy is chosen. For simplicity, we choose the 

policy as  π((1, 0)) = 0, π((2, 0)) = 0, π((2, 1)) = 0 and π(τ) = -1. 

b. The equation  )( π
π
λπλ ΩγΓI =− is solved. In our example, the equation is 
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c. For each η ∈  ψ and a ∈αη, we compute ∑
∈

+
ψ'

)'(),|'(),(
η

π
λ ηγηηλη aΓaΩ . For 

example, for η = (2, 1), the feasible actions are 0 (not to switch) and 1 

(switch). So for action 0,  

Ω((2, 1), 0) + 0.9(Γ((1, 0)|(2, 1), 0) ))0,1((π
λγ  + Γ((2, 0)|(2, 1), 0) ))0,2((π

λγ  

+ Γ((2, 1)|(2, 1), 0) ))1,2((π
λγ  + Γ(τ |(2, 1), 0) )(τγ π

λ ) = 2 + 0.9(0(2.5) + 

1/3(5) + 1/3(5) + 1/3(0)) = 5 

and for action 1, 

Ω((2, 1), 1) + 0.9(Γ((1, 0)|(2, 1), 1) ))0,1((π
λγ  + Γ((2, 0)|(2, 1), 1) ))0,2((π

λγ  

+ Γ((2, 1)|(2, 1), 1) ))1,2((π
λγ  + Γ(τ |(2, 1), 1) )(τγ π

λ ) = 1.5 + 0.9(2/3(2.5) 

+ 0(5) + 0(5) + 1/3(0)) = 3 

For each η∈ψ, we put a ∈αη into the set αη* if a gives a lower cost. In 

our example, we have αη* = {1}. Note that in the case of a tie, we put a = 

0 into αη* since it is generally preferrable to stay in the same path. 

d. If for each η∈ψ, the coressponding action a in the set αη* is equal to π(η), 

the iterative process is stopped. The optimal policy π* is given by π. If 

not, we update the policy rule π(η) based on the actions in αη* and then 

return to step b. In our example, we update π((2, 1)) = 1 and then repeat 

step b. 

 

Table 3.3 summarizes the results of the above policy iteration process for this 

example. As shown in the table, it is better to switch to a new path only if the 
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current reserved cost is 2 and the current network cost is 1. 

Table 3.3 Summary of results for the policy iteration example 

η (1, 0) (2, 0) (2, 1) τ 

Iteration 1 2 1 2 1 2 1 2 

π(η) 0 0 0 0 0 1 -1 -1 

)(ηγ π
λ  2.5 2.5 5 4.1429 5 3 0 0 

∑
∈

Γ+
ψη

π
λ ηγηηλη

'
)'()0,|'()0,(Ω  2.5 2.5 5 4.1429 5 4.1429 N/A N/A

∑
∈

Γ+
ψη

π
λ ηγηηλη

'
)'()1,|'()1,(Ω  N/A N/A N/A N/A 3 3 N/A N/A

αη* 0 0 0 0 1 1 -1 -1 

 

3.4. Analysis and discussion 

In this section, we analyze MARS in comparison with several other schemes. 

To carry out the later analysis, we assume that the network cost cj (j=1,2,3,…,n) 

is normally distributed with mean µ and standard deviation σ. More 

specifically, we assume that  

 δσδσµ )1(
2
)1(

−+
−

−= jnc j , j = 1, 2, …, n. ....................(3.14) 

 

N(cj) is given by the area under the respective normal curve, which is bounded 

by cj ∆± where ∆  equals a half interval (i.e., δσ /2). For the leftmost (c1) and 

rightmost (cn) cost levels, the areas are extended to −∞  and ∞ , respectively. 

It is assumed that N(cj) can be available from the NOM based on the past 

statistics. Note that the normal distribution is just an example for the later 

analysis. Other distributions can also be used in the Markov decision models. 
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3.4.1. Different Schemes 
In the analysis, we assume that n = 51 and δ  = 0.2. Our aim is to evaluate the 

average cost C for a session under the following schemes: 

 

Fixed (FIX): The network cost is reserved, at the time the session is set-up, 

and is then fixed for the whole session. This resembles the approach used by 

the connection-oriented services (e.g., ATM). 

 

Dynamic without cost reservation (DYN): The cost of each cycle is changed 

according to the updated network cost. This resembles the approach used by 

the connectionless services as communication paths are changed dynamically. 

 

Dynamic with cost reservation (DCR): The network cost is reserved in this 

case. Furthermore, if the current network cost is smaller than the reserved 

network cost, the latter will be updated to the former. 

 

Markov-decision-based Active Routing Scheme (MARS): The decision policy, 

as described in Section III, is used to support active routing. 

 

Note that in active routing, a user can employ any routing scheme including 

the traditional approaches (i.e., similar to FIX, DYN and DCR) and other new 

approaches (e.g., MARS and even customized or secret algorithms). Therefore 

it is highly flexible and dynamic. As shown later, MARS provides the best 

performance under a wide range of network conditions. 
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3.4.2. Equations for the Finite Horizon Model 
In FIX, the total average cost can be easily found to be  

 C = dµ ...............................................(3.15) 

 

In DYN, the switching cost Cswitch is added to the network cost in each routing 

cycle. Hence, the total average cost is  

 C = dµ + dCswitch ........................................................... (3.16) 

 

In MARS, by using the discrete costs cj and the associated probabilities N(cj), 

we can formulate the states and compute the transition probability matrix. In 

the finite horizon model, we can determine the preferred actions by using the 

backward induction algorithm [38] for a given d. Finally, the total cost is given 

by  

 ( ) ( )∑
=

=
n

j
jj cNcvC

1
1 0, .....................................(3.17) 

 

Referring to our earlier numerical example, the total average cost is 2(1/3) + 

4(1/3) + 6(1/3) = 4. Besides the total cost, it is interesting to study how 

different parameters could affect the decision policy. Fig. 7(a) shows the 

preferred actions A*
(c,s),t for states (c, s)  = (250, 0), (250, 2), …, (250, 50) at t 

= 1, 2, …, 25, when µ = 250, σ = 10, d = 25 and Cswitch = 500. Each of the 

points in Fig. 3.6(a) shows that the preferred action is to “Switch”. It can be 

seen that the policy has the following form: at a particular t, switching is 

preferred if the cost saving reaches a certain threshold. For example, at t = 14, 

it is preferred to switch if the cost saving is greater than or equal to 42. 

Otherwise, no switching is preferred. Fig. 3.6(b) shows the corresponding 

threshold values for different decision points when the reserved cost is equal to 
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Fig. 3.6 An example showing (a) the preferred actions and (b) the corresponding threshold 

values for different values of cost saving at different decision points in the finite horizon 

model (µ = 250, σ = 10, d = 25 and Cswitch = 500) 

 

For DCR, we use a slightly modified backward induction method to calculate 

the total average cost in the finite horizon model. In this case, when the cost 

saving is greater than 0, switching will be performed. Mathematically, vt(c, s) 

is expressed as follows: 
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scv ,for t=1, 2, …, d .(3.18) 

Based on (3.6) and (3.18), the total average cost can be obtained by using 

(3.17). 

 

3.4.3. Equations for the Infinite Horizon Model 
For FIX, the average cost is given by 

 C = µ(1 - λm) / (1 - λ) ...................................(3.19) 

On average, a session has m stages. Taking into account the discount factor λ, 

the average cost is µ + λµ + λ2µ + … + λm-1µ = µ(1 - λm) / (1 - λ), which is 

given in (3.19). 
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Similarly the average cost for DYN is: 

 C = µ(1 - λm) / (1 - λ) + Cswitch(1 - λm) / (1 - λ)................(3.20) 

In this case, we need to take into account the switching cost at each routing 

cycle. 

 

For MARS, we can determine the optimal policy by solving (3.13) based on 

the policy iteration method. Let the optimal policy be π*. The average cost can 

then be found as follows: 

 ( ) ( )∑
==

=
}{,0)(

*

21 n,...,c,cc, ccj
cNjC π

λγ .................................(3.21) 

 

For DCR, denote πDCR(η) as the corresponding policy, i.e., 

 
⎪
⎩

⎪
⎨

⎧
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=≠
>≠

=
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ηςτη
ηςτη

ηπ
 if   ,1

0)( and  if     0,
0)( and  if      ,1

)(DCR ...........................(3.22) 

This policy simply means that switching to the new path is performed 

whenever there is a cost saving (i.e., it ignores the switching cost and future 

effects). To calculate the average cost, we first determine the expected 

discounted cost )(ηγ π
λ

DCR  for each ψ∈η  where η = (c, 0), },...,,{ 21 ncccc∈ . 

By finding the transition probability matrix 
DCRπΓ  and the cost vector 

DCRπΩ , 

)(ηγ π
λ

DCR  can be easily found based on (3.13). The average cost can then be 

obtained by (3.21). 

 

It is also of interest to study how different parameters can affect the decision 

policy in the infinite horizon model. Fig. 3.7(a) shows the preferred actions 

αη* for all possible states, when λ = 0.99, µ = 250, σ = 10, m = 25 and Cswitch = 
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500. Each of the points in Fig. 3.7(a) shows that the preferred action is to 

“Switch” and all the points on and above the bolded line indicate the 

impossible states. It can be seen that the policy has the following form: at a 

particular value of κ(η), switching is preferred if the cost saving reaches a 

certain threshold. For example, at κ(η) = 250, it is preferred to switch if the 

cost saving is greater than or equal to 26. Otherwise, no switching is preferred. 

Fig. 3.7(b) shows the corresponding threshold values for different values of 

reserved cost. Note that when κ(η) is smaller than or equal to 224, switching 

should not be performed no matter what the available cost saving is. 
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Fig. 3.7 An example showing (a) the preferred actions and (b) the corresponding threshold 

values for different values of cost saving at different reserved costs in the infinite horizon 

model (λ = 0.99, μ = 250, σ = 10, m = 25 and Cswitch = 500) 

 

3.4.4. Analysis and Comparison 
To carry out the analysis and comparison, we set our base parameters as 

follows: µ = 10,000, σ = 2,000, d and m = 200 and Cswitch = 200,000. These 

parameters are varied in turn to study their effects on the average cost. For the 

infinite horizon model, we set λ = 0.99, 0.999 and 0.9999.  
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Figs. 3.8 – 3.10 show the average cost when µ is varied. Recall that the 

average cost at each routing cycle is composed of the reserved cost and the 

switching cost (if any).  
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 (a) Finite horizon model (b) Infinite horizon model with λ = 0.99 
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 (c) Infinite horizon model with λ = 0.999 (d) Infinite horizon model with λ = 0.9999 

Fig. 3.8 Average cost when the mean of network cost is varied (σ = 50, d = 200 (m = 200) and 

Cswitch = 500) 

In Fig. 3.8, it can be seen that the average cost for all schemes increases 

linearly with respect to µ. In fact, in the finite horizon model, (3.15) and (3.16) 

indicate that the slopes for FIX and DYN are both equal to d, respectively. 

Similarly, in the infinite horizon model, the slopes for FIX and DYN are equal 

to (1 - λm) / (1 - λ) based on (3.19) and (3.20), respectively. The figure shows 

that DCR and MARS give the lowest average cost. Because of more frequent 
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switching, the average cost of DYN is higher. Furthermore, Fig. 3.8(b) 

indicates that when λ is smaller, the average cost is relatively less sensitive to 

the change in µ.  
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 (c) Infinite horizon model with λ = 0.999 (d) Infinite horizon model with λ = 0.9999 

Fig. 3.9 Average cost when the mean of network cost is varied (σ = 50, d = 200 (m = 200) and 

Cswitch = 200000) 

Fig. 3.9 shows that when the switching cost is increased, DYN is most affected, 

making it giving the highest average cost. It can also be seen that the average 

cost of DCR becomes larger than that of MARS. In the new situation, FIX and 

MARS are more preferable. However, if the standard deviation of the network 

cost is increased, the difference in average cost between FIX and MARS 

becomes widen. This is because it is more likely for MARS to reserve a low 
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cost path.  
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Fig. 3.10 Average cost when the mean of network cost is varied (σ = 2000, d = 200 (m = 200) 

and Cswitch = 200000) 

By comparing Fig. 3.8 with Figs. 3.9 and 3.10, it can be seen that DCR and 

MARS are more favorable when σ and Cswitch are both small in the finite 

horizon model. As Cswitch increases, the average cost for DCR will also 

increase, making it higher than that of FIX and MARS. MARS always gives 

the best performance, particularly when both σ and Cswitch are large. The same 

observation can be found in the infinite horizon model, but only when µ is not 

large. With a large µ, DCR and MARS are more favorable irrespective of the 

value of σ and Cswitch. 
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Figs. 3.11 and 3.12 show the effect on the average cost when σ is varied. In 

both models, the average cost of FIX and DYN is independent of σ. 
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 (c) Infinite horizon model with λ = 0.999 (d) Infinite horizon model with λ = 0.9999 

Fig. 3.11 Average cost when the standard deviation of network cost is varied (µ = 10000, d = 

200 (m = 200) and Cswitch = 500) 

Fig. 3.11(a) shows that the average costs of FIX, DCR and MARS are 

comparable when σ and Cswitch are both small in the finite horizon model. As σ 

increases beyond a certain threshold value, the average cost of DCR and 

MARS decreases dramatically. When Cswitch is small, DCR and MARS have 

almost the same average cost. In Fig. 3.11(b), we can see that in the infinite 

horizon model, the average cost of FIX is greater than that of DCR and MARS 

even when σ is small. Furthermore the difference increases as σ is larger. 



Mobile Agent-based Routing for the Next-Generation Internet Liu Wai Tung 

 55 

10
1

10
2

10
3

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

2.2

2.4

2.6

2.8

3
x 10

6

Standard deviation of network cost

A
ve

ra
ge

 c
os

t

FIX
DYN
DCR
MARS

 
10

1
10

2
10

3
0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

2.2

2.4

2.6

2.8

3
x 10

6

Standard deviation of network cost

FIX
DYN
DCR
MARS

A
ve

ra
ge

 c
os

t

  

 (a) Finite horizon model (b) Infinite horizon model with λ = 0.99 

10
1

10
2

10
3

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

2.2

2.4

2.6

2.8

3
x 10

6

Standard deviation of network cost

FIX
DYN
DCR
MARS

A
ve

ra
ge

 c
os

t

 
10

1
10

2
10

3
0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

2.2

2.4

2.6

2.8

3
x 10

6

Standard deviation of network cost

A
ve

ra
ge

 c
os

t

FIX
DYN
DCR
MARS

 
 (c) Infinite horizon model with λ = 0.999 (d) Infinite horizon model with λ = 0.9999 

Fig. 3.12 Average cost when the standard deviation of network cost is varied (µ = 10000, d = 

200 (m = 200) and Cswitch = 200000) 

 

As Cswitch increases, Fig. 3.12 shows that the average cost rises significantly in 

DYN and DCR. However, the average cost remains at a low value in MARS 

even when Cswitch is large because of its adaptive function. Furthermore, DCR 

has a lower average cost than that of FIX when σ and Cswitch are both large.  
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 (a) Finite horizon model (b) Infinite horizon model 

Fig. 3.13 Threshold values for different values of the standard deviation (µ = 10000, d = 200 

(m = 200) and Cswitch = 500) 

As mentioned before, the decision policy of MARS in the finite horizon model 

is threshold-based (i.e., it is better to switch to the new path if a certain cost 

saving is reached). Fig. 3.13(a) shows the threshold values for different values 

of σ when the reserved cost is µ in the finite horizon model. It can be seen that 

the nearer the session comes to an end, the larger are the values of the 

threshold. Towards the end of a session (about 10 routing cycles from the end), 

the threshold values for different values of σ are very close. Since switching is 

expensive, the active routing approach prefers not to switch unless the cost 

saving is very large. In comparison, the threshold values are dramatically 

lower and maintain stable values when the session is further from the end. The 

stable threshold values become larger as σ increases. Fig. 3.13(b) shows the 

threshold values for different values of σ when the reserved cost is µ in the 

infinite horizon model. Since the threshold values are not dependent on the 

decision points, the threshold values remain constant during the session. In 

fact, the threshold values are the same as the steady state threshold values in 

the finite horizon model. In other words, the discount factor λ does not have 

an effect on the threshold values. 
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 (c) Infinite horizon model with λ = 0.999 (d) Infinite horizon model with λ = 0.9999 

Fig. 3.14 Average cost when the session duration/expected session duration is varied (µ = 

10000, σ = 2000 and Cswitch = 200000) 

Fig. 3.14(a) and Fig. 3.14(b) show the average cost when the duration (d) and 

expected duration (m) of a session are varied in the finite and infinite horizon 

models, respectively. For the finite horizon model, when d is small, the 

average cost is close for all schemes. As d increases, the average cost increases 

at a different rate for each scheme. The average cost for DYN is the most 

sensitive to an increase in d, whereas DCR and MARS are the least sensitive. 

This is because, in DCR and MARS, the longer the duration of a session, the 

higher the chance that a lower cost path can be reserved. For the infinite 

horizon model, the average cost also increases at a different rate for each 

scheme when m is small. As m increases, the average cost of each scheme 
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approaches a constant value. For FIX and DYN, it can be seen from (3.19) and 

(3.20) that the average costs become µ / (1 - λ) and µ / (1 - λ) + Cswitch / (1 - λ), 

respectively when m is very large. For DCR and MARS, the average cost is 

relatively insensitive to the change in m especially when the discount factor is 

small. 
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 (c) Infinite horizon model with λ = 0.999 (d) Infinite horizon model with λ = 0.9999 

Fig. 3.15 Average cost when the switching cost is varied (µ = 10000, σ = 2000 and d = 200 (m 

= 200)) 

Fig. 3.15 shows the average cost when the switching cost Cswitch is varied. The 

results are similar in both models. When Cswitch is small, the average costs of 

FIX and DYN are very close. Similarly, DCR and MARS give almost the 

same average cost. Since no switching is required, the average cost of FIX is 
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independent of Cswitch. The average cost of DYN is the most sensitive to a 

change in Cswitch because of frequent switching. In DCR, switching occurs 

when a lower cost path is available. Therefore, the average cost of DCR 

increases less dramatically than it does in DYN, as Cswitch increases. For 

MARS, the average cost is even less sensitive to an increase in Cswitch. When 

Cswitch is small, switching occurs as frequently as it does in DCR. When Cswitch 

is large, MARS prefers not to switch. Therefore, it performs no worse than 

FIX even when Cswitch is very large. This contrasts with DYN and DCR in 

which the average cost rises far above that of FIX. From the above results, we 

can see clearly that MARS adapts well to different situations and always gives 

the lowest average cost. 
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 (a) Finite horizon model (b) Infinite horizon model 

Fig. 3.16 Threshold values for different values of the switching cost (µ = 10000, σ = 2000 and 

d = 200 (m = 200)) 

Referring to the finite horizon model, Fig. 3.16(a) shows the threshold values 

in MARS for different values of Cswitch. It can be seen that as Cswitch increases 

by an order of magnitude, the stable threshold values increase steadily. 

Towards the end of a session, MARS prefers not to switch, particularly when 

MARS will not switch 
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Cswitch is large, unless the cost saving is very large. Fig. 3.16(b) shows the 

threshold values in MARS for different values of Cswitch when the reserved cost 

is µ in the infinite horizon model. When Cswitch is small, the threshold values in 

the infinite horizon model are close to the corresponding stable threshold 

values in the finite horizon model. However when Cswitch is large, the threshold 

values in the infinite horizon model are much higher than their counterparts in 

the finite horizon model. Note that in the infinite horizon model, when Cswitch = 

1,000,000, switching should not be performed no matter what the cost saving 

is. 

 

Table 3.4 summarizes the effects of different parameters on the performance. A 

change in σ produces a more significant effect, than a change in Cswitch, on both 

the average cost and the threshold values in MARS. Interestingly, when σ is 

increased tenfold, it is found that the decision policy is similar to that when 

Cswitch is increased tenfold, except that the threshold values also increase 

tenfold. Due to its adaptive function, MARS provides the best performance in 

all situations. In particular, it can reduce the average cost significantly, as 

compared with other schemes, when σ, Cswitch or d is large. For example, using 

the base parameters, it can decrease the average cost for a session by about 

30% and 25% as compared with that in FIX and DCR, respectively. The cost 

saving as compared with DYN is even more significant due to the high 

switching cost. 
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Table 3.4 Summary of the analysis 

Effect on expected total cost 

C 
Increase 

in 
Horizon 

FIX DYN DCR MARS 

Effect on 

threshold

Preferred  

scheme (s) 

Finite ↑1 ↑1 ↑1 ↑1 = N/A 
µ 

Infinite ↑1 ↑1 ↑2 ↑2 = DCR/MARS  

Finite = = ↓1 ↓1 ↑ DCR/MARS  
σ 

Infinite = = ↓1 ↓1 ↑ DCR/MARS  

d Finite ↑2 ↑1 ↑3 ↑3 =* DCR/MARS  

m Infinite ↑3 ↑1 ↑3 ↑3 =* FIX/DCR/MARS 

Finite = ↑1 ↑2 ↑3 ↑ FIX/MARS  
Cswitch 

Infinite = ↑1 ↑2 ↑3 ↑ FIX/MARS  

Key:  

N/A: Not applicable 

↑: increase the value      ↓: decrease the value    =: no effect on the value

The number indicates the degree of effect: 1:most affected  3: least affected 

*Threshold remains constant unless d/m is very small. 

 

3.5. Conclusion 

In conclusion, we have presented an active routing service for the 

next-generation network called ISDN3. This involves using active packets 

(packlets) to configure customized communication paths based on the network 

information. Hence, an end-user application can play an active role in 

forwarding its packets according to its requirements. The active routing 
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service can also work in conjunction with MPLS to provide effective and 

dynamic forwarding services. With the aim of minimizing network costs, both 

a finite horizon and an infinite horizon Markov decision model have been 

formulated to support active routing. According to the models, the 

communication paths should be reconfigured if a particular cost saving 

threshold is reached. The threshold values, which depend on the network 

parameters, can be found by solving the Markov decision models. Theoretical 

analysis confirms that by using the proposed routing policy, the average 

network cost can be minimized under various conditions as compared with 

other approaches. Under the proposed “horizontal partitioning” framework, 

active and traditional network services can co-exist to open many new 

innovative services in the next-generation network. 
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Chapter 4.            

A Markov Decision-based 

Bandwidth Selling Policy 

for an Active MPLS 

Service 
4.1. Introduction 

Recent years have seen the development of Multiprotocol Label Switching 

(MPLS) [6] for forwarding Internet traffic efficiently using label switched 

paths (LSPs). Essentially, label edge routers (LER) and label switch routers 

(LSR) are employed for attaching MPLS headers/labels and transferring 

MPLS packets, respectively. Integrating with a bandwidth reservation protocol, 

MPLS can also be used to facilitate Quality of Service (QoS) routing [12]. 

Moreover, based on active network technologies [14,28] (especially active 

routing and agent-based routing [17,24,25]), it would be useful to develop an 

active MPLS service that can reserve bandwidth according to an adaptive 

pricing method. In particular, it is envisioned that both active and non-active 

(passive) network services can be integrated in an advanced network called 

ISDN3 [19,29].   

 

To implement the proposed active MPLS service in ISDN3, we need to tackle 
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the following bandwidth selling problem. In essence, the network provider 

may receive an offer for reserving one or more unit(s) of bandwidth of an LSP 

at a certain price. To maximize the overall earnings, the network provider must 

then determine whether to accept that offer.  

 

Adaptive pricing methods and related issues have also been studied in 

[17,39-42] for different purposes. Motivated by [17,39-42], this chapter 

presents an adaptive bandwidth selling method. In particular, the bandwidth 

selling policy is determined based on a Markov decision model. For the 

purposes of evaluation, we will compare the selling policy with two other 

schemes.  

 

The remaining sections are as follows. Section 4.2 gives an overview of the 

active MPLS service for ISDN3. Section 4.3 outlines the Markov decision 

model for tackling the bandwidth selling problem. Section 4.4 presents and 

discusses some analytical and simulation results. Section 4.5 offers a 

Conclusion. 

 

4.2. Active MPLS Service Over ISDN3 

ISDN3 serves as a multi-functional network that can handle active and passive 

traffic using a traffic forwarding device called “Forwarding EnginE” (FEE) 

[19,29]. Motivated by ideas in [17,24,25], we investigate an active MPLS 

service for ISDN3 as outlined below. At the start of a session, an active 

network application can communicate with the associated FEE by using an 

active packet. The active packet specifies the destination, the bandwidth 
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needed, the price offered, etc. According to the information, the FEE needs to 

determine the LSP and whether the offer should be accepted. A possible 

decision policy will be introduced in the following section. Generally, the FEE 

may also make the decision based on other factors, such as the existing traffic 

condition. Following the acceptance of an offer, the specified bandwidth of the 

LSP will be reserved accordingly. The active packet then goes back to the 

sender to initiate the data transmission (i.e., MPLS packets can then be 

forwarded). 

 

4.3. Markov Decision Model 

We assume that the LSP has a limited amount of bandwidth and that each 

session (or offer) needs a fixed amount of it. Here, the bandwidth needed for a 

session is assumed to be one unit. Upon receiving an offer, the network 

provider must decide whether to accept it. If an offer is accepted, the network 

provider will give away one unit of bandwidth of the LSP but earns an income 

at the offered price. Note that as the LSP has a limited amount of bandwidth, 

the network provider may, after accepting an offer, give up the opportunity to 

get a later higher offer. Figure 4.1 shows a simple example to illustrate this 

situation where there is only one unit of bandwidth left in an LSP. If the 

network provider accepts the first offer at a price of 2 units, it will not be able 

to accept the second higher offer. 

 

Fig. 4.1 A bandwidth selling problem 
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Following the approaches/notations in [38,43], the Markov decision model for 

the aforementioned bandwidth problem is outlined as follows. Note that to set 

up the model, we need to make some assumptions. A discrete time system is 

used. At each time point, with a probability of χ, no offer arrives (i.e., an offer 

arrives with a probability of 1-χ). For an offer, the offered price is φ with 

probability Ω(φ). A session may end at a time point with probability 1/τ. This 

means that the mean duration of a session is τ time units. We define (ω , φ) as 

the system state, where ω ∈  {0, 1, 2, …, W} is the number of remaining units 

of bandwidth in the LSP, and φ ∈{η1, η2, … ηl} is the offered price. For 

modeling purposes, we use φ = η0 =0 to indicate that no offer arrives. At a time 

point, we define that the allocated bandwidth is β (i.e., β =1 or β = 0). 

Obviously, we have β = 0 if no offer arrives or if all the bandwidth has been 

reserved.  

 

Define ψ((ω , φ), β) as the network provider’s earnings if the system state is 

(ω , φ) and the allocated bandwidth is β. It is expressed as follows: 
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If an incoming offer is accepted, the network provider will earn φ. If not, the 

network provider will earn nothing. 

 

Denote T((ω’, φ’)|(ω, φ), β) as the state transition probability from the current 

state, (ω, φ), to the next state, (ω’, φ’), if the assigned bandwidth is β. It can be 

found by the following expression: 
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where ω’ = ω  + e - β, with e being the number of ending sessions (i.e., each 

of them release one unit of bandwidth). Note that the remaining bandwidth in 

the next time point is determined by summing the current amount of unused 

bandwidth with the released amount of bandwidth and then subtracting the 

resultant bandwidth from β. As there are W – ω sessions, the probability that e 

sessions release their reserved bandwidth is eWe

e
W −−−⎟⎟

⎠

⎞
⎜⎜
⎝

⎛ − ωττ
ω

)/11()/1( . Note also 

that (1 – χ)Ω(φ’) is the probability that the price for the next offer is φ’. 

 

To find the policy that can maximize the expected network provider’s earnings, 

we analyze the bandwidth selling problem based on the Markov decision 

(infinite horizon) model (see [38,43] for details). According to (4.1) and (4.2), 

the policy iteration method given in [38,43] can be employed to determine the 

optimal policy and the expected earnings using a certain discount factor. 

 

4.4. Discussion of results 

In this section, the above Markov decision model is employed to analyze the 

active MPLS service’s bandwidth selling problem. We assume that if there is 

an incoming offer, the offered price follows a discrete normal distribution with 

a mean of µ and a standard deviation of σ. We compare the earnings and the 

rejection ratio of the above Markov decision-based selling policy with that of 

the allocate-if-above-mean scheme (i.e., allocate if there is sufficient 

bandwidth and the offered price is above the mean price) and of the 

allocate-if-available scheme (i.e., always allocate if there is sufficient 

bandwidth). Moreover we study the factors that affect the earnings and the 

rejection ratio. 
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Fig. 4.2 Markov decision-based bandwidth selling policy 

For given values of l, W, µ, σ, τ and χ, it is possible to find the Markov 

decision-based bandwidth selling policy. Figure 4.2 shows the Markov 

decision-based bandwidth selling policy where l = 50, W = 15, µ = 50, σ = 30, 

τ = 30 and χ = 0.1. The discount factor, f, is set to be 0.9. From that graph, the 

network provider can determine whether an offer should be accepted when the 

remaining amount of bandwidth and the offered price is known. For instance, 

if there are five units of bandwidth left, a new session should not be admitted 

unless the offered price is η12 or above. As expected, the threshold value 

decreases with the increase in the amount of remaining bandwidth.  
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Fig. 4.3 Markov decision-based bandwidth selling policy for different σ 

Figure 4.3 shows the threshold price value for accepting an offer when σ is 

varied. It can be seen that the threshold value decreases as σ increases. If the 

value of σ is large, the probability of receiving an offer with a relatively low 
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price will be larger than it would be when σ is smaller.  

 

Figures 4.4 – 4.13 show the variation in the expected earnings and the 
rejection ratio of the Markov decision-based bandwidth selling policy, the 
allocate-if-above-mean scheme, and the allocate-if-available scheme. We set 
the base parameters as W = 10, µ = 5000, σ = 2000, τ  = 20, χ= 0.1 and  f = 
0.99. 
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Fig. 4.4 Expected earnings for different µ 

Figure 4.4(a) shows the changes in the expected earnings of the different 

schemes with different values of µ. We can see that for all the schemes, the 

expected earnings rise when µ increases and that the Markov decision-based 

selling policy produces the highest earnings. However, the difference between 

the Markov decision-based selling policy and the allocate-if-available scheme 

decreases with an increase in µ. This is because when the value of µ is low, the 

offered prices are likely to be lower. Therefore it is preferable to impose a 

more selective policy, leaving room to accept a higher offer later. However, as 

indicated by the expected earnings of the allocate-if-above-mean scheme, if 

the threshold price is too high, the earnings will decrease significantly. Hence 

the allocate-if-above-mean scheme is not effective in general. Figure 4.4(b) 

shows the percentage decrease in expected profits of the 

allocate-if-above-mean and allocate-if-available schemes compared with the 

Markov-decision-based scheme for relative performance comparison. 
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Fig. 4.5 Rejection ratio for different µ 

Figure 4.5 shows the change in the rejection ratio when µ varies. We can see 

that the allocate-if-above-mean scheme has the largest rejection ratio of the 

three schemes. On average, the rejection ratio of the Markov decision-based 

selling policy is higher than that of the allocate-if-available scheme by 3 – 4%. 

However for small values of µ, the expected earnings of the Markov 

decision-based selling policy outperform those of the allocate-if-available 

scheme by 4 – 23%. Thus the small increase in the rejection ratio can produce 

a greater increase in earnings. For larger values of µ, the difference in the 

rejection ratio decreases.  
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Fig. 4.6 Expected earnings for different σ 

Figure 4.6(a) shows the change in the expected earnings of the different 

schemes with different values of σ. The expected earnings of the Markov 
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decision-based policy and the allocate-if-above-mean scheme increase with an 

increase in σ, but the expected earnings of the allocate-if-available scheme are 

independent of σ. For a selective policy, an increase in σ will result in greater 

earnings because the variation in the offered prices is much larger. For 

example, if there is only one unit of bandwidth left, it is better to reject a low 

offer. This is because it will leave room for a possible higher offer later. If the 

later offered price is higher, the increase in earnings will be larger due to the 

large price difference. Since there is no selection criterion in the 

allocate-if-available scheme, the expected earnings are dependent only on the 

average offered price. The result indicates that the expected earnings of the 

Markov decision-based selling policy are larger than those of the other two 

schemes. The difference in the expected earnings from the Markov 

decision-based policy and from the allocate-if-available scheme broadens as σ 

increases. As the expected earnings of the allocate-if-above-mean scheme 

increase as σ increases, and the expected earnings are larger than those of the 

allocate-if-available scheme for large σ, it can be seen that a selective policy is 

to be preferred if σ is large. Figure 4.6(b) shows the percentage decrease in 

expected profits of the allocate-if-above-mean and allocate-if-available 

schemes compared with the Markov-decision-based scheme for relative 

performance comparison. 
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Fig. 4.7 Rejection ratio for different σ 

Figure 4.7 shows the change in the rejection ratio when σ varies. The rejection 

ratio of the Markov decision-based selling policy increases slightly as σ 

increases (i.e., 1-3% higher than that of the allocate-if-available scheme). 

However, compared with the allocate-if-available scheme, the increase in the 

expected earnings of the Markov decision-based selling policy increases from 

3% to 17%. Hence when the standard deviation of the offered price is high, it 

is much better to use a more selective policy. 

10 12 14 16 18 20 22 24 26 28 30
2

2.5

3

3.5

4

4.5
x 10

5

Expected duration (m)

E
xp

ec
te

d
 p

ro
fit

Markov decision-based
Allocate-if-above-mean
Allocate-if-available

  
                    (a)                                 (b) 

Fig. 4.8 Expected earnings for different τ 

Figure 4.8(a) shows the variation of the expected earnings of the three 

schemes using different values for the mean duration of the session. For all the 

schemes, the expected earnings decrease as the expected duration increases. 

This is because a session is less likely to release its reserved bandwidth. As a 

result, only fewer sessions can be supported. Yet, the difference in the 
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expected earnings from the Markov decision-based selling policy and from the 

allocate-if-available scheme increase when the session duration is longer. One 

possible explanation for this is that when the session duration is longer, the 

bandwidth is more valuable so a more selective policy can ensure that the 

valuable bandwidth can be granted at a higher price. This explanation is 

supported by the observation that the expected earnings of the 

allocate-if-available scheme are greater than those of the 

allocate-if-above-mean scheme when τ is larger. Figure 4.8(b) shows the 

percentage decrease in expected profits of the allocate-if-above-mean and 

allocate-if-available schemes compared with the Markov-decision-based 

scheme for relative performance comparison. 
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Fig. 4.9 Rejection ratio for different τ 

Figure 4.9 shows the variation of the rejection ratio when the session duration 

changes. The rejection ratio of all schemes increases along with the session 

duration but they have almost the same values when the session duration is 

long.  
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Fig. 4.10 Expected earnings for different χ 

Figure 4.10(a) shows the changes in the expected earnings of the different 

schemes with different values of χ. The expected earnings of the three schemes 

decrease when χ increases since light traffic implies less choice in offered 

prices. Another observation is that the difference in the expected earnings of 

the three schemes decrease as χ increases. When χ is low, the Markov 

decision-based selling policy is more likely to assign bandwidth to a session 

even if the offered price is low. This is because the network provider may need 

to wait for a long time for the next offer. In this case, the Markov 

decision-based bandwidth selling policy is close to that of the 

allocate-if-available policy. Figure 4.10(b) shows the percentage decrease in 

expected profits of the allocate-if-above-mean and allocate-if-available 

schemes compared with the Markov-decision-based scheme for relative 

performance comparison. 
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Fig. 4.11 Rejection ratio for different χ 

Figure 4.11 shows the change in the rejection ratio with a change in χ. The 

rejection ratio of the Markov decision-based policy and of the 

allocate-if-available scheme decreases with an increase in χ. The two ratios 

become equal when the value of χ is large. This is reasonable because, as 

explained before, with a large value of χ, both schemes behave more or less 

the same. The allocate-if-above-mean scheme has the highest rejection ratio 

since it takes into account only the offered price.  
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Fig. 4.12 Expected earnings for different W 

Figure 4.12(a) shows the change in the expected earnings of the three schemes 

with different values of W. The expected earnings increase with an increase in 

W for all the three schemes. Yet, the difference in the expected earnings 

between the Markov decision-based policy and the allocate-if-available 
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scheme decreases with the value of W. This is because when W is large and 

sessions are relatively short, there is no need to reserve bandwidth for the 

possible higher offers. Thus the two schemes produce almost the same 

performance for large W. The rate of increase in the expected earnings of the 

allocate-if-above-mean scheme decreases with W. This indicates that there is 

no need to employ a highly selective policy when bandwidth is abundant. 

Since the expected earnings of the allocate-if-above-mean scheme are greater 

than those of the allocate-if-available scheme for small values of W, we can 

deduce that a selective policy would increase the expected earnings more 

significantly for small W. Figure 4.12(b) shows the percentage decrease in 

expected profits of the allocate-if-above-mean and allocate-if-available 

schemes compared with the Markov-decision-based scheme for relative 

performance comparison. 
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Fig. 4.13 Rejection ratio for different W 

Figure 4.13 shows the change in the rejection ratio when W varies. As 

expected, the ratio for all the schemes decreases as the bandwidth increases. It 

can also be seen that the rejection ratio of the allocate-if-above-mean scheme 

is still the highest because of its highly selective policy. 
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4.5. Conclusion 

We have presented an active MPLS service with bandwidth reservation based 

on an adaptive pricing method. To increase the earnings of the network 

provider, a bandwidth selling policy has been determined based on a Markov 

decision model. We have also presented analytical results comparing the 

selling policy with two other schemes. In accordance with simulations, we 

have also investigated the tradeoff in terms of the rejection ratio when 

employing the proposed policy. Generally, at the expense of a small increase in 

the rejection ratio, the selling policy produces increased earnings when the 

mean offered price is small, the standard deviation of the offered price is large, 

and the mean session duration is long.  

 



Mobile Agent-based Routing for the Next-Generation Internet Liu Wai Tung 

 78 

Chapter 5.         

Load Balancing of MPLS 

Paths 
5.1. Introduction 

Recent years have seen the introduction of multi-protocol label switching 

(MPLS) [6] which employs labels in determining the next-hop of a packet. 

The essence of MPLS is to attach the label before the long and clumsy 

network layer header so that only a simple comparison between the label and 

the switching table is needed to switch the packet towards the destination. The 

distribution of labels will set up paths known as label switch paths (LSPs) 

along the network, and the setting up of these LSPs can facilitate traffic 

engineering which involves finding suitable paths (QoS routing) and assigning 

suitable load in each of these paths (load balancing) if there is more than one 

LSP between the same source-destination pair.  

 

In the context of QoS routing in the MPLS network, [44] had surveyed several 

simple algorithms like dynamic routing with partial-information (DR-PI), 

dynamic restorable routing, minimum interference routing algorithm (MIRA) 

and profile-based routing (PBR). [45] modified MIRA by estimating the 

bandwidth requirement of future LSPs. [25] employed mobile agents in setting 

up multiple LSPs in the DiffServ network. All these works assumed there is 

only one LSP between the same source-destination pair. 
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In this chapter, we apply a modified network simplex algorithm in the ISDN3 

[29] network which can employ the traditional network simplex method to not 

only find multiple MPLS paths for a user application, but also balance the load 

to obtain aggregate minimum network delay for the user application. In 

ISDN3, active packets can be used to implement our modified network 

simplex algorithm and to setup the concerned LSPs as in [30]. Preliminary 

results comparing the proposed scheme with other simplex schemes are also 

presented. 

 

5.2. Modified Network Simplex Algorithm 
5.2.1. Model 
We consider a network represented by a graph G = (V, E), where V is the set of 

MPLS switches and E is the set of network links. For each network link (i, j) 

∈ E, we define ijµ  as the capacity of the link, which can be regarded as the 

processing rate of the link. We also define ijx  be the amount of load on it. In 

addition, we define )( ijij xc  be the cost associated with a amount of ijx  being 

placed in the link (i, j), where )(⋅ijc  can be any convex function, such- as 

)/(1)( ijijijij xxc −= µ  if we employ the M/M/1 queuing delay model. For each 

switch i, we denote b(i) as the the net outflow of node i. A negative value 

means a net inflow. 

 

In our model, we assume there are n MPLS switches in the MPLS network. 

For simplicity, we also assume the source switch is switch 1, and the 

destination switch is n. There is a poisson traffic input in node 1 with average 
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rate λ. As a result, b(1) = λ and b(n) = -λ. We want to find out the paths and the 

corresponding amount of flow in each path that can minimize the aggregate 

delay in the network, so the problem is equivalent to the minimum cost flow 

problem in graph theory: 

 Minimize )( ijij xc ............................................................................(5.1) 

 Subject to jix ijij ,0 ∀<≤ µ .............................................................(5.2) 

 )(ibxx
k k

kiik =−∑ ∑ .........................................................(5.3) 

 and          b(1) = λ, b(n) = -λ ..................................................(5.4) 

 

If the cost functions associated to the network links are linear to the flow 

amount assigned, the network simplex algorithm can be used to find the 

minimum cost flow given (5.1) – (5.4). However, cost associated with a link in 

general is not linear, thus we have to modify the network simplex algorithm to 

make it practical in any type of cost functions. 

 

To deal with this problem, we can consider the unit-increment cost of each link 

instead of the per-unit cost of each link. This is equivalent to dividing the 

domain of the delay function into partitions, with the width of each partition 

being one unit. As a result, each partition can be roughly regarded as a linear 

function with the flow assigned. In the context of the network, it is equivalent 

to transform each link into several links, with each of the transformed link 

having a linear cost function. Now the problem is equivalent to the following: 

 Minimize )( l
ij

l

l
ij xC∑ .............................................................................(5.5) 

 Subject to ljix l
ij ,,}1,0{ ∀= ...................................................................(5.6) 
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 )(
, ,

ibxx
lk lk

l
ki

l
ik =−∑ ∑ ..................................................................(5.7) 

 and          b(1) = λ, b(n) = -λ ........................................................(5.8) 

 where      ∑=
l

l
ijij xx  and ∑= )()( l

ij
l
ijijij xCxc .................................(5.9) 

 

Yet the traditional network simplex algorithm cannot be applied directly to the 

modified minimum cost flow problem. We describe the modified network 

simplex algorithm in the next subsection. 

 

5.2.2. Algorithm 
In the network simplex algorithm, an initial flow is assigned according to 

(5.2) – (5.4) first. Then according to the flow, the links are divided into three 

categories: 

 

Tree links (T): A spanning tree of the network, where ijijx µ<≤0 . 

 

Upper links (U): All the links except the tree links with 1−= ijijx µ . Flow 

cannot be increased in these links. 

 

Lower links (L): All the links except the tree links with 0=ijx . Flow cannot 

be decreased in these links. 

 

Each link (i, j) ∈ U I  L will form a cycle with links in T. The network 

simplex algorithm then checks if the following conditions exist: 

 

For any link (i, j) ∈ U, if decreasing flow on e (which will then increase flow 
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in the rest of the cycle) can decrease the cost of the overall flow, then decrease 

the flow of e as large as possible, and increase the flow of the rest of the cycle 

accordingly. 

 

For any link (i, j) ∈ L, if decreasing flow on e (which will then decrease flow 

in the rest of the cycle) can decrease the cost of the overall flow, then increase 

the flow of e a1+s large as possible, and increase the flow of the rest of the 

cycle accordingly. 

 

After the change of the flow, update the three categories T, U and L 

accordingly. The algorithm terminates when none of the conditions exists. 

 

Yet the above algorithm cannot work with the modified minimum cost flow 

problem. It is because the cost function is not linear, in updating the flow in 

edges in U or L we cannot just decrease or increase the maximum possible 

amount of flow in the edges. Thus we have made the following modification to 

the algorithm: 

1. In addition to the three categories, we add a fourth category – Free links 

(F). Free links include all the links except the tree links with ijijx µ<≤0 . 

2. In updating the flow on links in U or L, we try to search the maximum 

amount of increment or decrement that can reduce the aggregate cost 

most. This is not necessarily equal to the maximum possible amount of 

increment or decrement. 

3. Since the flow of any link (i, j) ∈ F can both be increased and decreased, 

we have to test both the increment and decrement of flow to see if the 
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change can reduce the aggregate flow cost. 

 

5.2.3. Implementation 
We consider implementing the modified simplex method in the ISDN3 

network. In the ISDN3 network, active packets known as aglets can be used to 

gather the network links information and setup the corresponding LSPs. The 

calculation and comparison of the cost between links can be done in the FEEs.  

 

5.3. Analysis 

We analyze the modified network simplex method with three other simple load 

balancing schemes. We study the scenario where three LSPs have already been 

setup between the source and destination. The scenario is shown in Figure 5.1. 

 

 

Fig. 5.1 Scenario under analysis 

 

In the network under analysis, the three LSPs refer to three different types of 

LSPs. LSP1, which consists of edge (1, 4), refers to a high speed LSP. LSP 2, 

which consists of edge (1, 2) and (2, 4), refers to a standard path with 

moderate bandwidth. LSP 3, which consists of edge (1, 3) and (3, 4), refers to 

an LSP which is also shared by other traffic. We want to study the preference 



Mobile Agent-based Routing for the Next-Generation Internet Liu Wai Tung 

 84 

in LSP when the traffic input is increased. We also want to compare the 

performance of the modified simplex method with other simple load balancing 

schemes. 

 

5.3.1. Schemes Compared 
We compare the modified simplex network algorithm with three other simple 

schemes. The three schemes are as follows: 

1. Even: The source traffic flow is assigned to the three LSPs evenly, i.e. 1 / 3 

of the total traffic flow is assigned to each LSP. In case the capacity of an 

LSP is less than 1 / 3 of the input traffic, the surplus traffic of that 

particular LSP is shared evenly among the rest LSPs. 

2. Proportion: The source traffic flow is assigned to the three LSPs in 

proportion to the capacity of each traffic flow. 

3. Shortest path: The source traffic flow is assigned to the high speed LSP 

first if there is still room for the traffic. If the source traffic exceeds the 

capacity of the high speed LSP, the surplus traffic is assigned to LSP 2, and 

so on. 

 

5.3.2. Results 
We set the parameters of the network under analysis as follows: 

b(3)=50MB/s, 10814 =µ MB/s, 5112 =µ MB/s, 5124 =µ MB/s, 5113 =µ MB/s and  

10134 =µ MB/s. Thus the capacity for LSP 1 is 108MB/s, that of LSP 2 is 

51MB/s and that of LSP 3 is 51MB/s. Also we assume the delay function of 

each link follows the M/M/1 queuing delay model. We vary the traffic input, λ 

MB/s, to study the effect on the aggregate delay of the network.  
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Fig. 5.2 Aggregate delay of different schemes 

Figure 5.2 shows the variation in the aggregate delay of each scheme with a 

change of the traffic input. From the graph, we can see that the modified 

network simplex method outperforms or at least has the same performance as 

all other schemes no matter how much the input traffic is. We can analyze the 

figure by dividing it into three zones. 

 

When the input traffic load is low, the modified network simplex algorithm 

and the shortest path scheme have the same promising performance. Yet the 

traditional load balancing method like even assignment and proportional 

assignment behave unsatisfactory. We can conclude that for low input traffic 

rate, it is not intelligent to balance the load among the different LSPs. 

 

As the input traffic load increases, the modified network simplex algorithm 

starts to outperform the shortest path scheme. In addition as the input traffic 

rate increases further, the even assignment and proportional assignment 

schemes can perform better than the shortest path scheme. It is because when 

the input traffic load reaches a moderately large value, it becomes intelligent to 
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balance the load among the different LSPs. And we can see that the modified 

network simplex method algorithm has a preference to balance the load to the 

LSP which is also shared by other traffic. It is because it is preferable to 

minimize the number of links that have traffic flowing on it. The majority of 

the traffic is still assigned to the high speed LSP. 

 

When the input traffic load reaches a relatively high rate, the even assignment 

and shortest path scheme perform badly as compared to the proportional 

assignment and the modified network simplex algorithm. The difference in 

aggregate delay between the proportional assignment and the modified 

network simplex algorithm becomes smaller as the input traffic load increases. 

We can see that it is still preferable to place the majority of the traffic load in 

the high speed LSP and then evenly distribute the rest between LSP 2 and LSP 

3. 

 

5.4. Conclusion 

To conclude, we have presented the modified network simplex algorithm and 

compared its performance with three other simple load balancing schemes. We 

can see that it is not worthwhile to do load balancing when the traffic load is 

low. Among all the schemes, the modified network simplex algorithm is the 

most adaptive. 
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Chapter 6.           
Conclusion 
We have presented the background of this project, including the working 

mechanisms of the present routing protocols, active network and mobile agent 

technologies, MPLS, ISDN3 and some of the literature on the use of mobile 

agents to assist network routing.  

 

We have presented an active routing service in Chapter 3 for the 

next-generation network called ISDN3, which involves using active packets 

(packlets) to configure customized communication paths based on the network 

information. With the aim of minimizing network costs, both a finite horizon 

and an infinite horizon Markov decision model have been formulated to 

support active routing. According to the models, the communication paths 

should be reconfigured if a particular cost saving threshold is reached. 

Theoretical analysis confirms that by using the proposed routing policy, the 

average network cost can be minimized under various conditions as compared 

with other approaches. Yet we have not considered the pricing issue, i.e. 

network users are free to reserve any portion of the network. 

 

As a result, we have also presented an active MPLS service with bandwidth 

reservation using a dynamic pricing mechanism in Chapter 4. With the aim of 

maximizing the profits of the network service provider, an optimal bandwidth 

selling policy has been obtained for both the finite and infinite horizon models 

based on the Markov decision theory. In both models the optimal policy is 
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threshold-based with the threshold depending mainly on the amount of 

remaining bandwidth. We have also presented analytical results to demonstrate 

the advantage of the proposed policy over the conventional 

“allocate-if-available” method. In particular, the proposed policy generates 

increased profits when the mean price is small, the standard deviation of the 

prices is large, and the expected session duration is long. It is expected that the 

Markov decision model will also be adaptable to the analysis of similar 

bandwidth selling problems in other networking scenarios. 

 

We have focused on only one LSP in Chapter 4. If we consider more LSPs 

concurrently, the rejected reservation may be accommodated by other 

not-so-busy LSPs. In this scenario, the network operator needs to consider not 

only the issue of profit maximization but also the issue of load balancing. If 

there are a set of LSPs that can accommodate the user application's request, 

which one of the LSPs should be used? As a result, we tried to deal with this 

scenario in Chapter 5. In that chapter, we apply a modified network simplex 

algorithm in the ISDN3 network which can employ the traditional network 

simplex method to not only find multiple MPLS paths for a user application, 

but also balance the load to obtain aggregate minimum network delay for the 

user application. In ISDN3, active packets can be used to implement our 

modified network simplex algorithm and to setup the concerned LSPs. 

Preliminary results comparing the proposed scheme with other simplex 

schemes are also presented. We can see that it is not intelligent to do load 

balancing when the traffic load is low. Of all the schemes, the modified 

network simplex algorithm is the most adaptive. 
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Much of the works presented in this thesis are in theory. Further work can be 

done on implementing the actual mobile agent-based routing for the 

next-generation Internet. Simulation results can thus be collected to help us 

study the various aspects of mobile agent-based routing for the 

next-generation Internet. 
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