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controllers based on a versatile modeling”
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Rapid advances in power electronics have made it both practicable and economic 10 design
powerful thyristor-controlled devices, such as Flexible AC Transmission Systems (FACTS),
for stability enhancements. The discrepancies of existing modeling approaches have limited

the feasibility of handling these devices or designing its damping controller.

In this thesis, a versatile and generalized approach to model standard power system
components is proposed. The more systematic and realistic representation, accompanied by
the development of powerful eigenvalue-analysis techniques, facilitates the study of small

signal stability (monotonic and oscillatory) of the power systems.

In monotonic stability study, the effect of exciter and governor is critically reviewed based on
the exploitation of eigenvalues, modal and sersitivity analyses over a wide range of operating

conditions.

In oscillatory stability étudy, a common FACTS device, the static var compensator {SVC),
is used to improve system damping. This study reveAals‘ the inadequacy of many
conventional methodologies in SVC design since they have ignored (or cannot handle)
some important factors such as SVC mode instability and robustness of the power system.
Two approaches, combined sensitivities and H., algorithms, are introduced to solve these
limitations. Finally, an extended H. algorithm, which is applied to PSS design and
. successfully solves certain limitations of the existing H., based. PSS design, is also

presented.

Although these studies are developed on selected controller devices or typical systems for
convenience of discussion, extension to more complex systems can be dealt with in a
similar way because of the versatility of the proposed modeling methodology.
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.Chapter ! Introduction

CHAPTER 1

INTRODUCTION

1.1 Classification of stability

Power system stability has been and continues to be a major concern in system operation
since it was recognised in 1920 [1]. It may be broadly defined as that property of a power
system that-enables it to remain in a state of operating equilibrium under normal operating
conditions and to retain an acceptable state of equilibrium after being subjected to a
disturbance [2]. The stability characteristics of a large electrical power system are too
varied to permit a simple classification of all behavior patterns, and it is not possible to
separate all analyses into simple categories. Nevertheless, the terms ‘large disturbance
stability’ and ‘small disturbance stability’ are widely used to classify the étability of a system

(3]
1.1.1  Large disturbance stability

Large disturbance (or transient) stability is the ability of the power system to maintain
synchrofism after subjection to a severe disturbance. The system is designed and operated
s0- as to be stable for a selected set of contingencies. These stability studies are often used

to determine machine stability during the initial period of high stress immediately following
a nearby fault. If the fault 1s permanent or sustained, machines may pole slip, i.e. lose
synchronjsm. The large disturbance stability study ts a very specific one, from which the
engineer concludes that under given system conditions and for a given impact the
synchronous machines will or will not remain in synchronism [4]. Stability depends on the
magnitude and location of the disturbances. The hazard of this instability is much alleviated
by the development of fast-response protective systems, which clear a fault within the

shortest possible time.
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1.1.2  Small disturbance stability

Small disturbance {or small signal) stability is the ability of the power system to maintain
synchronism under small disturbances. For such disturbances, the equations that describe the
dynamics of the power system can be linearized for the purpose of analysis. This stability can be
divided into two categories [2,5]; monotonic stability and oscillatory stability. To study the
system and machine behaviour with regard to these two stability problems, the machine torque is
resolved to two components: synchronising torque defined as the accelerating torque .
component in opposition to the rotor angle variation, and damping torque defined as the
accelerating torque component in opposition to- the rotor speed. variation. Insufficient
synchronising torque and damping torque will cause the monotonic and oscillatory instability

respectively.
1.1.2.1 Monotonic instability

In early works to study monotonic instability, systems of one or two machines, where
generators were viewed as simple voltage sources behind fixed reactances, were commonly
used. System stability was assessed by the syﬁéhronising coefficient AP/AJ to determine the
maximum power transmitted over a long distance. The generator would lose synchronism (or
pole slip} if the machine operates beyond a certain fimit. Since the machine output po.wer is P, =
P 5in 8 [6] where P, O are the maximum power transfer and the rotor angle, a critical
operating condition would correspond to a rotor angle § = 90°: beyond this a slight & increase
will decrease its output power and will further accelerate the rotor, and eventually will cause

pole slipping.
1.1.2.2  Oscillatory instability

Oscillatory stability study is usually associated with power oscillations by one -machine
against the system (i.e. so-called local mode oscillation) or between groups of machines in

different ‘areas’ (i.e. so-called interarea mode oscillation), or among machine groups of any
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combination. This kind of stability behavior constitutes a severe threat to system security
and creates serious operating problems. For example, sustained oscillation was reported on
-the 275kV transmission circuits between Scotland and England for heavy export from
Scotland [7], limiting the tieline power flows. Similar oscillation incidents were also

recorded in Australia [8] and America [9]..

In Hong Kong, this kind of oscillation was first observed in 1977 [10]. The problem was
solved at that time by desensitizing the excitation (EXC) responses on the main generation
units. During 1984, after the interconnection with South China, severe oscillations (e.g.
with swing amplitude of + 90MW and for as long as.50s} were recorded on a tieline with a
nominal transfer of 120MW [11]. This type of _tieliné oscillations 1mposes unnecessary
limitation on power system operation. In the first case, the oscillation problem was solved
by reducing tieline flow and exciter gain on some machines. In the latter case, the problem

was overcome by equipping the main generators with power system stabilizers.

1.2 Damping controller devices

The commonest damping controller to suppress low frequency oscillation is the power
system stabilizer (PSS) installed at the generator unit. Rapid advances in power electronics
have made it both practicable and economic to design powerful thyristor-controlled devices

to improve system damping. Some existing devices in {12] are described in this section.
1.2.1  Power system stabilizers (PSS)

A celebrated paper by DeMello and Concordia [13] first presented the idea of PSS tining
through the study of synchronizing and damping torques. The fundamental concept of a
PSS is to add supplemen_tai'y damping to the excitation control by modulating the voltage
regulator reference with a stabilizing signal and to -provide a component of the electrical
torque, which is in phase with shaft speed variations. The implementation details differ

depending upon the PSS input signal employed. Several types of stabilizing signal have
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been suggested: rotor speed, frequency, power and ‘accelerating power, The pros and cons
~of using the different signals have been discussed [14-19]. For any input signal, the PSS
must be tuned to compensate for the gain and phase characteristic of the excitation system, |
the generator and the power system [14]. Experience has shown that it is usually possible
to eliminate or significantly reduce the iﬁcidence of spontaneous oscillations through the

use of the PSSs.
1.2.2 Static var compensator (SVC)

An SVC is a variable shunt susceptance used to maintain a constant voltage at its terminals
by controlling the reactive power it exchanges with the power system. Voltage regulation is
the primary mode of control for most SVCs. However, the application of an SVC to
provide additional damping to power swings is of increasing interest. References [20,21]
provide important insights into SVC control design concepts for improving system dynamic

performance.

The relative merits of"a representative set of locally measurable signals for damping control
- purposes were evaluated in [20]. The signals considered were SVC bus frequency, SVC
bus voltage, active power transfer and line current magnitude. The evaluation of the
candidate inbut signals was performed on.a two-area system and a three-area system. It
was found that the current magnitude is the most robust input signal enabling substantial

damping to be achieved with a positive contribution for all operating conditions considered.
1.2.3  Thyristor controlled series compensator (TCSC)

A TCSC is one of the devices proposed within the umbrella of the FACTS concept. It
consists of capacitor banks connected in series with transmission lines, where each bank can
be bypassed by thyristor-controlled switches. Its use in the p‘ower industry is still limited.
There is no agreement on the selection of the best TCSC input signal. However, some

factors must be considered when selecting an input signal for a power swing damping |

control function on a TCSC. For example, it must be possible to observe and control the
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desired modes. In general, local measurements are preferable rather than remote signals

because of reliability and cost issues..
1.2.4  Phase shifter (PS)

A PS is another device proposed in the FACTS concept and it is intended to ilntroduce
phase shift between sending end and receiving end voltages. The excitation transformer and
the series transformer of the PS are controlled by an érrangement of thyristor switches to
modulate the change of voltage phasor. The characteristics of the input signal to be selected
for a PS are subject to considerations similar to those discussed for a TCSC. One
disadvantage of the PS is that it adds an inductance in series with the transmission line,

increasing the circuit reactive power loss as compared to the uncompensated line.
1.2.5  HVDC system

A power network consists essentially of AC transmission lines. However in cases of long
distance power transfer, the use of high voltage direct current (HVDC) link is preferred to
AC for economic reasons. Apart form this, there are some other special circumstances

which also favour the use of HVDC.

A secondary application of HVDC is its ability to aid power oscillation damping by
modulating the controls installed at both terminals. Many studies have used the frequency
difference between the two interconnected AC systems as the basis for modulation of a DC
link [22]. However, the frequency difference signal is reliable” only in back-to-back
applications because no telemetry of measurement is needed. Good results were achieved in
[23] where the rate of change of the parallel AC intertie power was used as the modulation

signal for the DC intertie.
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1.3 Eigenvalue technique for small disturbance stability

The common approach for transient stability is the step-by-step integration method,
dividing the time steps into small intervals (e.g. msec) and using a numerical technique to
solve the appropriate equations at each time'step. However, these simulation results wall
provide only a limited insight since repetition is required for all reasonable fault and
operating alternatives. The method does not provide a unique generalized stability index
leading to a difficulty in identifying measures to ensure sufficient stability margins. Since the
spontaneous characteristics of swing oscillations do not depend on the size of disturbances,
small disturbance analysis based on the linearised system at the steady-state operating point
is a useful role. The eigenvalue analysis of this system will provide many insights of

practical value, which are difficult to discern in transient plots.

Many methods have been proposed to représent networks, machines and associated control

equipment such as the excitation system (EXC), governor system (GOV) and power Sy;stem

stabilizer (PSS) [24-27] as well as new components such as FACTS devices. New models
have been introduced to represent such components [28-30] but have the following
weaknesses:

1) himited flexibility because the matrix format and elements have to be reformulated
whenever there is any change of the system such as machine equations and control
devices

i) difficult to interface with the other devices

i) restricted input/output signal selection, e.g. only AP,, and AV, as input signals

ivyassumption of infinite busbar, stationary frame or restricted to small systems

v) ditficulties in program implementation _

vi)limited -exploitation of eigenvector analysis because it is very difficult to correlate the

state equation with the system parameters in general
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l.4 Summary of chapters

The main contributions and important developments of this thesis are given chapter by

chapter in the folloWing sequence:

Chapter 2:

Chapter 3:

Chapter 4:

A highly versatile method, knowﬁ as the Plug-in Modeling Technique (PMT),
suitable for modeling standard power system components is introduced.
Component modules can.be. easily ;plugged’ in to form a small perturbation
state space model of the entire system irrespective of the size and complexity
of the multimachine system. Any variable may then be selected as a control
signal. The PMT can overcome the difficulties of some existing approaches as
mentioned in Section 1.3. Eigenvector techniques (modal and sensitivity
analyées) will then be employed to study the monotonic (Chapter 3) and
oscillatory (Chapter 4) stabilities. The modeling method is also suitable for the

application of H,, methodology in Chapter 5 and 6.

Based on extensive application of eigenvalues, modal and sensitivity analyses
developed, this thesis shows that the monotonic instability is overcome even
with a small exciter gain. Therefore, if a controller is designed to enhance
system stability associated with the electromechanical effects, damping of

oscillatory modes is considered in general stability studies.

A systematic approach for the design of a common FACTS device, SVC, to
ehminate the oscillatory instability is proposed. Modal analysis is used to
identify the machine and mode relationships and to show which machines are
liable to cause instability. The choices of SVC location and damping signal are
based on both modal and sensitivity analyses. As the SVC instability is detected
in the design process, the design (structure and setting) is achieved through a
combined sensitivity coefficient (CSC) which automatically takes into account
the damping of both the interarea and. SVC moders. Detailed synthesis of the

CSCs shows that a flexible controller design structure should in general have
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three lead/lag stages of appropriate time constants. It is also shown that if the
SVC mode constraint is ignored, tuning the lead/lag settings for interarea mode

damping alone wilt likely lead to adjustment in the wrong direction.

A robust H,, based SVC is proposed. The controller design is distinguished by
that system damping is increased by treating the change of system operating
points (e.g. tieline flow) and the dynamics of the SVC mode as low and high
frequency model uncertainties respectively. The proposed approach which uses
the numerator-denominator uncertainty represéntation and the partial pole
placement technique is able to solve certain limitations of conventional H..
design techniques. Case studies confirm that the H., controller is more robust

than the CSC controller regarding to the tieline oscillation and the SVC mode

instability.

The H., algorithfn in Chapter 5 is also extended to the PSS design. An H., PSS
design methodology able to solve certain limitations of other existing H,, PSS
design techniques is proposed. It is superior to the conventional PSS in terms
of the robustness of the closed-loop system on the aspect of model

uncertainties.

The conclusions and recommendations for future work are summarized.
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Chapter 2 Versatile modeling of systcm components

CHAPTER 2

VERSATILE MODELING OF SYSTEM COMPONENTS

- 2.1 Introduction

A highly versatile method, known as the Plug-in Modeling Technique (PMT), suitable for
modeling standard power system components is introduced. Instead of transforming control
blocks to equations, component and hetwork equations are transformed to two types of
elementary blocks and these are then amalgamated with the control blocks. Any component
such as a static var compensator (SVC), thyristor controllable series compensator (TCSC),
phase shifter G’S), high voltage direct current (HVDC) link and its controls, a ticline and a
generator with associated control equipment can be modeled as a module and plugged into
the-network module (Fig. 2.1). Based on a generalized approach proposed in this chapter,
the elementary blocks of the entire system can be handled systematically so that the state
space equations can be obtained and easily correlated with system parameters. Stability can

be examined by time/frequency response, eigenvalue, modal or sensitivity, analyses.

MACHINE | - pvpc LINK PHASE”SHIFTERI

(AREA 1)

(with adapter)

Al AV L Al LAV, A waAme M AV L ALIAY G
T e
. NETWORK || NETWORK

i & (AREA 2)

| : :

P PV SR A [N N S DU N —— —_——t S -

Al AAVRHV Al AAVMSV A AV st[ JBVR}; A A.AVR”ar

SvC TIELINE TCSC

Fig. 2.1 OQverall view of PMT connection
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Chapter 2 Versatile modeling of system componcents

2.2 System modeling
2,2.1 Network

- In stability studies, the load dynamics may be described by [2]:
§=P+j0=REY +j0,W[V,) | | @1)

Under small perturbation, the load characteristic can be represented by four admittances in

(2.2).

ol ]
- (2.2)
A‘!J }/.fR }:'J AVJ

where [2,31]

Yo = (a—2)FV 5, _l_'(b = 20V ooV o + i

V 4 I/O 4 VOZ

Q

Y = (a- Z)POVROV:'O 4 (b = 2)Q[]V.,'zo + _Qp,

* A Vy Ve
Y, = (a-2)EVaiV o _ (b- 2)Q0VR20 _ &

| V; | VD4 V;]2
¥ = (@a-2)RYV), _(6-2)0 Ve +_Pg
JI Vod 1/04 L/OZ

where subscripts R and ./ stand for real and imaginary parts in common network frame.

Let busbar injections, voltéges and network admittance matrix are related by I = YV where
¥ is a 2Nx2N matrix (N = number of nodes) and currents and voltages are specified as 2N-

vectors in the AJ frame.
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Chapter 2 Versatile modeling of system -componcﬁts

| 1 _ YGG" Vc;
[_IL:|—|:YLG - YM}{VL] . - (23)

Under small perturbation and with the load represented by (2.2}, then

M(} — YGG" YGL AVG (2_4)
0 Y. Y,.'|av, | -

and load buses can be elimuinated to

[MG]:[YGG'][AVG] o ' L S ' (2.5)
where
Vie'= Yoo "= G‘L(YLL')“I Yo

Now, in (2.5) only the generator buses are retained. If connected buses associated with

some system components need to be retained, the equation (2.5) takes the form
AI(,‘ = YG‘G”' YGC AVG . V (26)
Al Yoo Yoo'idVe : ' _

where AV, Al are the component voltage and current.

Since all components connected to a common busbar must have the same AV, for

convenience of application (2.6) has to be modified to

{M(}' } :{YGG CGC ]{AVG] (27)
AV(' CC'G ZCC AIC

13



where Y.
CGC
CCG
and 2.

=Y

GG

= _(chl)_l

i G(_‘(YCC |)—l YCG
- YG‘C (ch )_!

_(Yc.‘c')—i YCG

Chapter 2 Versatile modeling of system components

The ‘output’ of network, LHS of (2.7), is the ‘input’ of components. For instance, if the

system consists one machine and one other ‘shunt’ component as in Fig. 2.2, the equation

will be (the ‘édapter’ will be discussed shortly)

AT Y11 Y121CI13 Cl4T AV,
A1 (Y21 ¥221C23 24| AV,
AV, || C31 321233 734 AT,
AV, | [C4a1 421243 Zz44) Al

MACHINE

Al
r

o

Ale‘

r AV,

r Ad Y

—sing,

cosSy ;

(2.8)

OTHER SYSTE
COMPONENT |

Fig. 2.2 Network representation with one machine and one other shunt component as in

{2.8) (only the network connection to AVg, and 4V, are shown for simplicity)
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© Chapter 2 Versatile modeling of system components

2.2.2 System components
2.2.2.1 Machines

- In Park’s two-axis machine model [32], machine behaviour can be described by a set of
3rd-order equations in the machine dg frame. For small perturbations, these equations are
linearised (Appendix 1) and expressed in the convenient block format which, together with
block models of control equipment such as EXC, GOV and PSS (Fig. 2.3), constitute a
self-contained individual machine module. Any other order of Park’s mode! (fourth, fifth
and sixth) can be used if preferred as shown in Appendix 2. The effect of different

load/machine modeling in a typical 7-machine system is analyzed in Appendix 3.

Al T
5]
—f Xd'-Xd | oo 1 [ Exc |54
. ARG 1
N e ]
-2 i 1

, -Ra : l

| Va+2Ra'lq || Vd+2Ratia [ g

GOV

AQ

ref

Fig. 2.3 Third order machine module
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2.2.2.2 Machine and network frame interface

The generator dq frame can be related to the network R/ frame by

Al, = cosdAl, +sindA/, + [ Ad ' (2.9a)
Al '—-—siﬁﬁA{R +cosdAf, — 1,AD _ | (2.9b)
AV, = cosdAV, —sindAY, -V, A8 (2.9¢)
AV, = sinBAV, + cosBAY, + VA | | | (2.9d)

where & is the angle between the dg frame and R/ frame.

Hence, the machine model can be plugged into the network uéing the addprer shown in Fig,

2.2 where equation (2.9¢) is depicted in detail.

2.2.2.3 Static var compensator (SVC)

A typical SVC configuration with thyristor controlled reactor and fixed capacitor,
connected to a busbar through a step-down transformer, is shown in Fig. 2.4, where X7 is

- the transformer impedance, B, and B; are the susceptance of capacitor and ind_uctor. The

SVC equations can be written as

1
B.+8B, -

Ve -1 - |
AR am

Substituting (2.10) in (2-11) and using small perturbation theory, (2.12) can be obtaned

(2.10)

')_(SVC =X,

and the SVC block diagram in Fig. 2.5 created. The SVC thyristor controller block in Fig.
2.5 1s detailed in Fig. 2.6 where Ve and 5y are the magnitudes of voltage and current at

the SVC terminal [33] and B, the controller output.
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1 AV, 1 Iy
= —————1 " |AB, (2.12)
XSVC - AVR (B +8,) 5] o
.bu$bar
VetiVy
B(_w _Control
) inpuls
B,
Fig. 2.4 Configuration of SVC
AV I — T T T T T T 1
—s -1 14/ (Bc+BL) ¢!
| ’?‘ ‘MB
|7 _ \
FLLAHN . T JIRI(BctBL) e s 22 Controll<,_ﬁ
Al : _ : Control
R 1IXSVC . [ inputs
I [
Al — |
—L 1 U Xsve SVC device)
Fig. 2.5 SVC module
AV, AVgr
ittt fetetsiastvotivatioiiin bl ieiiuntivaiins] Il 7
4B 1=(1,/2)p| | K, | |K,(+T,p) Ea B e,
(T 2)p) 1+ Tp T,p +7.p n
T T T T T T T T T T T T T T eDamping signal —~ "~ T~ -

Fig. 2.6 General SVC controller
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Chapter 2 Versatile modeling of system components

2.2.2.4 Tieline

Tieline Rows are effective damping signals. The equations relating terminal voltages and

tieline flows are in (2.13) and depicted in Fig. 2.7.

&

-B, AV,

A Biae ¥ Glz R
N.H — B-‘H GII ‘Bill (}IE a.VJl (213)
MH: (JZI - le (’22 - Bzz 'AVRz
MJZ B'.!l Gll B?.Z (’;33 AVJ’E
e [arg, )= v, Jave, ] | - | (2.14)
Significant tieline signals, if required, can be readily obtained by (2.15-2.19) '
AP =V AL + 1AV, +V, A, + 1AV, - (2.15)
AQ =V, Al, -1, AV, -V, Al, + [, AV, ‘ (2.16)
A,.\":EAP+Q-AO ‘ (2.17)
S S 7 ‘
AI:[—RA[R+[—“’AIJ _ (2.18)
/ 1 ' ‘
.V V ) _ ' o )
AV :?&AVR+—;—AVJ _ : (2.19)

Tieline

[AIR,]=[YTL][AVR,]

Fig. 2.7 Tieline module

18



Chapter 2 Versatile modeling of system components

2.2.2.5 Other components

Other components (wifh- AV as input and Alc as output) can similarly be ‘plugged’ into
the network. The cases of TCSC. PS and HVDC link are shown in Fig. 2.8-2 10,

respectively.

Control K2

Control

35, i

I "SC

I _r1 _-IJ_1_2 device 1

| (Bc+BL)| | (Bc+BL) ‘
1

|

AV, -
Ay A | S » 1AV,

Fig. 2.8 TCSC module

AVy, AV,
& —» t—e
AV, Phase shifter 1Ay,
AlL, [A[R,]z [YPS][AVM] Alg,
AI_” +[KPS][AW] AIJZ
b E— —r

Ay 1T
Control
Control
inputs

Fig. 2.9 PS module
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Chapter 2 Versatile modeling of system components .

2.2.3 System formation and analyses

m, m X,V b+pl, | X
—— Lk |— e—»i ———— | - »
a+ pT,
(a) - (b)

Fig. 2.11 Elementary transfer blocks

The PMT system consists of only two types of elementary transfer blocks ard five types of
parameters as shown in Fig. 2.11 where ‘m’ and ‘x’ are non-state and state ‘variables
respectively. The block structure is so general that the user does not need to be concerned
with the matrix format. Existing software such as Matlab [34] can be used and advanced

contro!l techniques provided by the toolbox of Matlab can be applied directly.

The state equations (2.20) and (2.21).can be established by means of matrix manipulation

(see Appendix 4):
X =AX +BR+ER ' (2.20)

¥ =CX +DR | | . (2.21)

where the eigenvalues of the system matrix A will determine the system stability. The time

responses can be calculated from the eigenvalues, eigenvectors, and coefficient matrices B,

C. D and E (see Appendix 6). Note that the E R term is absent in the usual representation
but Appendix 6 shows that its presence would not create any analytical difficulty in stability

studies.
The procedure of deriving the state equation and the time response equation, or sensitivity

(Appendix 8 and 9) and modal (Appendix 12) analyses is not affected by the size and

- complexity of the physical system.
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Chapter 2 Versatile modeling of system components

2.3 Advantage of the PMT over the conventional modeling technique
2.3.1 Flexibility in modeling

The PMT facilitates the incorporation of EXC and other control equipment to any degree
of complexity, including the IEEE models [35] described by nonlinear functions or
quadratic/polynomial transfer functions involving complex poles and zeros. These controls

can be converted to the elementary block form of Fig. 2.11 as illustrated in Appendix 7.

New devices such as FACTS controllers cén also be easily plugged in once their transfer
functions can match the network equatioﬁ (2.7 (i.e. with AV as input and Al as output).
Furthermore, any modifications of the FACTS devices and/or its controller can be
facilitated by changing the related blocks only, without any worries on the change of matrix

format/equation.
2.3.2 Freedom to choose input/output signals for controller design

In {27]) and [36], the output vectors are restricted 1o state variables (e.g. 42) or their linear
combinations, probably because of the difficulty of deriving (2.21) for some non-state
variable outputs, e.g. AP,. In the so-called PQR technique‘[24,25], the output variables are
predefined and due to this limitation, it is difficult to take some unusual input/output signals
for some desired controller desigﬁs. In the PMT, the input/output vectors do not need to be
predefined in the program. Any locally available variable such as voltage, current, MW,
" MVAr or MVA can be formed easily, as for example in (2.15) to (2.19), and used as a

control signal, or observable output.
2.3.3 Fuller exploitation of eigenvector analyses

The potential of eigenvalue analytical tools {(modal and sensitivity analyses) have not been
fully exploited in stability studies. The main obstacle is the way in which the system state

equations are normally formulated and the difficulty of correlating them with system
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Chapter 2 Versatile modeling of system components

parameters. The advantages of the PMT technique are brought out by the relative ease of

its integration with many techniques for practical synthesis as described below.
2.3.3.1 Modal analysis

The mode sﬁape is the most common method of the modal analysis. The mode shape for
| any variable associated with the eigenvalue A= a + jw can be determined from CU, where
U is the eigenvector and C is the coefficient matrix in (2.21). In references {36.37], modal
analysis for non-state .variables has not been employed This may be attributed to the
difficulty in establishing C if the y’s in Y of (2.21) contain arbitrary non-state vanables.
However, in the PMT approach, the »’s can be chosen as any of the system variables or
their combination without restriction because the state equations are-built up automatically,
irrespective of the system complexity (Appendix 4). For instance, modal analysis has been
applied to determine the synchronizing coefficient in Chapter 3 and to study machine

torque components in Chapter 4.

In PMT, observability, controllability and residue indices of arbitrary variables can also be
obtained (Appendix 12) and have been employed to select the location and damping signals

for the SVC in Chapter 4.
2.3.3.2 Sensitivity analysis

Whenever there is an adjustment in a parameter x; the system matrix A and the eigenvalues

will vary accordingly. Hence the sensitivity coefficient can be expresséd as [38]:

éfL_:VTi‘?’i‘vu/(rﬂv) (2.22)
K A

where U (V) is the right (left) eigenvector of A associated with A, and superscript 7 denotes
transpose. In conventional studies, ?4/0x can be evaluated if x is an A matrix element. (For

instance, x is a diagonal element of 4 in the ‘participation factor’ d4/3« [37].) Although
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Chapter 2 Versatile modeéling of system components

references [24-26] stress the advantage of sensitivity analysis, they do not provide a general
expression relating the system matrix A and an arbitrary parameter x to evaluate 04/0x. It
seems that there are no existing methods where 34/0x can be evaluated easily for an

arbitrary parameter x when x can appear several times in A.
(a) Sensitivity for arbitrary block parameters

In the PMT, matrix A is a function of afl transfer block parameters so that the final
expressions for dA4/8x are only simple algebraic scalar operations. For example in the
notation of Fig. 2.11b, d4/ab = wzl/(hT,), 0Mda = —wz/(hT,), OAOT, = wzA/(hT,) and
GAloT, = —‘w(z'b'—wa%ﬁﬂsz)/(h 7.') where u, w, z and A can be derived directly from U and V-
(Appendix 8). This sensitivity technique has been applied to study the effect of exciter gain |
on the monotonic limit in Chapter 3 and to design the damping controller of the SVC in

Chapter 4.
(b} Sensitivity to arbitrary system parameters

The sensitivity expression for a change in a block parameter is simple and straight forward.
However, if a system parameter changes, numerous blocks will be affected. Fortunately,
these changes will affect only the zero order blocks (see (A4.3} in Appendix 4). By

properly reordering these blocks as: '

M =M, M;, M) | | (2.23)

where

M, = parameters varying with nodal voltages,

M; _ parameters which are the elements of matrices ¥g6, Cec, Cce and Zecof
(2.7), '

M, = other constant parameters,
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Chapter 2 Versatile modeling of system components

it Iis still possible to obtain d4/0x. The complicated sensitivity expression for system
parameters is summarized in Appendix 9 for constant admittance load and third order
machine model only. These equations can be directly applied to higher-order machine
model, or extended to other system components and load representations, what need to do
is only the reordering of zero order blocks and the reconstruction of My, M; and M;. The

sensitivity 0A/0k for &= (J; was used to identify the best SVC location in Chapter 4.

2.4 Validity of the PMT program

Validation of the PMT is divided into two stages (see Appendix 10). The first stage is to .
confirm the validity of the 3rd-order machine model together with the network equation
(2.5) (with machine only) by comparing the results of the PMT with the well-known
Heffron Phillips (HP) model [6]. The second stage is to validate the network equation (2.7)
(with any component) and two component models (SVC and tieline). Validation of other
components. has not performed due to the lack of convenient and reliable models for
comparison. However, it is strongly convinced that whenever equations of any component
can be accurately addressed and then transformed to a modulér format satisfying the
network plug-in requirement, this component model should be valid and adequate for PMT,

because what the software visualizes is elementary blocks only.

2.5 Summary

A technique of power system modeling for small perturbation studies which can accept any
representation of system components together with associated control equ1pment of any
desired degree of complexity has been presented. Modular system components such as
machine, SVC, TCSC, PS, HVDC link, tieline and FACTS can be plugged into the
network as additional modules. The outstanding feature of the PMT is that the state space
- equations are available as an explicit function of every parameter and the input and'oqtput

can be any variable.
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Chapter 3 Monotonic stability in single and multi machine systems

CHAPTER 3

MONOTONIC STABILITY IN SINGLE AND MULTI
MACHINE SYSTEMS |

3.1 introduction

It has long been recognised that monotonic instability is caused by negative synchronising torque
in synchronous machine and that a machine would pole-slip if oberated beyond some stability
fimit. This chapter will focus on the synchronising coefficient (AP/Ad). Based on the
exploitation of eigenvalues, modal and sensitivity analyses over a wide range of operating
conditions in both single and multi machine systems, a fresh interpretation of this coefficient is

prov.ided, together with the governor effect and even a slight exciter gain effect.
3.2 - Concept refinement of the monectonic stability limit

Macﬁne motion caﬁ be described by the following second order swing equation.
M

PAS= AR, = AP, - O, | | (3.1)

o

where p, 4, £2, M, 6, P,, P, and P, are the differential operator, the increment change, the
system synchronous speed, the machine inertia constant and rotor angle and the machine

accelerating, mechanical and electrical torque (in power units), respectively.
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Chapter 3 Monotonic stability in single and multi machine systems

When the governor effect is ignored (4P,, = 0).
AS = F(p)AP, | (3.2a)

where F{p) = —.(Z,/Mp". On the otﬁer hand, AP, will vary with A and the external system and

~ can be written as
AP = H(p)AS : : - {(3.2b)

where H(p) represents the effects of the rest of the power system. Fig. 3.1 provides a combined
block diagram. 1 is a root of the system if it satisfies -MA/£2, = H(A). Hence, the relationship of
AP, and Ad can be simply obtained by putting p = A into either Fp) or H(p). From (3.2a),
therefore, APJAS = 1/F(A) = -MA’/€2, is always non-positive if A is real. This contradicts the
conventional interpretation that AP/AJ should be positive (negative) for monotonically stable
(unstable) systems. In order to investigate this ‘contradiction’, the AP/A& relationship has to be

explored through H(p), for both single and multi machine systems, taking into account the effect

- of exciter and governor.

=

Ao

A R

Fig. 3.1 The connection of the swing equation /() with the electrical system
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Chapter 3 Monotonic stability in single and multi machine systems

3.2.1 Analysis of exciter effect

3.2.1.1 Single machine system

_ Fig. 3.2 Single machine infinite bus system

A single machine infinite bus power system is shown in Fig. 3.2 where the initial magnitudes of
machine terminal voltage (V}), infinite bus voltage (V,) are both 1 p.u. and the transformer
voltage ratio {f) can be adjusted with loading [39]. The monotonic stability of the Heffron-
Phillips (HP) model [6] in Fig. 3.3 will be analysed with respect to different operating
conditions. The data of a typical 350 MW generator, exciter and governor are provided in the

Appendix 11 (data of machine A, of Fig. 3.5).

Ki e

APm l_APa 1 AQ | Q, | A

TE- | pM P
! :
|
i y r
K: Ka
AEG Ks +
1+pKsTao AEfd EXC(p)

» Ks

Fig. 3.3 Heffron-Phillips single machine model
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Chapter 3 Monotonic stability in single and multi machine systems

(a) Constant flux linkage {1]

If the flux is constant, AF," = 0, H(p) = K, and Fig. 3.3 can be reduced to a second order system
described by

~Q£p2A5=Ag:H(p)A5zK,A§ S ' (3.3)

13

If K; > 0, the eigenvalues will be imaginary (i.e. A =+jo) and the rotor will oscillate. On the
other hand if Ky < 0, the resulting eigenvalues are real (i.e. A =+a). Analytically, the rotor angle
will increase monotonically due to the positive root, and the machine will lose synchronism. If

K; =0, the system has no feedback and the eigehvalués are zero.
{(b) Constant excitation

If the exciter is switched to manual, which is also equivalent to the transfer function of the
excitation system £EXC(p) = 0, then the excitation output ALy = 0 and Fig. 3.3 becomes a third
order system. These three roots consist of a pair of complex eigenvalues (QSually stable) and a
real root. This real eigenvalue will be zero if H(p) = 0. The locus of the monotonic limit of 4 =0
when £XC(p) = 0 is shown by the G = 0 curve in Fig. 3.4. (G = EXC(p) | =0 is the ‘DC' gain of
the exciter and EXC(p) = 0 is equivalent to putting G =0.)

In general,

Y=k, _% G.4)
When fhe machirie operates on the limit (4 = 0}, (3.4) can be simplified to

i{; =K, -K,K,K, (3.5)
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Chapter 3 Monotonic stability in single and multi machine systems

where all the X cohstants (except K;) would vary with the MW and MVAr generation. Table
3.1 is obtained by substituting corresponding A and K values calculated from the system data in
(3.4) and (3.5). It is observed that whilst K; - K,K:K, changes sign in the vicinity of the limit
[1,2], the sign of H(A) remains unchanged which is the same as for /{2) in Section 3.2

o <0 <0
0 ' =0 =
0° <0 >0

Table 3.1 The sign of H(A).and K; — K>K:K, in the vicinity of 1 =0
(c) Automatic excitation

Normally, a modem machine operates with an automatic excitation control system. The
relationship of AP/AS can be obtained from Fig. 3.3 and the order of the complete system

becomes N+3 where N is the order of exciter. N = 7 in the present study.

Case | : Low exciter gain (G < 5)

In general,

AP (A o
- H(A) = K, - K, K, [K, + K,EXC(A)] (3.6)

Ad 1+ pK,T,'+ K, K EXC(A)

When the machine operates on the limit (A =0), (3.6) can be simplified to

Me — K _ KIK3(K4 + KS(I) (37)

a5 1+ KK G -
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Chapter 3 Monotonic stability in single and multi machine systems

It is observed that:

(i) the limit of A= 0 is not affected by £XC(p) so long G remains unchanged.

(i1) the other N+2 eigenvalues are affected by EXC(p).

(i) it can be shown that the sign of (3.7) will change: it is negative (positive) when the
machine operates outside (within) the limt, but H(A) of (3.6) remains non-positive,
which is stmilar to the case with a manual exciter (Table 3.1).

(v) the limit 1s much enhanced even for a small increase of G from zero {(Fig. 3.4).

Case 2 : Normal exciter gain (¢ > 5) -

Equation (3.7) still applies but no such limit can be found when the exciter gain exceeds 5 (Fig.
3.4). In other words, pole slip will not occur since a normal exciter gain would be much greater

than 5. say 60 in a typical system:

QvViVAn)

Fig. 3.4 Monotonic stability limits for different EXC gain G
(single machine with X, = 0.5 p.u.},
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Chapter 3 Monotonic stability in single and multi machine systems

3.2.1.2 Multimachine system

b2 | ImEL T L T ol
bll | bl0 b3
bl2 m A3
ml. ® m3
b4 | bl4 :
: blj bl9 bl8
Bi -1 =1 T 07
bi7
bS | ¢ L1 N b6

: blé
B3 B4

Fig. 3.5 Interconnected seven-machine system

A two area system, areas A and B, connected by tielines and comprising seven machines
{40] shown Fig. 3.5, is used in this study. The machine A, is the same machine used in single
machine case. The block diégrams of the excitation system (EXC) and governor (GOV) for
“each machine are shown in Fig. 3.6 and 3.7. The loads are represented by constant
admittances and all machines by third order models. The éystem data is shown in Appendix
I1. Using the PMT in Chapter 2, the state equation (2.20) and (2.21) and eigenvalues of

this system can be obtained and automatically.
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Y (K0 pl)] G0 PR) - [G, AL ; -G, |47,
— —14 —
1+ pK T, 1+ pT, I+ pT, 1+ pTy L+ pT;

—K (1+ pTy)
1+ pT

Fig. 3.6(a) Fast acting EXCs of A;, A,, A; and B,

AV,
s
AE G 1
/d §
4 ! <] (;a L -G, AV,
‘ 1+ pT, | & | L+pT, | 1+ pT,
| -pK
Ly
L+ pT;

Fig. 3.6(b) Slow acting. EXCs of B, B; and By

AP, ng;pcc

spec

ap, | | ; . ;_1 AQ

1+ pf, ul

Fig. 3.7 Turbine-goveror system {(GOV) of all machines

in case of single machine system, the effect of the exciter on monotonic stability can be
examined using (3.6). In multimachine systems, however, there is no simple H{p) formula to

relate AP, and A, but the stability limit can still be obtained from eigenvalue searching.

It 15 found that the 7-machine system will become unstable when the machine A, operates with
manual exciter in the leading power factor regions outside the curve G=0in Fig 3.8. Suppose
the manual exciter is then switched to auto by gradually increasing G, the tendency of the limit
change with increasing G in Fig. 3.8 also looks similar to that obtained for the single machine
system in Fig. 3.8. When G > 3, the limit does not exist, hence monotonic instability is unlikely

to oceur in the multimachine environment. This is an important theoretical insight.
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Rated poner

Q(MVAY) [ . . ,

500 400 -0 -X0 -100 0

Fig. 3.8 Monotonic stability limits for different EXC gain & of machine A; (multimachine)
3.2.1.3 Effectof exciter

Traditionally, it is interpreted that if AP/AS is positive (negative), the system will be
monotonically stable (unstable). In accordance to the F(p) in (3:2a), however, APJAS is
obviously always negative, urrespective of the stability condition. The relationship between
AP /A& and exciter has been further examined based on H(p) and A = 0 loci plotting for different
 exciter response. The results of both single and multi machine analyses support that the

monotonic instability should not occur since all machines are equipped with an auto exciter.
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3.2.2 Mode shape analysis of governor effect

- 3.2.2.1 Mode shape analysis

The modal relationship of any two variables can be obtained by simply putting p = 4 in the
system equations (e.g. H{p)). In a complicated system, the relationships of multi vanables can
only be determined by their mode shapes obtained by CU. The mode shape (in polar form of
p£0) for any complex A is a depiction of the phasor relationships between different vanables
{41]. For instance, the mode éhape vﬁth respect to all machine output powers will indicate
clearly the power relationships with respect to that of the oscillatory (complex) mode: the
relative MW swing magnitude rtepresented by the respective p - values, and the phase
relationships indicated by the relative @ values (Chapter 4). In monotonic st;;bility study, the
associated eigenvalue ié real; hence the mode ‘shape’ of the vanables are only positive or
negative numbers, providing the magnitude and sign of relative movements of different

variables.
3.2.2.2 Single machine system

-If the governor in Appéndix 11 (data of machine A;) is included in the simulation, AP, # 0,
AP/AS = (MA%)/£2, in (3.1) is always non-negative and AP/AS can only be determined by the
mode shapes as shown in Table 3.2 for two operating points. It is observed that
(a)  the system is stable at (J = O but unstable at = -100,

| (b) the real eigenvalue is slightly affected by the governor,

(c) AP /Ad is always positive,

(d) AP/AS is negative without a governor, but will change sign with 4 if a governor 1s

present.

Thus, it can be concluded that the govémor effect cannot be ignbfed if the tordue/angle

relationship is to be critically examined.
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{

1

1

0.00003 | 0.00021 0.00035| 0.00020
0 0 005626 | 0.01372
—0.00003 | —0.00021 | —0.05661 | 0.01352

* Table 3.2 Mode shapes of the torque and angle in single machine system

(P =350MW and G = 0)

1 1 ! H l 1 l l
0.00039] 0.00456) 0.00038 | 0.00453 |- 0.16447 1 -0.04778 | 0.03902 {-0.30740

0 0 —-0.00387 | 0.01643 0 0 -1.01925 1-1.75747
—0.00039 | —0.00456 [| -0.00425 | 0.01190 || -0.16447| 0.04778 || ~1.05827 |-1.45007

Table 3.3 Mode shapes of the torque and angle of machine A, in multimachine system

(P =350MW and G =0 for machine A, and other machines are with governor}
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3.2.2.3 Multimachine system
(a) Stationary rotating frame

If the system described in Section 3.2.1.2 is used and if the system rotating frame is assumed
stationary, the machine motion equation (3.1) is still valid. The torque/angle relatidﬁship for the
same 350 MW machine A, can be likewise examined by the mode shape of case (a) in Table 3.3.
The findings of case (a) in Table 3.3 (multimachine case) are very similar to those of Table 3.2

(single machine case).

(b) Non-stationary rotating frame

In single machine system, the rotating frame of the infinite machine is stationary. However, in
multimachine system, the frame is not stationary and a machine has to be synchronised with the-

system frame. The rotor angle/speed relationship has.to be modified by (3.8).

QO [AQ - AQrcf]
4
where A82,.is the speed of the reference frame and AQ2= AP/(pM). Thus, Ad can be given by

AS (38)

AS =—=AP - —AQ (3.9

and the sign of AP,/A& is no longer non-negative. The torque/angle relationships are once more
evaluated as shown in case (b) of Table 3.3. By comparing with case (a) and (b) in Table 3.3, it
is observed that if the rotating frame is considered, there is no deterministic relationship between

the torque/angle (either AP,/AS or AP, /AS) with respect to eigenvalue sign changes.

(The Ag2, of the present study is the centre of inertia (COI) speed which is the weighted

average of all machine speeds.)
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3.2.2.4 Effect of governor

Governor representation is usually ignored in monotonic- stability studies. In this section,
the results based on modal analyses concludes that AP/AS will only change sign with
stability if the governor is present and the rotating frame is stationary (for both single and
multi machine cases). In a realistic system, however, the frame is non-stationary so that

there should be no deterministic relationship between the torque/angle and stability.

3.3 Sensitivity analysis

The study of exciter effect in Section 3.2.1 is based on the locus plotting of 2 = 0 and modal
analysis in its vicirﬁtyrwith varying (. The exciter effect can be further examined from the plots
of eigenvalue and its sensitivity with respect to G {(i.e. 4/0G) of Fig. 3.9 and 3.10 for single

machine and Fig_‘ 3.11 and 3.12 for multimachine respectively.

From Fig. 3.9 and 3.1 1, A will become more positive (i.e. unstable) when () decreases, and 1s
very positive when (J < -300MVAr. Because of the negative 3A/0G in Fig. 3.10 and 3.12, 1t
may be concluded that 4 becomes more negative, or the system tends to be more stable, by the
_ increase of . The sensitivity is more signiﬁcani with more positive A and the improvement is
less noticeable when the system is already very stable. This result explains the improvement of

stability and the tendency of the limit for increasing G in Fig. 3.4 and 3.8.
3.4 Summary

Synchronising torque/coefficients are often used to determine monotonic stability. and the system
is conventionally considered to be unstable (stable) if this coefficient is negative (positive).
However, based on the torque equations and mode shapes in a single machine system, this
coefficient is non-positive, irrespective of the systemn stability if the governor effect is ignored.
With the support of eigenvalue loci and sensitivity analyses under both single and multi machine
environment, it is shown that the stability limit is much extended by increasing the exciter gain,

and theoretically the limit does not exist for a normal exciter.
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'CHAPTER 4

STABILITY ~ENHANCEMENT USING AN  SVC
CONTROLLER

4.1 introduction

With the rapid growth of electric power systems and the increasing needs for
interconnection between ‘areas’ of generatidn, tieline oscillation become a serious hazard
because they will impose unnecessary limitations on system operation. Rapid advances in
power electronics have made it both practicable and economic to design powerful thynstor-
controlled devices and provide other means of system damping enhancement. In this

chapter, the commonest FACTS device, static var compensator (SVC), is studied.

The SVC is a shunt compensation device and was first employment by Basin Electric
Power Cooperative in 1977 to provide automatic and continuous voltage control on a
115kV network in western Nebraska [43]. The primary application of the SVC is to
maintain the busbar voltage at or near a constant value. The SVC is equipped with a
voltage regulator that provides synchrcniiing torque but the damping torque contributions
are small [42]. An additional damping-controller is necessary for adequate damping.
However, when the damping controller gain increases, an unstable r_node, the SVC mode,

occurs [44].

To improve system damping and provide a safe margin for fhe SVC, a new and systematic
tuning method is proposed in this chapter. Modal analysis is used to identify the machine
and mode relationships and to show which machines are more liable to cause instability
(Section 4.2). The most effective location and the damping signal for the SVC are carefully
 selected by means of controllability, observability and residue indices (Section 4.3). Using

eigenvalue sensitivity analysis, the correct direction for adjusting the controller settings can

11



- Chapter 4 Stability enhancement using an §VC controller

be inferred from the combined sensiﬁvit_y coefﬁcient (CSC) developed in Section 4.4.
Optimization is formulated as the maximization of the damping of the dominant (interarea)
mode while maintaining a constant 9.5 dB gain margin for the SVC-mode. The controller
settings are said to be optimallwhén the CSC with respect to all the controller parametérs
are practically zero. Since the CSC approach attempts to look after the damping of both
modes simultaneously, the use of a single lead/lag stage (Section 4.4.1) would be too
restrictive in the present context. Detailed analysis reveals that a flexible controller
structure should, in general, have three lead/lag stages (Section 4.5). It is shown that if the
SVC mode constraint 1s ignored, tuning' the lead/lag settings for interarea mode damping

alone can actually lead to adjustment in the wrong direction.

42  Modal analysis of electromechanical modes

The interconnected system in Fig 3.5, which was used for monotonic stability analysis in
Chapter 3, will be considered in this study. In order to have more general simufation
results, the loads are represented by voltage dependent exponential models. Realistic values
of exponential constants ‘a’ and ‘b’ a.re,l.38' and 3.22, respectively [45,46]. All machines
are represented by sixth order models. Since there are seven machines, there willbe 7 -1 =
| 6 principal modes associated with electromechanical oscillations {47] as shown in Table 4.1

and one of the electromechanical modes (1 = +0.04 £ j3.42) i1s unstable.

Modes : a w
1 Inter-area +0.04 342
2 By>By+By+B; 041 577
3 BysBy B, ~0.49 6.23
4 B3o>B+By+B, —0.51 - 6.82
5 Az>A+ArHB, -1.28 7.64
6 ArrA, -0.56 8.01

Table 4.1 Electromechanical modes (A = a + jw) of the 7-machines system
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Chapter 4 Stability enhancement using an SVC controller

Since the electromechanical modes are associated with intermachine power swings, mode
shapes of AP, will indicate clearly the intermachine relationships in each mode. The mode
shapes, with respect to the seven power outputs (i.e. y; = AP,, i =1 to 7) are shown in Fig,
4.1 where the moduli are normalized such that Y AP, = 1 for every mode (the AP, phasors
of very small moduli are not plotted). Mode 1 (unstable) characterized by oscillation
between the machines of the two different areas is an interarea mode. Mode 2, 3 and 4
highlight the interaction among the B machines. Mode 5 reveals the interaction between A; '

and the other machines. Mode 6 shows the reaction between A; and A,.

Therefore, system instability 1s due to mode 1 (interarea), or the so-called ticline oscillation,
If an SVC is installed to increase damping, the tieline signal should be used as the damping
signal [2,42]. The next section will discuss the selection of the SVC location and the tieline

signal for effective damping.

4.3 Selection of the location and damping signal
4.3.1 Selection of the location
4.3.1. 1 Modal analysis

An SVC with controller inputs /sy and Vsyc and output B, has been described in Chapter 2.
To increase damping, an addittonal damping controller (C¢p)) shown in Fig. 4.2 15 required.
Even though this damping signal is not yet determined at this stage, it is possible to select
the SVC location using the open-loop (i.e. 48, disconnected) controllability index [48],
defined by CI = _lV;T(B +,1JE)|, where superscript T denotes transpose, V; is the left
eigenvector of the jth eigenvalue A, and B and E are the coeflicient matrices of th.f; state

equation (2.20). (see Appendix 12)
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Chapter 4 Stability enhancement using an SVC controller

Any bus can be considered for SVC installation, however, if tieline flow is employed as the
damping signal, the candidate locations should be restnicted to 6, namely buses 4, 12, 13
and 14 and midpoints m; and m; in Fig. 3.5. The CI results in Table 4.2 suggest that buses

12 and 13 are the leading candidates for SVC installation.

J/'- — = SVC controller Ir ——  Damping controller
I Pl General control loop ‘J — -CTP)_ 3
|EGTms [ LR e L
; . -1 e & K 1o :
1+, 2)p| 1+ Tp T p 1+7,p (
| 7 AV, ]
. . A[S;,{‘E
w|  OPENLOOP

POWER SYSTEM [

Fig. 4.2 The connection between the controller and the open-loop power system

4.3.1.2 Sensitivity analysis

The CI technique using an open-loop approach assesses the impact of B, on a paﬁicu[ar
eigenvalue, Alternatively, since the role of an SVC is to change the bus Q injection, the
impact can also be assessed using eigenvalue sensitivity /80 (Section 2.3.3.2) as shown
in Table 4.2. Again, the sensitivity approach supports buses 12 and 13 as effective SVC

locations.

Bus

my 15.647 0.365

my 16036 . 0.379
14 11.805 0377
Table 4.2 Controllability indices and sensitivity coefficients (6A/00) for different locations
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4.3.2 Selection of the damping signal

Four locally measurable tieline signals (current flow (/1 ), real power (Pr;), reactive power
() and MVA (S7.)) can be used as a feedback damping signals and the choice of signal
can be guided by the observability index OI = | CU, | [48], where CUj is the mode shape of
the corresponding damping signals associated with the jth eigenvalue A, The résult in Table
4.3 (with respect to only two possible locations) shows that the most effective signal is /7,
and the least effective is (Or. According to [48]. the final choice of location/signal should
be determined by the residue index RI = OI*CI. Hence, bus 12 is the best SVC location and

current flow the best damping signal.

The choice of location and selection of signal based on open;loop system analysts examines
the SVC’s impact on the eigenvalue. The next step is to determine the controller structure
and the parameter settings such that this impact is directed so as to push the interarea mode

eigenvalue to the left half plane of the s-domain in the closed-loop system,

" Bus 12 13
Signal Ol(x107) Rl
I, o 48.114 0.901
Pr 51.835 1.029 39.884 0.747
On 25.048 0.497 22.602 0.423
S 53179, 1.055 39.492 0.740

Table 4.3 Observability and residue indices for different signals of bus 12 and 13

4.4  Determination of the settings of the damping controller based on sensitivity

analysis

The oniginal eigenvalues in Table 4.1 showed that mode 1 (interarea) was unstable. The
eigenvalues with an SVC installed at bus 12 are shown in Table 4.4 (see column G, = 0). It

is observed that

46



Chdpter 4 Stability enhancement using an SVC controller

(a)  The additional SVC mode is very stable.
(b)  Mode 2 to 6 are almost unchanged.

(c)  Mode 1 becomes marginally stable.

in order to provide adeq‘uate damping for the mode 1 (interarea), the next step is to

effectively design/tune the SVC damping controller.

(1= 0 G,=0.073 26,=0.146 3G,=0.219

Modes a @ a W a @ o ]
l -009 384 -019 391 (.28 397 - -036 4.04
2 -041 582 -041 5.83 (.48 - 5.86 -0.50 5.89
3 - -048 630 -058° 630 -0.71 = 631 -0.87 6.26
4 —051 68 053 682  -054 680  -053 678
5 -1090 769 -104 7.68 -0.98 7.69 -093 771
6 ~0.52° 814 -053 8.16 ~0.55 g.19 -0.57 8.22
SVC ~1.32 1861 088 18.63 -0.44 18.67 +0.01 18.72

Table 4.4 Variation of different modes with respect to SVC damping controller gain G,

(Modes 1 to 6 are the same electromechanical modes in Table 4.1)
' 4.4.1 Damping controller representation

The damping controller with ﬁfn, as input and with initially only one lead/lag stage is given

in (4.1) and will supplement the setting AV, of the SVC control loop in Fig. 4.2.

. 7, 1+pT
C(p)= G, 2o 00
1+ pT, 1+ pT,

(4.1

where Gy = damping controller gain
T. = “washout’ time constant

and  1/T; =lead/lag time constants
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In normal practice a washout stage is included to suppress the DC offset [2]. A large
washout time constant of 7 seconds is selected to ensure that the damping controller will
not respond to very low frequency or DC offset; the frequency range of interest does not

fall below 0.2 Hz. -
4.4.2 Determination of damping controller gain constant G4

From Table 4.4, although the very stable mode 5 is slightly degraded, the damping of all
other modes increases with higher G, values. However as Gy increases,}the SVC mode
becomes unstable when G, reaches a value of 0.219 (3G,). This phenomenon is also
common in PSS tuning, where so-called ‘local plant mode’ instability occurs when the PSS
gain increases. To avoid PSS instability, a safe margin (say 9.5 dB = 20 log (3) [49.50]) is
applied. In the present context, therefore, G, value has to be reduced to 1/3 of the critical
value G. if the same 9.5 dB margin as the PSS is adopted. Hence, G, is set at Gy = G, =
(r./3 =0.219/3 = 0.073.

4.43 Determination of lead/lag time constants

Whenever there is a change in a parameter, the eigenvalue will vary and to determine this
effect, the relative sensitivity coefficient (RSC) is defined as RSC = (84/0x)x =~ AL/(Ax/ k)
where « is any parameter. For a complex eigenvalue, which is of interest for oscillation

studies, the real part of the RSC (i.e. RRSC) defined below is especially important:

RRSC =S, =Re A L o B - (42)
Ox Ax/k ,

The main purpose of sensitivity analysis is to make @, as negative as possible in inherently
lightly damped systems so as to increasé damping - Since Aa,; = S, Ak, whenever Sk 18
positive (negative), Ax should be made negative (positive) that is « should decrease
(increase) by suitable adjustment to achieve the objective. Hence, whether a lead or lag |
compensation should be used and the most suitable T values can be decided by sensitivity
analysis. | |
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4.4.3.1 Sensitivity analysis of interarea mode

The variation of the sensitivities, RRSC, of the interarca mode (/) with respect to different
7 values (say, Sy = Sy7) is shown in Fig. 4.3a. Since the lead and lag compensation effects

are always equal and opposite,
S =80, ' . (4.3)

In Fig. 4.3a, S;r, is negative with respect to different 7 values and so T, should be increased
to make ¢y more negative. On the other hand, 7 should be reduced making 7, > 7> and so
" a lead compensation will be required (if damping out the interarea mode is considered in

isolation).
4.4.3.2 Concept of combined sensitivity

However, the design approach described in subsection 4.43.1 above is only partially
correct as the effect of lead/lag time constant tuning on the critical value (. of controller

gain has been overlooked. Hence, a combined sensitivity concept is now introduced [51].

Fig. 4.4a shows the typical variation of the interarea damping constant ay, with respect to
(ra. Assumingr-that the damping is improved by increasing a parameter x to x + Ax, the
original curve (solid line) in Fig. 4.4a will be shifted downwards (dashed line). Therefore,
the critical Gc changes and hence the setting G, = G/3 will be changed by the controlier
tuning action described in Section 4.4.2. Let AG; and AG, = AG./3 be these changes,

respectively. The actual or overall change, due to both the Ax and AG,, is given by Aa/®,

where
Aa, =Aa, + Aa; ~ Aa, + é)aj AG,
AG . .
= Aq, + gz, AG, Ac, + 8, AG, (4.4)
aG, G, G, G,

where Sj; = RRSC of the interarea mode, with respect to G, at G,.
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Fig. 4.3 Sensitivities vs. controller lead or lag time constants
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An interesting relationship is obtained by expressing AG,/G, in terms of the change of SVC
mode damping constant as. Assuming that zero damping at G, (Fig. 4.4b) is improved by

A due to Ax, the damping will become zero again at G, + AG,, thus

pa, ~ - pG = -G BG ¢ a6, » (4.5)
& &G |G ;

c

where Ssg = RRSC of the SVC mode with respect to G4 at G..

To keep a constant (9.5 dB) margin, the proportional change in G, and (. must be the

- same, and, using (4.5),

= e Cs . (4.6)

ACr, /G, may now be eliminated in (4.4) to give

Aa; = Aa, + pAag | 4.7
where
p==8/Ss _ (4.8)

In the present study, since Si; <0 when Gy = G, and Ssg > 0 when G = G.. z£ 15 a positive
constant, implying, perhaps unexpectedly, that improvement in the SVC mode damping will
also enhance the overall damping of the interarea mode, aécording to (4.7). In the
subsequent analysis, sensitivities of the SVC mode need to be included in the design
because the tendency towards SVC mode instability at high gain G4 = G, will restrict the
damping controller gain. At low G, values (relative to G;), the SVC mode is already very
stable (e.g. as = —1.32 at G4 = 0, as shown in Table 4.4), and its variation has insignificant
effect ‘on the overall system damping. It is, hence, not necessary at low G, values to
consider SVC mode instability during the damping controller design stage, aithéugh.the
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value of as when G, = G, will nevertheless be routinely checked after arriving at the

ultimate controller settings.

a; A G, uriginal 9.5 dB margin > G,
0 N Y T T T T T " (;d
0.05 0.1 0.15 0.2 0.25 :
l - AG
AG, AG,
new 9.5 dB margin
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i 005 o 015 0, C o Ga
: : : , /2{ A
~
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p
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~
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-1F //’
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/./
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(b)

Fig. 4.4 Damping constants vs. controller gain Gy
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Finally, dividing (4.7) by Ax/k, the equation takes the form
S;K = Sh- + /u‘S‘Sx . (49)

where §9%. = Combined sensitivity coefficient (CSC) of interarea
mode with respect to «, for constant gain margin
i = RRSC of interarea mode, with respect to x alone

Ssx = RRSC of SVC mode with respect to x

The optimal controller settings in terms of any parameter & can be determined by making
use of the CSC which combines the two mode sensitivities into one by using the factor 4.
In this approach, the allowance for a constant gain margin to ensure SVC mode stability is

built into the design procedure.

4.4.3.3 Combined sensitivity coefficients with respect to T, and T, and optimum

lead/lag settings (one stage)

The CSCs can be calculated from (4.9) and plotted as functions of 7. From (4.3), the
sensitivities of 7; and T, are equal and opposite; it is therefore necessary to plot only one of
them, say 77, that is set x = 7; in (4.9). Fig. 4.3b shows the plot of S;; (same as in Fig.
4.3a), uSsr; has also been computed and plotted and finally by summation §%, the' CSC,
obtained. Due to the higher sensitivity of §97;, T) = T, %= 0.1s are chosen as the initial trial
values. The optimum setting can be obtained by changing the T values in small steps, in
directions suggested by the CSCs of the current settings. The final settings of 7, and 7> are
0.006s and 0.125s and the final G, = 0.81/3 = 0.27. This design shifts the interarea mode
pole to —0.27 £ j4_15. The corresponding CSCs of 7; and T3 in Fig. 4.3¢ (at points x and o,
respectively) are so close to zero and further adjustment would have negligible effect. Note
that the final result is an overall lag stage in the design circuit and this contradicts the more

simplistic observation made in subsection 4.4.3.1 above.
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4.4.3.4 Combined sensitivity coefficicnts with respect to G4
Putting k= G, into (4.9), and using (4.8), gives
S =86 — 816/ 850) Ss_c. =0 (4.10)

and the CSC with respect to the controller gain constant G, is always zero. 1f one intends
to increase the controller gain to enhance damping effects, this will subsequently be
nuliified by the reduction of the controller gain knob setting required to maintain the gain

margin during site test.
4.4. 35 Combined sensitivity coefficients with respect to ‘washout’ T,

The controller washout stage has a transfer function of p7,/(1 + pT.) which may be written
as pTW/(1 + pT,). However, T, has the same effect as G,, and 7 is similar to 75 (lag time

constant) alone. Hence
Nire =Sa + 8 =857, +0 o _ (4.11)

From Fig. 43¢, the S =S92 when 7, = T, = 7s (at point () is very small at that point.

In fact this circuit (characterized by relatively large 7) is added for ‘washout’ purposes.

From the above discussions, it is clear that the only controller parameters of concern in the
actual design are the T parameters of the lead/lag stage. Since the CSCs with respect to all
controtler pa'rameters, ie. Ga T, T; and T, are now equal to or approach zero, the settings
are considered close to the optimum. Hence, the sensitivity analysis has acﬁieved the
objective of maximizing the interarea mode damping while retaining 9.5 dB gain margin to

ensure SVC mode stability.
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4.4.3.6 Improving damping by additional lead compensation

As seen from Fig. 43¢, since S9r; at 7= 0.4s is quite high, the controller design can be
further improved by including one more lead/lag stage and providing possibly some lead
compensation. The sensitivity technique is used again in a similar way. The final optimal
confroller is obtained in (4.12) and the interarea mode eigenvalue is positioned at —0.41 T
/4.08 which meets an acceptable damping ratio (10%) [11] so that no further adjustment is
needed. The damping of other modes are checked and there are no undesirable values

“(Table 4 5)

Tp 1+0.004p 1+8p
1+7p 1+022p 1+0.257p

((p)=00145 (4.12)

Modes « @
1 -0.41 4.08
2 ~0.47 5.91
3 -1.03 6.59
4 —0.55 6.74
5 ~0.89 7.57
6 -0.49 8.25
SVC —-0.98 18.01

Table 4.5 Different system modes when SVC includes damping controller

4.5 Synthesis of lead/lag time constants

Traditionally, a lead/lag circuit is regarded as providing phase compensation for a
controller. Thus, a few lead/lag stages would be needed to achieve sufficient phase shifts at
" the ﬂeduency of concern. A different viewpoint will instead be offered as a basis of the
SvC damping controller design.‘ From the time constant synthesis, the signs of the
sensitivity coefficients can change as shown in Fig. 4.3b and the controller appears to

require different degrees of compensation depending on the 7 ranges, for effective
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damping. Although these coefficients are in irregular shape, they are made up of certain
characteristic patterns. This knowledge is useful to understand the objectives of the lead/lag
stage, the number of lead/lag stages, the tuning direction and settings ranges of the time

constants, as explained in this section.
4.5.1 Syntheses of time constant sensitivities for simple lead circuit

Consider a simple lead circuit of transfer function TF = [I + p7] associated with an
arbitrary mode j (with eigenvalue A, = ay £ jay), the circuit gain (7 or the phase shift € can
be expressed as a function of 7 and A, according to (A13.2) in Appendix 13, because |1 +

Aill=GL6.

For a cascade circuit of, say, G [1 + pT.])[1 + pT.], the overall gain and phase shift is (; 2%
= GG 8xGo 0, = GG Loy A6,+6). A will vary if circuit gain G is increased to
_(.'r'(l+5), 1.e. with G/5,Gp increased to G,G,Gy(1+¢). 1t is supposed that the effect on the A,
variation will be the same if the gain increase is on Gy only, or on G, only, or on G, only, so
long the fractional changes are of proportional magnitude (that is, AG/Gy = AGJ/G, =
ACG/(r, = £). Hence,

A, a, A,

S I (4.13)
&G, &G, IG, &, 16,

Hence, for n lead circuits in cascade, the Qalue of SANAGC/G)) for i =1, . . n is always equal
to aﬁhJ/(aGd/Gd), and is independent of the choice of the T's, where dA,/(8G/(G,) is the

relative sensitivity coefficient (RSC) of A, with respect to gain constant G,

Similarly, it is also sﬁpposed that if @increases to 6+ A8, the A, variation may be the same
whether only &, or only 6, increases, ie. @ = @, + 6, is increased to become either (8, +
AB) + 6, or 6,+ (6,+ AB,), provided that A@= AB, = A8, Again, if this is true, 94/ 96, =
constant for i = 1, . . n and is again independént of the choice of T''s, for n lead circuits in

cascade.
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The above can be verified by considering the effect of a simple lead circuit G280=[1 + 4,7}
on the RRSC. As explained in Appendix 13, the sensitivities of mode j with respect to T
can be decomposed into two components associated with G and &, according to (here §),. =

Sy

¢ . Oa, _ da, &[G | da, 08
T ErIT  &GIG ATIT 86 STT

(4.14)

where

(8)  OawlAGIGYy =8 (RRSC with respect to G)

(b)  (eG/GY(OTIT) = change of circuit gain with respect to 7
(c) D6 = sensitivity with respect to phase shift and
(dy oe@Tn = change of phaﬁe shiﬁ with respect to 7

(a) and (c) are independent of 7 (Appendix 13), whilst (b) = g;= g(a, @y, T) and (d) = £,
- though varying with different 7s, are positive and almost ‘symmetrical’ about 7 = 1/ay as

shown in Fig. 4 5a. Thus, with (4.14) rewritten in the form:

oa,
o0

S =(8,8,6)+ (4-15)

it becomes clear that the curve of the RRSC as a function of T consists of two components
“having the shapes of g and f respectively. (g:8i) and (f;0c,/06) may be referred to for

convenience as the gain and phase shift components of the RRSC.

As seen from Fig. 4:5a, g;=fi=05 at T= Ve, , g >fifor T> Va, and g, <f, for T <
l/ay. For very low (high) values of T, IgJSJG| in (4.15) will be smaller (larger) than
| oo

, and there exists a certain 7 value such that |gJS}G | = 1 ﬁﬁa;!é?é’l . In case of Sy
and /38 are of opposite sign, Sy in (4.15) will have the sign of da/d8 at low T7s,

change sigﬁ at a certain value of 7, and thereafier have the sign of ‘S;L;. Since the peak of fis
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only half of that of g, the gain component usually dominates, in particular at high 7 values.
Thus if the lead/lag settings are tuned based on sensitivity plots or on some other methods,
tmprovement of the mode damping is more likely due to the gain effect than the phase

effect, even for incorrect phase compeénsation.

As explained in Appendix 13, the sensitivity plot (with varying 7" and for a << w) can be

derived from the Bode plot (with varying w).
4.5.2 Synthesis of interarea mode sensitivities

© From Table 4.6 for the interarea mode, both S; and 6a,/86 are negative and requires the
controller gain G and phase shift Hfo increase to improve damping (/ = / in Table 4.6).

&5 and fi8a/080, and their combination S;r; are as shown in Fig. 4.6a.

From Fig. 4.6a, the phase component f;0a,/08 has a peak at T =1/@;. With reference to the
Bode plot of Fig. 4.5¢, by choosing 7 = 1/@;, the phase shift £ is maximum at @y, and the
phase component is therefore most effective at T = 1/@ in Fig. 4.6a. As for the gain
component g;.S;;(;, the Bode plot shows that the AG at high T value (Fig. 4.5b) i1s greater

than that at low 7 value (Fig. 4.5¢), and thus the gain component would be more effective

with high 7 in Fig. 4.6a.

Since both components are negative, this would imply the parameter Tin the lead circuit to
be increased. Therefore, on the basis of Sy alone, a lead compensation is required to

improve the interarea mode damping.
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" Chapter 4 Stability enkancement using an SVC controller

Mode j ' Interarea : SVC*
Sis -0.0926 0.0926
Ja,/06 -0.0656 00113

Table 4.6 Sensitivities of interarea and SVC modes with respect to controller gain and
phase shift
* In accordance with (4.8) and (4.9), the SVC mode sensitivities are scaled by
11 (= ~(=0.0926)/1 3263 = 0.0698). |

4.5.3 Synthésis of SVC mode sensitivities

From Table 4.6, uSs; and @ba/38 for SVC mode are of opposite sign. (J =5 in Table 4.6)
To improve the SVC mode damping at G; = G. would require the circuit gain G to
decrease (since uSy; is positive) or the phase shift @to increase (since pdas/081s negative).
Thus. wSsr = 1gsSse + pfs(Bas/@8) would change sign in Fig. 4.6b. At very low 7T7s, the
phase component dominates (even though das/08 is relatively small) and S’sn IS negative
(same sign as Oas/06). (The negative uSsr; is too small to be seen from Fig. 4.6b). At high
I's, the gain component do:ﬁinates and Ssr; is positive (same sign as Ss(;).' Since the gain
component is much larger than the phase component, an overall lag compensation is called

for (tending to increase the stage gain) improving the SVC mode damping,
4.5.4 Synthesis of combined sensitivities

As shown in Fig. 4.3b, the CSC = §9% as a function of 7 is composed of two curves Sy
and Ssr;, and each curve is again made up of two curves (shown in Fig. 4.6a and 4.6b
respectively). That is, the CSC is the summation of 4 curves (i-iv), with each curve
assuming a standard form of Fig. 4.5b, but having its magnitude scaled by the

corresponding sensitivity of Table 4.6. Thus after arrangement of the terms,

da g

2 ) 7 (4.16}

o oa
S :,(gJ'SIG + g S )+, (9—9’+ny
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It is noted from Fig. 4.6 that the phase shift component of the CSC defined by (/,0a/06 +
ufsCas/d6) yields two separate plots of almost symmetric curve (ii) and (iv) centered at 7' =
I/, and 1/ws respectively. According to Fig. 4.5¢, &is maximum at @; for 7' = l/wy, so that
the f curves (i) and (iv) have peaks (i.e. are most effective) at 7 = l/ay, and 7 = lws | -

respectively (here @, = ay or ws).

On the other hand the gain component of the CSC defined by (g:Sic + ugsdsi) also gives
rise to one similar curve (v) b.y ‘combining curves (i) and (1) in Fig. 4.6¢c. This resultant
curve is centered at T = 1/w,, where w.. = wws. It is positive, implying the need for a lag
compensation. With reference to Appendix 14, the lag compensation is to reduce the circuit
gain at ws (@) by AGs (AG)) where AGs > AG,. Because of subsequent on-site tuning
needed to bring about a fixed gain margin at ws, there would be a né:t increase m gain at @
amounting to | AGs -AG] tending to improve the interarea mode damping. With similar
arguments, the lead compensation reduired in Section 4.5.2 will reduce the controller gain
instead. According to Fig. 4.5¢, (G has the steepest slope, and hence a maximum difference

Alrs - AGy, at @, thus, curve (v) has a peak at 7= 1/w,. (Here @y = @n).

From Fig. 4.6, the two phase components (i) and (iv) are negative at very low and high 7
values respectively. However, the gain components curve (v) is positive, resulting that the
final CSC curve (a combination of the three) in Fig. 4.3b wou’ld'have two sign changes.
Since the positive peak of (v) dominates in the CSC, a lag compensation is preferred.
Consideration of the combined sensitivity thus leads to a conclusion contrary to the
requirement of a lead compensation based on consideration of S;r; alone in Section 4.5.2. If
the SVC mode instability is not directly takén into account at the design stage. the design

may run the risk of applying compensation in the wrong direction.
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4.5.5 Desired controller lead/lag composition

To summarize, the overall CSC curve as described by (4.16) may be considered to be
composed of curves (iv), (v) and (i) in Fig. 4.6, and hence is influenced by three peaks at 7
= /s, l/wm and /ey (in increastng order). Sihce these are negative, positive and negative
peaks respectively in sequence in this case, there will be two sign changes in the overali
CSC function. To facilitate flexible adjustments over the full range of 7 of interest, three
lead/lag stages are generally preferred in the controller structure. Their parameters should

be capable of adjustment within the ranges suggested by ws, w.and w.

The present example reveals that in particuiar sit_uatiohs the adequate number of lead/lag
stages needed to obtain an optimum controller design may sometimes be rediced to two,
because the peak at ws happens to be relatively small, the third stage is not effective and

may not be necessary.

4.6 Advantage of eigenvalue sensitivity analysis techniques

The CSC design and the method of synthesis described in this chapter are facilitated by the
sensitivity analysis technique developed using the PMT, whereby the CSC with respect to
an arbitrary parameter can be evaluated readily irrespective of the size and complexity of
the system. This cannot be done by other techniques. Repetitive application of trial-and-
error methods may achieve similar objectives but would be time-consuming and impractical
to cover the wide parameter ranges of the controller exhaustively. The method is elegant
and analytical and can be applied systematically. This sensitivity technique which only
requires the eigenvectors of the associated modes provides an accurate'and fast solution to

the controller optimum design problem.
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4.7 Summary

A systematic approach tc; select the location, damping signal and controller settings for an
SVCis proposed. This design is implemented using (a) modal analysis of the machine-mode
relationships for selecting the location and damping signal for SVC, and (b) eigenvalue
sensitivity analysis to optimize the damping controller parameters. The criterion of
optimality is- to maximize the interarea mode damping while keeping a constant 9.5 dB gain
margin for the SVC mode. Thus, by considening the controller effect on both modes at the
same time, a combined sensitivity coefficient (CSC) is calculated, from which the desirable .
direction of change of each controller setting can be inferred. The controller set.tings are
optimal when the CSCs of all the SVC parameters approach zero over a reasonably wide
parameter range. As the CSC of the controller gain is always zero and that of the ‘washout’
time constant is invariably small, it turns out that the only tunable controller parameters are
the time settings of the lead/lag stage. In the course of design optimization, Gy is
continuously adjusted to ensure SVC mode stability. The synthesis results show that the
controller design may run the risk of wrong cémpensation if the SVC Vinstability 1S not

considered.

The CSC technique developed is a strong tool for damping controller design while the
controller gain increase will create another instability. Thus, the CSC technique can be
extended to any FACTS controller design if a safe margin is required to avoid the

controller instability.
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" CHAPTER 5

SVC CONTROL DESIGN BASED ON AN H,, ALGORITHM

a1 Introduction

A combined sensitivity coefficient (CSC) controller based on the sensitivity analysis, which
can improve the interarea mode with consideration of SVC mode in'stability, has been
- proposed in Chapter 4. However, the main weakness of this classical approach is that the _
design is based on a single operating point only, without consideration of the robustness of
the system and cannot guarantee stability of a highly non-linear system such as a modern

power system over a wide range of operating conditions,

Although some robust SVC designs are based on on-line tuning techniques such as adaptive
[52], self-tuning [53] and an approach which combines fuzzy control aﬁ_d variable structure
techniques [54], power utilities still prefer fixed-structure and fixed-parameter (FSFP)
controllers due to hmited confidence in on-line tuning schemes [55]. A robust FSFP
controller which can enhance system damping over a wide range of operating conditions |

therefore is desirable.

H., optimal robust control design has recently received increasing attention in power system
engineering. The main advantage of this method is that‘ model uncertainties can be
accounted' for at the design stage. The H., optimization method has been successfully
applied to SVC design but was ei.ther restricted to a weak radial system which neglected
the dynamics of the genérator [56] or employed a single-machine infinite bus system [57}.
These designs based on the conventional H,, algorithm and direct application of these
methods to SVC design will create the problems of uncertainty modeling restriction and

unobservable modes due to pole-zero cancellation (see Section 5.4).
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This chapter will use numerator-denominator perturbation uncertainty modeling and partial
pole placement techniques to overcome these limitations (Section 5.5). Based on the 7-
machine system in Fig. 3.5, an H., damping controller for an SVC has been successfully
designed by treating the dynamics of the SVC mode and noise of the thyristor switching as
high frequency model uncertainties, and the change of system operating point as low
frequency model uncertainties (Section 5.6). The performance of the H. and the CSC |

controllers 1s compared in Section 5.6.5

5.2 Definition of H, norm

The H., norm of a stable transfer matrix P(s) is defined as

[P, = sup olP(s))= supalP(jw)) (5.1)
Refs).0 weR

where ¢ represents the maximum singular value and sup denotes the supremum or the
least upper boimd. Therefore, the H,, norm of P(s) can be found by first computing the
largest singular value of the frequency response matrix P(ja) for each frequency, and then

taking the maximum of all these largest singular values over frequency.
53  Conventional H, mixed sensitivity optimization
Additive and multiplicative uncertainty representations are often used to model perturbed

plant in the H, approach. These perturbed plant (P(s)) models, with Ws(s) = 0 for the

additive and Ws(s) = 0 for the multiplicative cases, are represented by
P(s) = (1+ 8 , (W, () Py (5) + A (5, () (5.2)

where A44(5), Au(s) are any frequency dependent functions such that [[44(5)}l. < | and
[[AsfsMls < 1, Wafs) and Wi(s) represent the upper bound of the allowable additive and
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multiplicative perturbations and Py(s) is the nominal plant. This is shown in-Fig. 5.1 where

w and K{(s) represent a disturbance signal and the controller, respectively.

:;g?a K(s)

=
y
s_U
—
w1
(o
L=
oy
'
e
v

+ L4

23 J ! *w
L"Wa(S)QAM(S) '
|

Fig. 5.1 Perturbed plant with additive and multiplicative uncertainty models

The transfer functions from r to e, « and u,, for Wsfs) = Wi(s} = 0, are

$(5) = £ = (14 PR (D) | | (53)
.

R(s) = ¥ K(s)1+ P ()K(8))™! = K(5)S(s) | (5.4)
¥

T(s) = 2 = P ()K(s)(1+ Py ()K(5))" = 1~ S(5) (5.5)
¥

where S(5), R(s) and 7(s) are the sensitivity, related additive robustness and complementary

_sensitivity, of the closed-loop system, respectively.

The main objectives of the H, approach are:

(i) to minimize the effect of disturbance

Disturbances are always concentrated in certain frequency bands. Minimizing the effects of

the disturbance @ on the output y is equivalent to minimizing the H,, norm of the weighted

sensitive function in {5.6).
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min]#, (5)S). | | (5.6)

where the weighting function W,(s) is used to define the acceptable magnitude of output

error in the presence of disturbances.
(ii) to maintain the stability of the system within the specified perturbations

Based on the small gain theorem [58], robust stability is achieved if and only if the H., norm
of the transfer function from wto z (z = z; for additive uncertainties and z; for multiplicative
uncertainties, see Fig. 5.1) is smaller than one, which is equivalent to the H.. norm of the
transter function from r to z The condition for system stabilization in the presence of

uncertainties Aq(s) Wa(s) or Au(s)Wi(s) 1s, therefore, given by

W HRG), <1 (5.7)

()T, <1 (58)

where the weighting functions Wy(s) and Wi(s) are used to define the maximum

perturbation of the nominal plant of-additive and multiplicative type, respectively.

From the mixed sensitivity optimization formulation, the optimal H, controller which
runinuzes the effects of disturbance on the plant output and guarantees the robustness of

the plant can be obtained by minimizing J:

W (s)S(s) _
J =W, ($)R(s) - (5.9)
W($)T(s)||, '

The process of J minimization can be achieved by solving two Riccati equations [59,60].
The controller so obtained will have the same order as the augmented plant shown in Fig.

5.2 and can stabilize all perturbed plant represented by (5.2) if the minimal vaiue of J< L
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8]
2
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W, (s) W, (s) T
A ' A N '

%-(i)—- K(s) L HP,(s) —|—+>é%y-W1(S) o1

‘Fig. 5.2 The augmented plant with controller for the conventional H., design method

5.4 Limitations of the conventional H, approach

However, direct application of this method to design a damping controller has the

following limitations:

i) Restrictive uncertainty modeling under stable/unstable transition:

The transfer functions A.fs), Aufs), Ws(s) and Ws(s) in (5.2) are assumed to be stable.
Therefore, the perturbed plant will have the same number of the right-half plane (RHP)
poles as the nominal plant. In other words, these models are unabie to represent
uncertainty when a nominal stable (unstable) plant becomes unstable (stable) after being
perturbed [61]. Since stable poles of a power system can become unstable after being
perturbed, especially for the oscillatory mode (e.g interarea mode), this poses a

problem.

ji) {/nobservable modes due to pole-zero cancellation:
The closed-loop system poles of the designed controller and the nominal plant will
include both the poles (stable) and the mirrored lefi-half plane (LHP) poles (unstable) of
the nomina! plant. If the nominal plant contains poorly damped modes, the poorly
damped modes will be “canceled” by the zeros of the controller and become
unobservable for the specified output. Consequently, improvements, if any, due to the

controller cannot be recognized. Since the electromechanical mode of the power system
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may be close to the imaginary axis, this pole-zero cancellation phenomenon is a serious
limitation in damping controller design in the application of this method to power

systems.
5.5  Modified H,, design methodology
The limitations discussed above can be overcome by the numerator-denominator
perturbation representation (Section 5.5.1) and the partial pole placement technique
{Section 5.5.2). A single-input single-output model is used for easy explanation but can be
extended to multi-input multi-output systems.

5.5.1 Numerator-Denominator perturbation modeling

A plant with the transfer function (P(s)) can be written in fractional form as:

N(s)

P(sj =

5.10
o (5.10)
The numerator-denominator perturbation model can represent as:
ID(S) — NO(S) + M(‘S)Ah’(‘g)Wl(s) (51 1)
Dy(8) + M($)A (W (s)

where Ny(s) and Do(s) afe the numerator and the denomunator of the nominal plant,
M) An(s)Wo(s) and M{(s)Ap(s)W,(s) are the perturbation of the numerator and the
denominator (see Fig. 5.3 where W,(s) and Wy(s) are not to be confused with Fig. 5.2).
M(s)W>(s) and M(s}W,(s) represent the largest possible perturbations of the numerator and

denominator and the magnitude of Ay(s) and Ap(s) should not be greater than one.
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I Zy zZ)
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| Perturbed plant ! g) |

Fig. 5.3 Perturbed plant with numerator-denominator uncertainty model
Define V(s‘)¥ Dy (s)M(s), then the following inéqualities can be obtained.

D{sy - D,(s)
£,(s)
N(s) = No(s) _ V(A (S (s) _ V(W)
Ny(s) () R

=V ()AL, (5) V() (s) ~ (5.12a)

(5.12b)

F(s). Wi(s) and Ws(s) also represent the weighing functions of the augmented plant in Fig.
5.4 [62]. The use of ¥{s) (for partial pole placement) becomes clear in Section 5.5.2. Based
on this perturbation representation, the optimal H, controller can be obtained by

mininuzing J:

WSV (s)
W, (SYR($V (s)

(5.13)

o

Therefore, it can be observed that nominal plant (Py(s)) and perturbed plant (P(s)) in (5.11)
do not need to have the same number of RHP poles. Hence, the limitation (i} of Section 5.4

IS overcome.

71



Chapter § SVC control design based on an H, algorithm

Z, 0,

t I
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¥ T +y z
29180, )]0 Wi+

Fig. 5.4 The augmented plant with controller for the proposed H., design method
5.5.2 Partial pole placement technique

From the solution to the mixed sensitivity problem (5.13), the following equalizing property
can be obtained [63]: |

W.Gw)SGo (o)l +

W, (jo)R(jwW (jo)' = B* (5.14)

where £ is'a non-negative constant, implying that

W, (s, (=8)S(8)S(=s WV (s)V (=)

5.15
+ W, (W, (=5)K ($)K (=$)S(8)S (=5 (sWV (-s5) = B G

The plant P, the controller K, the weighting functions W;, W> and V' are written in rational

forms as

where all numerators and denominators polynomials are in s-domain.
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The sensitivity function § can be expressed as S=DX/D. where D,=DX+NY is the closed-

loop characteristic polynomial of the feedback system.

By substituting .S into (5.15),

D"DM "M(X“ XA ABB, +Y YA A,B B,)

-5 (5.16)
D-D.E EB B B.B. A

where if F{s) is any polynomial function, F " is defined as /7 (s) = F(-s).

Because the right hand side in (5.16) is constant, all factors in the numerator of the rational
function on the left will cancel the corresponding factors in the denominator. Without loss
of generality, M which has LHP roots only, cancels. a factor in [y assuming no
cancellations between MM and ETEB BB;B,. So, choosing M is equivalent to
reassigning the open-loop poles (the roots of D) to the locations of the roots of M and this
is the concept of partial pole-placement [62]. In particular, if ¥ is not used and there is no
cancellations between D™D and BB B;B,. D”Dmust be canceled by a factor of D.D,.
Therefore, the closed-_loop poles (the roots of D) will include the stable roots of ) and the
mirrored LHP poles of the unstable roots of D. This explains why the open-loop poorly

damped modes will reappear in the closed-loop system.

5.6  Hy based SVC damping controller design
S.6.1 System performance of different tieline flows

It has long been recognized that the most critical (interarea) mode in an interconnected
system is due to the heavy tieline flow between areas [4]. In this study, variation of the
tieline flow is, therefore, treated as the uncertainty for ;vhich a study of the robustness of
the system is to be undertaken. The system performance for different tieline flows of the 7-
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machine system in Chapter 4 1s shown in Table 5.1. (The other electromechanical modes
(2-6) in Table 4.4 are found to be quite robust to the tieline flow and are not shown for
simplicity). Therefore, the H., controller for an SVC installed at busbar 12 is required to
improve the damping robustness of the system for this critical mode and provide a safety

margin for the SVC mode similar to the CSC design.

Interarea mode (mode 1) -0.29 + j4.03 -0.09 +/3.84 +0.12 +73.50

SVCmode . ~1.30+/1823 | -132+/18.61 |-1.444/186l

Table 5.1 The interarea and SVC modes of the different open-loop operating conditions
5.6.2 Nominal power plant transfer function

The maximum transfer capacity of the double circuit tieline is 400MVA. The tieline flow of
250MW (same as Chapter 4), is taken as the nominal operating point and other flow
conditions are regarded as perturbations of the nominal system. The transfer function of the
nominal plént P(s} (from AV, to ‘damping signal’ (i.e. Al7), see Fig. 4.2) can be obtained
by the PMT (where the Laplace operator s now replaces the differential operator p) and the
curve fitting method [55] is employed to reduce the plant. Firstly, P'(s) in (5.17) is

calculated.
P'(s) = EMO(s)P(s) . (5.17)
where EMO(s) 1s a second order polynomial with the roots ~0.09 + j3.84 Then the

frequency response plot of P (5} is fitted by a low-order transfer function £’ *'(s). Finally,

the reduced order plant 7 ’(s) can be obtained as:

P'(s) = P"(s) | (5.18)

1
EMO(s)
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In the present study, P'fs) in (5.19) has a good approximation of the original plant as
shown in Fig. 5.5. The deviation due to plant reduction at high frequencies, the SVC mode
dynamics and the noise of thyristor switching will be considered as high frequency

uncertainties.

= 5.734(s* +0.5855 + 24.276)(s + 2.234)

=— : (5.19)
(87 +0.185+14.75)(s* + 0.965 + 39.88)

P (s}

Log Magnitude

1 \
! .
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Fig. 5.5 Frequency response of the original plant P(s)-(é.olid

line) and reduced plant P '(s)-(star line)
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5.6.3 Selection of weighting functions

I(s) is used for partial pole placement as mentioned in Section 5.5.2. In order to compare
the robust performance of the two controllers, the damping ratio of the interarea mode of
the H.. controller is set to be the same as that of the CSC controller (i.e. 10%). Therefore,

the interarea mode originally at (-0.09 + /3.84) should be relocated to ~0.39 /3 84

Wi(s) and Wy(s) are chosen to fulfill the inequality of (5.12ab) mentioned before. Since
~ disturbances usually occuf in the low frequency range, Sfs) will be required to be small in
this range. The larger the magnitude of weighting function #,(s), the smaller the sensitivity
of the system to disturbances. So, a low pass filter W,(5) should be chosen to achieve the
required disturbance attenuation. For good robustness against unmodeled dynamics (such
as high frequencies noise due to thyristor switching, dynamics of the SVC mode and model
deviations arising from plant reduction), R(s) should be small at high frequencies.
Therefore, a high pass filter Wx(s) is used to ensure satisfactory performance of the closed-

ioop system at high frequencies.
The weighting functions F(s), W,(s) and Ws(s) are finalized to be:

(s* +0.785 +14.90)(s* +1.2665 + 40.05)

V(s)= g - (5.20)
(5% +0.185 +14.75)(s” +0.965 + 39.88)
W (s) = 0012749 (5.21)
s+4
W(s) = 03 (s+1(001s+1) (5.22)
R (1255 + 1)(0.085 + 1) '
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5.6.4 Controller reduction

The H,, algorithm and the selected weighting function result in an 1lth-order controller
(K(s)). Applying the Optimal Hankel norm approximation {64], this high order controller is
then reduced to a Sth-order approximation. With the additional washout stage (7, = 7s),

the proposed robust controller (X'(s)) is described by:

Ts (1+0.085)(1+0.0475)(1+0.0Ls)(1 +0.3595) (5.23)
(1+7s) (1+0.8735+0.24355")(1+0.172s +0.02993s)(1 + 0.255) '

K'(s) = 0.428

The frequency response of K (s) is shown in Fig. 5.6 where the phase deviation at very low
frequency is aue to the phase-lead property of the washout stage. The interarea mode is
relocated from ~0.09 + 3 .84 to ~0.40 + /3.93. The difference between the desired assigned
focation (-0.39 + j3.84) and actual assigned location (-0.40 * j3.93) is due to the

approximations made in the plant model and the controlier design.
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Fig. 5.6 Frequency response of the high order controller X(s)-
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(solid line) and proposed controller K '(s)-(star line)
5.6.5 Controller performancé comparison

The robustness of the two damping controllers is compared in Table 5.2 and 5.3. It is
observed that both damping controllers will enhance the system damping. However, when
the tieline ﬂow is 400MW, the damping ratio for the H,, controller is 5.7% (-0.20 + /3.53)
- which is higher than 4.6% (-0.17 + j3.71) for the CSC controiler. Moreover, the specified
9.5 dB safe margin at 250MW tieline flow for the CSC controller becomes 8.9dB and
6.7dB for the 100MW and 400MW flow. As for the H., controller, the SVC mode is very
robust and stable irrespective of the gain increase and theoretically the safety margin may

be regarded as infinite in all the three cases.

. Interarea mode -0.61+j4.14 —-0.40 £ 7393 -0.20 + j3.53
H.. controller ,
SVC mode -1.29+/1822 | -132+£/1860 |-143+£/18.60
Interarea mode —0.66 +j4.28 -0.41 £;4.08 0173 71
CSC controller _
SVC mode 0901775 {098 +;18.01 |-0.90%/17.55

Table 5.2 The interarea and SVC-modes of the different closed-loop operating conditions

H.,, controller

CSC controller

89

9.5

6.7

Table 5.3 Safe dB margin for the SVC mode
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5.7 Summary

A new H, based SVC dampi'ng controller design methodology is introduced in the present
study. The proposed approach which uses the numerator-denominator representation and
the partial pole placement technique is able to solve certain limitations of conventional H,,
design techniques. The performance of the proposed controlier is examined by varying
teline flows. 1t i1s superior to the CSC damping controller in terms of the robustness of the

closed-loop system.
Although this H,, technique is applied only to SVC design in this chapter, it is suitable for

other power system damping controller design in general. The advantage of this.technique

will be further discussed with the PSS design exercise in Chapter 6.
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CHAPTER 6

PARTIAL POLE PLACEMENT OF H,, BASED PSS DESIGN
USING NUMERATOR-DENOMINATOR PERTURBATION
REPRESENTATION

6.1 Introduction

Recently the H,, algorithm has been used to design PSS controllers [55,65,66]. However,
- the direct application of the conventional H., algorithm to PSS design .has certain
lumitations:

1) certain uncertainty modeling restrictions,

i) unobservable modes due to pole-zero cancellation,

u)  over-design and hence performance degradation of the controller.

Limitations (i) and (i) have been solved in [65] but the controller becomes sub-optimal.
Limitation (iit) is solved in [55] and [66], however, the uncertainty cannot be handled at the
design stage [55] and the resulting non-minimum phase controller s unacceptable for
practical applications because of stability problems. Moreover, several internal states of the -
system need to be used in the design stage which makes 1t difficult for practical
implementation [66]. There is .nok satisfactory method to solve these limitations

simultaneously.

Limitations (i) and (ii) occurred in the SVC design in Chapter 5 as well and were overcome
by a method combining the numerator-denominator perturbation uncertainty representation
and partial pole placement techniques. By introducing a new weighting function selection
method, the method is further modified for the PSS design and solves the limitations (i)-(iii)
successfully as explained in this chapter. Based on single and two machine systems, the
proposed PSS design is proved to have better performance for a wide range of system
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operating conditions than conventional PSS (CPSS) design which uses pole placement

techniques {67}].

6.2  Proposed approach of weighting function selection
Limitation of over-design and performance degradation of the controller

The main objective of a robust PSS is to provide adequate damping for oscillatory modes at
different system operating conditions. Hence the main source of the “uncertainty” arises
from the change of system operating conditions. However, in conventional H.. designs, the
" uncertainty model described by (5..2) will cover a wide range of system ‘behaviours’ having
fréquency responses, which cannot be achieved for a realistic power system. The mixed
sensitivity optimization method 1s a Eompfomise between the robustness and the
performance deterioration. Stabilizing these unrealistic cases will degréde the performance
of an actual power system. Furthermore, the conventional H,, method may not be able to
deal with some practical constraints. For instancé, gain restriction at high frequency for a

Ag2-input PSS cannot be considered since the torsional mode is not detected in the model.

Referring to the augmented plant in Fig. 5.4, the solution to limitations (i} and (i1} has been
discussed in Section 5.5. To overcome the linﬂtétion_ {(u11) of the PSS design, a new method
to select weighting functions W,(s) and Wy(s) in Fig. 5.4 is proposed in this section. In this
case, the weighting function V(s) is still used for pole placement. Pyfs) would be the
nominal transfer function from the PSS output AEpss to the PSS input Af2, and K{(s) 1s the
transfer function of the PSS in Fig. 6.1.

Handling the uncertainty in a correct direction:

Weighting functions are used to -guide the H., design method to produce a robust controller
that meets the specified performance. The weighting function W;(s) is used for robustness

targeting as mentioned in Chapter 5 but it also acts as a penalty factor of the controller.-A
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high gain Wy(s) results in low PSS gain. A suitable selection of the phasé of W(s) will
guide the controller to handle the reélistic plant and the uncertainty in correct direction.
The transfer function from PSS output (A£pss) to the component of the electrical torque
(APe,), which can be controlled via excitation modulation, is defined as GEP(s) in Fig. 6.1
[14]. In order to make APe, in phase with Af2and ensure positive damping torque, the PSS
should provide a phase-lead so that it can compensate the phase-lag of G£P(s). The phase
of GEP(s) can be obtained by the method discussed in Appendix 15. Since the
electromechanical mode frequency ranges from 0.7 to 2Hz, Ws(s) should provide sufficient
phase-lag to penalize the PSS so that the ﬁnal PSS design has sufficient phase-leéd in this
frequency range. However, if the PSS phase-lead is larger than the (GEP(s) phase-lag, it will
produce, n addition to a damping component of torque, a negative synchr_o'nizing torque
component [2]. In order to elilﬁi'nate this desynchronizing effect, an undercompensation of

“about 10° will be provided in this frequency range. The phase of Ws(5) is hence determined.

All other Ad
[ ] 3 <_—
contrlbutlons

APm y—  APq 1 AO
._.% "M |

AEpss

Moo

| GEP(s) PSS(S) -«

Fig. 6.1 Connection of GEFP(s) and PSS with shaft speed input
Handling the size of the uncertainty:

Wifs) and the gain of Wsfs) are for robust stability. They should be chosen such that
(5.12ab) is fulfilled.
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Handling the special specfjication:

In order to prevent the interaction with the torsional mode, the high frequency (say above

7Hz) gain of the PSS can be suppressed by adjusting the high frequency gain of Wx(s).

Because the selected weighing function alfeady guides the controller to the correct
direction, the designed controller may be incapable of making the unrealistic case of (5.11)
~stable and it may have completely different dynamic characteristi'c for the actual power
system. This is the-main reason why the penalty factor concept was introduced in [66] and
the mintmal value of .J so obtained was much larger than unity. This fails to fulfill the
requirements of the Small Gain Theorem [58] although the system is still stable and
provides. good performance. The requirement of minimal value of J less than unity is a

sufficient condition only.

6.3 H,, based PSS design -
6.3.1 Single machine infinite busbar system
6.3.1.1 Sixth-order machine system

The H,, design technique was first tested on a single machine system. The stxth-order
machine model previously used for SVC design is once more used for the PSS design.
Instead of plugging into the muitimachine module described in (2.7), the machine model
(Fig. A2.3) is plugged in an infinite bus network established in. Appendix 16. Using the
eigenvalue approach with the PMT and the system data provided in Appendix 17, the
damping ratio for a wide "range of operating conditions (with varying P, ¢ and X} is
depicted graphically in Fig. 6.2. The overall performance of the original system (i.e. without
PSS) is poor, especially when X, is high and the load is heavy. A robust PSS (with shaft

speed A2 as input signal) is therefore introduced to improve damping.
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6.3.1.2 Nominal power plant transfer function

The nominal operating point is taken as F = 0.8pu, 0 = 0.2pu, and X, = D.Spﬁ and other
operating points are regardéd as perturbations of the nominal system. The transfer function

of the nominal plant (from AFpss to A€D) has been obtained as:

~1320(s% + 2195+ 122.45)(s +2)s

; - 6.1
(s* + 0245 + 50)(s* + 22 895 + 136.28)(s + 44.82)(s + 22.13)(s + 3.6)(s + 18) 1)

[’(s) =

The eigenvalues of the nominal system are shown in Table 6.1a. By the pole-zero
cancellation, the plant can be reduced to P'(s) in (6.2). The frequency response of the

original plant and the reduced plant are similar as shown in Fig. 6.3.

~1320s
P(s) = — (6.2)
(s +024s + 50)(s + 44 82)(s + 22.13)(s + 36)

~0.12 £47.07 ~2.02 +;7.04
-11.44 £ ;2 31 ~11.57 £2.23
-138 -17.08 £j15.14
-3.6 ' —48.42 +727.64
-22.13 -0.144
-4482 - -1.75
-3.66
~96.68

Table 6.1 Eigenvalues of the open-loop and closed-loop systems
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Fig. 6.3 Frequency response of the original plant P(s5)-(solid line) and

reduced plant P '(s)-(star line)
6.3.1.3 Selection of weighting Junctions

The ¥(s) function introduced in Section 5.5.2 is used for partial pole placement. Choosing

30% as the desired damping ratio, the electromechanical mode (-0.12 £ j7.07) is relocated

to —2.22 + j7.07. This can be achieved by selecting ¥{(s) as

2 ‘ . . V
(5* +4.445+5491) 6.3)

Vis) =
) (5 +0245+50)

Based on F'ig. 6.4, it can be shown that W(s) has to be a double phase-lag transfer function
" for sufficient compensation. However, to avoid torsional interaction and to fulfill the
previously mentioned inequalities of (5.12ab), the weighting functions W,(s} and Wy(s) as

discussed in Section 6.2 would be
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Fig. 6.4 Phase charactenistic of GEP(s)-(solid line)and W(s}-(star line)
6.3.1.4 Controller reduction

Based on the H,, algorithm and using the above weighting function, the controller (Ks))
would be of 10th-order. Applying the Optimal Hankel norm approxi'mation [64], this high
order controller is then reduced to a 3rd-order approximation. Finally, the proposed robust

controller (K '(s)) 1s described by

7s (1+0.08535)(1 +0.3023s)

6.6
(1+7s) (1+0.0382s +0.0005396s7)(1 +0.0106s) (©0)

K'(s) =-8.258

where the washout stage with 7, = 7s is added to avoid DC- offsets. The frequency
response of K '(s) is shown in Fig. 6.5 where the phase deviation at very low frequencies is
due to the phase-lead property of the washout stage. The closed-loop system poles of the

power system and the proposed controller are shown in Table 6.1b. The electromechanical
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mode is relocated from -0.12 £ ;7.07 to -2.02 + j7.04. The difference between the desired
assigned location (-2.22 + j7.07) and actual assigned location (=2.02 £ j7.04) is due to the

approximations made in the plant model and the controller design.
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Fig. 6.5 Frequency response of the high order controller K(s)-(solid line) and proposed

controller K '(s)-(star line)

6.3.1.5 PSS performance comparison

The robustness of this PSS is compared with a conventional PSS (CPSS) designed using
pole assignment [67]. From Fig. 6.2, it is observed that both PSSs will enhaqce the system
damping, in particular at heavy load when the original system was poorly damped or
ﬁnstable. (The effect 1s not so obvious at light load when the system is already quite stablre).
-However, at heavy loading conditions in the vicinity of Pryeq= 0.8pu, (e = 0.6pu for X, =
0.7pu, the damping ratio for the CPSS case cannot reacﬁ the so-called acceptable level of
10% [11], whilst it is almost 20% for the proposed PSS. Indeed, the system damping ratio

with the proposed PSS is well above 20% for most operating points.
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6.3.2 Two machine system

Load 1{ __LI C, C, I—L_T§l[,oad 2

Fig. 6.6 System configuration

The PMT approach is next used to establish the two-maéhine and double circuit system in
Fig. 6.6. .The system data is provided in Appendix 19. It is assumed that the daily MW
demand of Load 1 and 2 vary according to Fig. 6.7 and the MV Ar demands are charactised
by O, = (142*P)/4 and ;= (1+2*P;)/5 [68]. The sﬁan‘ng of generation is allocated such
that the tieline flow is 300MW, 250MW and 200MW during the peak, off-peak and light
load of Load 2 respectively: Eigenvalues are computed and the damping ratio of the critical
mode (interarea) is shown in Fig.-6.8. It is observed the damping ratio of the original

system is low, and is even negative at heavy load at noon time.

1 —o— Load 1 —a—Load 2

.
e

Active power({pu)

C ™~ T 0 0 O N T W ®© QO N %
- NN o™
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Time{hr})

Fig. 6.7 Daily load demand curves

To improve system damping, the robust PSS to be installed at G, is designed by using

techniques of the weighting function selection and controller reduction (similar to the
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single-machine case) where the plant condition at zero hour was used as the nominal
condition and the conditions at other hours are regarded as perturbations of the nominal
plant. Again, the effectiveness of the two aforesaid PSSs are compared in Fig 6.8 It is
noticed that although both PSSs enhance the system damping throughout the whole day,
the damping ratio of the CPSS could not attain the 20% level when the load becomes
heavy. It is also found that the damping ratio of the proposed PSS can be maintained above
20% under poorly damped conditions. This diagram, of course, 1s unable to represent the

other advantages (1)-(1i1) as discussed before.

I[+ Without PSS —s— CPSS —a— Proposed PSS

30
_ e e
§- - .'-':'-.""-..\!__—-:_!...__‘_-___-/!
2 \A—-“/
5 15
o .
£ 10+
[+ 9
E
o]
o

Time{hr)

Fig. 6.8 Daily curve of the damping ratio

6.4  Summary

A new H, design methodology is introduced in this chapter which is able to solve certain
limitations of existing H., PSS design techniques. The robust PSS is successfully designed
by treating the change of system operating conditions as model uncertainty. System
damping with the proposed controller is enhanced precisely at the conditions when such
enhancement is useful. It is superior to the conventional PSS in terms of the robustness of
the closed-loop system in respect of model uncertainties. This methodology cén guarantee
the st'a'bi.lity of the closed-loop system with predefined uncertainties such as load variation
and tieline flow variation. The design procedure has been fully discussed with a single

machine case, and the technique is also illustrated for-a two-machine system,
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CHAPTER 7

CONCLUSIONS AND RECOMMENDATIONS

7.1 Conclusions

Power system instability imposes limitations on power system operation. The aim of this
thesis is to advance the understanding of, and alleviate the stability problem in,

multimachine systems. -

A power system modeling method (Plug-in Modeling Technique) for small perturbation
studies, which can accept any representation of system components together with
associated control equipment of any desired degree of complexity, has been presented.
Modular system components such as machine, SVC, TCSC, PS, HVDC link and tieline can
be plugged into the network as additional modules. Instead of transforming control blocks
to equations, component and network equations are transformed to two types of
e]emeﬁtary blocks and these are then amalgamated with the control blocks. Based on this
generalized approach, these elementary blocks of the entire system can be handled
systematically,_irrespective of the size and complexity of the multimachine system, so that
the state space equations can be obtained and easily correlated with system parameters.
This is an important contribution because the state space equations are available as an
explicit function of every parameter, and the input and output signals can be any system
variable. With the relative ease of integration with the eigenvector techniques, the

multimachine analytical program developed is distinguished by the following features:

a) it can perform modal analysis on any variable,
b) eigenvalue sensitivity coefficients with respect to all block/system parameter can be

directly obtained.
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Based on extensive application of eigenvalues, modal and sensitivity analyses under both
single and muiti machine environment, a significant conclusion is that the stability. imit is much
extended by increasing the exciter gain, and theoretically the limit does not exist even for a small

exciter gain. Therefore, this thesis will concentrate on oscillatory stability.

Tieline oscillétion is an important and common problem as it restricts the power transfer
between interconnected systems. Installing a damping controller to an SVC and using the
tieflow as stabilizing signal have been acceptéd as an effective means to enhance interarea
mode damping for power systems. However, the choice of controller gain is restricted by
SVC mode oscillation. Although the SVC instability has been recognized by some
researchers [44], it seems that the SVC constraint has so far not been quantitattvely
considered at the design stage. Based on the fuller exploitation of the eigenvector techniqﬁe

.by the PMT, an improved design of the controller is attempted using

a) modal analysis investigation of the machine-mode relationship to show which machines
are more liable to cause instability, _ |
b) both modal and sensitivity analyses for selecting- SVC location and damping signal,

c) sensitivity analysis to optimize controller parameters.

The criterion of optimality is to maximize the interarea mode damping while keeping a
constant 9.5 dB gain margin for the SVC mode. Thus, by considering the controller effect
on both modes at the same time, a combined sensitivity coefficient (CSC) 1s calculated,
from which the desirable direction of change of each controller setting could be inferred.
The setting is said to be optimal when the CSC with respect to all damping controller

parameters approaches zero.

As the CSC of the controller gain constant is always zero and that of the ‘washout’ time
constant is invariably small, it turns out that the only tunable controller parameters are the
ledd/lag time constants. Detéiled synthesis of thé CSCs shows that, the l¢ad/lag design has
to fulfill three objectives: to provide correct phase compensation for the interarea mode and
the SVC mode, and to increase the controller gain by making use of different characteristics

at the two mode frequencies. Hence, it is an important insight to conclude that a flexible
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controller design structure should in general have three lead/lag stages of appropriated time
constants. It is also shown that if the SVC mode constraint is ignored, tuning the lead/lag
settings for interarea mode damping alone can actually lead to adjustment in the wrong

direction.

However, the CSC approach can achieve the optimum design at one operating point only,
similar to all classical methods, without consideration of the robustness the system. In order
to enhance system stability over a wide range of operating conditions, an H.,. based SVC is
developed to increase the damping of the interarea mode. The numerator-denominator
uncertainty representation and the partial pole placement technique are employed to solve
the limitations of the conventional H, design. The change of system operating conditions
(e.g. tieline flow) and the dynamics of the SVC mode are treated as low and high frequency
.modei uncertainties respectively, which are accounted for at the design stage. Case studies
confirm that the H, controller is more robust than the CSC controller regarding to the

tieline oscillation and the SVC mode instability.

By extending this H, algorithm to PSS design with a new weighting function selection
method, an H,, PSS design methodology able to solve certain limitations of existing H,,, PSS
design techniques is proposed. The robust PSS is successfully designed by treating the
change of system operating conditions as model uncertainty. System damping with the
proposed controller is enhanced precisely at the conditions when such enhancement is
useful. It is superior to the conventional PSS in terms of the robustness of the closed-loop
system in respect of model uncertainties. This methodology can guarantee the stability of
the closed-loop system with predefined uncertainties such as load variation and tieline flow

variation. This is an important and new extension of H,, PSS designs.

Although these studies are confined to some typical systems for convenience of discussion,
more complex systems can be dealt with in a similar way because of the versatility of the

PMT.
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7.2 Recommendations for future work

(O]

=l

H.. algorithm has been applied to PSS design in single and twe machine systems with
6onsideration of thé robustness of the .load and tieline flow variations. In 2 multimachine
system, the system operation variations become more compiicated such as load
characteristics and line/generator. outages and are beyond the scope of the present
research study. Examination of this more important and interesting aspect in the power

stability studies should be continued.

The discussion in this thesis is confined to the case of installing a single controller in

systems distinguished by one lightly damped (interarea mode). Attention should be

given to developing multi-controller design methodologies as applied to general multi-

area interconnected systems.

Voltage dependent load model has been used in the PMT. In order to have a more
accurate simulation results, the load mode! could be elaborated to cater for frequency

dependent characteristics and motor loads.

In this thesis, the location and damping signal of FACTS devices are selected by modal
analysis for one operating point only. However, due to the increase of system stress,

unusual load types and load distribution, the non-linearities of the system behaviour is

more significant. The change of system operating points may affect the effectiveness of

the selected location and damping signal. The selection of robust damping signals and

location for different FACTS applications is an open research area.
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APPENDIX 1

THIRD ORDER MACHINE EQUATION

The 3rd-order machine equations in Park’s dg frame [32] are

PE,=[Eq (X, =X, - £,YT, : (Al.la)
PSR, =Q-Q, ; (Al.1b)
P[P, - PY/M | Al
PR=VEert - o - (ALld)
V,=-RJI,+ X1, (Al.le)
V.=E'-X,I,-R], | (Al1.1f)
Po=V I, +V, +{I; +I))R, (Al.1g)

and in small perturbation form,

AE,'=[AE, — (X, — X, )AL+ pT,") (A1.22)
85 = Q,[AQ-AQ,, )/ p |  (A1.2b)
AQ = (AP, — AP)/pM | (Al.2¢)

AV, = VAV, JV, +V, AV, [V, o | (Al.2d)
AV, = —R,Al, + X Al (Al.2¢)
AV, = AE,'- X, A, - RAI, (A1.2f)
AP, =V +2R )AL + I AV, +(V, + 2RI )AL, + [,AV, : (Al2g)
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APPENDIX 2

BLOCK DIAGRAM OF DIFFERENT ORDER MACHINES
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Fig. A2.3 Sixth order machine module
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APPENDIX 3

EFECT OF LOAD AND MACHINE MODELING

When machines and loads are represented by a third order model and constant admittances,
the eigenvalues of the six electromechanical modes for the 7-machine system (Fig. 3.5)

have been calculated and given in Table A3.1.

Modes a j @
| +0.18 3.60

2 ~0.09 5.37
3 +0.04 75.76
4 -0.27 5.88
5 -0.24 6.09
6 -0.27 7.48

Table A3.1 Electromechanical modes (A= a + jw) for 3rd-order machine and constant
admittance load models

Load is regarded as constant admittance with {a,b) of equation (2.1) = (2.2) in the table.
Alternative load models-are constant current for (a,b) = (1,1), or constant MVA for (a.,b)
= (0,0). In the present studies, the boundary of {a,b) variation is restricted to (0,0) (0,2)
(2.0) and (2,2} in the illustrations. of Fig. A3.1.

For the mode 1 (interarea), the eigenvalue will change from +0.18 £ 73.60 to +0.12 £ /3.17
if the constant admittance load is replaced by constant MVA load. When different machine
model is used, the eigenvalue will be different. For instance, using order six for the machine
and (a,b) = (2,0) for load, the unstable eigenvalue will become stable. As for the other
modes, the effect of machine model variation is more significant than that of the load. As a
conclusion, appropriate load/machine modeling is vital to reliable aﬁd accurate stability

studies,
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Fig. A3.1

The effect of a and 4 values (see equation (2.1)) and machine model orders of

different electromechanical modes (Different axis-scales have been used for

different modes)
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APPENDIX 4

FORMATION OF STATE SPACE EQUATION

in the PMT, there are two types of blocks as shown in Fig. 2.11. An example of connection
of a four-block system is shown in Fig. AS.1 of Appendix 5. Generalizing this to all the

system blocks, a connection or L-matrix can be constructed as:

X7 (L L LTX] (Ad.12)
v =L, L LR (A4.1b)
M| |L

i 7 .4 ¢

L LM o (A4IC)

where X;, X, M; and M are vectors collecting all the x;, x, m; and m variables of Fig. 2.11, .
and R and Y are the input and output vectors. As the equation of the nth zero order block

is m, =k m,  the matrix equation for all zero order blocks will be
M = KM, | (A4.2)
where K =<k, > _ (A4.3)
= diagonal ma£rix ofk,, n=12,...
Similarly, the equation of the first order block is

x, = x, (b, + T, )/{a, + pT,,) ' (A4.4)

Expanding (A4.4), the equation for all the first order blocks is

X =KX +KX, +KX, (A4.5)
where K, = <k, > = <a, /T, > | (A4 .62)
K,= <k, >=<b[T, > | (A4.6b)
and K, =<k >=<T, [T, > : (A4.6¢)

are diagonal matrices (# = 1,2,...).
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The state space equation can be constructed from (A4.1), (A4.2) and (A4.3) by eliminating
M;. M and X; from (A4.1). Therefore,

Y =CX + DR | (221)
where C =L, + L HL,

D=L +LHL,

H=(-L)"

I =1dentity matrix

and L, =KL'fori=78and9.

X =AX+BR+ER )
where 4= S(K,F-K,) | (A4.7)

B = SK,G |

E=SKG

S=(I-KF)' - _ (A4.8)

F=L +LHL (A4.9)
and  G=L,+LHL, |
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APPENDIX §

FORMATION OF THE L-MATRIX

r m'l m, xl.] X, y
o—m?—» > >
13
! {11) (12} (13)
Y
l m, m,_ X, ‘x‘.z
(14)

Fig. AS.1 Example of a 4-block system

With reference to the simple example of a four-block system shown in Fig. A5.1, and by
comparing the corresponding node numbers of the LHS and RHS vectors ("1° if equal

otherwise ‘0’), the sparse connection-matrix equation is

anfx 1 T I x, 1013)
a3)|x, | |1 . x, (14)
an| y =17 C T T lan
aplm | |77 CU T 0 m a2
adm | | 1 } L, (1)

Since the input data are a sequence of blocks (i.e. branches) rather than nodal information,
‘this technique is much simpler and faster than the indirect method of using incidence

matrices [69].
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TIME RESPONSE ANALYTICAL SOLUTION

The response of (2 20) is [70):
X(t) = D(HX(0+) + jo d()BR(I - )t
where @©ft) = Pexp(AN(

P={U,U,. .}, Us=eigenvector
0P _ _

and A = diagonal matrix of eigenvalues.

[ntegrating {2.20) with respect to time /,

_Jj)éiif}tdt = J:j(AX + BR)dt + J:jE %dt

[ -]

=0-

fort>r>0

(A6.1a)

(A6.1b)

For small perturbation analysis, X(0—) = 0 and R(0-) = 0, and for an input step function of

magnitude R, there results |
X(0+)=ER(0+)=ER
and Ri¢-7)=R fort>7>0

Thus, X{(t) = Pexp(A)QER +£Pexp(Ar)QBRdr

X(t) = Pexp(At)QER + Plexp(At) - INA"'QBR (A6.2a) -

and Y({@)=CX(r)+ DR
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REPRESENTATION OF COMPLICATED TRANSFER

FUNCTIONS

Nonlinear function under small perturbations, or ‘quadratic’ transfer functions, may be

included as elementary blocks in Fig. 2.11. This appendix illustrates how some typical cases

shown in Fig. A7.1 are processed.

X
’
@' R
[ v 7 .L.'V"-J;LYI_“_’E
oy

(a) (b)

C,+ pC,
D, +pD, +p

Fig. A7.1 Examples of ‘non-elementary’ transfer functions

Casea Z=XY

AZ = YAX + XAY
Case b E =V + jiX]|

Er=Vi+ DX

AE = (V/E)AV + (X E)AT
Similarly 1 =|I, + I |

Al =(I,/DAL + (I, /DAL,
Casec:  E = f(I)

AE = mAT

where  m = slope (OF/0[) at the operating point. |
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(Case - A ‘quadratic’ transfer function may be represented by two elementary blocks.

The two block diagrams are identical so long as

G=C,

A=DC/[C,

K=C/C+D,JC,~DJC

B=C,/C
In the limiting case where (' = 0, C; = 0, or if the numerator polynomial is also quadratic.
it 1s still possible to express the original second order block as a combination of elementary

blocks by more elaborate circuit block manipulation. Any high order polynomial can be also

represented by elementary blocks since it i1s a combination of quadratic and first order.
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APPENDIX 8

EVALUATION OF SENSITIVITY COEFFICIENTS FOR
ARBITRARY BLOCK PARAMETERS

From (A4.7) and (A4.8), system matrix A4 is a function of K;, K, and K. Hence, for x = &,
: k. or k,in the nth block as defined in (A4.6), CA/ck can be expressed as follows:

oA _ oK, (AS.12)
ok, ok,
oA _ _g K. (A8.1b)
- Ok, ok,
or gizg(KbF—Ka):—SMS(K,,F—K“)

ok, Ok, ok,

K
:SC’}Kr FS(KbF—Ka):Sa ~FA (A8.1¢)

ok ok

t 4

where OK/0k (OKy/0ky, OK,/Ok, and 3K./0k.) will have only one non-zero element of uﬁity
- value (the nth diagonal element). Therefore, if W= (w;, w,,..) and Z' = (z;, z,....) are two
arbitrary vectors, the product of W(OKIBK)Z = w,z, will be as simple as the product of two

scalars. Because of this feature, 04/0k can be evaluated very easily as shown below.

Define the scalar
h=VTU=(v,,v,,. Nu u,,. )
and the vectors

WT=VTS=(w, w,...) | (A8.2a)

Z=FU=(z,z2,,..)" (A8.2b)

where .§ and F are aiready available in (A4.8) and (A4.9), respectively, when for'rﬁing the

state space equation.
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Substituting (A8.1) in (2.22),

Qr

Hence for x = b, a, Ty, or T,, OA/0k becomes, using (A4.6),

or

K K

VTS'a—"FU w’ oK, ¥4

oL Ok, ~ ok,  w,z,

ok, VU Vi h
-V's oK, U

oL ok, _ wi,

ok, vy

, K

visKepay vrs e po

oL ok, ok, Wz,

ok, viu ‘ vy h

oL Oh Gk, ON 1 wrz

ob ok, b ok, T, hT

A _-w,u,
da kI,
a?\‘ — wnzn?\'
o1, - AT,

Oh _ Oh Ok, 0N Ok, Oh Ok,
oI, ok, T, ok, 8T, ok, oT,

Py D D
ok, ok, ok

i

=-w {z.b-ua+dz, 1)/ (hT})

Appendices

(A8 .3a)

(A8.3b)

(A8.3¢)

{A8B.4a)

(A8 4b)

(A8.4¢)

(AS8.4d)

Consequently, the sensitivities of A, with respect to the nth block, are obtatned by picking

up the nth elements from the vectors U, W and Z and then performing a simple algebraic

operation with some other scalars according to (A8.4), where W and Z can be derived from

V and U in (A8.2). Therefore the sensitivity with respect to all block parameters can be

evaluated once these vectors are formed.
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APPENDIX 9

EVALUATION OF SEN-SITIVIT.Y COEFFICIENTS FOR
ARBITRARY SYSTEM PARAMETERS

With diagonal matrix K of (A4.3) collecting all the parameters of zero order blocks,
parameters associated with system operating condition are all included in K. From (A4.4),

(A4.5), and (A4.6), 04/0x can be expressed as

84 _ S(K,F-K,)] :S(K ik ,(?Ej (A9.la)l
A X * oK * o

oF o(L,+L,HL,) oK

== =LH—(L'H+I)L, A9.1b
~ - H——(L, H + 1)L, (A9.1b)

Investigating the elements of K associated with system operating condition, some of them
are the simple functions of variables associated with generator buses, which are collected in

M, of (2.23) or My of (A9.2) corresponding to i-th machine.

iy gis

M, = il ViV Vi 0058, 5in8 | (A9 2)

The others describing network equation are collected in M, of (2.23). With oK/dk
constructed from the partial derivatives of elements of M; and M,, d4/0« for x = (system

parameter) therefore can be evaluated from (2.22) and (A9.1).

A9.1 Derivatives of M to j-th nodal voltages (Vg + jV )

Firstly, assuming that the nodal voltages and generator currents are defined in rectangular

coordinates. Ey; can also be expressed referencing network frame as:

 Eget gy = Ve + V) + (U + L\ Ra # 5K, )
EQRs = VRi + g R, ~1,X

Jiftgi

Egy =V, + 1y X, + LR (A9.3)

Ri**gi Jit tar
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+ [

T _ 2
EQj—E Qi o

ORi

E gy =—Ey, sind,, Eg, = Eq,cosd, (a9

From the nodal voltage equation of overall network I = YV, coordinates transformation

(2.9) and,

Viepl 4V} O (A9S)

1}

the partial derivatives can be expressed as follows by using a constant (g with (*y = / for

i =jand Cp= 0 fori=j. Subscript ‘()j” stands for ‘Rj” or ‘Jj’.

o O

=0 G, {A9.6a)
vy oV, ,
I i '
2 ,I:h — 0. S '"B,' . (Ag6b)
- av, oV ’ ,
ok, oF,,. _ _
CCI— A =C, + R, ! - X o (A9 .7a)
oV, oV, oV, WV
OF oz, ok, 188 ‘
erR: _ i _ Rm‘ a Ri _qu aIJz (-A9.7b)
oV, Vg, av, v,
ok, oF .. OF. : .
2 - Gind, +—2 cosd, : (A9.7¢)
Wy, s, Yo -
aSil‘l(Sj -1 (aEQRr' i aEQ: ins J
= sind, [,
v, Eo N0V, OV,
p o
dcosd, 1 [ CE,,, JE,,
C;),S P - s & 0056,. (Agg)
oy La\OVy, Iy,
o, _ o c0sB, + o, sind, +1, Jcosd; ‘I, dsind, ’
Foyi . O Vs oy T My
o _ _ ind, .
¢ __Au sing, +-—-—-—a[J‘ cosd, — 1, Osind, +1, Ocosb, (A9.9)
aV(-)f aV(-)I aV(-)}' ap?-)j . aV(-)f
V. , ind,
_ v, - C, cosd, +V, dcosd, v, dsind, ’
oV, Wy, ¥y,
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Vs dcosd, - ., dsind,
Vs _ ¢ sing, +, 29080y 09m0;
v, 9 v,
v ins. |
/q: - _C, sind, =V, dsind, o, dcosd, ‘
v, oV, OV,
av. _ ins 5
" cosd <y, SN0y 00088, (A9.10)
v, | v, v,
v, =C, pi1 v, =C, Voo (A9.11)
oV, v, ov, v, ' |

A9.2 Derivatives of M, to nodal voltages (Vg +jV )

M, of (2.23) will be consisted of fhe elements of Vg’ alone when the machine is
considered only. When static loads are represented by equivalent shunt admittances and
added to the corresponding diagonal elements of ¥;;' of (2.4), only the equivalent

admittances are affected by nodal voltages. Thus,

aYG‘G' d -1
, = [YGG - YGL (YLL I) YLG]
o, (4 aVr: b
Y, .
= Yo ¥ Y Y, - (49.12)

€

When the deviation of nodal voltages is regarded being independent with load powers,

differéntiation of (A9.13a) yields (A9.13b).

AG, + jAB, = (P, - jO,)V: (A9.13a)
8(AG, + jAB;) -2V, B | : -
E% = V4U (P!z _JQIJ) . A9.13b)

(i I

if the deviation of nodal voltages is risen from the variation of nodal powers, the equivalent

admittances should be expressed by nodal injected currents as

[Ri + .jIJl‘

AGﬁ + jABii = e ——
. Ve + IV,

(A9.14)

and the injected currents are determined by nodal voltage equation f = YV. Therefore,
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AG. - : ol .. o,
i :[Cn(zvm}.aaﬁ 1y, )tV g AV, }
aV(-)J' ti aV(-)j aV(-)f
AB. - ' '
0AB, _ l Co(2V, AB, +1,)+V,, oy _ p Ol ,
Ve ¥V, W OV
9AB, - o, .
o =’"!_ CO(ZVJfABﬁ _]R1)+VRJ‘ _(”'*{L_ Ji aIRr (A9.l5) -
aVn,J. V; f)VJj. 6Vﬂ

A9.3 Derivatives to nodal voltages (V}, dy;)

When nodal voltages in polar coordinates are defined as V< &y, the derivatives of any

element A, in and M, or M, of (2.23) can be obtained from Vg = V; cosdy; and Vy, =V}

COS(S},_',' as
oM, oM, M,
= —*cosd, +—="sind
v, oV, v,
oM, M, . . M,
——=——=V sind  +—V cosb,,

(A9.16)

-A9.4 Derivatives of K to nodal injected power (P; + (J;)

Jacobian matrix J used in load flow calculation determines the linearized relationship

between nodal powers and nodal voltages. OVz/0P;,

Vl0Q,, BV1/OP; and OV,/8(Q); are the

elements of J~'. Therefore, the derivatives of any element A; in and M, dr M, of (16) to

nodal powers will be expressed as:

M, 5> M, Ny M, KV,
X L\W, P, H, P

J
|

d\v/[;_
0,

(M, VM, V,
\WRk (@j WJI: CX?;‘
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A9.5 Derivatives of K to line admittance (Von = gmn + j0ma)

Change of a line admittance y., will affects admittance matrix Y and the initial system
operating. condition described by nodal voltages-and injected currents. Derivative of K with

respect to b, has the same form as that to 2., Only the latter is discussed.

The derivatives of Y’ to g... will be obtained from 0¥/8g,.. which is constructed as: I’

n

on the sits of (m, ) and (r,n), “—1" on the sits of (m,n) and (n,m), “0” on other sites. The

derivative of Y’ with respect to gnn 18

al’('r"‘f?‘I — aYGG _ aYGL (Y l)—lY i
agrrm agnm agnm - “

) 47 ;
+YGL(YLL ) ] a (YLL ) lIJ.I'.G

mnn

..,

_YGL(Y )_]¢ - {A918)
og

However, due to I = YV, (A9.6) will becomes (in vector form)

'
oA _y ¥ ¥y - (A9 19)

OF 0L Lo

From (AS.7) to (A9.11), if oM./cV is régérded as a linear function of 3/0V denoted as f{).

the derivatives of M; will be represented in vector form as

= 2 [ ) O (no)
ag og

mn mn

EVI3gmn can be solved from (A9.21) which is obtained by differentiating the nodal power
equation.
ov, .

oy oV’
[r. +Z V, ¥ . r r" s =0,i= 1’2,3,_“ (A921)
agmn J ag ! / a .

ma i
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APPENDIX 10

VALIDITY OF THE PMT PROGRAM

Validation of the PMT algorithms is divided into two stages. The first stage (three steps) is
to compare the results with the well-known Heftron Phillips (HP) model [6].

(a) Machine modeling is.first checked by using a new single machine infinite bus model
established in Appendix 16.
(b) The multimachine network described by (2.5) is checked against HP using a 2-machine
2-node system in which one machine (reference) has very large inertia and the output .
- voltages AV, and AV, are made zero.
(c) This network equation (2.5) is once more checked by a large N-machine system in
which two identical machines are connected to an arbitrary bus via identical reactance

X. (e.g. generator transformer reactance).

The above has confirmed the validity of the 3rd-order machine model together with the
network equation (2.‘5) because afl the eigenvalues obtained in HP analysis reappear in alf
the above cases irrespective the complexity of EXC/GOV representations, although some
more eigenvalues come out in (b) and {c) because of more than one machine. The next
stage is to check the network equation (2.7) (with -any component) with the validated

network equation (2.5) (with machines only):

(d) by treating an arbitrary transmission line (eventually eliminated in (2.5)) as a line
component in (2.7),
(e) by treating a capacitor as an SVC component without feedback/control,

(f) with the existence of both multi-SVC and multi-line components.

The validity of the network equation (2.7) is also confirmed because eigenvalues obtained
in all these computer runs are identical to the original (i.e. without SVC/line component).
Note that the shunt SVC component (connected to one node) and the series line
component {connected between two nodes) reflect the different ways of modular system

connection,
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APPENDIX 11

DATA OF 7-MACHINE SYSTEM

Bus Generation Load

number MW MVar MW MVar
! 678.38 ~186.07 125.00 ~40.00
2 290.00 . 5867 260.00 - -40.00
3 147.02 -26.70 80.00 0.0
4 229 85 63.92 100.00 ~10.00
5. 190.09 , 7.27 60.00 00
6 130.05 0.49 70.00 -10.00
7 150.05 ~19.51 100.00 . 0.0
8 0.0 0.0 150.00 —40.00
9 00 0.0 50.00 0.0
10 0.0 0.0 120.00 0.0
11 0.0 0.0 20.00 0.0
12 0.0 : 0.0 60.00 -30.00
13 0.0 ' 0.0 80.00 0.0
14 0.0 0.0 160.00 00
£5 0.0 0.0 160.00 0.0
i6 0.0 0.0 70.00 10.00
17 0.0 0.0 70.00 .00
18 0.0 0.0 90.00 0.0
19 0.0 0.0 140.00 0.0

Table A11.1 Busbar data of the 7-machine system
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Line From To R X B2
numnber {Bus 1) {Bus })
i i 0.00042 0.00674 0.07915
2 8 9 0.00006 0.00577 0.42992
3 8 10 0.00416 0.07560 0.01381
4 8 1 0.0 0.08979 001117
5 9 2 0.00123 0.03045 0.12917
6 9 10 0.00297 0.04278 0.12860
7 9 i £0.00200 0.04227 0.04017
8 3 10 0.00019 0.00138 0.02560
9 10 1 0.00075 0.00470 0.02332 .
10 10 12 0.00234 0.02326 0.03418
1l 10 13 0.03658 0.04443 0.03382
12 11 12 0.00202 0.02184 0.03535
13 1 13 0.01195 0.05117 0.03924
14 14 4 0.0 0.06673 0.03861
15 4 15 0.00400 022582 003236
16 15 5 0.03504 0.20399 - 0.03227
17 15 19 0.00853 0.17754 0.03227
18 5 16 0.02324 0.11083 0.05505
19 16 i7 0.01478 0.15114 0.05485
20 16 6 0.04827 0.11328 0.02341
21 16 19 0.00430 0.20123 0.02341
22 17 6 0.02507 0.12436 0.02337
23 17 18 0.00425 0.10385 0.13635
24 7 18 0.03643 0.11877 0.13695
25 18 19 0.00564 0.18352 0.13373
26 14 19 0.01200 0.22499 004167
27 12 4 0.02027 0.20269 0.05505
28 13 14 0.01596 0.15963 0.05485

Table A11.2 Circuit data of the 7-machine system 7
(Note: The impedance R & X, and the susceptance B are in per unit on 100MVA base)
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Machine In Out b ' Ty a . 7. . Label
A, 1 2 ~1.000 00 1.000 0.010 EXC
2 3 50.000 0.0 1.000 0.030 GAIN
3 4 1.000  0.500 1.000. ~  0.050 PHAD
4 5 20.000  0.400 1.000 . 3.000 FOR
5 6 1000  0.400 1.000 0.200 FBI
6 4 -0.100 0.0 1.000 0.001 FB2
5 7 0.100 0.0 0.0 0.0 KG
7 8 0400  2.880 1.000 2880  REG
65 64  -87500 0.0 0.0 0.0 - GOV
64 61 1000 00 1.000 0.990 KG/ITG
A; 1 2 -1.000 0.0 1.000 0.010 ~ EXC
2 3 50.000 0.0 1.000 0.010 GAIN
3 4 1.000  0.500 1.000 0.050 PHAD
4 5 20.000 1.000 1.000 3.000 FOR
5 6 1.000 0300 1.000 0.200 FBI
6 4 -0200 00, 1.000 - 0.001 FB2
5 7 0.100 0.0 0.0 0.0 KG
7 8 0400 2400 1.000 2.400 REG -
65 64  -50.000 0.0 0.0 0.0 GOV
64 61 1.000 00 1.000 0.990 KG/TG
Az | 2 ~1.000 0.0 1.000 0.010 EXC
2 3 50.000 0.0 1.000 0010  GAIN
3 4 1000 0500  1.000 0050  PHAD
4 5 20.000 1.000 1.000 3.000  FOR
5 6 1.000  0.300 1.000 0200  FBI
6 4 -0200 0.0 1.000 © 0.001 FB2
5 7 0100 00 0.0 0.0 KG
7 8 0.400  2.400 1.000 2400  REG
65 64  -50.000 0.0 0.0 00 GOV
64. 61 1.000 0.0 1.000 0990  KG/TG

Table All 4a Transfer block data of EXC, GOV and PSS of ‘A’ machines
{(Note: Defaulted node numbers of some variables:
1=AV,, 8=AFEp, 61=AP,, 65=AfD)
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Machine In Qut b Ts a Tu Label
B, 1 2 ~1.000 00 1.000 0.010 EXC
2 3 20.000 0.0 1.000 0.200 GAIN
3 4 1,000  0.500 1.000 0.100 PHAD
4 5 20.000 1.000 1.000 0.500 FOR
5 6 1000 0.400 1.000 0200  FBI
6 4 ~0200 0.0 1.000 0.001 FB2
5 7 0.100 0.0 0.0 00  KG
7 8 0.400  2.760 1.000 2.760 REG
65 64  -25000 0.0 0.0 0.0 GOV
64 61 1000 00 1.000 10.990 KG/TG
B, 1 2 ~-1.000 .00 1.000 0.010 EXC
2 3 1.000 0.0 1.000 0.300 GA/TA
3 8 20.000 0.0 1.000 0.040 GO/TO
8 3 0.0 ~0.050 1.000 1000  KF/TF
65 64 - -25000 00 0.0 0.0 GOV
64 61 1600 0.0 1.000 0600  KG/TG
B, 1 -1.000 0.0 1.000 0.010 EXC
2 1000 00 1.000 '0.300 GA/TA
3 8 20000 0.0 1.000 0.040  -GO/TO
8 3 0.0 ~0.050 1.000 1.000 KF/TF
65 64  -20000 00 0.0 0.0 GOV
64 61 1.000 0.0 1.000 0.600 KG/TG
B, 1 2 -1.000 0.0 1.000 0.010 EXC
2 § 1.000 0.0 '1.000 0.300 GA/TA
3 8 20.000 0.0 1.000 0.040 GO/TO
8 3 0.0 ~0.050 1.000 1.000  KF/TF
65 64 15000 0.0 0.0 0.0 GOV
64 61 1.000 00 1.000 0.600 KG/TG

Table A11.4b Transfer block data of EXC, and GOV of ‘B’ machines
(Note: Defauited node numbers of some variables:

1=AV,, 8=AE, 61=AP,, 65=A()
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In Out b Ty a T, Label
1 5 1.000 0.0 0.0 0.0 K2

2 5 0.003 0.0 0.0 0.0 Kl

5 6 ~3.000 0.000 1.000 0.2500  FILT

6 7 2.100 0.021 0.000 0.010 REG

7 8 3.000 0.000 1.000 0.0046  LINEA
8 3 1000 -0.0015 1.000 0.001 SCR

Table A11.5 Transfer block data of voltage regulator of SVC

(Note: Defaulted node numbers of some variables:
1 = ﬂVSV(}, 2= MSV(‘ and 3 = ABL)
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APPENDIX 12

MODAL ANALYSIS

In order to eliminate the cross-coupling between the state variables, consider a new state

vector Z related to the original state vector X by the transformation:
X=PZ ' (A12.1)

where P =[U,U,,. ], - U, = right eigenvector : (A12.2)

By putting (A12.1) into (2.20) and (2.21), the state equations can be w_ﬁtten as (Al12.3)
and (A12.4).

Z=AZ+QBR+QER (A123)
- Y=CPZ +DR (Al12.4)
where A = QZP = diagonal matrix of eignevalues.

Q=P =V, v, .1, ¥, = left eigenvector

Matrix [QB + QEA] is referred to as mode controllability matrix and the matrix CP as the

mode observability matrix

The mode shape associated with A, can be determined easily from CU; which is the jth

column of CP and its magnitude it the observability index (i.e. OI = {CU).
The magnitude of jth row of the matrix [(B + QEA], ie. | V(B +AE) | is defined as the
controllability index (CI) associated with A;. In case of input R applied to a block of Fig.

2.11b with 7, = 0, matrix E = 0. (e.g. the input AB; in Fig. 4.2).

The residue index can be obtained from OI*Cl = | CU_;] ¥ | V;T(B +AE) |
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APPENDIX 13

PROPERTIES OF TIME CONSTANT SENSITIVITY (FOR
LEAD CIRCUIT)

Let the complex eigenvalues of mode j be 4; = a; * jw; and [1 + p7] be the transfer
function of a sample lead circuit. Then the circuit gain (5 and phase shift & for this mode are

given by (dropping the subscripts ./ for A, ay and @)

1+ pT =1+ AT =G«8 7 (A13.1)
where Gr=(l+al)y +@°T* . ’ (A13.2a)

and tan@ =T /(1 +al) (A13.2b)

Differentiating « with respect to 7

da_oudG dadb
ar & dr o081

(A13.3)

the RRSC &7 with respect to T obtained from sensitiVity analysis can be written

_ da  ba é(}/G+0"_a o6 ' ‘(414)
eritT &GI1G 8rirt 88 8riT '

rJT
&lIG  al+a’T +a’T?
arirt  (1+afly +e’T?

7/ ol B
STIT (l+aly +a’T* -

where (Al3_4a)

and f 7 , - (A13.4b)

can be directly evaluated; (4.14) has two unknowns: do/(6G/G) and 8a/00.

For n lead circuits in cascade, there are 1 S;r’s with respect to their corresponding I"s (e.g.
S;r = —0.0025, —0.0680 and —0.0967, ... with respect to 7 = 0.01, 0.2, 4.0, ... for the
interarea mode A = -0.19 £ 3. 91). Thus, substituting in (4_14), the g and f values for any

two T's (to give an arbitrary set of 2 equations with 2 unknowns), it is found that the
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solutions for Qa/(0G/() (= —0.0093) and 6‘9!./69 (=-0.0656) are independent of the choice
of 7’s. Moreover, for a cascade circuit with a transfer function G*G.28,%(,26,.... the
"RRSCs’ with respect to the Ga gain constant (§)s) and with respect to the gains of the
first-order circuits are always equal, so that

R
CORIG

for G=G,.Gy. ... (A13.5)

However g and f will vary with 7 according to (A13.4), and, assuming @ >> @, can be

approximated by

2 2

w'T’

X | A1363

£ l+@ 7" ( )

and Fe2r | | (A13.6b)
L+ T

Since g(w?) + g(1/(wT)) = 1 and Aw]) = A1 (@), g and f are positive-value functions,
appearing symmetric’ about 7 = 1/@ as shown in Fig. 4 5a. In the actual study the exact

(A13 4) are employed without simplification to obtain the sensitivity plots.

For a simple lead circuit with transfer function (TF) changed from G,2£6, to G.(1+£) (6,
+A#,) due to a positive AT change (where £ = AG,/G,), the variations of ¢ and A8, are of
interest in the sensitivity synthesis. To simplify treatment, a compleméntary lag circuit with
TF = G, ' /-8, is artificially added -so that the overall TF becomes GZ6 = (1+£)£A8,.
Referring to the Bode plots (G and &) in Fig. 4.5b and 4.5¢, ¢ (= AG/G = AG since G = 1
nominally) and A&,( = Af) can then be singled out for plotting. Here, the synthesis i1s based
on the condition that 7; = 75 (i.e. for unity circuit gain ) and AG 1s preferentially used
(instead of AG/G) for convenience in this case as a mean to depict the circuit gain

variations in the Bode plots. In Fig. 4.5, the 7 and @ axes are both in logarithmic scale.

Noting that g = (8G/GY(STIT) ~ &/(AT/T) and f= OO(ATIT) ~ AG/(ATIT), the g and f plots
in Fig. 4.5a (for a particular @ and with varying 7) may also be derived from the - and &
plots (for a particular 7 and with varying @) respectively. For example, the points m and n

in Fig. 4.5a can be obtained by /2" and » " in Fig. 4.5b and 4.5c.
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Siﬁce Aa= SpATIT = SiAGLG, + (0addd)AE,, whenever Sz or Oa/dd is negative-
(positive), G, or 8, has to increase (decrease) to increase damping if considered separately.
Although both G, and @, increase with 7, the degree of variation is dependent on the
relative T"and 1/, values as shown in the Bode plots in Fig. 4.5b and 4.5¢ (where AG./G,
= A(y and A8, = A@). Note that at this m_ode freguency w;, AG > AGif T > l/w, (Fig. 4.5b),
AG = Agif T = l/w, (Fig. 4.5¢), and at different mode frequencies, AUs > AGIf ws> @
(Fig. 4 5¢). . |

‘Considerations for a lag circuit are exactly complementary to the above treatment and are

not separately elaborated.
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APPENDIX 14

GAIN SYNTHESIS OF A CASCADE CIRCUIT

For a SVC damping controller with single lead/lag stage having a transfer function
Gl + AATFADY/[1+AT], the overall gain will be G,G, and the two parameter are (s, and

I (Ggis the gain constant of the controller and G, is the stage gain).

Suppose the SVC instability occurs at an overall controller gain of 3 pu (ie. Glrs = 3),
the corresponding G, will be (54 = G, = 3/Gus. (Gusis G, at ws.) For a 9.5 dB gain margin,
~ the normal operating gain (s, is one third of G., resulting GG, = 1/G,s. Referring to Fig 4.5¢
with a lead compensation {i.e. AT > 0), the stage gain G,s is increased by, say AUs = 0.008,
and the on-site tuning requires (5, decreased by the same amount, as shown in Table
Al4.1. Because the interarea mode is affected by overall gain G,*Gy and (. 18 increased
by. say AG; = 0.003. the overall change is AG;, — AGs = -0.005. (G 15 G, at @) With
similar reasoning, a lag circuit (with AT < 0) will increase the controller gain at @, by AG; —
AGs = (-0.003) — (-0.008) = 0.005 instead, by using the difference between the transient

gain reductions (éince lag) at the two mode frequencies.

The above explanation on transient gain change is based on adjustment on lead time
constant 7, at 7, = T, for convenience. The tendency is also valid for adjustment on lag

time constant 75 or for 7; = 75

Gain Gas _ CGe=3/Gas | Go=1Ges G Golras
a47=0 1 3 1 1 ]
AT =0 1.008 2.976 0.992 1.003 0.995
AT<0 0.992 3.024 1.008 0.997 1.005

Table A14.1 Controller gain synthesis of G[1 + T+AD)/[1+AT] for different AT
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APPENDIX 15

PHASE OF THE GEP(s)

In order to compute the phase shift of GEP(s), the state (4£2) in the block diagram (Fig
6.1) should be disconnected or the inertia of the machine has to assume very large values to
make the generator 446 constant. Otherwise, any change in APe (APe,tAe,) will cause
a change in AYAS and affect APe itself In practice. the measured transfer function
(APe Abpss) cannot equal GEP(s) because it is impossible to hold A€2 constant. As an
alternative, the phase shift of GEP(s) can be approximated by the angle difference between

the voltage reference 4V, and the terminal voltage (AV)) as shown in Fig. A15.1 {13].

F’hase(degre'esj

w0’ 10" 1w 10°

Frequency(radianslsec)

Fig. A15.1 Phase characteristics of GEP(s}-(solid line), APe/AEpss
-(star line) and AV,/AV,~(dashed line)
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APPENDIX 16

SINGLE MACHINE INFINITE BUS MODEL

\om

d—axis Ji )

Fig. Al6.1 System configuration and Phasor diagram

From Fig. A16.1, using the infinite bus as reference, the machine terminal voltage equations

are:
V=1, X, +1 R +V, cosd (Al16.1)
Veo=—-1,X,+ I[,R, +V, sind ' {Al6.2)

and for small perturbation, take the form:

1

Nd = m[XCAVq +RnAVd +V0(Xc sind —Rc COSS)&&] (A163)
. | .
A, = mmear/@ - XAV, +V,(R,sind + X, cos8)Ad) (Al6.4)

Thus, miachine modules of any order {e.g. Fig. 2.3, Fig. A2.1, Fig. A2.2 or Fig. A2.3) can
be easily connected to the network module (Fig. Al16.2) as they have the same five

connection, namely, AV, AV, Aly, Al, and 48,
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V(X sind—R coso)

L, I/;(Rcsin54;Xecos5) \

h A
e~
!
=
+
e
———

Fig. A16.2 Network model for single machine infinite bus
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Appendices

SYSTEM DATA OF SINGLE AND TWO MACHINE
SYSTEMS FOR H,, PSS DESIGN

A17.1 Single machine case {1000MVA base)

Rated power = 800 MW, Rated power factor = 0.8,

R, =0 X,=195 X'=03
X/=045  X,"=02  T,'=74
7,"=007 M=76  R.=0
Ke=-20 T,=05

A17.2 Two machine case (100MVA base)

Machine G1:

CR.=0 X;=0362 X,=0352
X, =00434 Tp'=78  T,'=0022
D=1 K,=212 . T,=00I
Machine G2:

R,=0 X;=0557 X,=05
X,"=008 T4'=6 T =0.014
D=-2 K,=212 7,=00l

Transmission line and capacitor data

K;=0.038 X;=0.0406 B/2=046

X;"=02
1,7=003
K.=50
Xa =0.06
T,' =09
K, =100
Xd'=0.ll
Ty =1
K,=-100
C-'j =-15

136

X,=19
T, =04
7,=0.03
X, =0.0434
T, =0.074
T,=02

X," =008
T =015
7,=02

Cz =-25

X, =0122
Hg=17.65



