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A SYSTEM FOR DOCUMENT IMAGL CLASSIFICATION

ABSTRACT

In this thesis, the system for Document Image Classification is discussed
in detail with three parts, i.e., document segmentation, and block
classification and document classification. In fact, only document
segmentation and document classification is used. The block
classification does not need, The reason for it has been analyzed clearly.
For the segmentation, the Fuzzy Segmentation Method (FSM) for the
analysis of document images is developed. Based on the uses of the fuzzy
set theory, the fuzzy blank and fuzzy black blocks are defined. The idea of
A-cut sets is utilized when determining the vertical and horizontal
thresholds in the segmentation process. With the definition of fuzzy sets,
such a process can be made automatically in an adaptive manner. For the
block classification, a system for automated pattern analysis and
classification (APACS) method is applied to the block classification. The
algorithm, feature;v, and selection of the samples for using this method are
specified. Furthermore, the part of affirming the feature of the blocks is
omitted. The document classification algorithm in the third part employs
the features of each block as parameters. This can reduce the error of
recognition. The results are ve@ satisfied. For the document
classification, the Branch-and-Bound Technique is adopted to match two
Attributed Random Graphs (ARGs) of a document. A new evaluation
function of the Branch-and-Bound algorithm is proposed. ARG
construction, decision tree construction and using branch-and-bound to
match two ARGs are elaborated in detail. The document classification is
successfully transferred to how to match the two ARGs. The experimental

results are quite -Sat;'sﬁed.
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Chapter 1 Introduction

Despite the integration of computerized information banding techniques, recent
surveys have shown that well over 90% of business information are stili held on paper
[35-37]. As the paper volume grows, problems with misfiles, lost files, processing
errors and delays, out-of-file conditions, record duplication, etc., are expected to
become more serious. In order to improve productivity, reduce costs and increase
responsiveness to customer needs, many organizations, in particular, many financial
institutions and government agencies, have explored the possibility of handling papers

electronically using Document Image Processing (DIP) systems [38-40].

Among the many suppliers that market such systems, there are IBM with Image
Plus [35,41-43], Olivetti with File Net [36,38,44-51,60], Philips with Megadoc [36-
37,41,45,48-49,60], Xionics with DIP-X [53,56-58], Wang with WIIS [45,53,57,60],
CACL with Catalyst [53,59], Toshiba with Tosfile [48], Racal with REOS
[45,53,57,60], Ingenium with Archea [53], NEC with Neofile [48], Kodak with KIMS
[36,60], Laser Data with Laser View [54], ACS with Hyparchiv [58], DSL with
INFOplus [53], Kofax with Kipp {52], Sanyo with Sanfile [48], Micro Dynamics with
MARS [60], Unisys with [IP§ [60], Infegrated Documatics with IMSOFT [53],
Matsushita with Panafile [48], Realstream with The Origin [53] and ROCC with
ROCCImage [55]. These systems support almost all the functions needed for a total
online document storage and retrieval solution: image capturing, indexing, archiving,
viewing, printing, and, for some of them, querying, reporting, document and user
tracking, electronic annotation, distribution, security and query management, etc. It
should be noted, however, that even with such capabilities, not all office procedures
could be fully automated. The responsibility of classifying the optically scanned

documents is, for example, still left to the users.

Since there is a need, in many offices, to group documents into classes according
to their types (letters, memos, forms, manuéls, invoices, technical reports, magazines,
journals, etc.), sources and destinations (the receiver, the sender, etc.) and/or their
processing requirements (reply to inquirer, requests for repairs, purchase orders, etc.)
for the purpose of indexing and work assignment etc., DIP systems that are able to

classify document images automatically could be very valuable.

Xudong Huang, Department of Computing, the Hong Kong Polytechnic University !
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Although reliable optical character recognition (OCR) methods could be used for
this task, the process is usually rather slow and expensive. Based on the observation
that office documents belonging to the same class have similar layout conventions
[69] and that a human is generally able to classify office documents by a perceptive
point of view [61], a DIP system is proposed here fo perform document classification
by automatic layout analysis rather than OCR. This system is capable of acquiring a
set of relevant and invariant layout descriptions of each document class from
preclassified digitized images so that, based on these descriptions, documents whose

class membership is unknown, can be correctly classified.

With the use of a proven inductive inference technique [62-68], the proposed
system is able to find the similarities between layout styles of documents belonging to
the same class and the differences between that of different classes even in the
absence of any a priori knowledge of document structures. It is capable of dealing
with both symbolic and numerical data in the inference process and can, for this
reason, overcome the problems facing many pattern recognition and artificial
intelligence approaches. Furthermore, the proposed system has the advantage that it
can be easily implemented on making the training and classification process
particularly efficient. Once a document is classified with this system, the recognition
of its key components such as the logo, the sender, the destination, etc. In case of
business letters or the name, the address, the telephone fields, etc. in case of

application forms can be made easier.

1.1 Problem Statement

A document comprises a number of components such as letterhead, logo, text, etc.
Office documents belonging to the same class have similar layout conventions. Given
a set of documents, they can be classified into different classes according to their
types (letters, memos, forms, manuéls, invoices, technical reports, magazines,
journals, etc.) For example, a letter must contains a letter head, and address, text arca,
and a signature; a form must contains a number of empty blocks for users to fill in the
details; an article must contain columns of text blocks and maybe be with some
pictures or diagrams.

Assuming that there are common properties within groups, (e.g. magazine and
manuals may have a large proportion of text blocks, letters and memos must have an

addressee), and that there are some differences within groups, (e.g. text blocks in

Xudong Huang, Department of Compuling, the Hong Kong Polytechnic University 2
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magazine are being displayed in columns while manuals are not being separated into

columns; or the position of addressee for letters and memos are different, etc.)

Based on this layout, documents can be classified according to their types (letters,
memos, reports, journals, etc.), their sources and destinations (the orders, etc.) for the
purpose of indexing and work assignment, etc. Document Image Processing (DIP)
system is therefore can be developed to perform document classification by automatic
Jayout analysis.

The major objective of this project is to develop a system that is able to classify a
document after layout analysis. Through the development of the project, different
approaches on pattern recognition (e.g. Structural Pattern Recognition) will be studied
techniques on image processing (such as image retrieval knowledge base, matching

algorithms) will be implemented.

1.2 Overview of the results

According to the survey, in general, the whole procession of the document image
classification is consisted of three stages, i.e. document segmentation, block
classification, and document classiﬁcétion. In this section, the document
segmentation, and the block classiﬁcatioﬁ are surveyed. The idea of solution for the

document classification is presented.
1.2.1 Segmentation

The first step in determining the layout structure of a document page from its
binary image is block segmentation. At this stage, the images are partitioned into
several, usually rectangular, regions each of that is referred to as a block. The
partitioning of an image is based on local and global visual properties of its various
regions [3]. Of the many techniques, two of them are particularly suitable for block
segmentation involving binary images. The first is the Run-Length Smearing (RLS)
method [1], and the second is the Recursive Projection Profile Cuts (RPPC) method
(2]

For each row and column in the image, the RLS algorithm merges any two black
pixels that are less than a certain threshold apart into a continuous stream of black
pixels leaving the white pixels unchanged. This procedure is first applied row-by-row

and then column-by-column, yielding two distinct bit maps. The two results are then

Xudong Huang, Department of Computing, the Hong Kong Polytechnic University 3
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combined by applying a logical AND to each pixel location. The resulting RLS image

contains a “smear” wherever printed material appears on the original image [16].

Contrary to the RLS algorithm, the RPPC method cuts a document image
recursively into rectangular blocks. At each step of the recursive process, the
projection profile is computed along both horizontal and vertical directions (a
projection along a line parallel to, say the x-axis, is simply a sum of all the pixel
values along that line) [3]. A “local” peak detector is then applied to the horizontal
and vertical “profiles” to detect local peaks (corresponding to thick black or white
gaps) at which the cuts are placed [17].

The effectiveness of the two ségrnentaﬁon methods were compared
experimentally and it was concluded that, for getting small blocks such that each
block includes just a text line in the text area, the RLS method is better than the RPPC
method [3]. This is because the RLS smeaﬁng process is done within each text line,
and not between text lines. So the blocks which contain just one text line can be
obtained directly by using RLS once. On the other hand, the RPPC cuts have to be
dore several times to make each text line into a block. If large blocks corresponding
to, say, paragraphs are needed, then the RPPC method is better than the RLS method.
A merging algorithm has to follow the RLS method so as to merge blocks
corresponding to single text lines into blocks corresponding to paragraphs.

It should be noted that the blocks, which the RLS method identifies, might not be
rectangular. If all blocks need to be rectangular, an algorithm for finding the bounding
rectangle has to be applied after executing the RLS procedure. Since, for our
application, the image would be bettef separated into large enough blocks so that a
text block can contain a whole paragraph, the RPPC method is used.

Both the RPPC and the RLS methods are sensitive to document skew with respect
to the raster scanning direction of the scanner. Skew detection is, therefore, necessary.
In the proposed DIP system, this is done by iterative examining small angle
projections from normal direction and determining the one that gives the steepest
variations of the projection profile [18,19].

The block segmentation decomposes a document image into rectangular blocks
each of which includes one of text, horizontal or vertical lines, graphics, or pictures.
Several techniques for block segmentation have been developed [12,13,14]. A

constrained run-length smoothing algerithm [14] is used to segment a document into

Xudong Huang, Department of Computing, the Hong Kong Polytechnic University 4
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areas of text, lines, and pictures. The graphics, except solid horizontal or vertical
lines, is categorized into the same class as pictures. A rule-based block segmentation
[12] consists of smearing the documcnt' image via the run-length smoothing
algorithm, calculating the locations and statistical properties of connected
components, and filtering out the image. The Bley algorithm [15] decomposes a
connected component into subcomponents which makes more complex in the
recognition process and which is sensitive to text font and size variations. A robust
algorithm for block segmentation [13] which uses the Hough transformation to group
connected components together into logical character strings to be discriminated from
the graphics, is relatively independent of changes in text’s font, size, and string

orientation.
1.2.2 Block Classification

After segmentation, each block is classified into several basic classes: halftone
image, text, graphics, vertical and horizontal lines. In order to accomplish such tasks,
it is necessary to first extract appropriate features from each block. Simultaneously
with component coloring, the following measurements are taken {17]: total number of
black pixels in the 'segmented block, minimum x - y coordinates of a block and its x -
y lengths, total number of black pixels in the original block, and number of horizontal
white-black transitions in the original image block, etc. Given these measurements,
several features are computed {1, 17, 20, 21]. These features include: the height of a
block (H), its eccentricity (E), the ratio of the number of black pixels to the area of the
surrounding rectangle (S), and the mean horizontal length of the black runs in the
original data from the block (R). A block is considered to be text if it is a textured
stripe of mean height H,, and mean black-run length R,. The distribution of values in
the R - H plane derived from sample documents are observed to determine the
discriminative function. Low R and H values represent regions containing text. To
determine the threshold values of R and H that define the text region in the R - H
plane, an adaptive method is used. This method estimates H,, R, and the standard
deviation of R and H. These values are then used to classify the various blocks by

using the following pattern classification scheme that assumes linear separability:
e Textif R < CyRand H < C3; Hy;

« Horizontal solid black lines if R > CyRmand H < Cy; A,

Xudong Huang, Department of Computing, the Hong Kong Polyiechnic University 5
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¢ Graphic and Halftone images if £ > 1/C,; and H > C;; H,; and

¢ Vertical solid black lines if £ < 1/Cyyand H > C,; H,,.

The constants Cj are determined by heuristic rules from examining the R - A plane

plot of typical document and the values of R, and H,,.

In the preceding section, the mixed-mode (mixture of text, graphics and pictures)
document is segmented into blocks, each of which contains the single-mode content.
This section presents the block classification algorithm to classify the blocks into one
of the text, horizontal or vertical line, graphics and picture classes. Most existing
block classification techniqués are based on the discrimination of statistical local or
global features. The commonly used features, éuch as block height and aspect ratio,
are elementary for extracting the mostly popular text blocks. However, they are not
sufficient in classifying the mixed -mode document blocks. Therefore, more complex

features are needed to achieve the higher reliability.

Since the text/image blocks tend to cluster in space with respect to some features,
a threshold or a discriminative function is selected for separation. A two-dimensional
plane consisting of mean value of the block height versus run length of the block
mean black pixel is established to classify document blocks into text, image,
horizontal line, and vertical line [1]. A rule-based classification uses the features such
as height, aspect ratio, density, perimeter, and perimeter/width ratio [12]. A newspaper
classification method creates the black-white pair run-length matrix to derive three
features: short run emphasis, long run emphasis, and extra long run emphasis for
clustering [3]. The distribution of the features used is dependent on the character’s
font and size and the image resolution. The inappropriately chosen threshold can lead
into misclassification.

Text Analysis Recognition

(1) Text Analysis Recognition

There are two main types of analysis that are applied to text in documents. One is
optical character recognition (OCR) to derive the meaning of the characters and words
from their bit-mapped images. The other is page layout analysis to discover
formatting of the text and, from that, to derive meaning associated with the positional
and functional blocks in which the text is located. These operations may be performed

separately, or the results from one analysis may be used to aid or correct those from
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the other. OCR methods are usually distinguished as being applicable to either
machine-printed or handwritten character recognition. Page layout analysis techniques
are applied to machine-printed or handwritten text occurring within delineated blocks
on a printed form.

(2) Skew estimation

A text line is a group of characters, symbols, and words that are adjacent,
relatively close to each other, and through which a straight line can be drawn (usually
with horizontal or vertical orientation). The dominant orientation of the text lines m a
document page determines the skew angle of that page. Therefore, analysis steps such
as OCR and page layout analysis most often depend on an input page with zero skew,
it is important to perform skew estimation and correction before these steps. Also,
since a reader expects a page displayed on a computer screen to be upright in normal
reading orientation, skew correction is norrﬁally done before scanned pages are
displayed. There are three categories of skew estimation techniques based on their

approaches:
e Projection profile methods:

Projection profile methods are popular for skew detection. A projection profile is a
histogram of the number of ON-pixel values accumulated along parallel sample lines
taken through the document. The profile may be at any angle, but often it is taken
horizontally along rows or vertically along columns.

The most straightforward use of the projection profile for skew detection is to
compute the skew at a number of angles close to the expected orientation [22]. For
each angle, a measure is made of the variation in the bin height along the profile, and
the one with the maximum variation gives the skew angle. One modification to the
projection profile method was proposed by Baird [19] to improve the speed and
accuracy of skew detection. In a faster, though less accurate, method of approximating
the skew angle, shifts in projection profiles are measured. [24]. For text lines that are
approximately horizontal, the document is divided into equal-width vertical strips that
each covers the height of the page image. Another fast method based on the
measurement of shifts between strips uses vertical projection profiles determined for
horizontal strips of the page [25], incontrast to the use of horizontal profiles on

vertical strips by [24], as described above.

» Hough transform methods:

Xudong Huang, Department of Computing, the Hong Kong Polytechnic University 7
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The Hough transform was useful for straight-line detection. It can be use for a
similar purpose to find skew from text line components [26,27,28]. The Hough
transform maps each point in the original (x,y) plane to all points in the ( 6) Hough

plane of possible lines through (x, y) with slope fand distance form origin r.

s Nearest-neighbor methods:

All the above methods have some limitation in the maximum amount of skew that
they can handle, Another approach - using nearest-neighbor clustering - does not have
this limitation [Hahsizume 1986]. An extension of this nearest-neighbor approach is
to obtain not just one neighbour for each component but k neighbor, where & typically
is 4 or 5 [33].

(3) Page layout analysis

After skew detection, the image is usually rotated to zero skew angle, and then
layout analysis is performed. Structural layout analysis is performed to obtain a
physical segmentation into groups of document components. Structural layout

analysis can be performed in top-down or bottom-up fashion.
¢ Top-down analysis:

The run-length smoothing algorithm is a popular method of projection profiles for
this performing this smoothing [Wong 1982]. This method merges characters into
words, words into text lines, and text lines intd paragraphs. This use of horizontal and
vertical projection profiles requires that the image be first skew corrected and that
spacing is known and uniform within the image. A more structured top-down method
that also uses projection profiles splits the document into successively smaller
rectangular blocks by alternately making horizontal and vertical “cuts” along white
space, starting with a full page and continuing with each subblock [29,30]. The results
of segmentation are represented on an X-Y tree, where the top-level node is for the
page, each lower node is for a block, and each level alternately represents the results
of horizontal (X-cut) and vertical (Y-cut) segmentation. Another top-down layout
technique analyzes white space to isolate blocks and then uses projection profiles to
find lines [32]). For most page formats, this a very effective approach. However, for
pages where text does not have linear bounds and where figures are intermixed both

in and around text, these methods may be inappropriate.

¢ Bottom-up analysis:

Xudong Huang. Department of Computing, the Hong Kong Palytechnic University R
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One approach combines a number of the techniques described above [12]. First,
the skew is found from the Hough transform, then, between-line spacing is found as
the peak of the one-dimensional Fourier transform of the projection profile & for fixed
at the'(bmputed skew angle. Run-length smoothing is performed, and then within-line
spacing is determined by finding the peak on a histogram of these within-line lengths
of white spaces and of black lengths. Next, bottom-up merging of the text components
is done by a sequence of run-length smoothing operation. The docstrum method [33]
employs bottom-up k-nearest-neighbors clustering to group form characters into text
lines and structural blocks of layout analysis by the docstrum method. Similar to the
top-down method that uses functional labeling information in the course of
performing structural layout analysis [31], a combination of the two processes can be
used to advantage in bottom-up analysis. In [24], segmentation is performed, using

field separators and then blank delimiters, as for many other methods.

¢ Functional labeling:

As described above, some of the layout analysis methods [31,24] perform
functional labeling in the course of structural blocking. Other methods perform these
steps sequentially, first obtaining structural blocks and then applying functional labels.

Graphics Analysis and Recognition

Graphics recognition and interpretation are important topics in document image
analysis since graphics elements pervade textual material, with diagrams illustrating
concepts in the text, company logos heading business letters, and lines separating
fields in tables and sections of text. The graphics components that we deal with are
the binary-valued entitles that occur along with text and pictures in documents. We
will omit this section because our topics involve in this content and it is not main

content.

1.2.3 Document Classification

For the document classification, by survey, we haven't found methodologies about
it. Many researchers only prompt document-processing system, but it is just relation
to the segmentation, block classification, and it has no something with the document
classification. In this thesis, I will present a method and its advanced method to

achieve the two document matching. The two document matching is transferred the
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two attribute random graph matching.

1.3 Fuzzy Methodology
The main methodologies for the DIP System will be include three parts that is

segmentation, classification and pattern. In the three parts, we may be mainly used
Fuzzy Methodology or other methodology to analysis the encountered question. In the

here, we depict some general methodologies or concepts of the fuzzy using in the

pattern recognition.

Fuzzy Set The function z: X — [0,1] is given the label 4, and is 4 called a fuzzy
(sub) set of X. 4 is called the membership function of 4.

Since a fuzzy set is always defined as a subset of a general set X, the “sub”
is frequently abbreviated, and it is just called a fuzzy set. From the definition we see

that the function over the interval [0, 1] has a one-to-one correspondence with the

fuzzy set.

a-Cut for a fuzzy set A4,
A
Ag = {x|pufx) > a}; a €0, 1)

A = (x| mb) 2aae1]

a

are called the weak a-cut and strong a-cut respectively.

The term a-cut is a general term that includes both strong and weak types. The
weak a-cut is also called the « level-set. The difference between strong and weak is
the presence or absence of the equal sign. If the membership function is continuous,
the distinction between strong and weak is not necessary due to the logical

development inherent in the a-cut.

Resolution Principle

Ha(x) = suplanrX, (x)]1= suplanX, (x)]
ad0,1) ad0,1) n

Using the resolution principle, if we define the fuzzy set & 4. here as
a

ad. o u, X)=arX, (x)

the resolution principle is expressed in the form
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A= | ot

a (0,1} a

In other words, a fuzzy set A is decomposed into a 4., & € (0, 1] and is expressed as
o

the union of these. This is what the resolution principal means. If a; < @, Aa; D A,
Given fuzzy sets such as ada; and ada,, we can retrieve the original membership
function of fuzzy set A by connecting the corners of their membership functions. This

gives rise to the function
Ha(x) & A. @€ (0, 1]

Fuzzy Relations Fuzzy relation R from set X to set Y (or between X and Y) is a
fuzzy set in the direct product X >< Y={(x,y)| x € X,y € Y}, and is characterized by
a membership function p:

M XxY—[0,1]
Especially when X =Y, R is known as a fuzzy relation to X.

Fuzzy Matrices and Fuzzy Graphs Given finite set X = { x;, X2, ..., X}, Y= {31,

V2 s ¥m}, a fuzzy relation in X x Y can be expressed by an m x n matrix as follows:

He (x,0) ..uk(xny'j) ,uR(x[syn)
Re (%, ) Hp(%y,9) T He(Xy,0,)
#R(x,,,,h) ﬂR(‘xm‘!yZ) U ,'[R(xm’yn)

This kind of matrix, which expresses a fuzzy relation, is called a fuzzy matrix.
Since ug has values within the interval [0, 1], the elements of the fuzzy matrix also
have values within [0, 1]. In order to express fuzzy relation R in a graph, for z(x;, ¥;),
we make x;, y; vertices and add the grade 4r(x,, ) to the arc from x;to y;. This graph
is called a fuzzy graph.

Direct Fuzzy Pattern Recognition Given the set U for all objects to be
recognized. Each object u in the set U has p features index. i.e. uy, u, ..., u,. Each
feature index depicts the special feature of the object u. So u = (uy, 1, ..., u,). Called
feature vector.

Let the set U to be recognized divided into n classifications, and each

classification is fuzzy set in the set U, signed as 4, , 4, , ..., 4, . Each object v has a
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group of membership degree: u,, (v), u,,(u)}, ..., #,,(u). They express the degree

that the object u be subordinate to the 4,, 4, , ..., 4, respectively.

e Maximum Membership Degree Rule Let the set 4 is the fuzzy set at the given

interval U, the wu;, wu), .. u, are objects in the set U If

i, (ug)=max(p, ()14, (y),..., 14, (1,)), then the membership of u; precedes over
the fuzzy subset 4.

* Maximum Membership Rule Let the set 4, , 4, , ..., 4, is the fuzzy subset at

the given interval U, the wupe U is recognized objects. If

sy (ug)=max( p, (o), sy (t4g),---, 11, (1)), then the membership of up precedes

over the fuzzy subset 4, .

e Cut Level Rule Let the set 4,,4,, ..., 4, is the fuzzy subset at the given

interval U, given a cut level A € [0, 1], and the up, € U is recognized objects.

(1) If max( Hy (u5), Ha, (uo),...,p,," (1,)) < A, then refuse to recognize, and find the
cause.

DI max(a W)ty (oo fty, o)) 2 K and 1 (o), 1y ()5 oo
H, (u,) great or equal to A, then the result is feasible, and let ug belong to
A, NA, NN A,

In the practice, the two expressions above can modify as:

Z aiﬂAr. (u()) < l’

i=l

Z:cz“uAr (uy) 2 A

i=l

where Zat. = 1. ; is the weight of 4,
i=1 ~

Indirect Fuzzy Pattern Recognition Given the set U for all objects to be

recognized. Each object B is a fuzzy subset in the set U/, and each element in the U
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has p features index (u, u,, ..., 4,). Given fuzzy subset A, JA; e A, in the set U.
We need to determine the conjoint degree 5.({?, A} when we judge the object {3 is
belonged to which fuzzy subset 4, (i =1, 2, ..., n).

Select Near Rule: Let 4, ,4, , ..., A, is the fuzzy subset in the set U, and B is
also the fuzzy subset in the set U. If 5({?, A) = max(é'({?,A]), e é‘(?, A,)), then

B is belonged to the fuzzy subset 4, .
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Chapter 2 Technique for Pattern Recognition

The process of recognizing a pattern is the classification of a sample pattern into
one of more predefined categories. There are mainly two different approaches for
pattern recognition: (1) statistical pattern recognition and (2) Structural pattern
recognition. The proposed DIP system adopted the ideas for structural pattern
recognition. These approaches as well as the pattern representation in structural

pattern recognition will be discussed in this section.

2.1 Statistical Pattern Recognition

It is a very sound theoretical method for classification of patterns. It is well suited
in applications where a limited number of features are used. The purpose of statistical
pattern recognition is to determine to which category or class a given sample belongs.
Through observation and measurement processes, we obtain a set of numbers that
make up the measurement vector. The vector is a random vector and its density
function depends on its class. The design of a classifier consists of two parts. One is to
colIth data samples from various classes and to find the boundaries that separate the
classes. This process is called classifier desi'gn,‘ training, or learning. The other is to

test the designed classifier by feeding the samples whose class identities are known.

2.2 Structural Pattern Recogniﬁdn

This based on symbolic data structures like strings, trees, graphs, or arrays for
pattern representation instead of using vectors of numbers in the statistical approach.
These data structures allow the description of relations between elementary pattern
components and provide means for hierarchical models showing how complex

patterns are built from simpler parts.

We can recognize an unknown pattern by comparing its symbolic representation
with a number of predefined object models. A symbolic match computes a measure of

similarity between the unknown input and a number of prototype models.

2.3 Pattern Representation

In the structural approach, we use symbolic data structures for the representation
of the patterns under study. There are usually two sets of patterns. First, model or
prototype patterns. We used this sample set of patterns for system design. Secondly,

we have unknown patterns to be recognized in the actual application phase of a
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pattern recognition system. Typically, we used same kind of data structures for both
the unknown patterns and the samples.

Words of symbols, or strings, are the most fundamental data structures for pattern
representation. The individual symbols in a string usually represent atomic pattern
components. Strings are a one-dimensional formalism but many pattems are
inherently two or more dimensional. Therefore, it comes up with more general data
structures for pattern representation. The most powerful class of symbolic structures

for more-dimensional representation is graphs.

2.4 Graph Matching and Gfaph Isomorphism

Graph A graph consists of a set of nodes and a set of edges. Given a paftern in
terms of a graph, the nodes usually represent simpler subpatterns and the edges
indicate relations between those subpatterns. The relations may be spatial, temporal,
or any other type. A graph representation is very useful of deriving a symbolic scene
interpretation.

An important subclass of graphs is trees. A tree has three different classes of
nodes, namely root, interior, and leave. There is exactly one root, which has only
outgoing and no incoming edges. Each interior node has exactly one incoming and at
east one outgoing edge. Trees are interesting for pattern recognition applications as
they are representatively less expensive than graphs.

An array is a special type of graph where the nodes and the edges are arranged in a
regular form. This type of data structure is particularly useful for low level pattern
representalion.

In structural pattern recognition, a pattern can be represented by a set of primitives
and the relations among them. In this system, attributed graphs are being used for
pattern representation. For attributed graphs, a vertex with attributed values is used to
represent a pattern primitive and an attributed are is used to represent the relation
between them. The basic concepts and definitions given below are adapted from with
modifications to comply with the commonly accepted notations.

Attributed Graphs The nodes in attributed graph denote pattern primitives, and
the branches between two nodes represent the relations between primitives.

Primitives: Let Z={z; | i = 1, 2, ..., [} be a nonempty and finite set of possible
attributes for describing pattern primitives (vertex attributes, e.g. TextBlockl,

GraphicBlock2, Line3 ... etc.) and, for each i, S; = { s; | j = 1, 2, ..., J} be the set of
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possible attribute values associated with z:.(e.g. no of black pixels in the block, size of
the block ... etc) Let Ly = {(z;, sy | i = 1, 2,....0; j = 1, 2, ..., Ji} be the set of legal

attribute value pairs. Let I1 denote the set of all possible pattern primitives.

Relations: Similarly, let F={f;|i = 1 2, ..., I’} be a nonempty finite set of
possible relational attributes (edge attributes, e.g. On top of, Left of ... etc.).
LetL,={(f, ty|i=12 ..01"j=1 2.. T} be the set of legal attribute value
pairs. Let 6 denote the set of all relations.

An aitributed graph G over L = (L, L), with an underlying graph structure H
= (N, E), is defined to be a pair (V, A) where V = (N, y) is called an attributed
vertex set and A = (E, 8) is called vertex interpreter and arc interpreter,
respectively.

Graph Isomorphism Two attributed graphs G, = (Vt, A)) and Gy = (Va, Ay) are
said to be structurally isomorphic if there eﬁists an isomorphism T : Hy — H; where

. = (N, E) and H, = (N,, E) represent the structural aspects of Gy and G2
respectively. G, and G, are said to be completely isomorphic if there exists an
attribute value preserving structural isomorphism T between G, and Ga.

2.5 Attributed Random Graph )

For the document classification, we can define the attributed random graph
according the above definition as follows:

An qttributed random graph (ARG) over Lis a tuple Q= (N, 4, £ {), where Nisa
non-empty finite set of nodes, 4 < N x N is a set of distinct ordered pairs of distinct
elements in N called arcs; & N — Vy is an node interpretation function; and ¢ 4 — V4
1s an arc interpretation function.

Nodes of an ARG: The synfactic of a node has a value chosen from the set of nodes
v; (1 £i< n). The semantic is ordinal used to denote each vector.

Relations of nodes in an ARG: The syntactic of a relation r; between node i and

node f is represented as a vector. The semantic is not used.
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Chapter 3 Fuzzy Segmentation for Document Image Analysis

This chapter describes a segmentation method called the Fuzzy Segmentation
Method (FSM) for the analysis of document images. Based on the use of concepts in
fuzzy set theory, we define fuzzy blank and fuzzy black lines and based on these
definitions, we, in tumn, define fuzzy blank and fuzzy black blocks. An efficient
algorithm is proposed here for their identification. The ideas of A-cut sets are utilized
when determining the vertical and horizontal thresholds in the segmentation process.
With- the definition of fuzzy sets, such a process can be made automated in an
adaptive process. When comparing to existing approaches, it is better able to

correctly identify blocks in a document image.

3.1 Introduction to the segmentation of document classification

Even with the advance of computers, paper documents are still one of the most
common medium for information transmission in today’s society. Document image
analysis, as a result, remains an important area of research in computing. Be it optical
character recognition or document image 'classiﬁcation, the images have to be first
segmented and then classified. If segmentation cannot be performed satisfactorily,

pattern recognition cannot be performed accurately.

For document image segmentation, two algorithms can be adopted: the Run
Length Smoothing Algorithm (RLSA) [1], and the Recursive X-Y Cuts algorithm
(RXYC) [2]. The RLSA is based on the ‘distance’ between two black pixels in which
if it’s less than a certain threshold, all the pixels will be merged to become a
continuous stream of dark pixels. The procedures are applied row by row and then
column by column. The two results are then combined by applying a logical OR to
each pixel location [1, 3]. Briefly, if an image is represented as a binary sequence in
which black pixels are represented by 0’s and white by 1’s, the RLSA can be used to
transform a binary input sequence x into a binary output sequence y according to the
following rules:

1. 1’s in x are changed to 0’s in y if the number of adjacent 1’s is less than or

equal to a predefined threshold c.

2. 0’s in x are unchanged in y.

For example, with ¢ = 4 the sequence x is mapped into y as follows:
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x: [111100101111111110101111011111111100

y: 1111100001111111110000000011111111100

The RLSA is first applied row-by-row and then column-by-column, yielding two
distinct bitmaps. The two results are then combined by applying a logical OR to each
pixel location. Since spacing of document components tends to differ horizontally and
vertically, the threshold C; and C, in the horizohtal and vertical directions respectively
need not be the same. Additional horizontal smoothing using the RLSA produces the

final segmentation result.

Unlike the RLSA, the RXYC cuts image recursively into blocks. At each step of
the recursive process, the projection profile is computed along both horizontal and
vertical directions. A projection profile is then obtained by determining the number of
black pixels that fall onto a projection axis (a projection along a line parallel to, say
the x-axis, is simply a sum of all the pixel values along that line). A “local” peak
detector is then applied to the horizontal and vertical “profiles” to detect local peaks

(corresponding to thick black or white gaps) at which the cuts are placed [1].

o
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independently Fig.3-4 After performing a logical OR

Projection profiles represent a global feature of a document. They play an
important role in the document element extraction, character segmentation and skew

normalization. All objects in a document are contained in rectangular blocks. Blanks
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are placed between these rectangles. Thus, the document projection profile is a
waveform whose deep valleys correspond to the blank areas of the documents. A deep
valley with a width greater than an established threshold C, can be cut as the position
corresponding to the edge of an object or block. Because a document generally
consists of several blocks, the process of projection should be done recursively until

all of the blocks have been located.

By intuition, in this phase, the choice of the smoothing threshold C is very
important. A horizontal threshold that is too small simply merges within individual
characters. Slightly Iargef threshold merge individual characters into a word but are
not large enough to bridge the space between the two words. A threshold that is too
large often causes sentences to join to non-text regions, or to connect to adjacent
columns.

The suggested threshold Cy and C, for the horizontal and vertical directions are
300 and 500 respectively. However, since we are dealing with office documents such
as letters, memos, forms, etc., in which different blocks may lie closely to each other,
a new set of thresholds are required. Consider, for example, the image of a letter head
in Fig.3-1 in which a logo is found on the left, a company name in the middle, and an

address on the right and they are all bounded by two horizontal lines.

However, if we are to use the proposed threshold, the logo will merge with the
company name, and the company name will merged with part of the address after
horizontal segmentation (see Fig.3-2). Since the blocks are located so close to each
other, this samec problem will occur. After vertical segmentation, the 2 horizontal
lines will merge with the address block. And as a result, all desired information is lost,
resulting only in a single “large” block (see Fig.3-2).

In order to preserve all the useful information, smaller thresholds of Cj, = 10 and
C,= 4 can be used. However, there is still a problem if we perform a logical OR to the
2 independently segmented bitmaps. As.shown in Fig.3-3, the logo merges with the
company name. The original idea of having a logical OR (AND if black=1 and
white=0) is to preserve the line spacing between every single text blocks. However, an
undesirable side effect, as illustrated in Fig.3-4b and 3-4c, results. The space between
the logo and the text block (gap 1) is filled both in the horizontal and vertical
segmentation, making the 2 blocks merge with each other after performing a logical

OR. This is unexpected because of the 2 horizontal lines that bounded the logo and
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text blocks and these lines provide misleading results after vertical segmentation.
To overcome these problems, we present here a fuzzy segmentation method
(FSM) for document image analysis. The FSM allows the threshold to be determined

automatically and adaptively.

3.2 The Fuzzy Segmentation Method (FSM)
Let F(i, j) be an NxM (where N, M are non-negative integers) matrix representing
a document image, and let

Foi 0 whitepixel 0< i < N (Width of Horizontal Pixel)
@211 Black pixel 0< j < M (Height of Vertical Pixel)

N-1
Given F(i, j), we can define a S(/) to be S(j)= .ZOF(i,j). Fig.3-6 shows a plot of
i=
S(7) against j for the image in Fig.3-5. Since ${/) can take on a value in the interval
from 0 to M, its universe of discourse, U is defined to be U= [0, M]. The crisp value
of S(j) can then be mapped into a fuzzy set defined on U and we define the
membership function of this fuzzy set to be:

o
uD=1-22  (0sj<m) m

According to (1), if S{) — M, then x(j) — 0. This happens when the jth row is or is
almost a black line. If there are at least some black pixels in the jth row, the degree of
membership, x(j), indicates, roughly, the amount of black pixels in it (Figs.3-5 and 3-
6). '
Given the fuzzy set S(j), we can define a lambda-cut set, 3, A€[0,1], of it so that
S2 = {S(G) | 4() > A} and
$2 = {SG) | u() <A} where 0<j<M
and members of S, can be considered a fuzzy blank line whereas that of s 4 can be

considered a fuzzy black one. Based on the definitions of S; , 521, we can construct a
set of all fuzzy blank lines and a set of all fuzzy black lines to contain those lines that
has these characteristics respectively. These two sets can, therefore, be defined as
follows:

Lo={j1SG)e Sa} 0<j<M

Ja={j|S¢)eS:} 0<j<M
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The set J; is the set of fuzzy black lines and the set J 1 is the set of fuzzy blank lines.

Let ji. 0 <j <M be the element of Jj, then Jz = {jo.... ju ... ji}, 05k <M.
Based on this definition, we can construct subsets of J; so that each such subset
contains a continuous block of fuzzy black lines. To form a block, two lines have to
be adjacent to each other. For this reason, a block of black lines can be defined by the
following subset of J; as follows:

il Jigp—Js=10si<M}cJ, @)
where 0 <j; <M, 0 < /<M. If we choose different A,i.e. 0 < Ap < 4; <...< A< 1,0
n < M, the definition of fuzzy black lines can be altered and based on the different
definitions, we have different fuzzy black blocks:

iljin -Ji=1,08j <Ml JAk and

n 1

where 0<k<n, 0sn<M O05;<MO0<I<M

n
By defining 4 = lcUO Uildi = =1,0<i<M}, , we can eliminate all intersecting

subsets and construct the following function C(;) as follows:

£ 1 g s . .
1,je{};j!]l._l_l—ji—l,OSKM}l and
-1
J’E( U {'II[‘]!+1_JI=1’OSI<M}’{)U
=y k=0

n
U {J1[11+1—1£=110-<-I<M}k
k=1+1
| 0, otherwise

Let N; be used to denote the number of the elements of the ith subset of 4 that
satisfies C{j) = 1, then

N = |y —Ji =L 0Si< ML
In other words, N; ,(0<i<M), can be considered the width of a black block or a
threshold C (C, or C,) and we can define the set 7 of contain all the black box in the
image

T={Np Ny .. N} (0<1< M) (3)

Depending on the particular applications, the elements in 7 can be chosen
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accordingly. If a local threshold is preferred, T can be used directly.
3.3 Automatic Determination of Thresholds

To use the FSM, we have to determine the value of A. For Sy, A€[0,1}, if the value
" of A is in the interval from 0 to 0.5, the possibility for this row to be black is greater
but if the value of A is in the 0.5 to 1 interval, then the possibility of this row to be
blank is greater. Therefore, A can be determined according to this definition of fuzzy
blank and black lines. From (1), the following equations can be used to determine A:
Eosypy
a= max[l-—] (0< j<k<M)
=0y

A; =%a (i=0,...,0,0<i<f< M)
In general, if the value of A is from 0.5 to 1, then using 5 grades for A (i.e. B=4) for
both C, and C, should be good enough. The value of A can be given according to the
following rules:

. the valid range of the image, i.e., the valid value of the width or height in
pixels. If the width or height is more bigger, the #is more bigger.

2. the performance of machine. The value of 3 can be given bigger if the machine
runs fast.

3. for the office document, in general we usually use A4 papers, therefore, using 5
grades is enough.

In a word, to check the effect, we had given the different values to B. If the S is
too smaller, e.g. Jis been given value | or 2, it is insignificance because the interval is
too bigger. If the f is too bigger, ¢.g. f is been given value that is close to the width
for the vertical direction or the height for the horizontal direction, it is affected the
speed of process because the interval is too smaller. By intuitively, it is insignificance
if 3 is been given value that is bigger than the width for the vertical direction or the
height for the horizontal direction.

For document image segmentation, FSM should be applied in two directions, the
horizontal and vertical directions. The horizontal and vertical thresholds, C; and C,,

should be different at different locations in the image. Therefore, the document

structure should be considered first according to (1) and (3). If x(;)= 1 and the
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thresholds of Cj (horizontal threshold for blank blocks) or C, (vertical threshold for
blank blocks) is the largest amongst all, then the document can be separated from
here.

Given an image, therefore, FSM is first applied in one direction (vertical or
horizontal) to the whole document to obtain a set of thresholds 7,. For each
segmented unit corresponding to the elements of 7,, we then apbly FSM to find T;.
The “algorithm 2" and “algorithm 3 below describes how we perform segmentation
in each direction separately.

[Algorithm-1] // Calculation of the vertical threshold

1) Calculate the sum of pixels for'each row.

2) Construct the membership function, and the maximum sum of row for

calculation of the lambda for the vertical direction.

3) Calculate the lambda for the vertical direction.

4) Construct the checking function, C()).
S) Calculate the values of the vertical threshold for the set 7..

To perform vertical segmentation based on the above, we use the following algorithm:

[Algorithm-2) // Vertical Segmentation

Initial states: nbytes = ( Width of Horizontal Pixel + 7 )/ 8;

nbytes = ( nbytes + 3 ) / 4; nbytes *= 4, x=0;

1} // loop row by row, bit afier bit
X < nbytes;

2) /f check bit by bit, with bit mask started with 0x80 to check first bit
while Bit wise Loop < §, then |

3) /! loop row by row
y=0;

4) y < Height of Vertical Pixel, then copy all Bit wise Loop” bit of x Byte in row y
to scanline[y]; reset scanline[y] to 0 in case if distance exceeds local threshold in
the set 7;

5) y++; then go to 4);

6) /l loop row by row again
y=0;

7) y < Height of Vertical Pixel, then perform logical AND with Mask and Current
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Byte;
/l the Mask is created according to start and end ‘row’

th

copy all Bit wise Loop™ to scanline;

8) y++; then go to 7);
9) // mask shift one position
bit mask >>=1;
10) Bit wise Loop++; then go to 2);
11) x++; then go to 1).
The horizontal segmentzition performs another bit wise operation. the algorithm
below gives the details as follows:
[Algorithm-3] // Horizontal Segmentation
Initial states: nbytes = ( Width of Horizontal Pixel + 7)) /8;
nbytes = (nbytes +3)/4; y=0;
1) // loop byte by byte, row after row
y < Height of Vertical Pixel
2)x=0;
3) x < nbytes;
4) If check bit by bit, with bit mask started with 0x80 to check first bit
while Bit wise Loop < 8, then Output Bit = (Current Byte & bit mask) ? 1:0;
5) If Output Bit == 0 then
If Distance > Local threshold in the set Ty, then go to bit where the 1¥ ‘black’
occurred and perform logical AND with Mask;
1l Mask created according to the position of first & last occurrence of black
pixel.
else Distancet+;
end if
end if
6) // mask shift one position
bit mask >>=1;
7) Bit wise Loop++; then go to 4);
8) x++; then go to 3),
9) y++; then go to 1).

In addition, in order to improve the effectiveness of FSM, we can use some noise
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elimination techniques before applying FSM. One can use a simple 3x3 window to
reduce the noise [4] or one can also use the 1x3 window to expand the pixel or “black
box” method to weight the sum of the pixel (Fig.3-7 and Fig.3-8) so that if the sum of
pixels for each row or column is large, then the value of lambda can be easily
determined. This algorithm is given below:

[Algorithm-4] // Black Box method

1) For each pixel in the document,
if the pixel is black pixel, then
2) Checking cac'h. pixel is whether or not connect with it in around it
3) If connect with it, then mark it with flag and go to 2)
4) If all pixel in all for checking pixel don’t connect, then calculate the
coordinate of the left top and right bottom. Go to 1)
end

6) until the end of document

[Algorithm-5] // the process

1) Copy a scanned image file
2) To the copied file,
(1) Using the 3x3 window to reduce the noise
(2) Expand 2 pixels in the copied file for each pixel in source scanned image file
to left or right when segment the rows, or to the up or down when segment

the column

3) Using FMS for rows or columns

4) Paragraph block

5) The result react to source scanned image file, and counters the each parameter
of each paragraph block. |

6) To use it in future

It is depicted very simple because this method don’t include much technique. It only
uses the source scanned image file as a reference file, the copied file as operating file.
However, the result is very good because it can weight the sum of the pixel and can
conveniently operate for programming in C++.

3.4 Features of the FSM

The segmentation technique proposed above has these unique features. The use of
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FSM allows us to eliminate noise by getting rid of isolated pixels. It also allows us to
automatically determine the vertical and horizontal thresholds. For example, assume
there are some isolated pixels between two lines, then according to (1), if the sum of
those pixels is negligible when compared to the sum of the two lines respectively, then
those pixels will not be considered and they do not affect the results of FSM. The

degree of membership of those pixels is closer to 1 than the degree of membership of

the two lines respectively.

The main aim of the FSM is that it can automatically determine the thresholds in
any position in the docﬁrﬁent. Depending on the particular position and the particular
application, we can calculate the vertical and horizontal thresholds in order to meet
specific requirement. In the case when we need to differentiate a line and a paragraph,
then the vertical threshold can be determined by giving an extra weight for each
threshold so that realise such an objective to differentiate a line and a paragraph
according to the proportion of the threshold.

For the case of a text line with different font types, or font size, or with different
languages such as both English and Chinese on the same line, etc., the use of FSM is
also very satisfactory (see Fig.3-5). If we use a fixed-threshold approach such as
RLSA or RXYC for the segméntation task, this threshold could either be too large or
too small. But this problem can be overcome easily with FSM.

Using FSM, we can obtain the distance between any row and column in a
document image. We can utilise those features to distinguish further each segmented
unit such as a horizontal line, a vertical line, or even English or Chinese character or
handwriting or a picture. It also allow us to better determine the characteristics of
each segmented unit such as the length, the width, the height, the mid-point, the
density, etc. This information will be helpful when we classify the blocks into text,

picture, graphics, lines, etc. And also when we try to classify them according to

document types.

3.5 Paragraph Block
For some office document, according to our estimate, the blocks dealt with FSM can

merge within 20 paragraph blocks. For the part of head and tail of the image file, it is
best to merge little blocks, for the part of middle image file, to merge more blocks.

The rule of the mergence is a distance between rows or columns.
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3.6 Experimental Results
The images used for our experimental were obtained by scan with 400 DPL. The

figures from 3-5 to 3-13 show the results of the experiments. Fig.3-5 shows the source
document for testing the FSM. Fig.3-6 shows the histogram of the distribution of
black pixels in a row by row fashion from top-to bottom (i.e. from 0 to 783). Fig.3-7
shows the “black block” found by the methodology proposed above. Fig.3-8 shows
the distribution of the black pixels in the segmented image shown in Fig.3-7. From
Fig.3-6 and 3-8, their differences are easily noticeable. To make them clearer, we
show in Fig.3-9 the dégree of membership for the fuzzy set “blank line” for the
original (dotted line) and the processed image (solid line) using FSM. When
~ compared with a fixed threshold non-fuzzy approach such as RXYC and RLSA, the
differences can be found in Fig.3-10 to 3-17. From these figures, we can see the result
of the Fig.3-10 is relatively more satisfactory when compared to Fig.3-11 and Fig.3-
12. However, Fig.3-13 that shows the result with FSM is the most satisfactory.

3.7 Summary
In this chapter, we presented a fuzzy set based method to automatically determine

the threshold for segmentation of document images. Compared to existing techniques
such as the RLSA or RXYC, the proposed FSM approach is better able to determine
the boundaries of the different blocks in a document. The definition of fuzzy blank
and black box allow the boundaries to be more accurately located. It also eliminates

noise more efficiently. Experimental results have confirmed that the FSM does have

such advantageous features.

Xudong Huang, Depariment of Computing, the Hong Kong Polytcchnic University 27



A SYSTEM FOR DOCUMENT IMAGE CLASSIFICATION

A

0.0) wwn 12376 w o

HONG KONG INSTITUTION OF SCIENCE SEEE B 1Y B .
H Application for Ordinary Membership . gy b Bliony Bxailintiy
Thit wppecition farm s inmsed Ls ;- HOWG KOHG FOLYTECHIIC UNIVERSITY - P p—
Ot pursue wha wich te apply for menbsbip shotd wits 14 G Kenorry Secutary of the flang e gemae mile aminll B myyly S st ey sl e b B B vooogm sty of B s vy
Kenglatation ofSorpes ko e for wa apphcation form kpphtabin iide o tophedd i fares wil [ SEPEERIT, SR Sp— eyl § ovws B0
oot be accrpted | e megtell

WAMEN DN _EnAmd_ ewrcts (i) . pmosms a0 e (10
— [T T T

Sumuma Qlhernemes  Chinece

HKID Ho, Ggugrd S Iy 110 |
Hatar - ) [ LT3
() Heumus aturuki be a3 ey sppear n Hong Keng ldsorty Card N Rame dlolY §1 o Mg oy oy Ty
(D Ifymi damot hakd s Horg Keng hmity Cand, s wib puiapant mixtad wd alia mach e Bl Bl all Bew s i Bee el
#vidanc ¢ sbowing s subsriactid rouneion with Hog Xong. sitionm 1 ot ¥ il Y ¢ ot oo vl I vy Sy
ﬂﬁ; Oamp Frosfly i Crtstuiard - ) — prpre g 1 ...
Maees ein by, P X & ey 1 L)
| Terom: 2490t Bibegliemn : 98- I
Y
Fig.3-5 The original document Fig.3-7 After applying Algorithm 4
600
500 -+
400 -1
300 +
200 +
100 +
g -
-~ - o o u -— | ) oD 'yl ~— [ o) (=] u - | B o)
= (=) (g Q) (3 P~ L] o -— o [ iy 0 =t (=g o« oo
-— - o ™~ [ap] o> <t S o u [Yp) w w P~ [

Fig.3-6 The pixel distribution of the original document
600
500 +

400 T
300 +
200 +
100 ¢
)

[

o

—~

-
P
o

593
645
691

o h Wy = = M
N WO — 0 o WU
(o B o B S Y B Y

Fig.3-8 The pixel distribution af the document in Fig. 3-7

Xudong Huang, Department of Comnputing, the Hong Kong Polytechnic University 28

783



A SYSTEM FOR DOCUMENT IMAGE CLASSIFICATION

0.8

0.6

0.4

0.2+

-r N~ [} [=2] L - | el o (=2} uy - b ane o [=r] w -~ [y o
-r [=r] ™ [em) o ~ O (7=} = w o L o < o (2 o
- b o~ o4 [ap] o - == w2 e o w oo P~ P

. Fig..'!.-9 The difference in degree of membership between Fig. 3-5 (dotted line) and Fig. 3-7 (solid line}

el -F N
= |
———
a— 14 bt - = - S— |
e
ik s (St )
s _EE‘J—
———
— dhpmfput? —  opmmes
gy ——
Fl o
— et M s _— st N

i

Fig.3-10 The result of using fixed threshold Fig.3-11 The result of using fixed threshold
with €, =10 and C,=4 with C; =10 and C,=8
= ] - .|

|
T S

ey E—
— r_ — F - .
[N —_— Ot W et
_ﬁt ey e W
Fig.3-12 The result of using fixed threshold Fig.3-13 The result using FSM

with €, =10 and C, = 14

Xudong Huang, Department of Computing, the Hong Kong Polytechnic University 20



A SYSTEM FOR DOCUMENT IMAGE CLASSIFICATION

— - | — e i
[ 4 ——
—_—— -
— Aty i Smm—— — et Semm————-
e a8 el Pty Ve
Pieplem Py . oo L) e 0

Fig.3-14 The result of using fixed threshold Fig.3-15 The result of using fixed threshold

wi!hCh=IZand Cv=4 . withCh=l4and Cv=4
P
el NN .
ngfopteaiustialioy Nudenily .
— - - —— o . -
l——
_,_)..-_n_g_c-%!_ [ S —
____M_._.__—. _—-'—H—"'—'
—r— B
— —-— .
Sl =i Samm—- i Aty i
Sl Bl Wersnh ]

Fig.3-16 The result of using fixed threshold Fig.3-17 The result of using fixed threshold

withCp =16 and C =4 withh=20and c,=4

Xudang Huang, Depariment of Computing, the Hong Kong Polytechnic University 30



A SYSTEM FOR DOCUMENT IMAGE CLASSIFICATION

Chapter 4 Block Classification of Document

In this chapter, the four methods for block classification were surveyed. The
shortcoming of them is shown. Then APACS [62] method is applied to the block
classification. It only uses for representing the reason why the block classification is
needless discussing in the later chapter. The algorithm, features, and how to select the
samples is specified in detail. The questions about how to select the sample and how
to classify the images are prompted. There is a criterion, and all on the basis of this

criterion to classify the source image, otherwise it will generate different result.

4.1 Introduction

After segmentation, each block is classified into several basic classes: halftone
image, text, graphics, vertical and horizontal lines. In order to accomplish such tasks,
at first, it is necessary to extract appropriate features from each block. To be located
and classified the blocks according to the content, a unique labeling technique that
two-dimensional plane consisting of mean value of the block height versus run length
of the block mean black pixel is established to classify document blocks into text,
non-text, horizontal line, and vertical line [1]; a newspaper classification method
brings in the black-white pair run-length matrix (BW Matrix) and black-white-black
combination run-length matrix (BWB Matrix) to deduce three features: short run
emphasis, long run emphasis, and extra long run emphasis for clustering [3]; a rule-
based classification uses the features such as height, aspect ratio, density, perimeter,
perimeter’/area, and perimeter/width ratio and some segmentation rule parameters
[12); and the clustering rules the block classification classifies each block into one of

text, horizontal or vertical lines, graphics, and pictures [21].

Labeling technique

Using the labeling technique the following measurements are taken. These are
total number of black pixels in the segmented block, minimum x - y coordinates of a
block and its x - y lengths, total number of black pixels in the original block, and
number of horizontal white-black transitions in the original image block, etc. Given
these measurements, several features are computed. These are the height of each
block (), its eccentricity (£), the ratio of the number of black pixels to the area of the
surrounding rectangle (S), and the mean horizontal length of the black runs in the

original data from the block (R). A block s considered to be text if it is a textured
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stripe of mean height 4, and mean black-run length R, The distribution of values in
the R - H plane derived from sample documents are observed to determine the
discriminating function. Low R and H values represent regions containing text. To
determine the threshold values of R and H that define the text region in the R -
plane, an adaptive method is used. This method estimates H,, R, and the standard
deviation of R and H. These values are then used to classify the various blocks by

using the following pattern classification scheme that assumes linear separability:
o Text, if R < Cy R and H < Cy; Hp;
» Horizonta! solid black ]ines, if R> CyRpand H < Cy; Hp,
e Graphic and Halftone images, if £ > 1/Cy; and H > Cz; Hy; and

« Vertical solid black lines, if E < //Cy; and H > Caz H.
The constants C; are determined by heuristic rules from examining the R - H plane

plot of typical document and the values of R, and Hn.

Newspaper classification method

The newspaper classification method it involves in two matrices, i.e. BW matrix
and BWB matrix. For the BW Matrix, the texture of a block of text is characterized by
the fundamental elements that are line segments with different widths for different
font sizes, and the line segments assemble with certain density. To represent these
properties, the black-white pair run length matrix is defined as a set of consecutive
black pixels followed by a set of consecutive white pixels. The length of the run is the
number of pixels in the run. For simplification, various combinations of black-white
pair runs with different proportions of length will be quantified into nine categories: 1,
2, ..., 9. The category number represents the percentage (within an interval) of white
part in a black-white pair run. The matrix element p(i, j) specifies the number of times
.that the image contains a black-white pair run of length j, in the horizontal direction,
consisting of white pixel runs having length as many as 10*i percent of j.

For the BWB Matrix, first, the black—v;vhite—black combination run is defined as a
pixel sequence in which two black pixel runs are separated by a white pixel run. The
length of the run is defined as the number of white pixels in the white pixel run. The
length of a black pixel run is fixed and assigned into one of three categories. Both
black pixel runs should have approximately the same length and lie in the same

category. The matrix element p(i, j) is the number of times that the image contains a
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black-white-black combination run, in the horizontal direction, with white pixel run
length j and black pixel runs with length lying in category i. So the BWB matrix
should have three rows.

From BW matrix can be derive two features, i.e. Short Run Emphasis and Long
Run Emphasis. Short Run Emphasis can check the letters belonging to small letter

blocks or large letter blocks. Long Run Emphasis can check the letters whether are
large letter blocks.

Rule-based classification

Rule-based classiﬁcaﬁon is mainly using segmentation rules and segmentation
rules parameters to determine each block classification features. The parameters
include two types, i.c. static parameters and adjusted parameters. For the static
parameters (e.g., density, aspect ratio, perimeter to width ratio, and perimeter squared
to area ratio thresholds) are dimensionless and therefore are invariant to type and
style. However, perimeter filter parameters need to be adjusted when processing at
different document resolutions. This may be necessary since pixel averaging

resolution reduction operations affect character perimeter values.

Clustering rules the block classification '
Let the origin of the document image be located at the upper-left corner. Each

block is measured in terms of the following:

a) Minimum x- and y-coordinates (i.e. the upper-left comer) of a block and its width
and height (Xmin, Ymin, AX, Ay).

b) Total number of black pixels in a block of the original image (V).

¢) Horizontal transitions of white to black pixels in a block of the original image (TH).
d) Vertical transitions of white to black pixels in a block of the original image (TV).

e) When a block of the original image is projected onto x-axis, the number of columns
in which black pixels exist (5x).

Since in most cases the projection p_roﬁle of a block onto y-axis contains black
pixels in each row, it makes redundant to measure the number of rows in which black
pixel exits. The features used in block classification can be calculated:

1. The height of each block, /= Ay.

Ax

2. The ratio of width to height (or aspect ratio), R= —.
ay
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N
The density of black pixels in a block, D= ——.
AxAy

The horizontal transitions of white to black pixels per unit width, 7H, = =
The vertical transitions of white to black pixels per unit width, 7V, = -&T .

The horizontal transitions of white to black pixels per unit height, 7H, = 5

. v
The vertical transitions of white to black pixels per unit height, 7V, = .

Let 7#™ and 74" denote the maximum and minimum TH,s values of all

characters, respectively, and similar notations 7v,"> and 7v;"" are used Intuitively,

min max
TH"™ STH < 1", and

min max
v, STV,< TV,

Let H,, be the average height of mostly popular blocks. The rule-based block

segmentation algorithm is described as follows:

1.
2.
3.

6.
7.

Rule 1: if ¢; Hn < H < ¢; H,, this block belongs to text.

Rule 2: if H < ¢; Hy, and ¢y < THx < cs2, this block belongs to text.

Rule 3: if H < ¢; H,,, and R > ¢3, and 0.9 < T¥, < 1.1, this block is horizontal

line.

Rule 4: if Ax < ¢; H,, R < l/c3, and 0.9 < TH, < 1.1, this block is a vertical

line.

&
Rule 5: if H> ¢; Hy, ¢5 < zx— < ¢g, and ¢p; < THy < cay, this block belongs to

text.
Rule 6: if D < ¢y, this block belongs to graphics.

Rule 7: otherwise, this block is a picture.

Where ¢;, €3, €3, C4, Cs5, Cé, Chi, Cp2 18 parameters,

4.2 Block Classification Using ACAPS
For the block classification, all method [1][3][12])[21] use the experienced

parameter as criteria standard that the block belongs to. It is important to select the

parameter according to different facility. Escaping to subjective mistake, and
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according to the features of the block classification that (i) each block classification
types as text, graphics, horizontal line, and vertical line is expressed in symbolic form,
and (ii) the variables have to be made based on symbolic representations of each
block, used the APACS that is a method for the efficient acqﬁisition of classification
rules from training instances which may contain inconsistent, incorrect, or missing
information [62][70].

After segmentation using FSM, let P .=- {T G, H, vV}, where T, G, H and V is
denoted text, graphics, horizontal line and vertical line respectively, the total elements
are typed as 4 class block. Let K = {dx, dy, N, TH, TV, tx, R, D}, where dx, dy, N, TH,
TV tx, R, and D is denoted block width, block height, total number of block pixels,
horizontal transitions of white to black pixels in a block of the original image, vertical
transitions of white to black pixels in a block of the original image, the number of
columns in which black pixels exist when. a black of the original image is projected

onto x-axis, the ratio of width to height, and the density of black pixels in a block

respectively.
4.3 The Algorithm of ACAPS

The ACAPS consists of three phases: (i) detect the patterns inherent attribute
values of the objects via the selected sample, (ii) construct the prediction rules based
on the detected patterns, and (iii} use of these rules to predict the characteristics of
future objects.

To depict the three phases, following [62], suppose that there is an ordered
sequence training instances that contains N objects, each of which belongs to one of P
classes, ¢, p = 1, ..., P. Suppose also that each object in the sequence is scribed as n
distinct attributes, ay, ..., @, ..., @, $O that, in any instantiation of the object
description, an attribute a; takes on a specific value, valje domain(a;) = { v | k=1,
..., J}, which may be numerical or symbolic, or both. In general, the number of the
training sample of the certain object is equal or bigger than that the number of the
attributes n multiply the number of classes P, and multiply the experiential parameter
5, i.e. nxPx5,

As an illustration, construct a two-dimensional contingency table with /> rows and
K columns (shown as table 1), where P denotes the total number of the classes, K
denotes the total number of different values that a; can be take on, and let o, be the

total number of objects in ¢, characterized by v and e be the total number of objects

Xudong Huang, Department of Computing, the Hong Kong Polytechnic University 15



A SYSTEM FOR DOCUMENT IMAGE CLASSIFICATION

expected to have the characteristic vx. The o,+ is the total number of objects in the

training set that are in ¢, , and 0+ is the total number of training objects that have the

characteristic vy The M =20 o » due to the possibility of having missing values in
Pk

the data, it is less than or equal to the total number of samples N. i.e. M<N.

Tablel. A two -~ dimensional contingency table
with P rows and X columns

a,
i
Class v, - vy '+ vy Totals
: O Oy O
c . o e O
'! (ep) (e!k) (ea‘x) !+
0 o, o
»l pk pPK
c e DY 0
P (epl) (epk) _ (epx) pt
Op O pi Opx
c 0
S CF) (ep) (epx) P
Totals o, - 0, - O M

Then the first phase is used the adjusted difference to measure the pattern inherent

attributes, and it can be constructed as follows:

4 d, :Zpll/ Yor

The expression (4) is the adjusted difference, and using it as checking criteria. If dpi
> +1.96, it indicates that the presence of vy is a relevant feature for ¢,. If dpx < -1.96, it
indicates the absence of vy is a relevant feature for ;. If -1.96 < dy < 1.96, the values
of a; that show no correlation with any class yield no information on how an object
should be classified. Such values are irrelevant for the learning process. Their
presence may cause overfitting and the generation of misleading classification rules,
and hence they are discarded from further analysis.

The prediction rules based on the detected patterns can be construct as following
forms:

Rule: If <condition> then <conclusion> with weight of evidence W.
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Where the condition part specifies the attribute values that an object should possess if
it is to belong to the class predicted by tﬁe conclusion part. W is the weight of
evidence associated with the rule.

Suppose that vy is a relevant feature for c,. An object characterized by vj is more
likely to belong to ¢, than to other classes. This information can be represented in the
form of a rule as follows:

If a; of an object is v then that an object belongs to ¢, is with weight of evidence
W (object in ¢, / object not in ¢, | object characterized by vy ).

Where W measures the amount of positive or ﬁegative evidence that is provided by vy
supporting or refuting an object that it characterizes to be classified into c,. And it can
be expressed, equivalently, as

Pr(v,|Class™c,)

Pr(v,|Class#c,)

(5) W(Class=c,/Class#c, | vy )= log

And the last phase can be described as follows:

Suppose that the 0bj to classified is described by the » attributes, and only m (m<n)
of them, {/al[ll, .ovy valy, ..., valy with valy € {val;|j =1, ..., n}, are found to match
one or more classification rules, then based on the weight of evidence measure, oby is
assigned to ¢, if

(6)  W(Cotj=cp! Copj %y | valpy, ..., valy)

> W{(Copj = cn! Copj % c | valpy, ..., valy)
h=1,2,..,Pandh=p

Where P’ (<P) denotes the number of classes that partially matched by the attribute
values of obj. It should be noted that it is possible for two different plausible values to
have the same greatest weight of evidence. In this case, there may be more than one
plausible class assignment for obj. On the other hand, if there is no evidence for or
against any specific class assignment, classification may either be refrained in order to
avoid the furnishing of an inaccurate one or that obj can be assigned to the class to
which the majority of training objects belong. If it happens that there is no relevant
value for determining of obj is completely nondeterministic or there is a lack of
training instances for the learning process.

4.4 The features of using the ACAPS
The notable characteristics of the ACAPS include: (1) its ability to identify the
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values of an attribute that provide important information for the characterization of a
class of instances; (2) its ability to quantitatively measure, combine, and compare the
evidence concerning the class assignment of an instance whose descriptions do not
satisfy that of any class completely; (3) its ability to accommodate the uncertain and
nonhomogeneous nature of human concepts through the use of the weight of evidence
which may be interpreted as a measure of an object's typicality of a class of instances;
(4) its ability to accommodate an important aspect of intelligence behavior - the
human ability to allow a certain degree of variation in their decision criteria when
they are faced with uncertainty; (5) its ability to avoid the construction of rules that
are too specific, that have weak predictive power, and that are unable to distinguish
signal from noise; thereby, it overcomes the problem of overfitting; (6) its ability to
make the rule space less complex without having to sacrifice classification accuracy,
since it is capable of discarding irrelevant values early in the learning process; (7) its
ability to acquire accurate decision rules without the need for much domain
knowledge, which, if available, can also be readily included in the learning process to
further improve the efficiency of the classification tasks; (8) its ability to efficiently
handle data of high dimensionality even whén the training sample size is small and
even when the assumption concerning any specific mathematical model for the data
cannot be made; (9) its use to aid the knowledge acquisition process for the
construction of expert systems which perform tasks that are classificatory in nature;
(10) the proposed classification method can be easily extended to deal with some
forms of structure-valued data.

4.5 The Implementation of using the ACAPS

Using the ACAPS, at first the samples are selected according to the experiential
expression nxPx5. For example, the three classes of the source image samples shown
in the Fig.4.1. In the shown figure, the feature dx for each block is only discussed
according to the 5 ranks. The table 2 depicts the image distributed among three
classes. The table 3 shows the contingency how dx with 5 ranks are distributed among
3 classes.

Therefore, the P=3, K=5, i.e., there are 3 classes: graph, text and line, and there
are 5 ranks: 1~35, 36~50, 51~85, 86~100, and 101~200. The graph, text, and line
class has 16, 11, and 6 samples respectively. The rank 1~35, 36~50, 51~85, 86~100,
and 101~200 has 14, 6, 4, 2, and 7 samples respectively.
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The o,; = 9, it means that the graph class in rank 1~35 has 9 samples, i.e., #1, #2,
#3, #4, #5, #6, #7, #8, and #9. The o,; = 3, it means that the graph class in rank 36~50
has 3 samples, i.e., #12, #13, and #14, and so on.

S

3 .
The ey = i21°1' .210.1/33= (ot 015+ 013+ 014+ 045) (04t 02t 031)/33 =
= 1=l 1

53
(9+3+2+0+2)(9+4+1)/33 = 6.788, the e;2 = '2101' _210_2 /33= (o1+ 047+ 013+ 014t
=1 lii=l i
o1s) (012+ 027+ 032)/33 = (9+3+2+0+2)(3+2+1)/33 =2.909, and so on.
Next the rules are generated according to ACAPS by the samples.
We can calculate the value dy in farther, but it is needless because we can deduce

the result as follows:

1. Only selected enough samples, the result is approving. Then we can construct
the valid rules according to ACAPS.

2. It is very important how to select the samples and how to collect the samples.
For different case, the samples must be different. '

3. It is difficult to classify the images belong to which classification. For example,

the ODM P is classified as whether graphic or text. At first, there is a criterion, and
all on the basis of this criterion to classify the source image, otherwise it will generate
different resuit.

4. The number of class can be considered as 4, i.e., graph, text, horizontal line, and
vertical line, but this is also a fuzzy notion.

5. It is too difficult to confirm the nuxﬁber of the rank for the document image

classification. It is impossible to use ACAPS to block classification of document if the

number of rank don’t confirm.

6. To analysis the problems, we will continue to use ACAPA in the next chapter
(chapter 5). The number of the rank is confirmed by my subjectivity, it is only for test,

but in the chapter 6 this method will not use again.

Xudong Huang, Department of Computing, the Hong Kong Polytechnic University 19



A SYSTEM FOR DOCUMENT IMAGE CLASSIFICATION

Table 2. Showing dx with S ranks are distributed among 3 classes

Dx 1~35 36~50 51~85 86~100 101~200
#I, 2, 43, 14, #5, | HI2, #13, #14 #10, #I A5, #6
Graph #6, #7, #3, #9
Text AI7, #I8, #19, #22 | #20, w21 #23 H24, #23. #27, #28
Line CH] w9 #7533 #32 #0
Table 3. A contingency showing how dx with 5 ranks are distributed among 3 classes
Class 1~35 36~50 51~85 86~100 101~200 Totals
Graph (9,6.788) (3,2.909) (2,1.939) (0,0.970) (2,3.394) 16
Text (4,6.667) (2,2.000) (0,1.333) (1,0.667) (4,2.333) 11
Line (1,2.121) (1,0.909) (2,0.606) (1,0.303) (i,1.061) 5
Totals 14 6 4 2 7 33
we 2B = EE E @ H
Hi B2 N3 M H5 HE W7 N #9 wio
LJF] LIF) e
on BE To: for and is Centre
LI 7 § @9 Lo f#2r w3 #iz
Professionasl KONG —
H24 W25 N26
Continuing BACS —
) "y w23 #29
#30 -;;T V Hi2 i w3IF
Fig.4.1 Three classes of source image
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Chapter 5 Document Classification Using Branch-and-Bound
Technique Based on ARG Matching

This chapter depicts mainly the document classification using Branch-and-Bound
Technique based on ARG (attributed random graph). ARG construction, decision tree
and using branch-and-bound to match two ARGs are presented in detail. The
document classification is successfully transferred to how to match the two ARGs.
5.1 Introduction |

After segmentation and block classiﬁcation,‘ the final recognition stage is document
classification. ARG is adopted for this stage. This recognition stage includes
following contents:

« For each document, the type of classified blocks and relations of classified blocks
construct an ARG. Then decision trees are constructed using ARG. Finally, the
branch-and-bound technique is applied to matching two ARG's.

e ARG classification training process is by process, in which the ARG's
classification of the document classification is generated through build the ARG from
documents and synthesis them within the same classification.

e In ARG classification training process, in which the ARG's classification of the
document classification is generated through build the ARG from documents and
synthesis them within the same classification.

« ARG matching in which the similarities between the incoming document image
and predefined document classes are matched.

e Document Classification in which the incoming document image is classified into
the class belonged by the largest value of similarity.

The Branch-and Bound Technique is adopted to match two ARG's of a document.
A new evaluation function of the Branch-and-Bound algorithm [71] is developed.

5.2 Construct Attribute Random Graph

A graph T=(Vy, V,) consists of two éets, where Vy is the set of node labels and V4
is the set of arc labels, respectively. Any element belonging to Vy or V4 has the form
(1, v), where u is a syntactic symbol denoting the structure and v = (v, v3,..., Vo) is @
semantic vector denoting n numbered attributes.

An attributed random graph (ARG) over T'is a tuple Q = (N, 4, £ &), where Nisa
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non-empty finite set of nodes, 4 € N x N is a set of distinct ordered pairs of distinct
elements in N called arcs; & N — Vy is an node interpretation function; and AV,
1§ an arc interpretation function.

Nodes of an ARG: For classified blocks, the syntactic of a node has a value chosen
from v; € {T, G, ¥, H} (1 i £ n). The semantic is ordinal used to denote each vector.

Relations of nodes in an ARG: For classified blocks, the syntactic of a relation 7;

between block i and block j is represented as a vector r; = (ay, a;, a;, a; ), where

a,;',. , a; are denoted as the x-axis, y-axis of the center point of the line from block i to
block j, respectively; a; is the distance from node v; to v; when v; locates "left to" v, if

viis right to v, then a; is 0; and a, is the distance from node v; to v; when v; locates

"up to" vj, if v; is down to v, then a;; is 0. InFig5.1, ay=x;+x, aj=yi+ 5, ay=x

- X a;=0. The semantic is not used.

]

Using the above definitions, the constructed ARG is a completed relation graph.
This is very important for the next two ARG matching process.
3.3 Construct Decision Tree

Assume that two ARG's are G = (Npauerns Apanern. & &) and H =(Npgse, Apase, & O,
respectively, and G is a pattern graph with order m, H is the base graph with order n
(m < n). In the special case where m = n, the problem is to find the optimal
isomorphism between G and A. To accomplish this goal, the decision tree is

constructed first. It has height m, and » - p sons for each node at level p=0, 1,..., m -

1. Therefore, at any level p>0, there is a path that consists of ordinal nodes in the

decision tree from the root to node N, where

N={(i.q)li=12,.., p} (1)
and from node N to a leaf node
T={(G q)li=1 2, ... m} (2)

Using the branch-and-bound technique to search through the decision tree, we can
identify the optimal monomorphism between the pattern ARG and the base ARG.
Then the document classification is transferred to the problem of how to match two
ARG's.

5.4 ARG matching Use Branch-and-Bound Technique
From expression (1) and (2), the set of the pattem ARG and base ARG is
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correspondingly divided into two parts, i.e.
Nogtern =N UN,={1,2, ... p} v {g1 q2 ..., qp}
Noase =My M,={p+l,pt+2 ..., m}U{qlqge{l, 2, ..., n}\N3}
The branch-and-bound technique used to solve the problem requires an evaluation
function that assigns a cost to the branch incident to each node N of the tree. Let each

node N = {(i, q))}, where ie N;, ¢ e N, ,and v; = v, (Vi € Npawrern, v, € Noase),

assume that N= {(/, q,), (2, 92), ..., (. q,)} indicates the unique path from the root to
node N, then the cost A(p, g,) assigned to the branch incident to N is defined as

rl
k(p! QP) =J§Ic'((f’p)}(qj ’QP))

where ¢ ((a. b), (¢, &) = c((a, b), (c, D)) + c((b, a), {4, ¢)),
and c(x, y) is the mapping cost between the graph elements x and y in G and H,
respectively. , |

Referring to [71), the evaluation function f* is defined as the value of f*(N) at a
node N= {(i, g)| i = 1, 2,..., p}, which is the cost g*(N) of an optimal path from the
root to node N plus the cost 2*(V) of an optimal path from node N to a leaf = {(i, ¢,)|
i=12 .., m}ie.

SHN) = g¥(N) + h¥(N)
g¥N)= él k{ig;)

m
h¥(N) = mtin{ ¥ lk(i’qit)}

i=p+
where ¢ denotes a feasible path from Nto T.
If the consistent lower bounded estimate value #(V) < h*(N), then use A(N) replace
the A ¥(N) for each node M, i.e.
SHN) =g* (V) + A(N)
Let & (i, g) be the cost of adding a pair of vertices (i,g) to N, where ie M, and g € M.
Define

Iy
k’(lr Q) = Z d((lrj):(Qs QJ ))
j=1

for each unmatched vertex ie M,, we find a corresponding vertex ¢ € M, such that

the cost £ '(i, g) is minimized. Note that such a mapping H: M, —» M, may be many-
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to-one. Let a(N) be the total cost of H. We have

m
a\)= 2 min k'(i,9)

i=ptlgeM. 1

Similarly, 5(V) can be defined as the total cost of an optimal mapping H': M;xM; —
M;xM,. i.e., for each arc (i, j) with endpoints i,j€ M;, a minimum cost mapping £ (i,
1)) ‘——> (g, r) is found, such that (g, 7) is an arc with endpoints g, re M. H ' can also be

many-to-one. Hence,

bM)= L min <@
jeM, q#r
i<j qreM,
With a(N) and b(N) defined, their summation is used as the lower bounded estimate
of B*(N), i.e., |
h(N) = a(N) + b(N)
Therefor, fAN) = g*(N) + a(N) + b(N).
5.5 Application Algorithm for Matching ARG
Initiation
For level p from 1 to m do

{

For loop times from 1 to n-p+1 do
{
Set the set N; ={1, 2, ... p}.
Set the set N; = {surplus nodes}.
Set the set M; = {p+1, ..., m}.
Set the set M> = {Npgse\WV2 }.
if v; isn't equal v, , then AN} is assigned infinity,
otherwise compute fIN) = g*(N)+a(N)+b(N).
Record the f{V)
}

To find the minimum f{V), then assign the matching nodes.

To find the surplus nodes.
}

Output the optimal solution and path.

The optimal solution and path of an example is shown in Fig.5.2. The parameters
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in the two graphs are from [71], and the content of nodes is only modified to show
differences. For simplicity, we set the ¢(x, y) = |s - ¢|, where s and ¢ are the attribute

values of x and y, respectively. The decision tree is shown in Fig.5.3.
5.6 Whole Procession of DIC

Connection with previous chapters it can be consists of the whole procession of the
document image classification. This part depicts the whole procession and resultful
analysis.

According to the survey, in general, the whole procession of the document image
classification is consisted of three stages, i.e. document segmentation, block
classification, and document classification.

The functions of document segmentation are mainly to segment the image into
blocks by analysis the construction of document and so on. The functions of block
classification are to depict the features of each block. The document classification is
finally aim that the documents were departed into different classification or group
according to the construction and the content.

Therefore, the whole procession of the document image classification can be
construction as Fig.5.4. In Fig.5.4, for the segmentation stage, we use the FSM to
segment the image into blocks. For the block classification, use APACS to abstract
each block's features. This stage involves in- two parts. The one part is training
procession that consists of their contents, i.e., select enough sample belong to four
classes T, H, ¥, G, training block class; and construct rules. The another part is testing
procession that the construct rules were used for abstracting the features for each
block. For the document classification, we use ARG and Branch-and-Bound
Technique to classify the document. This stage also involves in two parts. The one
part is training procession that consist of five contents, i.e., selected document
samples, Construct ARG, Decision Tree, Document Class Training and ARG and
Parameters for all Document Class. The another part is testing procession that has also
five contents, i.e., inputting the document, Construct ARG, Decision Tree, ARG
Matching and find optimal solution, Different Document Class.

The proposed method for solving the document image classification by layout
analysis has been implemented in a system called DIC.

5.7 Experimental Results
At first, depict the data structure using in the DIC as follows (reference appendix d
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and e):

#define MAXV 12
#define MAXA 6

// Attribute to the vertex:
class Vertex Attribute
{
public: '
long int Attribute[MAXV]; // information relation to vertex

5

// Attribute to the arc:
class ArcAttribute
{
public:
long int Attribute[MAXA]; // information relation to two vertexes

¥

// Random Graph
class RandomGraph
{
public: _
int VertexNumber; // the number of vertex
int GrpOfVA; // the groups of vertex attributes
int GrpOfAA;  // the groups of arc attributes

Vertex Attribute Vertex [MAXVERTEX+1];
ArcAttribute  Arc[MAXVERTEX+1}{MAXVERTEX+1];

¥

The training and testing function are relation to the following data files, the
structures in details as follows:

(1) The number of the graphs, it means total number graphs for based pattern data:

NumOfG

(2) The number of the vertexes, the number of the type vertex attributes, the
number of the type arc attributes, and this ifnage file belongs to which class, all these
parameters are saved in order:

NumofV GrpofVA GrpofAA BelongToClass

(3) The 8 attributes for the vertexes vi vz, ..., Vial K= {dx, dy, N, TH, TV, ix, R, D}
(For each meaning reference previous chapter 4). The first subscript denotes the
attributes. The second subscript denotes the vertexes. For example, the A, denotes
the second attribute for the first vertex.

All AIZ Aln
Az Ay .. An
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Xa |- Asz -.--.ASn

(4) The 6 attributes for the arcs such as: Left Up X position, Left Up Y position,
Right Down X position, Right Down Y position, (Left Up X position + Right Down X
position)/2, (Left Up Y position + Right Down Y position)/2. The first subscripts
denote the attributes. The second two sub'scﬁpts denote that this attribute is from
which vertex to which vertex. For example, the Ay denotes the first attribute that
from the second vertex to first the vertex. |

RinmRiz .. Rim
Rizi Rizz ... Riza

Rini Rim2 .- Rina - the attributes for the first feature R1

Rési1 Re1z ... Rem
Re21 Rg22 ... Rezn

Ren1 Rénz .. Renn - the attributes for the 6th feature R6

In the appendix e, the result is shown in details.

The system DIC has been trained with five group/class documents and each
group/class has six documents which selected from different representative

| documents, and tested with different documents belong to or don't belong to the five

group/class. The results are satisfied that DIC can depart the tested document into the
group/class that it belongs to, or tells apart it from the five group/class. But there are
some problem, details as following: (1) How to selected the samples for training. In
the Fig.4.1, as an illustration, we selected the same sample for the graphics, line, and
text. In those selected samples which is belong to the graphics, and which is belong to
the text, the criteria need ascertains presciently. (2) Compared Fig.5.5 with Fig.5.8, we
can find the difference at the log and the title, and the remaining is the same. For those
documents, we view them whether or not as one class. (3) For the Fig.5.9 and
Fig.5.10, due to the complexity, if we write irregularly to joint unites together, then
the result is different in the segmentation, and don't correct to class them. The Fig.5.5
shown as the document labeled with the v; and the element of the set P. The Fig.5.6
depicted the data of r; for the ten nodes in the 6 attributes for the arcs.
5.8 Conclusion

In this chapter, we depicted the document classification using Branch-and-Bound

technique based on ARG matching and the whole procession of the document image
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classification. Use the sample testing our system DIC. According to the results, we
have following conclusion.

The FSM can be determined the threshold heuristically in the document image
segmentation. The APACS is able to discover the probabilistic patterns in a sequence
of objedts and to construct prediction rules based on these patterns for future using.

The document classification using the Branch-and-Bound Technique based on the
ARG, it transferred successfully the document classification to the two ARG
matching.

However there is a shortcoming in DIC. For example, in Fig.5.5, if the node v, is a
logo denoting other institution supposed as "GUANG ZHOU INSTITUTION OF
SCIENCE", and the v; is replaced with coincident content, then this documents have
same ARG constructions and belong to same classification. In nature, these
documents should belong to the different classifications. To overcome the demerit, an

advanced method is presented in the next chapter.
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L. LI
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Fig. 5.3 Decision tree for G and H

Xudong Huang, Department of Computing, the Hong Kong Polytechnic University 49



A SYSTEM FOR DOCUMENT EMAGE CLASSIFICATION

Document Image

Segmentation
Using FSM

Select enough sample

belong to four classes
THV.G

Traning Block
Class

}

Construct Rule

F

Block Information

Horizontal Vertical

Text Graph Line Line
Document classification Traning 1 "7 7
- v
[ Constructe ARG |
Constructe ARG *

| Decisiqn Tree J

r

Document
Class Traing

|
T
!
|
!
!
!
|
1
|
I
|
i
| }
1
1
1
|
1
]
!
!

Decision Tree

ARG and
Parameters for All
Document Class

Select Base Pattem

ARG Matching and fing
optimal solution

If no found

- 3

Different
Document Class

-

DataBase

Fig.5.4 An overall organization of the propoesed document processing system

Yudong Huang, Department of Computing, the Hong Kong Polytechnic University 50



A SYSTEM FOR DOCUMENT IMAGE CLASSIFICATION

S L8 3 e B I pr ul m
5 0 129 105 1 B 10 les 12 109
B e # 121 Br Ny om
B ws e [ % [ *® 10l ]
100 ri [ & 1 s 4 “ Y 84
T I T S & w1 103 02
LT T . 9 ] 1 b 1 104 9]
B 99 11 5 6 [ ]| ] 105 1
L M1 1 & 03 I 108 85
[E I I 1 # 6 T I | T ]
N p1 om ons oM LI 50 [H]
29 m onme 1 W6 WS 1 4l 15
Mmoo [] e ;W w13 i3 T 3
moA om o o@ oW B o om B
HONQ KONG INSTITUTION OF SCIENCE " 13 e w9 Wy N2 [ 170 154 35 1
Bomo oW B om on o om %om &
e iAppliction for Ordinary Mémbosthii =" wa 1 I L4 18 BS 15 e 0 6
W oWy e BE 31 ub 3 ™ 85 [
oy ] 1 » » B I 44 118 156 207
s P ¥ L B oY o om
UXIVERSTY 0 ] e q 9 3 3 ® 129 7
mmmmmuwhmumumuqudmnq o a I3 3 0 I N 4 11 1]
i o - 0 T A R N A -
1] v
b e 82 & ¢ o 9 2 ¢ e ¢ m @
3 0 0 0 0 ) q 9 ] 31
""" = < pa i) L] ] [} [} Q L] Q L] 0 [}
] [ ] 0 0 ] ] ] 0 q
- 'J T T R T T B S
HAME Df ENADH __M_LMLILL A i H ' 5 0 I 0 [ 0
B Qthwawees  Chieme i ] 2 ] 9 0 [} 0 0 0
g 4 & & 858 & 5§ 3§ 8
e & oventaln) 119 Y] ] ] % 51 11 [ ] [
e 134 “e B @r 3 K & 3t 0 o
4 WX e W I8 WF 1o "® 3 [
: } [ » n n i n n n ] n
o, Loy st ea Hong K 0 0 [] n 51 14 4] 1 ) i
U ywu o ool Skl « vy Komg [desiay Card, et robed preampent spimben ...u-.u.a, ] b1 0 1] 114 ki +h 9 3 [\]
| pmiecer showiog s mhrtactiscomechmeibFongKacg Cd g 7 g g 3 ? g g g g :
0 ] 0 ] i 0 1 1] ] q
0 q 0 7 H 0 ] q 0 q
1 T T T T R A B
OFFICE ] 0
Addnse:  _Toot Dy v - it 6 0 ¢ o ¢ » ¢ ! 0
! [ 0 ) 0 9 [} [} 0 0 0
2 0 F) ¢ q 0 ] 0 0 b
F [ ] q ] ] 0 0 [ 0
DI S R S ST SRS S S
Telephoce: n u » 0 0 [ (] [] 3 []
air M 15 il 0 ] 1 b | H ]
- n 1 L] ] 0 0 0 ] ] 0
5 [ H 9 0 ] ¢ o o b
n M ) 0 0 9 ¢ 0 § o
Fig.5.5 The document labelled Fig.5.6 The data about Fig.53.5 shows as r;;
with v, and the element of P
MDH ]"I.E !L
PR
m— HONG KONG FOLYTECHNIC UNIVERSITY
R Reatton for Ordinary Members!
The Hong Kong Polytechnic Univarsity A o o
Agprll tm et for Aliwmding
Bl Duseddgment Frogramme (Locak s Overanns)
Leading t» ACsdemio Awand
Pt et i Moty b ikunca o P bt pge Eamore Completing iae ey This applic tion formis wrad ks BONGKO‘!GPOLY‘EECEMCUHI\'ERSI‘I‘Y
Ot peram whe wish 10 guply Fen mehrslep el ¥ of'the Heag
!’qhﬂmd&aﬂmlsnﬂhn#l—m#mmﬁntﬁtmhﬂ
" M Chray Th gV gy (3o et te
Cnowwrars __ Lo Pu Zouks Fom Ecmmin_ {3 3
- 1je fagl
mu-ﬁ:—ﬁ:lm mtn@'
Ly Enncs * {vic mon, datm0zad) 1o NAMEZH ENOLISH N ) r
Porvicual, n“-n‘?n-xna-a—annpus'-n- Sunemt  OGwromer  Clinese
O l!\'l"lb [roeet  um mancance®
Lo - [ }XID Ho Kk aTsng
Oma L ety
Pierre voe oo shew: I e sixiw pacs I NaUCT]
Hulss
- (1) Humes ehoutd be ax thry eppir on Hoog Kong ety Card
t TaoiPopames _ Ueeper  feewfoeoeve, Sed {11 o o n b + Hoag e ey, s e unspert anmaban cod s wiLch
_bruetod P‘-'l.n-_} avidens chowng 1 nubriactid ¢oanschon wik Heag Kooy,
ririon f Lecaron e en
OFFCE
< Adderes- Gy, 28 Gl
Wchs af whaty © [ o § P ot - § Chetarcs Lo ey | T
<y Happy Vaile,
[P p—, m-umru—nv-méﬁ N
O ke sgmcBy]
Durstion of programra | Frown LT - G . T . s
——
Fig.5.7 The source document to be classified Fig.5.8 The source document to be classified
Xudong Huang, Department of Computing, the Hong Kong Polytechnic University 51

Ab Pao Yue-Kong Library
& Polyu + Hong Kong



A SYSTEM FOR DOCUMENT IMAGE CLASSIFICATION

O . racexcen
R, Hong Kong Polytechnic o
130 Centre {or Professional and Continuing Education

Application Form

AAS

v
v
o
o
',
.
.

case see "Notes” & 'Oxncral Tnfosntation® averleal before completing the Application Form.
ICCESSFUL APPLICANTS WILL NOT BE NOTIFIED (For delails, please ccter to General Information 6- & overleal),

.um:cﬁ: '"h.# n ’e, MMMJMN&‘ MfACA’MJCNMCqu___

wrse Thile: it

immencement Dale of Course: r7. q / Cheque No.: _A_E__Q—'!',—{F’-hh to Hong Kong Polytechnic) foe 3 _L.{_.__ it enclnaed.

art Twoe Fersonal Parflcuiars
me: (This should correspend with that oa your HKID Cerd/Pawsport)

!nEnamm_l—m-[Z_ISVfMlIlllllll[lllllll[IlllHIl]_l_l
Tn Qlinese AT Cuinese Cote (J2131A

KID Card/Prssport No. Do you have » HKID Card
¥ M OOroo

It yes enter *H*
I
U no enter (Alpha)
Day Month  Yenr

M‘ MALE Maritsl ‘U ried
" F-FEMALE Status’ ‘M‘«Mnl':‘r:ed' Date of Bitth ED 4 I Y —
Ada elcAl=]e e YL A r]eiuls] |
arrespondance Addren 1% |C) ABEREEER Tet. No.
GEE | ftelrlalal A loln (o BIEIE] <L A£T8]

: %mg@gg Mot ay (orporatiom - ot AT 0
ame of Company: Pasition Held:
:r.u:'-:w ha Fedevod _strea?: :

/IX_Z' 2-w (¢ M%/o\ {f)'irﬁuj m en. [/2]£] S

demic/Professional Qualiby

gnslyre of Appllcant: Date:
i There: For Office Use Only Date Rect. No, Amaua
v PACE Office  The abevenamed spplicant ls accepted pted for
znature of Coorse Qrganiscr: - Date:
wrt Fourt Address Slips .
me MName Numo
ddreny . Addresy Address
. Valld only when this portion is printed by *
* Hong Kong Polytechnlc our cash register maching
dY)  oFACIAL RECEIPT Receimn m:»-.l Due | w08
Nao. Mo,
Meceived from Amount HKS
ChequeiCashier Order No. Dated
Being lee for course: Cade
meceipt [Mah] e I Arewm s
TR Hong Kong Polytechnic
whe RECEIPT COPY
Received from /'/”".’f f(v""ﬂ i 4/ 71@4”’ = m vers {7
Being lee for course: Code [24% S87E e
Paid by cheque/cashier order no. Dated Bank Rel.
Finance Office use only
o ACCOUNT AMOUNT =le =8
e 21A1 nusner [5] 8
we. | mawe | sun | & [prrr s e |55 gz

Fig.5.9 The source document to be classified

Xudong Huang, Department of Computing, the Hong Kong Polytechnic University

52



A SYSTEM FOR DOCUMENT IMAGE CLASSIFICATION

Hong Kong Polytechnic

Centre lor Professional ond Conlinuing Educatlon

FACRCRY
{1

TITYvEYy

lease see "Hoges” & 'Qencral Informaifon® overlea] before completing the Application Farm,

Application Form

UCCESSFUL APPLICANTS WILL NOT BE NOTIFIED (Fox denils, please sefer 1o Generat Information 6-B averiesl).

art One: Course Partlculars

ourse Title:

ommencement Date of Coarse: Chegqua No,:

“arl Two: Perronad Partientans
lemer (This sheuld cocrespond with that oa your HXID Cerd/Pamsport}

(payable 10 Hong Kong Polyteckmic) for § i1 enchoted.

'wnwmg_lmalulluunnlll||i|1||n|||1

In Chinese %' M

"o [TTT1 (T (IO CITD)

IKID Card/Paasport No. ::o;cu Il:u.'.l.llxlb Curd?
e er 5! (EEE K[43Z3R] B
Marid 4. asrel "m Year
o Frimaie B S oM Oute of Bk [ 7 e AR
BRI T T JoTRp Mcfrr BREE
‘orrespondence Address |l o o ?4 !7 oloviTiEAHMOc] | { | Tl No
Linlr lvisrls Iy [ T 1° Home) [RI71€1£1715114
hme of Comp Position Hesd;
Hiice Address:
Tt GPIZERE e = (LT
ek /P ¥ Qratifi

R

Ignature of Applicant: ¥ Date:
‘ort Three: For OfMes Use Only Dale Reet, No. Amount
‘o; PACE Offwe The shovenamed applicant b sccepted/ngt sceepted for enrolmenl. I
iy of Courrs Organb Date:
arl Fowr: Address SUps ' ' TrtTT T
lame Name Name
vddress Address Addien
<4 Hong Kong Peolytechnic :::I::hnr:,c;:ee': ?Lm"’" Bprnted by ‘
Hy OFFICIAL RECEIPT R Pur] o | amen s
Received lrom Amount HKS
Cheque/Cashier Order No, Lnted
lcing fec for course: Cude
et M I Date ‘ Amount HKS

'R Hong Kong Polytechnic

X RECEIPT COPY

Recewed from L{M k""ﬂ' p BLH'QP(/LW\ UV\ w’ﬁ/

Being fcc for course:

N}m Irh«b,«m . Pfﬂr“[;cm_

Paid by ch:qucfcnsl!cr order no. Dated Bank Ref.
Y 93
Finance OMMice use only
$oe ACCOUNTY AMOUNT {2 zla
il W 5% numncr ol B
T e MAINiSUﬂ]AIDEF[’ 3 ] « jala 5] :

Fig.5.10 The source document to be classified

Xudong Huang, Department of Computing, the Hong Kong Polytechnic University

53



A SYSTEM FOR DOCUMENT IMAGE CLASSIFICATION

Chapter 6 Document Classification Based on Advanced ARG
Matching

In the previous chapter, we analyze the system DIC using the testing documents.
For some documents it can be classified accurately, but for other documents, the result
is not perfect. To prompt the capability of DIC, we present the medified algorithm
based on Branch-and-Bound Technique discussing in previous chapter for the two
ARG matching. The block classification is omitted. The vertex and arc’s attributes are
only using by the ARG matching algorithm as parameters. That is to say we must
compute the attributes for each block, but we needn’t to judge the block belonging to
which class such as graph, text, horizontal line, or vertical line.

6.1 Shortcoming of the whole procession

The result of the analysis for the testing documents can be reduced as follows:

o The FSM, APACS, and Branch—and-ﬁoimd Technique based on ARG, these
methods or technique are all advisable methods for the process.

e Even if those documents have same ARG constructions, we can't surely think
them belong to the same classification, for example, discussing in the conclusion of
chapter 5.

» Using the block classification for document classification, it doesn’t use enough
the useful features of image.

To overcome the shortcoming above, we needn't abstract each block into the Text,
Graph, Horizontal Line or Vertical Line. The block classification is omitted. Matching
algorithm directly uses the all features of each block. Using this idea, we can realize
enough the information of blocks to tell their subtle difference.

Therefore, the whole procession for the document classification can be constructed
shown as Fig.6.1. In Fig.6.1, the abstraction of block features is omitted. The Branch-
and Bound Technique is adopted to match two ARG's of a document. A new
evaluation function of the Branch-and-Bound algorithm [71] is developed.

6.2 Construct Attribute Random Graph

A graph T = (Vy, V) consists of two sets, where Vy is the set of node labels and ¥,

is the set of arc labels, respectively. Any element belonging to Vi or V4 has the form

(u, v), where u is a syntactic symbol denotihg the structure and v = (vy, v;,..., v,) is a
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semantic vector denoting n numbered attributes.

An attributed random graph (ARG) over Tis a tuple Q= (N, 4, £ ¢), where Nis a
non-empty finite set of nodes, 4 — N x N is a set of distinct ordered pairs of distinct
elements in N called arcs; & N — Vy is an node interpretation function; and 1 4 — V4
is an arc interpretation function.

Nodes of an ARG: The syntactic of an node is represented as a features vector v,
and v; € {v/|j=1,2,..,8}, where v/, v}, ..., v are equal to dx, dy, ..., D. The
semantic is ordinal used to denote each vector.

Relations of nodes in an ARG: For classified blocks, the syntactic of a relation ry

between block i and block j is represented as a vector ry = (a,.J',., a;. , aj., a; ), where

a;, a;are denoted as the x-axis, y-axis of the center point of the line from block i to
block j, respectively; a§ is the distance from node v; to v; when v; locates "left to" v, if
v; is right to v;, then a; is 0; and a is the distance from node v; to v; when v; locates
"up to" v, if v; is down to v;, then a; is 0. In Fig.5-1, a;.= X+ xj, a; =i+ Vi, a;= X;

;= 0. The semantic is not used.

-Xi, @
Using the above definitions, the constructed ARG is a completed relation graph.
This is very important for the next two ARG matching process.
6.3 Construct Decision Tree
Assume that two ARG's are G = (Npayern, Apa,,e,.,,, & &) and H =(Npgse, Abase. & 6),
respectively, and G is a pattern graph with order m, A is the base graph with order n (
m < n}). In the special case where m = n, the problem is to find the optimal
isomorphism between G and H. To achieve this goal, the decision tree is constructed
first. It has height m, and » - p sons for each node at level p =0, 1, ..., m -1.
Therefore, at any level p>0, there is a path that consists of ordinal nodes in the

decision tree from the root to node N, where

N={(G g)li=1 2 ...p} )]
and from node N to a leaf node
T={G q)li=1, 2 ...m) @

Using the branch-and-bound technique to search through the decision tree, we can
identify the optimal monomorphism between the pattern ARG and the base ARG.

Then the document classification is transferred to the problem of how to match two
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ARG's.
6.4 ARG matching Use Branch-and-Bound Technique

From expression (1) and (2), the set of the pattern ARG and base ARG is
correspondingly divided into two parts, 1.e.

Nopaern =N ON2={1, 2, ..., p} Y {q1, q2 i, Gp}
Nogse =M UM;={p+], p+2, ... m} U {qlqei{l, 2, ... n}\N;}

The branch-and-bound technique used to solve the problem requires an evaluation
function that assigns a cost to the branch incident to each node N of the tree. Assume
that N= {({, q1), (2, q2), , (p. g5)} indicates the unique path from the root to node N,
then the cost &(p, g,,) assigned to the branch incident to N is defined as

: . |
Kp, gp) = cp, gp) * Wb, 4p) + jél WGP @jap)*W((,P)( 59 )}
where ¢'((a, b), (¢, d)) = c((a, b), (¢, d)) +c((b, a), (4, c)), w'((a. b), (¢, d)) = w((a, D),
(¢, ) + w((b, a), {d. c)), 0< w < 1. The c(x, y), and w(x, y) is the mapping cost
between the graph elements x and y in G and H, and the mapping weight between the
graph elements x and y in G and H, respectively.

Referring to [71], the evaluation function /* is defined as the value of (%) at a
node N={(i, g)| i = 1, 2, ..., p}, which is the cost g*(N) of an optimal path from the
root to node N plus the cost A*(N) of an optifnal path from node Nto a leaf T= {(i, g:)|

i=12 .. m}ie

100 = £ + )
g0 - £ kg

m
h¥(N) = rntin{ ¥ lk(i,qit)}

i=p+
where ¢ denotes a feasible path from Nto T.
If the consistent lower bounded estimate value A(N) < h*(V), then use A(N) replace
the A*(N) for each node W, i.e.
SHN) = g*(N) + h(N)
Let k'(i, g) be the cost of adding a pair of vertices (i.q) to N, where ie M, and g € M.
Define
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k'(i, q)=c(i, q) * Wi, q) +j)§1 {WGNLT.9 ;0 * W (1) (9.9 j N}

for each unmatched vertex ie M;, we find a corresponding vertex g € M; such that
the cost & °(i, g) is minimized. Note that such a mapping A: M; — M> may be many-
to-one. Let a(N) be the total cost of /. We have
n . Ve
a(N) = i=§+lql«lalzllla}lk (i.9)
Similarly, 5(N) can be defined as the total c_ost of an optimal mapping H": M;xM; —
MxM,. i.e., for each arc (i, /) with endpoints i je M, a minimum cost mapping H": (i,
7) = (g, r) is found, such that (g, 7) is an arc with endpoints g, re M,. H’ can also be

many-to-one. Hence,

M= & min {4 W (GG
if EM1 q+r '
i<j q,reM2
With a(V) and b(N) defined, their summation is used as the lower bounded estimate
of h*(N), i.e., '
h(N) = a(N) + b(N)
Therefor, AN) = g*(N) + a(N) + b(N).
6.5 Application Algorithm for Matching ARG
Frdm the definition above, let c(x, ¥) = || vi - v {|, ¢((a, b),(c, &) = || ¥ap = rea || + |

¥sa - 74 ||, and use Minkovski to express the distance between the samples, i.e.,

P
dy(q) =2 |x, =%, 11", >0
k=1

The following algorithm can be used for computing the optimal cost and optimal path.
Initiation
For level p from 1 to mdo

{

For loop times from ! to n-p+1 do
{
Set the set Ny ={1, 2, ... p}.
Set the set M; = {surplus nodes}.
Set the set M, = {p+1, ..., m}.
Set the set My = {Npase\N7 }.
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Compute f{N) = g*(N)ta(N)+b(N).

Record the AN)
}
To find the minimum f{N), then assign the matching nodes.
To find the surplus nodes.

}
Output the optimal solution and path.

6.6 Experimental Results

The proposed method for solving the document image classification by layout
analyéis has been implemented in a system also called DIC. The system has been
trained with ten group/class documents and each group/class has six documents (the
group 9, and 10 have 10 samples) which selected from different representative
documents, and tested with different documents belong to or don't belong to the five
group/class. The results are satisfied that DIC can depart the tested document into the
group/class that it belongs to.

The testing divided into five parts. In the first part, the samples 1 and 3 of each
group are selected as training, the 2, 4, 5, 6 .as testing, and the results noted as Rts13.
In the second part, the samples 2, 4 and 5 is selected as training, the 1, 3, and 6 as
testing, and the results noted as Rts245, and so on. The all cases of the correction
percent are shown in the figure. The statistics table and the analysis for incorrect

matching are also enclosed.

The Correct Percent of Rts13

Series1 |

Correct
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The Correct Percent of Rts245

Series1

1934109

Groups

The Correct Percent of Rts1356

128109

Groups

The Correct Percent of Rts12456

1Pauc)

.Groups
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The Correct Percent of All Samples

Series1

Pou0)

Groubs
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The statistics of the document classification using DIC

Smp. 1, 3 24, 5 1,3, 5,6 1,24, 5,6
Class Cort. Error Cort, Error Cort. Error Cort. Error
1 100% 100% 100% 100%
2 100% 100% 100% 100%
3 25% 75% 100% 0% 100% 100%
4 100% 33% 67% 50% 50% 0% 100%
5 100% 100% 100% 100%
6 25% 75% 33% 67% 100% 100%
7 25% 75% 100% 100% 100%
8 100% 100% 100% 100%
9 86% 12% 86% 12% 100% 100%
10 100% 100% 100% | 100%
11
12
Analysis for the Incorrect Matching
Groups - | Training Testing Error Cause
Groups Groups Groups
Rts13 Group I: h3_2.bmp 10 The pixels in h3_2.bmp is more, and the numbers of blocks is
hl_l.bmp, close.
...... , h7_2.bmp 10 The structure of h7_2.bmp and group 10 (h10_l.bmp, ...,
hl_6.bmp h10_10.bmp) is very like. The distribution is also same.
Group 3: h7_4.bmp 10 The structure of h7_4.bmp and group 10 (h10_l.bmp, ...,
h3_1.bmp, h10_10.bmp) is very like. The distribution is also same.
------ > h7_6.bmp 10 The structure of h7_6.bmp and group 10 (h10_lbmp, ...,
h3_6.bmp h10_10.bmp) is very like. The distribution is also same.
hll_S.bmp 7 The number of segmented blocks is close, and the distribution is
near.
Rts245 Group 2: h4_3.bmp The pattern sample h3_5.bmp's distribution is like h4_3.bmp
h2_1.bmp, h7_1.bmp The h7_1.bmp and h3_2.bmp have almost same structure.
------ , h11_10.bmp | 7 This is like Rts13's h7_2.bmp comparing with group 10
h2_6.bmp
Group 4:
h4_1.bmp,
h4_6.bmp
Group 5:
h5_1.bmp,
h5_6.bmp
Rts1356 Group I: h3_2.bmp 7 The structure of h3_2.bmp is very like as h7_5.bmp and h7_6.bmp
hl_t.bmp,
hl_6.bmp
Group 3:
h3_1.bmp,
h3_6.bmp
Group 5:
h5_[.bmp,
Xudong Huang, Department of Computing, the Hong Kong Polytechnic University 61
h5_6.bmp
h& T hen




A SYSTEM FOR DOCUMENT IMAGE CLASSIFICATION

h4_2.bmp 3 The pixels' distnbution is more close.
Ris12456 | Group I: h4_3.bmp 3 This is like Rts245's hd_3.bmp comparing with group 3

hl_l.bmp,

hl_6.bmp

Group 2

h2_1.bmp,

h2_§.bmp

Group 4:

h4_1.bmp

h4_6.bmp

Group 5:

h3_1.bmp,

h3_6.bmp

Group 6:

hé6_1.bmp,

h6_6.bmp

RisAll All groups hl_2.bmp 7 This is like Rts1356's h3_2.bmp comparing with group 7

h3_4.bmp 4 This is like Rts245's h4_3 bmp comparing with group 3
h4_2.bmp 3 This is like Ris245's h4 _3.bmp comparing with group 3
h4_3.bmp 3 This is like Rts245's h4_3.bmp comparing with group 3
h7_l.bmp 3 This is like Ris1356' h3_2.bmp comparing with group 7.
h9_2.bmp 10 The number of pixel and the structure is very close.
hit_S5bmp 7 This is like Rts13's hl | _5.bmp comparing with group 7.
hil_t0bmp | 7 This 15 like Rts245's hit1_10.bmp comparing with group 7.
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Fig.6.1 An overall organization of the proposed document processing system
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Chapter 7 Conclusion

The main objective of this research work is to investigate the possibility of
document classification. Document segmentation, block classification, and document
classification, mainly three parts, was investigated enough and presents my concept
and ideal. In the practice, we seek for new theory and methods to sclve encounter new
questions. '
7.1 Summary

An introduction of my research is presented in chapter 1. In this chapter, why we
need to develop our system for document classification, why so many companies
research for it, what aim and performance we are requested, all this was depicted. The
overview of the result is details in three parts. i.e. segmentation, block classification
and document classification. The fuzzy methodology using in the pattern recognition
is'depicted also.

In Chapter 2, the technique for pattern recognition is surveyed particularly. The
exiting question and the resolving method such as statistical pattem recognition,
structural pattern recognition, pattern representation and attributed random graph are
presented.

From chapter 3 to 5, three parts were deliberated in detail. For the segmentation, a
method called the Fuzzy Segmentation Method for the analysis of document images
was developed. Based on the use of the fuzzy set theory, we define fuzzy blank and
fuzzy black blocks. The ideas of A-cut sets are utilized when determining the vertical
and horizontal thresholds in the segmentation process. With the definition of fuzzy
sets, such a process can be made automated in an adaptive process. For the block
classification, the four methods were analyzed. The shortcoming of them is shown.
Then APACS method is applied to the block classification. The algorithm, features,
and how to select the samples is specified. For the document classification, the
document classification using Branch-and-Bound Technique based on ARG was
depicted mainly. ARG construction, decision tree and using Branch-and-Bound to
match two ARGs are presented in detail. The document classification is successfully
transferred to how to match the two ARGs. In chapter 5, the whole procession of the
document image classification was constructed. The experimental results were

analyzed.
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In chapter 6, to overcome the shortcoming of the system DIC and to prompt the
capability, we present the modified algorithm for the two ARG matching. The
experimental results are shown precisely.

7.2 Future Work

In a word, the capability, function and performance of the system DIC are satisfied.
But those can be advanced further. For each stages of the document procession can
still be sough for a new idea or methodology. There are lots of works waiting for
doing. |

(1) For the segmentation, the Run Length Smoothing Algorithm (RLSA) [1], and
the Recursive X-Y Cuts algorithm (RXYC) [2] can be adopted for the fixed threshold
in some special document procession. In this. case, these two algorithms are more
popular and practical. If the threshold is too difficulty to confirm, the FSM can be
used for solution those problems. However, how to prompt the performance of FSM,
and how to use it effectively, we can do more work in this area or can find much
effectively method or algorithm.

(2) For the block classification, the methods presented in [1J{3]{12}{21] all use the
experienced parameter as criteria standard to affirm class to which the block belongs.
It is important to select the parameter according to different situation. If we need
accurately declare the feature of the each block, we must need lots of the sample and
we must use the accordant criteria standard. How to select a criteria standard is very
important. The criteria standard is usually constructed by the expert. Even if we can
efficiently make the criteria standard, can accurately affirm the feature of each blocks
and have enough samples for training, there are still some problem for the document
classification mentioned in the chapter 5. Therefore, in our DIC system, we omit the
part of affirming the feature of the blocks. Document classification algorithm employs
the features of the blocks as parameters. This can reduce the error. In a word, this is
only try for it. But the result is more satisfied.

(3) For the document classification algorithm, many papers such as [7][8][9] on the
attributed random graph, and some other papers for example [71][73){74](77] on the
graph matching had surveyed. The Branch-and-Bound Technique is adopted to match
two ARG's of the documents after comparison. A new evaluation function of the
Branch-and-B-ound algorithm [71] is developed. But if the node of ARG is very big,

according to the testing, if the node is big than 68, then the performance of running is
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lower. In respect that there are (2n)! combiﬁation of the nodes of base ARG and the
nodes of pattern ARG orderings, if the DIC system has n nodes of base ARG with #
nodes of pattern ARG. And if it has ¥ non-zéros evaluation functions in the system, it
will need O(k) evaluation functions, giving it O(k!) combinations there. All in all,
there are O{(2n)!k/) possible combinations. For the 56x56 system with roughly 12%

0'®. The new

non-zeros, this amounts to a number of combinations in the order of /
idea and new methods for two attributed random graph matching need to seek further.

(4) Based on the document classification, the information in the document can be
excerpted and saved into the database according to prescient document form. Much

research can be done in this area.
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Appendix A

Shell Commands for Testing and Training
in UNIX

Jf TenTst #
B S I S L L S S 1 dic h3_2.bmp

# 1. Training the first group of samples dic h3_4.bmp

dic hl_lbmp | dic h3_S.bmp
dichl_3bmp 1 dic h3_6.bmp

cp BGraph.txt BG13 cp Results.txt Ris13.txt
¢ - #

dic h2_|.bmp 2 dic h4_2bmp

dic h2_3.bmp 2 . dic hd_d.bmp

<p BGraph.txt BG13 dic hd_5.bmp

4 dic h4_6.bmp

dic h3_1.bmp 3 cp Resultstxt .Ris13.txt
dic h3_3.bmp 3 #

cp BGraph.txt BGI3 dic h5_2bmp

# dic h5_4.bmp

dic hd_l.bmp 4 dic h5_5.bmp

dic h4_3.bmp 4 dic h5_6.bmp

cp BGraph.txt BG13 cp Resulis.txt Ris|3.txt
# #

dich5_1.bmp 5 dic h6_2.bmp

dic h5_3.bmp 5 dic h6_4 bmp

cp BGraph.txt BG13 dic h6_5.bmp

# dic hé_6.bmp

dic h6_I[.bmp 6 . cp Results.txt .Resl3.txt
dic h6_3.bmp 6 #

cp BGraph.txt BG13 ) dic h7_2.bmp

# dic h7_4.bmp
dich7_lLbmp 7 dic h7_5.bmp

dic h7_3.bmp 7 dic h7_6.bmp

cp BGraph.txt BG13 cp Results.txt Resl3.1xt
# #

dich8_Ibmp8 dic h8_2.bmp

dic h8_3bmp 8 dic hB_4.bmp

cp BGraph.txt BG13 dic hB_5.bmp

# dic hE_6.bmp

dic h9_1.bmp 9 cp Resulis.txt Ris|3.1xt
dic h9_3.bmp 9 #

cp BGraph.txt BG13 dic h9_2.bmp

# dic h9_4.bmp

dic h10_{.bmp 10 dic h%_5.bmp

dic h10_3.bmp 10 dic h9_6.bmp

cp BGraph.txt BGI3 cp Resulis.txt Ris[3.txt
# #

dic ht1_Lhmp 11 dic h10_2.bmp
dichll_3bmp 1! dic h1Q_4.bmp

cp BGraph.txt BG1] dic h10_5.bmp

# dic h10_6.bmp

dic h12_1.bmp 12 : cp Resultis.1xt .Ris| 3.4x1t
dic h12_3.bmp 12 ’ #

cp BGraph.txt BGL3 dichll_2bmp

# 1. Testting the first group of samples dic hl i_4.bmp

dic hl_2.bmp dichl1_5.bmp

dic hl_4.bmp dic hl1_6.bmp

dic hl_5.bmp dic hl1_7.bmp

dic h1_6.bmp dic h11_8.bmp

cp Results.txr .Ris13.1x¢ dic hl1_9.bmp

# dic h1[_i0.bm

dic h2_2bmp cp Results.ixt Ris3.1xt
dic h2_4.bmp #

dic h2_3.bmp dic h12_2bmp

dic h2_6.bmp dic h12_d.bmp

cp Resubs.txt .Ris13.txx dic h12_5.bmp



dic h12_6.bmp
dichl12_7.bmp
dic h12_8.bmp
dichl2_S.bmp
dicht2_10.bmp
cp Resuits.txt Risl3.txt
#

rm core

rm BGraph. tat
rm Results.txt

#

# 2. Training the first group of samples
dich1_2.bmp |

dich1_4.bmp 1

dichl_5.tmp I

cp BGraph.ixi BG245

#

dic h2_2.bmp 2
dich2_4.bmp2

dic h2_5.bmp 2

cp BGraph.txt BG245
#

dich3_2bmp 3

dic h3_4.bmp 3

dic h3_5.bmp 3

cp BGrph.txt BG245
#

dic hd_2.bmp 4

dic hd_d4.bmp 4

dic h4_6.bmp 4

cp BGraph.txt BG245
t

dic h5_2.bmp 3
dich5_4.bmp 5
dich5_3.bmp 5

cp BGraph.txt BG245
#

dic h6_2.bmp 6

dic h6_4.bmp &

dic h6_5.bmp &

cp BGraph.ixt BG245
#

dich7_2bmp 7

dic h?_4.bmp 7

dic h?7_5bmp 7

cp BGraph.txt BG245
#

dic h8_2.bmp 8§

dic h8_4.bmp 8
dich8_5bmp 8

cp BGraph.ixt BG245
#

dic h9_2.bmp 9

dic h9_4.bmp 9
dich%_5.bmp 9

cp BGraph.txt BG245
#

dic h10_2.bmp 10
dic h10_d4.bmp 10

dichl0_3bmp 10

cp BGraph.txt BG245
#

dichli_2Zbmp il
dichl!_dbmp It
dichlI_Sbmp I}

cp BGraph.ta BG245
#

dic h12_2.bmp 12

dic hl2_4.bmp 12

dic h12_5bmp [2

cp BGraph.ixt BG245

# 2. Testting the first group of samples

dic h1_LI.bmp

dic hl1_3.bmp

dic hl1_6.bmp

cp Results.txt .Ris245 1
#

dic h2_l.bmp

dic h2_3.bmp

dic h2_6.bmp

cp Results.ixt .Ris245.txt
#

dic h3_l.bmp

dic h3_3.bmp

dic h3_6.bmp

cp Results.txt .Ris245.txt
#

dic hd_L.bmp

dic hd_3.bmp

dic hd_6.bmp

cp Results.ixt Ris245.txt
#

dic h5_1.bmp

dic h5_3.bmp

dic h5_6.bmp

cp Results.txt .Rts245.txt
#

~ dich6_1.bmp

dic h6_3.bmp

dic hé_6.bmp

cp Results.txt .Rts245.txt
#

dic h7_L.bmp

dic h?_3.bmp

dic h7_6.bmp

cp Results.ixt .Ris245.txt
#

dic h8_1.bmp

dic h8_3.bmp

dic h8_6.bmp

cp Results.txt .Ris245.txt
#

dic h9_1.bmp

dic h9_3.bmp

dic h9_6.bmp

cp Results.tar Ris245.wxe
#

dic h10_1.bmp

dic h10_3.bmp

dic h10_6.bmp

cp Results.txt .Rts245.txt
#

dicht(_l.bmp
dicht1_3.bmp
dich!1_6.bmp
dichl!l_7.bmp

cp Results.txt Ris245.txt
dich!!1_8.bmp
dichit_9.bmp

dic hl!_10.bmp

cp Results.txt .Rts245.txt
#

dic h12_l.bmp

dic ht32_3.bmp

dic h[2_6.bmp

. dic hl12_7.bmp

cp Results.ixt .Rs245.1xt
dic h12_8 bmp

dic ht2_%.bmp

dic hi2_10.bmp

cp Resulis.txt Ris24 5. txt
#

rm core

rm BGraph.txt

rm Results.rxt
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# 3. Training the first group of samples

dichl_1.bmp 1

dic h1_3.bmp 1

cp BGraph.ixt BG1356

dic hl_5.bmp |

dic hl_6.bmp !

cp BGraph.ixt BG1356

#

dic h2_lL.bmp 2

dic h2_3.bmp 2

cp BGraph.ixt BG1356

dic h2_5.bmp 2

dic h2_6.bmp 2

cp BGraph.ixt BG1356

#

dic h3_1.bmp 3

dic h3_3.bmp 3

cp BGraph.ixt BGL1356

dic h3_S.bmp 3

dic h3_6.bmp 3

cp BGroph.xt BGL356

# .

dic h4_l.bmp 4

dic h4_3.bmp 4

cp BGraph.txt BG1356
dic h4_5.bmp 4

dic h4_6.bmp 4

cp BGraph.txt BG1356
#

dic h5_1.bmp 3

dic h5_3.bmp 3

cp BGraph.txt BG1356
dic h5_5.bmp 5

dic hS5_6.bmp 3

cp BGrph.txt BG1356
#

dic h6_l.bmp 6

dic h6_3.bmp 6

cp BGraph.txt BG1356
dic h6_5.bmp 6

dic h6_6.bmp 6

cp BGraph.txt BG1356
#

dich7_l.bmp 7

dic h7_3.bmp 7

cp BGraph.txt BG1356
dic h7_S5.bmp 7

dic h7_6.bmp 7

cp BGraph.ixt BG1356
#

dic h8_1.bmp 8

dic h8_3.bmp 8

cp BGraph.ixt BG1356
dic h8_3.bmp 8

dic h8_6.bmp 8

cp BGraph.axt BGL356
#

dich9_Lbmp9

dic h9_3.bmp 9

cp BGraph.ixt BG1356
dic h9_5.bmp 9

dic h9_6.bmp 9

¢p BGraph.xt BG1356
#

dic h10_l.bmp 10

dic h19_3.bmp 10

cp BGraph.tx1 BGL356
dic h10_5.bmp 10
dich10_6.bmp 10

¢p BGraph.a BG1356
#

dichl1_l.bmp |1
dichll_3bmp I
dichl(_Sbmp 11
dichll _6.bmp 1]

cp BGraph.ixt BG1356
dichll_7.bmp L1
dicht|_8bmp |11
dichll_9.bmp |1
dichtl_10.bmp 11

cp BGraph.txt BG1356
#

dic ht2_Lbmp 12

dic hl2_3.bmp 12
dichl2_5.bmp 12
dichl2_6.bmp 12

cp BGraph.ixt BGL356
dic h12_7.bmp 12
dich!2_8.bmp 12
dich12_9.bmp 12

dic h12_10.bmp 12

cp BGraph.txt BGL356

# 3. Testting the first group of samples

dic h1_2.bmp

dic hl_4.bmp

cp Results.txt .Rts1356.txt
#

dic h2_2.bmp

dic h2_4.bmp

cp Results.txt Rtst356.txt
#

dic h3_2.bimp

dic h3_d.bmp

cp Resulis.txt .Rts1356.4xt
#

dic h4_2.bmp

dic h4_4.bmp

cp Results_ext .Ris1356.1xt
#

dic h5_2 bmp

dic h5_4.bmp

cp Results.ext .Ris1336.txt
#

dic h6_2.bmp

dic k6_4.bmp

¢p Results.txt Ris1356.1x¢
#

dic h7_2.bmp

dic h7_4.bmp

cp Results.ixt .Ris1356.txt
#

dic h8_2.bmp

dic h8_4.bmp

cp Resulis.ixt .Ris1356.txt
#

dic h9_2.bmp

dic h9_4.bmp

cp Results.txt .Ris|356.1x
# .
dic h10_2.bmp

dic h10_4 . bmp

cp Results.txt Ris|356.tx0
#

dic hl1_2.bmp

dic kil 1 _4.bmp

cp Resubs.ixt .Rts1356.txt
#

dic ht2_2.bmp

dic h12_4.bmp

¢p Results.ixt .Rist356.1xt
#

m core

rm BGraph.txt

rm Results.ixt
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#4. Training the first group of samples
dichl_l.bmp |
dichl_2.bmp |
dichl_d.bmp |
cp BGraph.txt BG12456
dic hl_5.bmp |
dich!_6.bmp 1
cp BGraph.txt BG12456
#
dic h2_1.bmp 2
dic h2_2.bmp 2
cp BGraph.txt BG12456
dic h2_d.bmp 2
dic h2_5.bmp 2
dic h2_6.bmp 2
cp BGraph.txt BG12456
#
dic h3_L.bmp3
dic h3_2.bmp3
¢p BGraph.xt BG12456
dic h3_4.bmp 3
dic h3_S5.bmp 3
dic h3_6.bmp 3
cp BGraph.txt BG12456
#
dic h4_1.bmp 4
dic h4_2.bmp 4
cp BGraph.txt BG12456
dic ha_d.bmp 4
dic h4_5.bmp 4
dic hd_6.bmp 4
cp BGraph.txt BG12456
#
dic h5_1.bmp 3
dic h5_2.bmp 5
cp BGraph.ixt BG12456
dic h5_4.bmp 5
dic h5_5.bmp 5
dic h5_6.bmp 5
cp BGraph.txt BG12456
#
dic h6_1.bmp 6
dic h6_2.bmp 6
cp BGraph.txt. BG12456
dic h6_4.bmp 6
dic h6_5.bmp 6
dic h6_6.bmp 6
cp BGraph.txt BG12456
#
dic h7_1.bmp 7
dic h7_2.bmp 7
¢p BGraph.ixt BG12456
dic h7_4.bmp 7
dic h7_S.bmp 7
dic h7_6.bmp 7
cp BGraph.ixt BG12456
#
dic h8_1.bmp 8
dic h8_2.bmp 8
ep BGraph.xt BG12456
dic h8_4.bmp 8
dic hd_5.bmp 8
dic h8_6.bmp 8
cp BGraph.txt BG12456
#
dic h9_l.bmp 9
dic h9_2.bmp 9
¢p BGraph.axt BG12456
dic h9_d4.bmp 9
dic h9_5.bmp 9
die h9_6.binp 9

cp BGraph.ixt BGi2456
#

dic h10_1.bmp 10

dic h10_2.bmp 10

cp BGraph.txt BG12456
dic h!0_d4.bmp 10

. dichl0_S5.bmp 10

dic h10_6.bmp 10

cp BGraph.txt BG12456
#

dichll_l.bmp 11
dichl1_2.bmp 11
dichll_4.bmp 1l

cp BGraph.txt BG12456
dichtl_5.bmp |1
dichll_6.bmp |1
dichlt_7.bmp ||
dichli_8bmp |1

dic hl11_9.bmp 11
dichl1_10bmp 11

cp BGraph.txt BG12456
#

‘dic h12_1.bmp 12

dic hi2_2bmp 12

dic h12_4.bmp 12

dic h12_5.bmp 12

cp BGraph.txt BG12456
dic h12_6.bmp 12
dichi2_7.bmp 12
dichl2_8.bmp |2

dic h12_9bmp 12

dic h12_10.bmp 12

#cp BGraph.txt BG 12456
#

# 4. Testting the first group of samples

dic h1_3.bmp
cp Results.axt Ris12456.4xt
#

dic h2_3.bmp
cp Results txt .Ris12456.uxt
#

dic h3_3.bmp
cp Results.ixt .Rts12456.txt
#

dic h4_3.bmp
cp Results.txt Ris) 2456 ixt
#

dic h5_3.bmp
cp Results.axt . Ris12456.ixt
#

dic h6_3.bmp
cp Results.ixt .Ris] 2456.xt
#

dic h7_3.bmp
cp Results.txt . Ris]12456.xt
#

dic h8_3.bmp
cp Results.axt Ris12456.xt
#

dic h9_3.bmp
cp Resulis.ext Res[2456.txt
#

dic h10_3.bmp
cp Resulis.ext .Res[2456.1xt
#
dichl{_3.bmp
cp Results.ixt .Ris12456.1x1
#

dic h12_3.bmp
cp Resulis,txt .Rts12456.1x1
#

rm core

rm boaed.binp
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#1. Training the first group of samples

dic hl_l.bmp |

dic hl _2.bmp |
dichl_3.bmp [
dichl_d.bmp |

dic hl_5.bmp |
dichl_6.bmp |

ep BGraph.txt BGAIlLtxt
#

dic h2_1.bmp 2

dic h2_2.bmp 2

dic h2_3.bmp 2

dic h2_4.bmp 2

dic h2_5 bmp 2

dic h2_6.bmp 2

cp BGraph.txt BGAIl.txt
#

dic h3_l.bmp 3
dich3_2.bmp 3

dic h3_3.bmp 3

dic h3_4.bmp 3

dic h3_5.bmp 3

dic h3_6.bmp 3

cp BGraph.txt BGAILtxt
#

dic h4_1.bmp 4

dic h4_2.bmp 4

dic h4_3.bmp 4

dic h4_4.bmp 4

dic hd_5.bmp 4

dic hd_6.bmp 4

cp BGraph.txt BGAILtxt
#

dic h5_1.bmp 5

dic h3_2.bmp 5

dic h5_3.bmp 5

dic h5_4.bmp 5

dic h5_5.bmp 5

dic h5_6.bmp 5

cp BGraph.txt BGAILtxt
#

dic h6_1.bmp 6

dic h6_2.bmp 6

dic h6_3.bmp 6

dic h6_4.bmp 6

dic h6_S.bmp 6

dic h6_6.bmp 6

cp BGraph.txt BGAILwxt
#

dic h7_1.bmp 7

dic h7_2.bmp 7

dic h7_3.bmp 7

dic h7_4.bmp 7

dic h7_S.bmp 7

dic h?_6.bmp 7

cp BGraph.txt BGAIlLtxt
#

dic h§_| .bmp 8

dic h8_2.bmp 8

dic h§_3.bmp 8

dic hE_d.bmp 8

dic h8_5.bmp 8

dic h8_6.bmp 8

ep BGraph.txt BGAil.txt
#

dic h9_1 . bmp 9

dic h%_2.bmp 9

dic h9_3.bmp 9

dic h?_4 bmp 9

dic h9_S.bmp 9

A-5

dic h9_6.bmp &

cp BGraph.txt BGAILtxi
#

dic h10_).bmp 10

dic ht0_2.bmp 10

dic h10_3.bmp 10

dic h10_4.bmp 10

dic h10_5.bmp 10

dic h10_6.bmp 10

cp BGraph.txt BGAlLtxt
#

dichll1_l.bmp Il
dichll_2.bmp 11
dichl1_3.bmp 11

dic h11_d.bmp 11

dic h11_5.bmp 11

dic hl11_6.bmp 11

cp BGraph.ixt BGAIltat
#

dic h12_1.bmp 12
dich12_2.bmp 12
dichl2_3.bmp 12

dic h12_4.bmp 12

dic h12_5.bmp 12
dichl2_6.bmp 12

cp BGraph.ixt BGAlLixt

# L. Testting the first group of samples

dic hl_1.bmp

dic h1_2.bmp

dic h1_3.bmp

dic h1_4.bmp

dic h1_5.bmp

dic hl_6.bmp

cp Resulis.tat RisAll.txe
#

dic h2_1.bmp

dic h2_2.bmp

dic h2_3.bmp

dic h2_4.bmp

dic h2_5.brmp

dic h2_6.bmp

cp Results.txt RtsAlLtxt
#

dic h3_Lbmp

dic hl_2.bmp

dic h3_3.bmp

dic hi_4.bmp

dic h3_5.bmp

dic h3_6.bmp

cp Results.ixt RisAlLtxt
#

dic hd_1.bmp

dic h4_2.bmp

dic h4_3.bmp

dic h4_4.bmp

“dic h4_5.bmp

dic h4_6.bmp

cp Results.tx RisAllox
#

dic h5_1.bmp

dic h5_2.bmp

dic h5_3.bmp

dic h5_4.bmp

dic h5_5.bmp

dic h5_6.bmp

cp Results.txt RisAlLixt
#

dic h6_1.bmp

dic h6_2.bmp

dic h6_3.bmp

dic h6_4 . bmp

dic ht6_5.bmp

dic ho_6.bmp



£p Resulis.xt RisAllixt

dic h7_L.bmp

dic h7_2.bmp

dic h7_3.bmp

dic h7_4.bmp

dic h7_5.bmp

dic h7_6.bmp

¢p Results.txt RisAll.txt
#

dic h8_I.bmp

dic h8_2.bmp

dic h8_3.bmp

dic h8_4.bmp

dic hB_5.bmp

dic h§_6.bmp

cp Results.txt ResAll.txt
#

dic h9_L.bmp

dic h9_2.bmp

dic h9_3.bmp

dic h9_4.bmp

dic h9_5.bmp

dic h9_6.bmp

cp Results.txt RisAlltxt
#

dic h10_L.bmp

dic h10_2.bmp

dic h10_3.bmp

dic h10_4.bmp

dic h10_5.bmp

dic h10_6.bmp

cp Results.txt RisAlltxt
#

dichll_l.bmp

dic hl[_2bmp

dic h11_3.bmp

_ diehll_4bmp

dic h11_5.bmp

dic hl1t_6.bmp

dic h11_7.bmp

dic h11_8.bmp

dic hl11_9.bmp

dic h!_10.bmp

cp Resulis.ixe RisAlLa
#

dic h12_1.bmp

dic h12_2.bmp
dichi2_3.bmp

dic h12_4.bmp

dic h12_5.bmp

dic h12_6.bmp

dic h12_7.bmp

dic h12_8.bmp

dic h12_%.bmp

dic h12_10.bmp

cp Results txt RisAllLext
#

nn core

#iem BGraph.ixt

firm BGResults txt

#

HEHH SRR B BRI R R R T
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Appendix B

All Combinations' Testing and Training
Results

A Ris13

hl_2.bmp to Ith class, CostValue

h1_4.bmpto 1th class, CostValue

h1_5.bmp to lth class, CostVa]ﬁe

hl_6.bmp to Lth class, CostValue

h2_2.bmp 1o 2th class, CostValue

h2_4.bmp to 2th class, CostValue

h2_5.bmp to 2th class, CostValue

h2_6.bmp o 2th class, CostValue

h3_2.bmp to 10th class, CostValue

h3_5.bmp to 4th class, CostValue

h3_6.bmp to 3th class, CostValue

h4_2.bmp to 4th class, CostValue

h4_4.bmp to 4th class, CostValue

h4_5.bmp to 4th class, CostValue

h4_6.bmp to 4th class, CostValue

hS5_2.bmp to 5th class, CostValue

h5_4.bmp to 5Sth class, CostValue

h5_6.bmp o 5th class, CostValue

h7_2.bmp to 10th class, CostValue

h7_4.bmp to 10th class, CostValue

h7_5.bmp to 7Tth class, CostValue

h7_6.bmp to 10th class, CostValue

0.56

0.56

0.60

0.56

0.06

0.06

0.04

0.05

1.43

0.838

1.15

0.31

0.93

0.93

0.94

094

0.58

0.33

0.27

0.89

1.44

.45

1.09

1.82

h9_2.bmp to 10th class, CostValue

h9_4. bmp to 10th class, CostValue

h9_5.bmp to 10th class, CostValue

h9_6.bmp to 91h class, CostValue

h10_2.bmp to 10th class, CostValue

h10_4.bmp to 10th class, CostValue

h10_5.bmp to 10th class, CostValue

. h10_6.bmp to 10th class, CostValue

h11_2.bmp to 11th class, CostValue

h11_4.bmp to 1 1th class, CostValue

h11_S.bmp to 7th class, CostValue

~ h11_6.bmp to 11th class, CostValue

h11_7.bmp to 11th class, CostValue

h11_8.bmp to 11th class, CostValue

"hl1_9.bmp to 1 1th class, CostValue

h12_2.bmp to 12th class, CostValue

h12_4.bmp to 12th class, CostValue

h12_5.bmp to 12th class, CostValue

h12_6.bmp to 12th class, CostValue

h12_7.bmp to 12th class, CostValuc

h12_8.bmp to 12th class, CostValue

h12_9.bmp to 12th class, CostValue

h12_10.bmp to 12th class, CostValue

/ Ris245

1.37

1.46

1.52

1.35

1.34

0.99

0.73

0.88

0.33

0.00

1.76

0.00

0.00

0.00

0.00

.02

0.02

0.02

0.02

0.02

0.02

0.02

0.02

0.56



h1_3.bmp to

1th class, CostValue

h1_6.bmp to

1th class, CostValue

h2_l.bmp to

2th class, CostValue

h2_3.bmp to

2th class, CostValue

h2_6.bmp to

2th class, CostValue

h3_L.bmp to

3th class, CostValue

h3_3.bmp to

3th class, CostValue

h3_6.bmp to

3th class, CostValue

h4_1.bmp to

4th class, CostValue

h4_3.bmp to

3th class, CostValue

h4_6.bmp to

4th class, CostValue

h5_lbmpto

5th class, CostValue

h5_3.bmp to

5th class, CostValue

h5_6.bmp to

Sth class, CostValue

h7_t.bmp to

3th class, CostValue

h7_3.bmp to

7th class, CostValue

h7_6.bmp to

Tth class, CostValue

h9_1.bmp to

9th class, CostValue

h9_3.bmp o

Oth class, CostValue

h9_6.bmp to

9th class, CostValue

h10_1.bmp to 10th class, CostValue

h10_3.bmp to 10th class, CostValue

h10_6.bmp to 10th class, CostValue

h11_L.bmp to 1 1th class, CostValue

hi1_3.bmp to lEth class, CostValue

hit_6.bmp to 11th class, CostValue

h11_10.bmp to 7th class, CostValue

0.58

0.58

0.08

0.04

0.04

1.26

1.41

1.32

0.47

1.32

0.47

0.44

0.66

0.831

1.48

0.56

1.36

3.89

3.86

3.94

0.59

1.45

0.7

1.30

1.30

1.30

1.30

1.30

1.30

1.06

B-2

h12_1.bmp to 12th ciass, CostValue

h12_3.bmp 1o 12th class, CostValue

h12_6.bmp to 12th class, CostValue

h12_7.bmp to 12th class, CostValue

h12_8.bmp to 12th class, CostValue

h12_9.bmp to 12th class, CostValue

h12_10.bmp to i2th class, CostValue

/ Ris1356

h1_2.bmp to

1th class, CostValue

h1_4.bmp to

1th class, CostValue

h2_2.bmp to

2th class, CostValue

h2_4 bmp to

2th class, CostValue

h3_2.bmp to

Tth class, CostValue

h3_4.bmp to

4th class, CostValue

h4_2.bmp to

3th class, CostValue

hd4_4.bmp to

4th class, CostValue

hS_2.bmp to

5th class, CostValue

h5_4.bmp to

5th ciass, CostValue

h7_2.bmp to

Tih class, CostValue

h7_4.bmp to

7Tth class, CostValue

h9_2.bmp to

[0th class, CostValue

h9_4.bmp to

10th class, CostValue

h10_2.bmp to 10th class, CostValue

'hl2_4.bmp to 12th class, CostValue

 Ris 12456

hi_3.bmp to

1th class, CostValue

0.00

0.02

0.00

0.00

0.00

.00

0.00

0.43

0.43

0.05

0.05

1.17

0.64

1.54

0.24

0.24

0.49

092

0.82

1.31

1.40

1.16

0.66

1.23

1.31

0.37



h2_3.bmp to 2th class, CostValue

h3_3.bmp to 3th class, CostValue

h4_3.bmp to 3th class, CostValue

h5_3.bmp to 5th class, CostValue

h7_3.bmp to 7th class, CostValue

h9_3.bmp to 9th class, CostValue

h10_3.bmp to 10th class, CostValue

h11_3.bmp to 11th class, CostValue

h12_3.bmp to 12th class, CostValue

f RisAll

h1_3.bmp to lth class, CostValue

h2_3.bmp to 2th class, CostValue

h3_3.bmp to 3th class, CostValue

h4_3.bmp to 3th class, CostValue

h5_3.bmp to Sth class, CostValue

h7_3.bmp to 7th class, CostValue

h9_3.bmp to 9th class, CostValue

h10_3.bmp to 1{(th class, CostValue

hi1_3.bmp to 11th class, CostValue

h12_3.bmp to 12th class, CostValue

hl_t.bmp o lth class, CostValue

hl_2.bmpto lth class, CostValue

h1_3.bmp to lthclass, CostValue

hi_4.bmp to Ithclass, CostValue

hi_5.bmp o lth class, CostValue

hl1_6.bmp to 1th class, CostValue

h2_1.bmp to 2th class, CostValue

h2_2.bmp to 2th class, CostValue

h2_3.bmp to 2th class, CostValue

0.05

0.69

1.42

0.59

0.95

1.86

1.37

1.31

0.02

037

0.05

0.69

1.42

0.59

0.95

1.86

1.37

1.31

0.02

0.82

032

0.33

0.32

0.84

0.32

0.07

0.05

0.04

h2_4.bmp to

2th class, CostValue

h2_5.bmp to

2th class, CostValue

h2_6.bmp to

2th class, CostValue

h3_I.bmpto

3th class, CostValue

h3_2.bmp to

7th class, CostValue

h3_3.bmp to

3th class, CostValue

h3_4.bmp to

4th class, CostValue

h3_5.bmp to

3th class, CostValue

h3_6.bmp to

3th class, CostValue

h4_1.bmp to

4th class, CostValue

h4_2.bmp to

3th class, CostValue

h4_3.bmp to

3th class, CostValue

h4_4.bmp to

4th class, CostValue

h4_5.bmp to

4th class, CostValue

h4_6.bmp to

4th class, CostValue

“h5_l.bmp to

5th class, CostValue

h5_2.bmp to

5th class, CostValue

h5_3.bmp to

5th class, CostValue

h5_4.bmp to

5th class, CostValue

h5_5.bmp te

5th class, CostValue

h3_6.bmp to

5th class, CostValue

h7_l.bmpto

3th class, CostValue

h7_2.bmp to

Tth class, CostValue

h7_3.bmp to

Tth class, CostValue

h7_4.bmp to

7th class, CostValue

h7_6.bmp to

Tth class, CostValue

Tth class, CostValuc

h9_1.bmp to

9th class, CostValue

h%_2.bmp to

10th class, CostValue

h9_3.bmp to

B-3

Oth class, CostValue

0.05

0.04

0.04

0.58

1.10

0.65

0.65

0.96

052

0.19

1.43

1.44

0.18

0.18

0.19

0.82

0.23

(.47

0.52

0.55

0.43

£.37

0.80

0.94

0.71

0.95

on

1.85

.27

.80



h9_4.bmp to 10th class, CostValve

h9_6.bmp to 9th class, CostValue

h10_1.bmp to 10th class, CostValue

h10_2.bmp to 10th class, CostValue

h10_3.bmp to 10th class, CostValue

h10_4.bmp to 10th class, CostValue

h10_5.bmp to 10th class, CostValue

h10_6.bmp to 10th class, CostValue

hi1_1.bmp to 11th class, CostValue

hi1_2.bmp to 11th class, CostValue

hli_3.bmp to 11th class, CostValue

h11_4.bmp to 11th class, CostValue

h11_5.bmp to 7th class, CostValue

h11_6.bmp to i1th class, CostValue

ht1_7.bmp to 1lth class, CostValue

ht1_8.bmp to 11th class, CostValue

h11_9.bmp to 11th class, CostValue

h11_10.bmpto 7th class, CostValue

h12_2.bmp to 12th class, CostValue

h12_3.bmp to 12th class, CostValue

h12_4.bmp to 12th class, CostValue

h12_5.bmp to 12th class, CostValue

h12_6.bmp to 12th class, CostValue

h12_7.bmp to 12th class, CostValue

h12_8.bmp to 12th class, CostValue

h12_9.bmp to 12th class, CostValue

h12_10.bmp to 12th class, CostValue

1.36

1.40

1.69

(.57

1.07

1.27

0.53

0.46

0.32

0.67

0.62

0.67

0.67

1.02

0.67

0.67

0.67

0.67

1.02

0.02

0.02

0.01

0.02

0.02

0.02

0.02

0.02

0.02

0.02



Appendix C

Representative Samples
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Appendix D |
Part Source Code in C++

Program : Dic.h
Funetion :

#ifndef DIC
fdefine pIC

f#include <stdio.h>
#include <scdlib.h>
kinclude <string.h>
Binclude <malloc.h»>
#include <math.h>

// the following three lines is used by:

ri l. ARG.h & .c

I8} 2. segment.¢ in function BoxAttributeWriteToFile
tdefine MAXVERTEX 18 // maxamum of the vertexs :

/7 Centre of X,¥; width, height; total number of black pixels N

/f/ TH, TV, tx, width*height, N /f, R, D, THx, Tvx, THy, TVy.
¥define MAXV 14 // attributes of vertexs

// centre of (x1lex2}/2,[yl+y2)/2; up to Y, down to ¥; loft te X, right to X
#define MAXA & // actributes between the two vertexs

f/ reduce paramster, used by:
f! 1. segment.c in the function BoxAttributeWriteToFile
#defina REDUCEP 3

// used by the source file:

i 1. segment.h & .¢
struct NODE // the abscigsa of trace
{

leng, int Apixel; /! x axis

long int Ypixel: /f ¥y axis

NCDE* Next; // lipk to next node

y:

/{ used by the source file:
Iy 1. segment.h & .c

struct BOX ¢/ saving the "enclosas abscissa*
(

long int LeftUpX;

long int Lafrupy;

long int RightDownX:

long int RightDownY;

// dx = RightDownX - LeftUpx
// dy = RightDownY - Leftupy
int M. // wotal number of black pixels in a block of
// the original image
TH, // horizontal transitions of white to black pixels
// in a block of the original image
TV, // vertical transitions of white to black pixels
// in a blogk of the original image
tx; // when a block of the original image is projected
// onto x-axis, the number of columns in which
/¢ black pixely exist
long int H; /¢ the height of each block H = dy
floac R, // the ratio of width to height {or aspect ratio}
/f R = dx/dy
D.. // the density of black pixesl in a block,
7/ D = N/{dx*dy)
THx, // the horizontal transitions of white to black
// pixels per unit width, THx = TH/tx
TVx, // the vertical transitions of white to black
/f pixels per unit width, T¥x = TV/tx
THy. // the horizomral transitions of white to black
// pixels per unit heighe. THy = TH/dy
T™y; // the vertical transitions of whita to black
// pixels per unit height, Tvy = TVv/dy

BOX* Next:
1

finclude *segment.h®
tinclude *ARG.h*

kendif

Thia L3 program for finding the optimal monomorphism between
two actributed grapha
Progcam : ARG.h



Function

purpose : To match two graphs

Parms

Algorithm:

as : Sun0OS Release 4.1.3

Compiler : g++ -- GNU project c++ Compiler (v2.6)
History : Created data : 7 May 1987

#ifndef ARG
fdefina ARG

#include <stdio.h>
finclude <scdlib.h>
#include <string.h>
¢include <malloc.h>
#includa <math.h>
tinclude *diec.h*

{/#defina MAXVERTEX 36 defined in the dic.h
//8define MAXV 12
//d9dafina MAXA [

// used by rthe source file:
i 1. RAG.h & .c¢
clags VartexAttribute
(
public:
long int Atcribute [MAXV]; #/ information relation Lo vertex
¥:

// used by the source file:
i 1. RAG.h & .cC
class ArcAttribute
{
public:
long int Abtribure(MAXA):; // information relation to two vertaexs
}:

/¢ used by the source file:

1 1, RAG.h & .C
class RandomGraph
{
public:
int Vertexumber; // the number of vertex
inc GrpOEVA; {/ tha groups of vertex attributes
ing GrpOLAA: // che groups of arc attributes

VartexAttribute Vertex{MAXVERTEX+1]:
ArcActribuce Arc [MAXVERTEX+1] [MAXVERTEX+1];
}:

// The class Vertexattribute, ArcAttribute and RandomGraph can be
// replaced by the struct, here, I only wanc to do it using the class.
/¢ If use the class, please mind the using of “public™:

P e s mw—m e m e ——— = -
/7 used by the source file:
r 1. RAG.h & .¢
class MonomorphismGraphs
(
private:
RandomGraph *pg. *bg:

void ReadDataP (RandomGraph *):
long int MatchAlgorithm|RandomGraph *, RandomGraph *}:

publiec:
void ARGTrainingline);
void ARGTesztingichar *}:

}:
#endif
J ¥ em e mmmE e —memme-admmmammsmo s Saesmm———samea= tmmemmmmamEmr——asmeme—————
Program : ARG.C
Notes :
Function : This is program for the macch graphs
Purpose f
Parns ; the number of class

Algorithm: branch-and-bound

0s : SundS Releage 4,1.]
Compiler : g++ -- GNU project c++ Compiler (v2.6)
History : Created date: 7 May 1997

tast modified date: 28 Nev. 1397

Binclude “ARG.h"

/7 The Training and Testting function are relation to the two data Eiles,
/7 tha structures of them iz as follos:

D-2



// 1. The data file of vertex and arc - BGraph.txt

IZANN!

/7 NumQfG
/f{ HumofV GrpofVhA GrpofAi BalongToClass - HumofVv: the no. of the vertexs:-+

1FA2)

/¢ Alvl Alv2 ... Alvn
£t OA2vl Alvl ... A2V

fho.

/7 ABV1 ABv2 ... ABvn

43

/4 Rllvl R11lvZ ...

/7 R12vl R12v2

// Rlipvl Rinv2 ...

/! RE1vl REL1vZ ...
7/ RE2v1 RbIV2 ...

Mo,

/7 REnvl R6nvZ ...

o

// 2. Tha file

/4 LinesOfResults
/{ BalongToClass CastValuae Balance

void MonomerphismGraphs::

FILE

int

int
int

long

cagClass = 0;

Rllvn
R12vn

Rlnwn

RELwm
REZvn

RéEnvn

*Readh, iH
*ReadR; "
NumQ{G, i
NumOfv, r
Grpofva, i
GrpOiAn, I
BalongTeClass. //
LinesQfResults,
tempDaca;
tagClass;

i, 3, k., £, dum,

tdl, td2, edi:
int minCostValue,

of tha results

the B

- the number of the graphs
GrpofVA: the vertex attributs
GrpofAa: the arc atcributes
which c¢lsgs belongs to

attributes for the vertexs

|
|
|
|
|
|
|
|
I
the attributes for the first feature Rl §
{
i
|
|
|
I

the attributes for the &th feature RE ------ +

for the after training - BGResults.txt

ARGTraining{int InputClass)

open the file: BGraph.txt
open the Eile: BGResultg.EXxt

the
the
the
the

number
number
groups
groups

of the graphs

cf the vertexs

of vertex attributes
of are actkributes

which class is belong to

/! used by tha
CosntValue:

/f To record whether

reading lines in £ile BGResults.txt

the InputClass is found, 0 no found.

pg = (RandomGraph *) malloc{sizeof (RandomGraphl}:
bg = {RandomGraph *! malloci{gsizaof (RandomGraphl);

ReadDakaPipg):

ifl{RaadB = fopen("BGraph.txc"

(
t
I
1
i
+H

*r=}) == NULL )

1. the data file of hase graph BGraph.txt is empty

the pattern graph compare with itself
if the file BGraph.txt iz empty

fclose (ReadB) ;
raadB = fopen(*BGraph.txt=,va+");
ReadR = fopen("BGResults.txt*,"a+");

Iy
1

Parc (1):

NumQfG = 1;
ReadDataP (bg};
Num = pg->VertexNumber:

// the number of graphs
*23d\ch3d\ts3ddies3ddinin®, Num, MAXV, MAXA,

fprintf (Read8, "~li\n\n"};
fprintE{ReadB,

InputClass}:
/f Part {(2}:
i
for({ial; i<MAXYel; iv+}
{

]

for(j=1; j<sNum; j++)

(

tempData = pg->Vartex(j).Atcribute[i];

fprincf{ReadB, "i6d", tempDara);
if { j == Num }

Eprincf(ReadB, *\n"):
else

fprintf(Readn. *\c-");

)

fprinct {(ReadB, "\n");

// Pare (3):
X
for(ial;

[

i<MAXA+1;

ire)

D-3



fori{jsel; j<=Num: F+s)
for{k=1; k<z=Num; k++)

{
tempData = pg-»Arcljl(k]l.Accribute(i];
fprintf (ReadB, "%6d", tempbata);
if{ k == Num )
fprincf {ReadB, “\a'};
else
fprint£({ReadB, =\cg"};
}

fprincf(ReadB, =*\n°);
1

f/ To caleulate the cost value, and write it to the file BGResultbs.txr
£
CostValue = MatchAlgorithm(pg, bg};
fprintf(ReadR. "l1\n\n"): // the line of result
fprintf{ReadR, "$3a\t%3d\c¥3d\n", InputClass, CostValue, 0):
} .
alse
{ 7/ 2. the file BGraph.txt i$ not empty
// the pattern graph compare with all appointed
// class in the file BGraph.txt, and recorded
// all the result CostValue.
¥
tagClass = 0;
fclosa(Readn);
ReadB = fopen{*BGraph.txt", *r+=};
ReadR = fopen("BGResults.txt*, r+");

// Part (1}
facanf{ReadB, "%d-, &NumOIG):
f/prinef{=%5d\n\n*, MNumOEG):
for{i=0; i<NumO£G; i++)
{
fscanf (ReadB, *%d %d 3d %d*, LNUROEV, &GrpOfVA, AGIpOSAA,
&BelongToClass) ;
//princf(=%5d %5d %5d 35d\n\n", NumOfV,
£/ GrpOfVA,GrpOEfAA, BelongToClass) :
bg->VercexNumher = NumQ£V;
bg->GrpOfVvA = GrpOfVA;
bg->GrpOfAA = GrpOflA:

// Parc(l):
Ixs
for{j=l; j<=GrplEVA; j++}
{
fortk=1; ke=NumOEV; ke+)
{
fscanf{ReadB, *%d", stempData};
by->Vertex(k| .Artributs{j] = tempbata:
f/printfi-%5d°, bg->Vertex[k].Attribute(j]};
}
frprincf{=\n");
) .
Jrprincf{=\n");

{f Part (3}:

/1

Corij=l; j<=GrpOLAM: Fee+)
{

for(k=l; k<=NumOfV; k++}
{
for{f=1; E<=NumDEV; f++}
{
fscanf{ReadB, -%d*, LtempData):;
bg—>A:c[k]if].Accribute[j] = tempData;
Jiprintf{~%5d" . bg->Arcik] [f]|.Attribute(j));
) .
fiprincE(*\n"};
)
- Hprincf(*\n\n};
}

//# check whether the class is included
// Lf the BelongToClass is equal to InputClass
f/ caculate the CostValue, and write the CostValue te the
#¢ file BGResults.txt
I
if (BelongTaClass == InputClass)
(
ragClass = 1;
it { pg->VertexNumber <s bg->VertexNumbar )
CostValua = MatchAlgorithmipg, bg):
else
Costvalue » MatchAlgorichm(bg., pg);

// search the input ¢lass, and to calculate the balance
fseekiReadR, OL, 0}; // put the file pointer ac the begin of file
fscanf (ReadR, "%d*, &LinesOfResulcs);
for{i=l; j<=LinesOfResults: j++)
{

fscanf (ReadR, ~%d %d %d", &tdi, &cd2, atdi);

if ( tdl == InputClass }



}

}
i

{

{
edl = abs{cd2

- CostValue};

td2 = CostValue;

break;
H
)

fsoek(RaadR, OL. O): // put the file pointer at tha bagin of file

Eprintf(ReadR, "%d*, LinesOfResults+l];

taeek{ReadR, OL.
fprint £ {ReadR, "%3
break;
)
// Bnd of for i
f(tagClass == ¢}

2); // put the file pointer at the end of file
dit33dies3dint, InpucClass, tdl, td3};

// append the new pettern graph data to base graph

fseaki{ReadB, 0L, 0)
fprint £ {ReadB, =%d°
faeek{ReadB, 0L, 2)
fprintf (ReadB, "\n*

, NumOfG+1);

b

Num = pg->VertexNumber:
fprintf (ReadB, *%3d\tk3d\csidit¥ddininT,’
Num, MAXV, MAXA,InputClass);

forii=1; i<MAXV+l;
{
for{j=1; j<=tum;
{
tempData = pg->
fprintf (ReadB,
if { § == Num )

ies}
bEZS ]

Vertex([j).Attributefi);
“%6d", tempDatal:

fprintE(ReadB. “\n”");

else

fprintf{ReadB, *“\t~*}:

}
}
fprincf(ReadB, "\n")
for{i=1; i<MAXA+l;

for{j=l: j<=Num;

¥

ive}

hEXY]

fortk=1; k<=Num: ke+}

{
tampData = pg
fprincf (ReadB
ift k == Num
fprintf{Rea
alse

-»Arci{jt{k].Attribute(i];
, *%6d°, tempDatal;

1

dB, “\n*):

fprintt (Readn, "\c"};

}
tprintf(Reads,
}
ReadDataP (byg);
/7 To calculate the
1
CastValua a MatchAl
fsaek(ReadR, 0L, 0)
fscanf {ReadR, "%d",
fseak{ReadR, 0L, 0)
fprintf (ReadA, =%d4-"
faeek [ReadR, OL, 2)
fprintf (ReadR, "%3d\

*\n*):

cost value, and write it to the file BGRresules.

gorithmipg, bgl:

; // put the file pointer at the begin of file
ELines0OfRasults) ;

: // put the File pointer at the begin of file
, LinesDfRasgulra+l];

; // put tha file pointer at the end of file
ca3dicsidin®, InputClass, CostValue, 01:

} // end if tagClasg == 0

Yy /
fcl
fcl

/ end if ReadB
ose {ReadB) ¢
ose (ReadR)

vaid MonomorphismGraphs::

{

FIL

ine

ing

ing

E *ReadB, it
*ReadR., 174
*CostValuefp;
NumQEG, ¥
NumQ £V, i
GrpOfvA, H
GrpOfAa, i
LinesOfResulcs,
BelongToClass, //
tempData;

i, j, k., £, Num,

£dl, vd2, cdld;
*LastResults(2]. m

ARGTesttingichar *TestFileName)

opan the Eile: BGraph.txt
apen the file: BGRegultg.txt

the number of the graphs

the number of the vertexs

the groups of vertex attribuces
the groups of arc actributes

which class is belong to

inCostVaiue, CostValue, BClass;

pg = (RandomGraph *} malloc|sizeof(RandomGraph}l:

bg
Rea
if(
{

)

a (RandomGraph *) ma
dDacaPipg):
(ReadB = fapen{“BGra

printf{-"Can -t ocpen T
exitll);

llocisizect {RandomGraph! |;

ph.txe~, "r*)) =3 NULL)

he file BGraph.txt:\n*};

RaadR a fapen{°BGResulcs.txt",*r");

D-3
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CostValuefp = fopen{"Results.txt", “a+*}:
fprintf (CostValuefp,
Jffpringt (Cosgvaluefp, °BelongToClass minCostValuein®):

fscanf (RoadB, "%d", ENumOfG):
/fprintf {"85d\n\n", NumQfG);

tastResults{0] = (int *) malloc( NumOfG * sizeof(int} }; // save BelongToClass
LastResults|l] = (int *) malloc( NumOfG * sizeoE(int) }: // save minCostValue
for({i=0; i<NumOfG; i++)
{
LastResults[0} [1]
LastResults{l] [i]
3

0;
0;

forii=0; i<HumQEG: i++)
(
facant (ReadB, *%d %d %d %d*, &NumOfVv, &GrpQfvA, &GrpOfAA,

&BelongTeClass);
/rprincE{"%5d %5d %5d %5d\n\n", NumOEv, —
IX GrpOfva, GrpOEAA, BelongToClasgl :

bg->Vertexiumber = NumGfV:
by->GrpOfVA = GrpOfvA;
bhg-»GrpOfAR = GrpOfAA;
for(j=l; J<=Grpofva; j++)
{
forik=1l; k<=NumOfV; k++}
{
fscanf {AeadB, "%d-, EtempData):
bg->Vertex(k].Attribute[j] = tempData;
//princf{~%5d", bg->Vertex[k].Attributel[j]}:
}
/fprintf("\n=);
1
/iprintf{"\n~}:
for(j=1; j<=GrpOfAn; j++)
{
fori{kal; k<z=NumOfV; k++)
{
fori{f=l; f<=HumOfV; f++)
{
fecanf (ReadB, "%d", &tempData):
bg->Arcl{kl[f] .Attribute(j] = rempData:
/fprintf("%5d",bg->Arc[k] (£] .Attribute[}]}:
)
fipeinefi=\n®);
}
siprintE(=\n\n");
}

if { pg-»>VertexNumber <= hg->Vertexiumber }
CostValue = MatchhAlgorithmipg., bg):

else
CostValue = MacchAlgovithmibg, pgl:

// search the input class, and to calculate the balance
faeok(ReadR, OL, 0): // put the file pointer at the begin of file
tacanf (ReadR, "%d", &LinesOfResults);
minCostValue = D:
BClass = 0;
fprincf {CostValuefp, *CostValue is %3d\n". CostValuel;
for{j=1l; j<cLinesOfResults; j++)
[
fscanf (ReadR, "%d %d %d*. &tdl. &td2, &td3);
if { tdl == BelongToClass )
{
BClass++;
minCostvValue = minCostValue + abs{abs(tdZ-CostValue}-tdd};
Eprintf{Costvaluefp, *$3d\t33dir¥ddin=,tdl, td2,tdd);
H

}
fprintf (CostValuefp, *%3d\n\n",minCostValue/BClass);
LastResults(D)[if = BelongToClass;

LastResults(l)[i]) = minCostVvalue/BClass:
} // End of for i

BClasg = 0;
for{i=0; i<NumQfG; i++)
if { LastResults[1][i] <=1}
{
BCless = 1:
fprintf{CostValuefp, “is to tdth class, CostValue %d\n®.
TestFileName, LastResults(0)]il, LastResults[1]li}};
t
if { BClass == 0 )
fprintE(CostValuefp, -%s doesn‘'c belong te any class!:\n-,
TegtFileNamel ;

fclose (ReadB};
fclose(ReadR) ;
felose (CostValuefp);



void MonumorphismGraphs: :ReadDataP(RandomGraph *rg)
{

FILE "ReadP; // open the data file of pattern graph
int NumQfv, /¢ the number of the vercexs
Grplfva, /¢ the groups of vertex ateributes
Grpafahs, // the groups of arc attributes,
cempData;

int 1. j. k, £

/ipeincf(*The data of the Pattern Graph\a\n®);
if({ReadP = fopen(-PGraph.txt®, °*r*)) == NULL)
{
printf{"Can’t open the file PatternGraph.txt!\n"};
exitil};
} }
fscanf (ReadP, -%3 %d %d", &ENumOfV, EGrplfVA, &GrpOfAA):
Jiprintf (*35435d4%5d\n\n", NumOfV,GrpOEVA,GIpOfAA}:
rg->Vartexiumber = NumOEV;
rg->GrpOfvh = GrpOLfVA;
rg->GrpOfAA = GrpOfAAa;
For{jml; j<=GrpOfVA; Jj++)
{
foriknl; K<=aNumOfV; k++)
(
fscanf {(ReadP, "%d*, LtempDatal:
rg->Vartex(k] .Actributelj] = tempData;
//print£(~%5d", rg-»Vertex{k].Attribute[jl);
)
/iprintf{*\n");
1
Jiprint€{*\n=)r
for(j=1: j<=GrpOfah; j++}
{

forlk=1l: hk<=NumOfV; k++)
[
for(f=1; f<sNUmOLV;: f++}
{
fecanf (ReadP, "%d°, &tempData):
rg->Arclk][£].Attribute]j] = tempData;
//print€£("%5d*, rg->Arc(k]|{f).Attribute(j));
}
HiprincE{=\n*);
}
fprincf{“\n\n*}:
]
fclosa (RaadP};
]

long int MonomorphismGraphs::MatchAlgorithm([RandomGraph *P, RandomGraph *B)
{
FILE *mofp;
int m, // the vertex index for the pattern graph P
n; // the vertex index for the basa graph B
int N[MAXVERTEX+1)[4}, /¢ all; p:; (P, B, £N) -- Path
N1[MAXVERTEX+L) [MAXVERTEX+L] [4]): // all; p; [(indexP, indexB, fN)
int M1[MAXVERTEX+1].
M2 [MAXVERTEX+1],
NumM2 ;
int matchpoint, surpluspoint [MAXVERTEX+l]:
int tagh2, i, 3. k, £. p., 9. £, row, d;

long int tempgl, tempgl, tempgl, upper_bound:
long int grmin, mingm2, gN., aN, bN, fN;
Long ink d¢, Num:

nefp o fopen{"mo.txt”, "w+");
//ReadDataP{):
//ReadbacaBl[};

m 3 P->VartexNumber;
n = B-»Vertexiumber;

FEEFITRIER PR P EEF R EPEEF IR E B P i ittt iitisiriti

/¢ "hn Algorithm for Graph Optimal Monomorphism® is selected
/f from [EEE TRANSACTIONS ON SYSTEMS, MAN, AND CYBERNETICS,
// VOL. 20 NO. 3, MAY/JUNE 1990 PP.610

NumM2 = O;
For{i=0; i<MAXVERTEX+1l; i+s)
4
surpluspointi{i] = 0O:
Mi(i] = 0O
MZ[i] = 0;:
}

forlis0; i<MAXVERTEX+l; is+e)
forik=0; K<MANVERTEX+1l; k++)
far{i=0; j<d: j++1
{
Nik][i] = 0;
Ni[ib[k)[3] = O:
}
Eoriial; i<=n; i++}



surpluspeint[i] = i;

forip=L; p<=m; p++}
{
for(rowsl; row<=n-p+l; row++)

(

Nl[row]l [pl[1l] = p; /! index of pattern graph
Nl[row] [p][2] = surpluspoint(row!l; // index of base graph
Nl[row] [p)[3] = O; /¢ value of f{N)

N{p}[l] = p:
Nipli{2) = surpluapoint(row]:
N(p) (3} = 0;

/7 Ml
Num = 0;
for{i=p+l; i<z=m: ie+)
{
Num++;
M1(Num) = i;
1

/i M2
i = {pll1, ..., Mum](l, ..., n-p}
¥
Num = O;
for(j=1; j<on; j++|
{
taghN2 o O;
for (k=l; k<zp; k++}
if{ N{k) (2] == 5 )
tagN? = I;
if(tagN2 == 0}
{

Num++;
M2 [(Num] = 3;
}
}
NumMZ = n-p;

/7 Compute f{N} o g=(Nil+a(N)+b{N).
i/

/¢ for g*iM)

14

gN = 0;

tempgl o tempgZ = tempgld = O;

/7 SUM({i=1,plei{i,qgi) i.e. cll,qgl)+...+c{i,qi}
/1 + SUMLi=1,p)SUM{i=L,p-1)c({j,i). (qi.qi)
¢4+ SUM(i=1,plSuM(i=1,p-L)c[{L,3), (gl qi})
for (i=1; i<=p; is+)

{

dd = 0;
for (d=1; d<cB->GrpOfVA; de+) // B->GrpOfVA = P->GrplfvaA
dd = dd +

absi{P->vVertex[i) .Attributeld] -
B->Vertex[ N{i]l[2] ].Atcributeld]l):
cempgl = tempgl + dd;

1 dd = dd +

i aba([P->»Vertex{i].Attribute[d] -
t B-»Vertex| N[i](2] ].Attribute(d]} *
r {P->Vertex(i] .Attribute(d] -
17 B->Vercext N[i](2] ].Attribute(d]}};

//tempgl = tempgl + {long int}sqgrecidd}:
4printf(mefp, "%f\a’. tempyl):

for{j=1; j<=p-l: j++)
{

dad = 0;
for|d=1; d<=B->GrpOfAA; d++) // B->GrpOfAA = P->GrpUfAA
dd = dd +

ahs{P->Arcijlfi]| .Attribuce[d} - .
B->Arc( N[j][(2]1 10 N(il(2) ).Attributeld]):

cempg?2 = tempg?2 + dd;

[ dd = dad »

144 abs{(P->Arc(ji]){i}.Attributeld]l -
ri B->Arc[ NEj)[2] J[ NUil{2] }.Attcribute(d]) *
X (P->Arc[j)ii] .Attribute[d] -
i B-»Arc| NIFFI2] 1 W(il[21 ].Ateributeld])};

fftempg2 = tempg? + (long int)sgrei{dd):

dd = 0;
forild=1; d<=B->GrpOfAA; ds++)
dd = dd »
abs{P->Arc[il}[j) .Attribute[d] -

B->Arc| N[i](2] )& MN[31(2] ).Accribute(d|}:
tempgl = tempgl + dd;



H dd = dd +

¢! abs{(P->Arc[i) [j] .Attribute(d]) -
i B->Arcl M(i][2] §J{ ®(3Fl(2] l.Actributeld}) *
i (P->Arc(il(j] .Attribute(d] -
14 B-»Are[ N(il[2) I N[j]112) }.Attributeldl}}:

//tempgl = tempg3l + (long int)sqrt{dd);
)
}
gN = tempgl + tempg2 + tempgl;

4/ for aiNi

Iy

aN = 0;

Jf SUM{i=p+1l.miminig in M2}{ cli,q) + SUMii=1,pici(i.i}).{q.qi)}
I + sumij=1,picl (i, i}, (Qi. @)1 }
for{i=p+l; i<=m; i++)

{

mingm2 = 59999%9;
tempgl = 0;
for (k=1; k<=n~-p; k++} // q in the M2
{
g = M2[Xx];
dad = &;
for (d=1; d<sB->GrpOLfVvA; d++}
dd = ad +
absi{P->Vertex[i] .Attribute[d] -
B->Vertex[q] .Attribute(d]):

tempgl = dd;

14 dd = dd +

1 absi (P->Vertex(i) .Attribute(d] -

£ B-»Vertex(g) .Attribute[d]} *
£t (P->Vertex{i] .Attribute(d) -

r B->Vertex{qg] .Attributefd]});

fttempgl = {leng intlsqre(dd);

tempg? = tempgl s 0;
for(j=l; j<=p: 3++)

{
dd = 0;
foxr(d=1; d<=B->GrpCGfAA; d++)
dd = dd +

aba{P->Arclil [j}.Attribute[d] -
B->Arciq) [ N[3]1[2] ].Actribucefd]);
tempg2 = tempg2 + dd;

i dd = dd +

I24 abs{{P->Arc(i) [§] .Attribucte(d] -
i B->Arc(qgl[ N{j)[2] ).Aceributel(d)) *
I (P->Arc[i]) [j] .Attribuceld] -
1 B->Arc(ql[ Ni{jl[2] ].atcributefdl});
f/tempg? o tempg? + (long intlsqre(dd):
dd = 0;
for{dsl; d<=B=->CrpOfAA; d++}
dd = gd +

abg{P->Arcftj](i].Attribuce[d] -
B->Arc! N[31[2] |[q].Attribute(d]):;
tempgl = tempgld + dd;

X dd = dd +

i abs {(P->Arc(jl[i].Actributald) -
I3 B->Arc[ N[j)1[2) ]({a).Atkributeld]} *
1% (p->Arc(jlli] .Atktribute(d]) -
i’ B->Arc( N[j)[2] ){g].Attribute[d])};

{ttempgl = tempgld + (long int)sgrtidd};

if (mingm2 »>= tempgl+tempg2+tempgl)
mingm2 = tempgl+tempg2+tempgld;
}
aN = aN + mingm2;
}

/¢ far biN)
H

/¢ SUM{i<i; i.3 in Ml)min(ge<»r: g.v in M2){ c[{i.3), (q.c))+c((d.0).(r.Q)])
bN = O;

2/ fprint£{mefp, N e I L e R T e R R e e R LAY ST

Eor(j=m; j>=M1{1l]; j=-I // 1, j belong to Ml; and i<j
for{i=M1l{1l); i<j; i++} 7/ :
{
upper_bound = 999999;
tagN2 = 0;
for{k=1;: k<=NumM2; k++] //for g<>r, and gq.r
{ /{ belong te M2
q = HM2(k}:

fori{f=1; E<=NumM2; f++}
{

r o= M2I£);

if{ r '=q )



fprintfimofp, "i=%d j=%d, g=%¢ r=%din-,i.3j.q.r);
dd = 0;
for (d=1; d<=B->GrpOfAn; d++|
dd = dd +
abs{P->Arc[i} 3] .Attribute[d] -
B->Arc|q) [z].Accributald]):
grmin = dd;

N dd = dd +

Iy abs({P->Arc[i] [j].Attribute(d]) -
rr B-»Arc|g) [r].Attribute(d])) *
1 (P->aArc(ij (j] .Actribute(d) -
ir B-»>Arc(qlir] .Attribute(d)})};

frqrmin = (long intlsqrt(dd};

¢/fprint £ (mofp, “PALdRd -BA%dRd = Mluin~,i.3,Q.r.qrmin);
dd = 0;
for(d=1; d<=B->GrpOfAn; d++}
dd = dd +
abs{P->Arc[j][i] .Attribute[d] -
B->Are(r) [g] .Ateribute(d});
qrmin = grmin + dd;

/e dd = dd +

it abs{{P->Arc(j){i).Attribute(d] -
I B->Arc[r] (q].Attributefd)) *
it {P->Arc([3] (i) .Attribute(d] -
I¥) B-»Arc[r)ig] .Atcribuceld)));

//qrmin = qrmin + (long int)eqrt(dd);:

if (upper_bound »= grmin)
{
upper_bound = qrmin;
tagh2 = 1;

}
}
if {raghN2 a= 0)
upper_bound = ¢;
bN = BN + upper_bound:
3

fN = gN + a¥ + bN;

Wl {row]l [p} (3] = fN;
) // End for row

/¢ to find the minimum £{N), then assigne the matchpoint
upper_bound = 393999;
forfi=l;: i<en-p+l; i++)
if { upper_bound >= N1{il(p)[3] )
{
upper_bound = N1[il[pl{3];
matchpoint = N1[i)(pi(2):
N[pl(1] = Nl[il(p]i1]):
Nlpl[2] = nllil{p]li2]);
Nipl[3] = NL[i](p)i3):
1

#/ to Eind the surplus point
Num=0;
for{j=l; jean-p+l; J++)
{
if{macchpeint != jJ)
{
Num++:
surpluspeint [Num) = j;

}
} // End for p

/! printf{-\nThe result is as follows:\n"};
/¢ for{i=1; i<a=n; i++)

V2N
/! for{j=1; j<=m; j++)
VZi printf{~%3d =, N1(i]{F]{(3}):
i fprincf{- (%d,%d},%3d  * NILLY(3001) . WLEail i) (2], 0002] [3103)};
7 printf(=\n");
V2R
e
¢/ priatf{-\nThe optimal cost is as follows:\n"};
Num = 0:

fortisl; i<=m; i++)

{
J/print€{={%d,%d),%3d\n" N[i)[1), N[E]{2). ®N[(i]{3]}:
Num = Num + N{i)[3]:

}

return Num: // return the f(N}
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quotatB) = 0 BalongToCLlaas: 11
47cth BGE(W) = O
quotallf =« 0 BelongToClass: 11
quotal2| = 0 BelongToCiass: 11
quota{lil = 0 HelongToC lags: 11
quotaid] « D BelongToClass: 11
quota{s) =« 0 BelongToClass: t}
quctal&) = 0 BalongTeClass: L1
quotal?] a o BalengTeClazs: LI
quota[8) = & BelongToClass: 1t
quotal|d)] = BelongToClags: 11
48th BGL (N} = I
quotail] = 3 BelongToClass: 12
4%ch BGL(N} = )
quota(l] = 3] BelongToClass: 12
quotaf2] = 3 BelongToClass: 12
S0th BGC(N) = ]
Guata(l] » 1} BelongToClass: 12
quatal|2] = 13 BelongToClass: 12
quotalld) = 3 BelangToCTlasa: 12
S1th AGE(N} » 3
fquotafl] = 3 BelongToClass: 12
quotafz] = 3 BelongToClass: 12
quota{l] = ] HalongToClasa: 12
quotafd] a2 BalongToClass: 12
52zth BGEIN) = 3
quotall] = 3 HelongToClasa: 12
quotal2) = 3 BelongToClass: (2
quotall]| = 3 BalongToClass: 12
quotaj4)] = 1 BolonyToClass: 12
quota|5) = 1 BolongToClass: 12
53th BGLIN} 3 3
quotafl] = 1 DaiongTollass: 12
quota(2] = | BelongTeClass: 12
quitafl) = ] BelongToClasas: 1
quotaiq4) = ) BalengToClasa: 12
quotafS] = 3 BalongToClaga: 12
quotalé] = 3 BalongToClass: 12
S4th HGI{N} = &
quota{ll a 2 BolongToClass: 12
quota{2] =« 2 BelongToC lass: 12
quota[¥] s 2 falongTeClass: §7
quotald] = 2 BelongToClass: 12
quata{St = 2 BelongToClass: 12
tuotafB] = 2 BelongTeClass: 12
quotafl] = 7 BalongToClass: 12
S5Ch BGEINI = )
quotall) = | BelangToClagg: 12
quotn|2) = 1 BelanyToC lase: 12
quoca|}| = 1 BelongToClass: 12
fquotald] = 1 HBolongTuClaze: 12
quota{l] w BelongToClass: 12
quotal(f| a 3§ BelongToClass: 12
quataf?) = 7 BylongToClaps: 12
quotald) = ) BelangToClaas: 12

Belong co ¥ith grou;
ki2_1.bep belanaos to ...
The match result of the lowest cost f{N). and quata
Ozh 8G tiN) «© 5§

quotafl] = 4 BalongToClass: |

the quots cost is 0

Ith BG (N = )
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quotai)
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quotall]

BG [(N) » )
quotaill
quota|2])
quota(l)
quota (4}

BG fiN) = 2
quotail]
quotaidj
quocail]
quataid]
quotals|

BG fiN} = 2
quotafl]

BG (N} = 4
quota{l]
quota{2]

BG [(KH) = 4
quotaili
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quota(l] =

BG f{H) = 3
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quota(2|
quotald|
quots(d]

BG [tH} = 5
quotall]
quota(2)
quotall)
quotafdl
quotals)

BGIiN} = B
quatafl] =

BGIiN) = O
quotafl] =
quota{l] =

BGL(N) = 11
quotafl]| =
Gguota(2]| =
quotafl] =

BGE [N} = 11
cuotalt) =
quata(2} =
quatali| =
quata(d]| =

BGL(NY « 10
quota(l]
quotal 2]
quota(l]
quota(d)
quota(S)

BGLIN) = 11
quoatafl) =

BGLIN = %
quotall) =
quotall) =

BGE{N) = 10
quotall] =
quotaf2] =
quota(l]| =

BGE(N) = 9
quoLafi] =
quotafz] =
quortafl]| a
quotaf4] =

BGEIN) 2 B
quatafl]
quotalll
quotail]
quotal4i
quotals}

BGE(MY = 5
quotail] =

BYLINY = 5
quotall] n
quota 3]

BGL(N} = 5
quotall]
quotaf2]
quotal()]| =

BGIIM) = 5
quotall)
quotall)
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fuota |4}
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quota{l] =
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BelongTolClass:
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BelongTollass:

HelongToClans;:
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HalongToClaas:
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BelongToClaas:

BelongtoClasa:

BelongToClaas:
BalongToClasa:

BelongToClass:
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BeloenyToClass:
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BelongToClaaa:
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dquotal2]
quotalll

afth BGIINY = 5
quotalll
quora|2)
quotafll
quotald]

th BGLIN| = 6
quotall)

Hth BGI(N} = &
quotall]
quotalZl

oth BGILNI = 2
quotall)

fith pof (Nl = 4
quetafll
quotaf2)

¥2th BOLINY = 7
quota(1]
quotat2]
quotaid}

Jith BSL(H) = 7
quotafll
quocal2l
Guocalll
quotal4]

34th BGE(N} = 4
fuetall]
quotal?}
quots |}
quotal4]
quotal5]

3Sth BGLIN) = 9
quotafl|

Jsth BGL(N) = &
guotall]
quata|2}

1Tch BGEIN) = 4
quotn[l]
quotal2]
quotaf?}

lath BGE(NE = 1
quota|l)
quotall)
quotall]
quatal4}

I%ch BGEIM = )
quata(ly

40th BGCING = )
quotail)
quotall)

41ch BGL(N) = )
quota[l)
quotal2)
quotall]

42¢h BOEIN) = 3
quetall)
gquotalZ|
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quotald]

a4ich BOLIN) = 3
quatall})
quota(2])
quatall)
quatai4]
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44th BEL(HY} = 1
gquotai{ll
quotai}
quotatl)
quacaid]
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45ch BGTiNE = 3
quotafl}
quota}2]
quotn|}
guotn|a]
guota[S]
quotalé]
quotalTl

aéth BGLINE = 3
quota|l}
quotn|2)
quotall]
mtaid}
quocafs)
quotal6)
quotall)
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HelongToClase:

BalengToClass:

BalongTol lass:
BolongTaClasa:

BelongToClesa:
BelongToClass:
BelongToCieas:

BelongTaClass;:
HelongTollasa:
BelongToClass:
BelongToClass :

BalongToClass:
ScolongToClass:
BelongToCla
BelongToClass:
BelongToClass:

BalongToClass:

BolongToC lass:
dolongToClass:

BelangToClass:
BalongToClass:
balongToCLa

BelongToClass:
BolongToClass:
BelongToClass:
BalongToClass:

BalongToClans:

BalongToC lass:
HSalongToClass:

BalongToClass:
BalongToCtass:
BalengToClass:

HBelongToClasa:
BelongToCiasd :
BalongTeClas.
BalongToClass:

BalongTotlass:

RelongToClaas;:
HBelongToClazg:

BelongToClass:
BelongToClasa:
BelongToClaza ;
BelongToClaxy:
BelongToCiasa:
BalongToClngd :

BalongToClass:
SalongToC laan:
BalongToC lasn:
RolongToClass:
BalaongToClaxs:
BelongToClass:
BalongToClasa:

BelonyToClass:
BelangTollass:
BalongToClass:
BelonyTol lase:
BelongToClans:
BelonyToClass:
BeluongToClaas:
BelongTol lads:
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quotafil} = D
4%th BGL(N) = ©
queta(i] = ©
quata[2X] = ©
S0th BGLIM = O
quatall) = &
quotal2] = O
quotall] = ¢
Sith BGLINI = @
quoeall] = 0
quoca[2} = @
quatal3} = €
quotald] =0
52th BGIiN} = O
quotall] = 0
quota(2] = O
quota[i] = 0
quota[4]) = 0
quotalb) = O
S3ch DGCIN) = 0
quetafl) = 0
quotal[2] = 0
quotafl} = 0
quotakd] = 0@
quotalSt « 0
quotal6) = 0
54th DGLI(N} = 6
quotall] = 0O
quotal2) = 0
quatall) a 0
quataf4) = ¢
quatafs) = @
quotn[6) = &
quata[7) = &
5S5¢h BGEIN) = 2
quozafll » O
quotaf2l = 0
quotafl] = 0
quotaf{d]| = 0
quotals| = D
quoza{B]l = 0
quotalT] = &
quoca(s] = 1

Balong te 1Zth group,

BelongToClass:

BelongTolla.
BelongToCla.

BelongToClass:
HelongToClass
BalongToClass:

BelongToClass:
BelongTollase:
BelongToClass:
BelongToClase:

BelongToClass:
BelangToC lass:
BelongToClass:
BaloangToClnas:
BoelongTollass:
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HelongToClass:
RolongToClass:
BelengToClans:
BelongTeClass:
BelengToClass:
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BalongTollass:
BelongTod laaa:
BalongToClozs:
BelongToClnss:
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BalongTollase:
BalongTollass:
BelongToClass:
BelongTat lase:
BelongTaClass:
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