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ABSTRACT

In this study, a truth vehicle model, a reference path model and a road model are
developed. Three H.. control systems, Kyom, Koy and Ky, are designed based on
three design models—1) nominal model (Velnom), 2) multiplicative uncertainty
model (Velmod) and 3) system parameters uncertainty model (Velblk)}—respectively.
The simulations on general real 3-dimensional road surface were conducte\d. The
results show that the H.. controller (K;;) developed based on the system parameters
uncertainty model has the best performance out of the three controllers. The H.
controller keeps the lateral off-path distance to less than 20cm and the off-path
heading angle to less than 5 degrees, in the presence of system parameters variations,
external disturbances and unmodeled dynamics, when a vehicle is running on a path

of arc with radius of 183m on a road surface with road bank angle of 5.7 degrees.

This research emphasizes the importance of road geometry parameters and shows that
the effectiveness of a steering tracking control system is greatly dependent on the road
geometry parameters. The present research studies the vehicle control on a general
real 3-dimensional road surface. The mathematical model is developed for the
dynamics of a four-wheeled vehicle, with front wheel steering, running on a 3-
dimensional road surface. The equations of motion are derived are put into state
space form to investigate the vehicle-environment system’s dynamic characteristics.
The truth vehicle model contains 14 states variables. Two design vehicle models

(Velmod & Velblk) also involve the steering mechanism.

Sensitivity analysis methods and u-analysis are used to examine the effect of the
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parameters’ variation on vehicle system dynamics and vehicle handling performance.
The sensitivity matrices in the frequency domain are calculated as the derivatives of
the transfer function matrices with respect to the vehicle-environment system
parameters, such as road banking angle and lateral forces. The unmodeled high-order
dynamics and the potential modeling imperfection are both taken into account in
frequency domain with y-analysis. A procedure to convert the variations in model
parameters onto a structured block matrix is developed in this research. This comes

in handy if control engineers wish to use p-analysis in the development of a robust

controller.

[i-synthesized optimal Fl. control methods are employed in this research. Ha.

controller is designed based on a linearized model for automatic lane changing and
path tracking of a vehicle running on a road surface with a constant road bank angle.
The yaw angle and lateral distance are the system parameters to be tracked by the
steering controller. Satisfactory simulation results are obtained for different banked
roads, and a simulation on the general 3-dimensional road surface is also performed.
The effectiveness of the controller can be extended to control a vehicle on a general 3-
dimensional surface, with time-varying profile. The last Section of Chapter 7 shows
that a path on the general 3-dimensional road surface can be constructed in the

simulation by joining all the landscapes along the path.

With the signals from different system sensors, such as Global Positioning System
(GPS), Digital Magnetic Compass (DMC), gyros, accelerator and inclinometer, the

actual position and orientation information of the vehicle can be determined on line

using the methodology developed in this research.
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1. INTRODUCTION

1.1 Background and Motivation

This research is related to the development of the autonomous road vehicle. The
development of the autonomous road vehicle has two motivations: 1) reduction of
accidents caused by lack of alertness, inattentiveness of driver and in situations where
the driver cannot react in time [1] and 2) efficient usage of the roadway network in

which construction of new roadways is no longer a solution for traffic congestion [2].

In Hong Kong, there are nearly 15,500 crashes each year, of which 4350 crashes
involved casualties [3]. In the U.S., nearly 15,000 people die each year in single
vehicle roadway departure crashes [4). These crashes are directly caused by the

driver’s overconfidence, misjudgment of curvature and other careless mistakes.

f‘rom the engineering point of view, these accidents could be avoided by installing an
advanced control system in the vehicle that can be self-controlled or controlled by a
decentralized control system. Such researches on the development of the vehicle
control system have been proposed in the U.S. and Europe. The Intelligent Vehicle
Highway System (IVHS) in the U.S. and Road Transport Information (RTI) in Europe
. are good examples of the combination of traffic control system and vehicle control
system. The core idea of IVHS and RT! is to transfer the control over the car from
the driver to a decentralized control system. The ultimate goal of IVHS and RTI is to
provide a safe and comfortable driving condition with no traffic jams or other
difficulties and/or to provide intelligent guidance for the driver to determine the way

the driver should accelerate, brake and steer.



Extensive research studies [5-8] on the development of autonomous road vehicle have
been conducted, welcoming the epoch of IVHS and RTI. These studies mainly
focused on the research of maneuvers in automatic steering and accelerating, lane
changing, keep-on-lane, car following, collision avoidance, path planning (routing),
etc. This study mainly concentrates on the steering, and keep-on-lane, which are the

basic components of the unmanned road vehicle running automatically on urban road.

With these basic components, the unmanned road vehicle can run in an unstructured
environment with or without a driver in a safe manner. However, the reliability of the
control system is frequently dependent on the following design criteria:

1. Controller should react to actual command signals even though disturbance and/or
noise are incorporated into the actual signals.

2. Controller should have an appropriate and fast response to those unpredictable
changes or unstructured disturbances, since only little and/or no prior knowledge
1s available about those perturbations that are inserted into the system.

3. Control system should not be corrupted when operating a little bit, say 2%, out of
its designed operating frequency range.

4. Controller should meet the design performance specification which is either
described in frequency domain or time domain.

5. Controller should be nominal and robustly stable.

The criteria 2-5 are common for the roBust control system, while criterion 1 is
fulfilied either by the rejection of unwanted signals and/or disturbances or by the
collection and input of perfect information in the control system. In the control of a
highly dynamic and highly nonlinear system, the performance of a control system is

very demanding in terms of the robustness to the disturbance and/or system modeling



error, nature of nonlinear control action and response time. Some of the advanced
control methods have shown great success in the highly nonlinear system. However,
the control problem in a highly dynamic system is still a challenging problem for
control engineers [17]. The application of these advance control methods is usually
targeted at high-ended, high-cost and extra-precision product or system, such as the
control systems in aircraft or military submarine vehicle. For civilian products, the
control systems are dcsignedl in a task-orientated and low-cost manner, such as the

steering controller in some passenger cars.

When a vehicle is running at high speed, say 40 m/s, the control system of the vehicle
becomes highly dynamic and depends very much on the system model preciseness.
Apart from the fact that it is quite laborious to have a very precise model for the
control system, the contro! system developed becomes system dependent on the
model and hence cannot be easily applied to other systems or understood explicitly by

control engineers. This increases the overall development cost of the control system.

A control system, with feedback or feed-forward path, contains the measuring device
used to receive the interested states of the system for the system controller. In some
cases, several of the sensors are also installed for the collection of environmental data

to prepare a local map for the system, which defines the sensible region of the system.

In order to provide precise information to the system, multi-sensors are integrated,
and each is characterized in a frequency domain. Thereafter, a sensor model is built
along with the development of the control system, termed a multisensor system

throughout the study. Recall Luo’s definition on multisensor integration and



multisensor fusion [9]: multisensor integration refers to the synergistic use of the
information provided by multiple sensory devices to assist in the accomplishment of a
task by a system; multisensor fusion refers to any stage in the integration process
where there is an actual combination (or fusion) of different sources of sensory
information into one representational format. The relationship between the

multisensor system and the control system is shown as follows (Figure 1.1):
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Figure 1.1 Multisensor System and Control System

Information available to the system in a highly dynamic condition is time varying and
nonlinear. This makes the signal-processing filter unreliable and unstable, especially
in the case of the filter output divergence in recursive type filter. Most of the low-cost
sensors also suffer from time-dependent error and shifted initial error (74].
Integration and fusion are necessary for the sensors with these kinds of errors in order
to give meaningful information to the control system that is otherwise unavailable.
With the integration and/or fusion techniques, the redundancy and the accuracy of the

multisensor system are both enhanced.



With the aforementioned control system and multi-sensor system, an autonomous
navigation system (ANS) is structured. It is termed ANS, since it is a system

specially designed for the navigation of the land vehicle.

Chapter 2 of this thesis surveys all the research works on the development of control
methodologies and sensor integration methodologies in the field of autonomous
vehicles, and the trend in system configuration of multi-sensor system. Chapter 3
covers the development of the complex and design vehicle models. The complex
vehicle model contains 8 degrees of freedom (Dof) describing the motions of the mass
center of the vehicle. Six of the Dofs include 3 translational and 3 rotational
orientation, which are the vehicle fundamental orientations to describe a rigid body in
three-dimensional space. The other two Dofs describe the pitching and rolling of the
vehicle body about the principal axis on the vehicle base. Chapter 4 is devoted to the
navigation scheme used in this study. The navigation algorithm is developed and
makes possible the navigation of a vehicle on a 3-dimensional road surface with time
varying profile. Chapter 5 describes the methodology used in control synthesis. This
involves the methodology used to describe the perturbation model with the structured
u framework. The optimal H.. design is illustrated as well. Based on the design
* vehicle model built in Chapter 3 and the control system design algorithm developed in
Chapter 5. The vehicle design model is verified by comparing it with the complex
(truth) vehicle model in Chapter 6. Six types of input signals are used for the
verification. The effects of lateral forces and the road parameters on the vehicle
dynamics are also investigated.. Based on the design vehicle model built in Chapter 3

and the control system algorithm developed in Chapter 5, three ad hoc optimal Hee



controllers are built for the vehicle lateral control in Chapter 7. Two of them are built
in p framework, K,,; and K4 The simulation results for the vehicle handling
performance on three-dimensional road surface is illustrated. Chapter 7 also
discusses, analysis and interprets the results found in the simulations. Chapter 8

summarizes all the finddings in the study and discusses the originality of the project.

The purpose of this researcl.l pfoject 15 to provide people with 1) a clear understanding
of the importance of terrestrial navigation algorithm on a three-dimensional road
surface ,2) a clear insight into the performance of optimal H,, controller in vehicle
lateral maneuvering subjected to unstructured disturbance in a hostile environment,
and 3} a demonstration of a prototype design of an autonomous navigation system

which is for civilian used..

1.2 The Nature, Scope and Goal of the Research Project

In this study, an autonomous navigation system (ANS) for an electric vehicle is
designed. The ANS consists of a control system and a multi-sensor system, in which
control system is extensively studied in this project. The control system is responsible
for the lateral control of the running vehicle, while the longitudinal speed is kept
constant. With the ANS, the vehicle can run in an environment where static
 information has been stored. The ANS 1s target for commercial vehicle, which is
running a majority of time on the roads in a city where the roads is always undulating.
The ANS is also target for the highway centralized control system. When the ANS is
incorporated with the highway system, the ultimate goals of the efficient usage of
highways and the establishment of a safe and comfortable driving condition would be

achieved.



1.3 Objectives

In order to meet the aforementioned purposes of the research, the following objectives
are drawn. The objective of this research project is to develop an optimal robust
controller for an electric vehicle. This control system is highly robust, has a fast
response to the exogenous disturbances in the unstructured environment and has a
large operating range in the highly nonlinear system. Another objective of this
research is to develop a 3-D vehicle model, which is appropriated for the simulation
of robust control system on general real 3-D road surface. In the multi-sensor system,
all the signals, which are coming from the vehicle sensors (gyro, tilt-sensor,
accelerometer), Digital Magnetic Compass (DMC) and the Global Positing System
(GPS), are integrated. Combining the vehicle sensors, DMC and GPS provide a

reliable and accurate vehicle sensoring system.



2. LITERATURE REVIEW

2.1 Control System

In recent years, extensive work has been doné on the automated steering control for
road vehicle [10-16]. The research aimed to steer a ground vehicle along a reference
line located in the middle of the lane. The reference lines, which can be a magnetic
marker, color marker or guidmce cable, mark the desired path of the steering
controller. The heading angle with respect to the tangent of the desired path and the
lateral offset are normally used as the feedback signals to the controller. The choice
of the reference lines is based on the fact that less work is done on the pre-

construction of the operating environment and that low cost sensors can be used.

Some of the researchers then choose not to use the reference line. Rather, they try to
track the lane of the road by using a low-cost CCD camera [17][18]. The machine
vision itself has led to another large research topic, but the use of the CCD camera in
control problem has brought a number of applications, such as industrial automatic
assembly, indoor Automatic Guide Vehicie (AGV) and trajectory planning for robotic
arms. The CCD camera can be considered as a sophisticated sensor, since it can
extract a wide range of information in unstructured environment. Therefore, the CCD
camera is very suitable for the contro‘l system that has a great demand on the
capability to adapt to a new environment. On the other hand, the CCD camera can
also obtain preview information. Such kind of information gives anticipatory
capability to the control system. Parson and Zhang [19] suggested that an intelligent
reference system for autornated steering should possess anticipatory capability rather

than compensatory behavior. The information from the preview image is available on
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the feed-forward path of the controller. Although the output of the controller seems to
be more stable and has less amount of overshoot, which gives a comfortable driving
condition for the driver, the computational effort on a piece of information extracted
from an image becomes larger. In other words, a large computational effort is needed
before the data become meaningful (low-level representation) to the control system.
Without preview of the road curvature, Fenton et al. [20] used root locus methods to
select a steering controller and obtained a satisfactory performance in maintaining

passenger comfort and safety.

The prevalent sliding mode and H.. [22-26] are likely to be the two most popular
controller applied in automatic steering control of the road vehicle, as they have been
theoretically proven and are robust to system modeling error and system disturbance
[27]. In such a system with high order of dynamic non-linearity, such as vehicle
steering, there remain many uncertain or unmeasurable states, such as road adhesion
factor, slip angle, pneumatic tires deformation and aerodynamics factor. The
automatic steering control is a very challenging problem to control engineers.
Devotees of the sliding mode and H.. will test their proposed steering controller for
the road vehicle in order to find new possibilities for the control system. With these
nonlinear control methods, the autonomous vehicle can run as fast as 25m/s {25], and
the controllers show an excellent robustness to model uncertainty. Although these
nonlinear control methods are less dependent on system model precision, the
labortous system model development cannot be avoided. The formulation of the
system model is laborious, since repeated work on system modeling and analysis must
be done before the formulation of the system model can be put into use in another

system with different complexity and structure. Also, the fine tuning of the controller
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is necessary after a period of operation because of the system’s degradation. In this
situation, knowledge transfer of the system controller’s implicit operating principle

becomes more important.

2.2 Multi-sensor System

Running in an unknown environment in which there are at least some basic
information (i.e., static map), the primary requirements for the development of a fully
automatically controlled road vehicle are its intelligent sensor system and an adaptive

controller with a high degree of robustness to the uncertainties in the car/environment

system.

An intelligent sensor system consists of vehicle local sensors, vehicle global sensors,
a decision-maker and a integration/fusion module. The vehicle local sensors are used
to measure the internal states of the vehicles with respect to the dynamic coordinate
frame (fixed by the orientation of the vehicle). The vehicle global sensors are used to
measure the states of the vehicle with respect to the absolute static coordinate frame
(fixed by the oriental of the earth). With the use of the local sensors, the speed,
displacement and heading angle can be measured. Some researchers used more
sensors to observe or measure additional states, such as the use of CCD camera to
observe the departure distance to the side of the road [44], the use of encoders to
perform a real time estimation of adhesion characteristic [45] and the use of radar to
measured the heading angle information of the vehicle. {46]. The use of these sensors
enhanced the knowledge of the control system in terms of the response to changes or
disturbances in such measured states. Some navigators that integrated all measuring

devices have appeared in the market, such as Portable Advanced Navigation Support



(PANS) [47] and Modular Azimuth Positioning System (MAPS) [48]. These systems
aim to locate the relative position and velocity of the vehicle and would be subjected
to the operating time-dependent errors that need to be compensated by absolute
position sensors, such as global positioning system (GPS) and digital magnetic

compass (DMC).

In mid-1993, GPS reached its full operation status. Since then, the global coverage
and the high accuracy can be achievable through GPS. GPS pinpoints the absolute
longitude and latitude coordinate of a position on earth, receiving radio information
from a network of satellites that orbit around the Earth. GPS can be considered a
position fixed navigation system [82], since it determines position without references
to any former position. Some of the GPS-based vehicle navigation systems can be
found in [49] and [50]. Unfortunately, since July 1, 1991, the signal degradation by
Selective Availability (SA) [51] was imposed on Block II satellites. At present, GPS
for civilian use is said to have 100 m of radial error at 2 sigma, the equivalent of 40 m
of CEP radius according to the Federal Radionavigation Plan (FRD). The purpose of
the differential global position system (DGPS) is to ameliorate the effects of SA.
DGPS can achieve positioning accuracy of 2-8 m RMS [52]. Besides, the GPS
information may be unavailable or unreliable due to jamming susceptibility and
| shading effects by buildings or tree-covered area. However, no other system has yet
been devised which serves the same functions and capability as GPS. During
obscuration of satellite signals, the radio navigation system needs additional inputs to

reflect the vehicle position.



Map Matching can be thought of as an enhanced or additional navigation scheme to
Dead-Reckoning System. Map Matching aims to prevent the error from propagation
by making correction for comers, such as at intersections or at some specific designed
spots where their coordinates are recorded in a map database system. Sony
Electronics MVX-F160 mobile navigation system is a system to utilize the GPS in
combination with digital maps on CD-ROM, as developed by Etak Inc. [55]. There
are also many improved MM techniques developed for and applied to commercial
system [56-59]. J. B. Bullock has done a detailed research on the use of digital road
maps in vehicle navigation [60]. From his research, we can see that, of a total of 147
vehicle navigation systems in the world, 89 use in-vehicle maps, with 35 employing
map matching and 31 offering real-time rc;ute guidance. The MM scheme seems to
be very popular among all other schemes in navigation system. On the other hand,
the development of MM is obstructed by the unavailability of map databases, either

technically or economically.

2.3 Sensors Integration/Fusion

The success of building a stand-alone navigation system depends very much on the
choice of proper vehicle sensors. Gyro, wheel speed encoder, speedometer,
accelerometer, magnetic field sensors, etc. are normally used in the measuring system
of a navigation system [61-63]. The problem remaining includes how to integrate
these sensors to become a reliable and accurate sensoring system. Sensor integration
and fusion have then became popular areas for research. Sensor fusion can provide

variables that are not directly measurable [61].



Bayesian’s approach is a well-known fusion strategy. It is very useful in combining
multiple sensor values. The state of the environment is decided based upon sensor
measurements, prior knowledge about the types of states, as well as sensor
uncertainty, However, Bayesian method shows difficulty in maintaining consistency
when propositions are related. Also, it requires complete information since an
independent measurement about the environment must be done. Dempster-Shafer
approaches extend the Bajeéian approaches in such a way that only an interval based
upon the uncertainly needed to be computed. The Dempstef—Shafer approach made
use of Shafer-Dempster Evidential Reasoning whilst the Bayesian approach made use
of maximum likelihood. The sensor fusion techniques discussed so far are known as
static fusion mgthods and they show difficulty when used in dynamic multisensor

model.

In addition, the optimal H., control ithemself provide a mean of sensors integration
[25]. The characteristic of each sensor can be model as in weighting functions either
in frequency or time domain. That may be a reason that H., control are extensively
used in vehicle steering control. Also, a loosely coupled fusion of measured variables
can be achieved by redundant use of sensors, which measure the same physical
variable but they perform well on different operation range. A typical example [66] is
the use of GPS and accelerometer as vehicle positioning sensors, GPS performs well
in low dynamic range whilst accelerometér performs well in a dynamic range that is

higher than that in GPS.



2.4 Mathematical Model of Vehicle

There are many vehicles models available in the research area of Advanced Vehicle
Control System [91]. Some of them have frequently been referenced in the area of
study. One of the most popular complex vehicle model has been developed [93] in
conjunction with Johns Hopkins University Applied Physics Laboratory [94].
Another popular complex vehicle model was developed by Lugner [92]. Both vehicle
model can described the vehicle dynamics on superelevated/ bank road surface, but

not the vehicle dynamics on uphill/downhill(inclined) road surface.

Another complex vehicle model can be found in [88]. The model can describe the
vehicle motion on 2-D road surface. In this study, the vehicle complex model will be

presented based on the complex vehicle model developed in [88] and [92].

Smith [91] studied the effect of model complexity on the performance of vehicle
steering controller.  The simulation showed that tire nonlinearity is the dominant
modeling factor. The study reported that tire nonlinearity contributed approximately

90% of travel distance errors, and 66% of the overshoot errors.



2.5 Conclusion of Literature Survey

To develop the control system in an autonomous vehicle, researchers aimed to
develop a system with the following properties:

1. Large operating range

2. Robust to modeling error

3. Adaptive to the unstructured environment

4. Able to solve the global optimizing solution

5. Fast response (especially for highly dynamic system}) [

6. Guaranteed stability

In the current trends, researchers, on one side, focused their studies on the
development of accurate tire model [45] since majority of nonlinear dynamics are
believed to be owing to the forces reacted in the contact patch of each tire. However,
researchers, on the other side, focused their studies on effective robust control design.
They hoped that the control methodology can be robust enough to deal with the model
uncertainty, resulting from the imperfect tire model explicitly developed, and/or

higher mode unmodelled vehicle dynamics.

The effect of the dynamics of the vehicle on normal force acting on each tire has been
- studied in [17][88]). However, the effect on normal forces of static load and the
variation in the vehicle dynamics on undulating road surface has long been left off. In
papers [89], the superelevation angle are taken into account. The results of the
simulation report the importance of the road geometry parameters in the steering
tracking controller. In paper [90], the simulation on undulating road were done. The

road surface is varying in a rather small scale that the four contact patches doesn’t



form a plane. However, the conclusions are drawn to state the importance of the road

geometry parameters in vehicle control maneuvers.

In the multisensor system of autonomous vehicle, map-matching is a very popular
candidate, since MM is most suitable for use in the environment where there are at
least some static information. Static information includes the location of buildings,
cross-sections, T-joint sections, traffic lights, etc. If static information is stored, the
vehicle can adapt to the dynamic objects within that environment. This rnatche_§ very
well to the practical situation. Moreover, there would be no need for modification of

the environment.

In this study, the static information are collected and the reference path is virtually
available for the control system through the reference path and 3-D road model. It is
more or less the same as the methodology used in Map-matching. The difference is
that the reference path is virtual and not a physical path for the vehicle tracking

controller.



3. VEHICLE DYNAMIC MODEL

This section investigates the mechanics of the road vehicle and the mathematical
approximation of the tire model. The models of the vehicle dynamics are developed,
showing the effect of the undulating road surface on the steady-state and transient
vehicle performance. The section draws on the assumption that the normal force on
each tire is in the same direcfion. Thus, the profile of the road surface is changing in a
global sense but is not changing on the region which is the projection of the vehicle
body on the road surface. The tire model used in this paper is from [95], which

concerns the lateral forces on each tire.

In the development of the vehicle model, the following assumptions are made:

1. The vehicle is running at a constant speed at all times, and the variation of
speed due to cornering and the profile of the road is negligible.

2. The body of the vehicle can be treated as thrée separate point masses at their
respective center of gravity in the front sprung, rear sprung and unsprung
masses.

3. The dynamic forces resulting from pitching and rolling can be combined
together to obtain the total dynamic forces on the vehicle, due to the rotation
of the body along both the pitch and roll axes.

4. The road is even, and the road slant angles vary with time at a much slower
rate, such that assumption (1) holds at all times.

5. The banking angle along the vehicle lateral axis and the inclination angle
along the vehicle longitudinal axis are small enough such that the small angle

assumption can be applied.



6. The vehicle suspension stretched-spring equation €;+e3=¢;+€4 always holds.
7. The vehicle remains grounded such that the vehicle’s four tires remain in
contact with the ground at all times.

8. The aerodynamics forces and moments, and the tire-rolling resistance are

negligible.

Figure 3.1 shows the forces acting on each tire and the basic notation of the
parameters describing the base of the vehicle. Although F,; and F); are shown alone,
they are actually the forces induced by L; where i = 1,2,3,4 because there is no

traction force on each tires.
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Fioure 3.1 Vehicle Free Body Diagram

The coordinate systems are then defined in Figure 3.2 and the two coordinate systems,

XYZ and xyz, are related by the following equations:

)-( =xcosf, — ysin0, 6
Y =-xsinf, — ycosf,

When a vehicle is running on a slanted road surface, the steepest angle of the road is
obtained and defined as road banking angle. After making a free tumming of a vehicle

on the road surface, the deviation of 6, can be measured. With the road banking angle



and A8, known, the inclination angle with respect to the vehicle body, which is the
angle between the longitudinal axis of the vehicle body and the projection of vehicle

body on the horizontal plane, is calculated with simple geometric equations.

A vehicle body project on
the road surface

Figure 3.2 Vehicle Coordinate System

In developing vehicle mathematical model, the vehicle system is first decoupled into
two sub-systems: System A & System B shown in the figure 3.3. The diagram
between System A and System B shows the interconnection between these two
systems. System A includes the unsprung mass of the vehicle system and System B

includes two sprung masses in the vehicle body.

Firstly, the rolling dynamics of a vehicle is considered with n=0.
Considering the free body diagram in system A

and the moment balance equation,
mglsin®@ —M, =10, +mjl cos@, (3.2)
whereM, =K _,0,_+ B, ,8_K,.;and B,,; are the equivalent angular stiffness and

angular damping coefficient along the rolling axis of the vehicle respectively.
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Figure 3.3 Vehicle Free Body Diagrams for
Svstem A & B

Considering the force balanced equations:

RJ' =ijZZ(J7+yG)

=m<-(y+1sin8,)

d 3.3)

=il
R —mg= mdrz(zc;)

v

Note that z has positive quantity in downward direction and 6, has positive quantity

clockwise when viewing from the back of the vehicle.



Now, considering the free body diagram in system B
and the moment balance equation, assuming { = ;= 1,
Rl%+MR =thum +Rr% (-9

where A, is the height of the unsprung mass from the rolling axis and F, = ;. + f,.

From this point forward, the subscribe x in 6, , I, are dropped for simplification.
Considering the force balance equations,

F,=fi+], =Mj+R L

R +R =Mg+R (3.7)

From equation (3.3),

R, = m(p +1cos 00 - sin 06%)
=m(y+10-180") ,assumecos® =1&sin O = O when 0 is small

=m(y+18) ,assume 00’ = 0 when @ is small (.8
From equation (3.4),
mg — R, = mil(~cos 86* ~ sin 66)
=ml(—6* —60) ,assumecos®=1& sin 8 = 0 when 8 is small
=0 ,assume 0,00 ~ 0 when 0 and 8 are both small 3.9

<R, =mg
Putting equation (3.8) into equation (3.6),

F,—m(j +10) = My

F =(M+mj+8 (3.79)



To obtain the resultant moment acting on System B, the relative rotational motion

between the unsprung and the sprung masses must be considered:

M,)-M,=1®
S My'=M, +18

using equation (3.2),

S M =-mylcos O+ mgl sin® (3.11)

i.e., the reaction moment acting on the unsprung mass is — my/ cos 8 + mgl sin@

Since the stiffness and the damping force at the rear and front part of the vehicle are
not the same, the distribution of the reaction moment at the rear (M,’) and the front
(Mys) is written as follows:

Mkf _ k,:f8+ﬁ,f9 '

T KB+ B8 R (3.42)

kpp 0+ bé r
M f— rh rb?
b Kroli®+Bpop® R

Using equations (3.5), (3.7), (3.11), R; and R, can be solved:

R +R =(M+mg
R, —R, =2(Fh, +mjlcos®—mglsin0)

{R, =1[(M +m)g + 2(F,h,, +mplcosO— mglsin §)]

R, =3[(M +m)g —2(F.h, + mjlcos®—mglsin )]

. {R, +R, =3 (M +m)g +L[(M + m)ph,, +miBh,, +ml cos® - mgl sin 6] 513
Ry +R, =4(

2 + Ry =3(M +m)g ~L{(M + m)jh,, + mibh,, +mjl cos @ — mgl sin 8)

By considering system B in Figure 3.3, the force and moment on the 3-dimensional

free body diagram is obtained in System B’ shown in Figure 3.4.



Figure 3.4 Vehicle Free Body Diagram, System B’

However, the individual reaction force on each tire is difficult to solve. Thus

assumptions 3.1, 3.2, 3.3. are made,

Assumption 3.1: The vertical reactions forces are distributed on the front and rear

unsprung masses in a ratio.of b:a

Assumption 3.2 The horizontal reactions forces are distributed on the front and rear

unsprung masses in a ratio of b:a

Assumption 3.3 The reaction moment are distributed on front and rear unprung

masses in a ration of &, : k;; (hereafier, kyand k;, for simplification).

Considering the forces on the x-y plane and using the moment balance equation

bR, = aR, ,where a, b are defined in figure 3.1.

The force balance equation,

JR‘.,,,+R,Jr =R,

R, =R, .
= “ , by assumption 3.1



Also, considering the forces and moment on the x-z plane,

R, =-LR
=4 7 Y byassumption 3.2
vazLRv

at+bh

K6+BO=k,6+B,6+k0+B,0
and {K0+BO=(k, +k,p+(B, +B,
K8=(k, +k,)p

then M,'= M, '+M,,’

MR _ MR Mgy

X kf ky
k
M f_ f ’
= Rf' kﬂ:"" R, , by assumption 3.3
M, '= M,

SR, +R =R, +M g="mg+M,g
RI - R, =%(sthj_MRf’)

where 4, is the height of the front unsprung mass from the rolling axis and F, o 18 the

side force acting at the front of the vehicle.

R =4(GEmg+Mg)++(F h, —M,") (319
Ry =1(Gmg+M,g)-L(F h —M,")

Simiiarity,
{Rs =3 (GG mg+M,g)-1(F,h,—M,") 3.15)
R =1(GGmg+ M, g)+ L (F,h, —M,")

where 4, is the height of the front unsprung mass from the rolling axis and F is the

side force acting at the rear of the vehicle.

Obviously, corresponding to equations (3.14) and (3.15), R;+R, and R +R; are not
equivalent to that in equation (3.13), due to the difference between A,,,,, Arand 4. If

hum=h/=h, , then equations R;+R, and R,+R; are equivalent to that in equation (3.13).



Now, R,, R;, R; and R, can each be interpreted.

[R =L(2:m+ M, )g+i(F, h—M,')
Ry =i(5m+M, )g—L(F b, -M,') 516

R, =1 m+M, )g-1(F . h -M,')
R, =1 am+M, )g+1(F,h, -M,')

=(M,+m +—m19
where ’f ( I+

F,=(M, + e m)y+;f—,;m19
S Rii=12341s the reacti'on‘force on the /th tire resulting from the static weight, the
dynamic force induced by the moment resulting from the contact force on the ith
tire, and the dynamic force induced by the rolling moment of the sprung mass on the

vehicle base.

(R =1y m+ Mg+ (M, + =t m)jh, + -2 mib  + b (ml c0s 8, — mglsin®,)]
JR 1GEm+ M )g-1[(M, +2 m)jh, + Lo mi_h +—k-7(mylcosex—mglsin8 )
Ry=1(5m+M,)g-L1[(M, + 25 m)jh, + -2 mib h, +“k (mylcos®, —mglsin@ )]
R

G m+M,)g +L[(M, +-Zm)ih, + ﬁ;ml@xhb +m-(myl cosB, —mglsin@ )]

Equation (3.17) has the same form as given in equations (27)-(30) of (88 ].

Considering the small bank angle of the road, 1, the dynamic force has an additional
term (M +mjgsinnin F;. Thus, F, =(M+m)¥+mif, ~(M+m)gsinn and the
l additional parameter, n, 1s absorbed in Mg, resulting in
Mz'=—mylcos®, + mglsin(8, +7). Hdwever, the static reaction (normal) forces

acting on each tire are refined with geometric consideration and will be considered

later. Moreover, 9 »(1>0) is no longer equal to zero. The calculation of the pitching

dynamics of the vehicle is found in the Appendix A.

(3.17)



After obtaining the dynamic part on each reaction force R; ;- 1.2.3,4 » the static part on

each reaction force is now investigated.

The lateral weight transfer ratio at the tires due to the road slant angle is defined by

equation (3.18).

Figure 3.5 Static Reaction Forces on Each Tire

(F~|+F~2 =(hF, +bF, )/(a+b)

Fyy+ Fyy =(hF, + 1 F, )/,

‘JF~3+F~4 =(aF,—hF.)/(a+b) (3.18)
FN4+FN| =(%tf}:;_h}:;.)/tf

— FNl o FNa _ Fax |, Fung
‘81+£3—€2+E4=>T+T—W+T4—

F.=M,_gsin0 sin0,
where Fszw,gsinﬁ,COSB, ’ 9,=Tla Mmr=M+m
F,=M,_gcos0, '

Therefore, the normal forces acting on the four tires are

FDN!'=FNi+FDPi+FDRi,i=1,2,3,4 (3.19)
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where Fpp; = dynamic force resulting from pitching
Fpgr: = dynamic force resulting from rolling

Fy; = static force resulting from road slant angle

Together with the pitching dynamics, the total reaction force on each tire R, =123 49

can be obtained as follows,

R, —Fm-i-l{(M +mm)(y gsmn)h +-5 b mlﬂ h +: T [myplcos®, —mglsin(8, +1)]}
——‘—-‘-[(M+m)(x+gsm§)h —mlB h, +milcos®, +mglsin(@, + 0)]

ath 2

bmiB hy+ 5 > ﬂ o [milcos8  —mglsin(8, +1)]}

ath

—s7T[(M +m)(¥+gsin{)h, —mlﬁ h, +milcos®  +mglsin(0, + )]

J a+d 2

Ry = Fyy =H{(M,, + 55 m)( - g sinh, + 555 miB, b, + 25 [myl cos®, - mglsin(8, +1)])

Rrorz = FN2 _%{(Mf +23 m)(y gsm'ﬂ)h +o7
(3.20)

+o5 (M +m)(¥+gsin 0k - mx’e hy +milcos@, +mglsin(8, +{)]

at+h 2

R,.=Fy, +l{(M +-&m)(y - gsinn)h, +-2 miO h, + 5 > M o [mylcosB, —mglsin{0_+n)]}

+og (M +m)(i+gsinQh, - mid yheg +mxicos8, +mglsin(@, +{)]

b2
where h, 7, § are height of the c.g. of the vehicle base, road bank angle and road
inclination angle respectively.

To obtain the dynamic equations of the vehicle, the total forces acting on the vehicle

in the x and y directions are first written.

4
F.=XF,=M,a +M,gsin{-ml, = M- d,)+ Mg sinG—ml, (21
i=l
4 ra . .
£ =ZFw =M,a,-M,gsinn+ml0, =M(j+x8,)- Mgsinn-+ml_ (22

[

and the total torque acting about the z-axis is written as below,

!
Fz =a(Fyl +F)'2)—b(Fy3 +Fy4)+?f(};;l —'F;z)'*'“tir'(ﬂs _F:m) (3.23)

=186

z I
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3.1 Vehicle Tire Model

After calculating the normal force acting on each tire, the lateral force acting at the
point of contact of each tire can be obtained by using Segel’s model [95]. The model

is shown below:

Cu‘. Oy
L =2 f(S,),
where

g - uR,.(l-evU,/xi + tan’ a,.)(l_l )

2/C2X. +C2 tan’

and

S,2-8)if S,<1

S)= fori =1,2,3,4.
1(8) { s ey

The expressions for the slip angles are of the form:

)+ af
al=8f—arctanj'} =
X+40,
-+ H
a, =9, — arctan’ a(?z ,
x—-40, t
O, = arclan— —_y ,
x—-%10,
g — 3 . .. .
o, = arctan .92 l é}’ _ Figure 3.1.1 The Definition of Slip Angles
x+5 .

The above expressions are written under the assumption that the vehicle is undergoing
understeering during the majority of the tuming maneuvers. This is desirable from a
directional stability point of view, since the increased understeer at higher lateral
accelerations would provide the required stability during tight turns. In order to

visualize the effect of the slip angle and normal force on the lateral force for the ith
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tire, L; is plotted against slip angle ¢; and normal force R; in Figure 3.1.2

Figure 3.1.2 The Effect of R, and o on L;

From the formula for f{S) in Segel’s model, f{S) = | for $>/. To investigated the

effect of R; and ; on f{S), the plot of S against R; and «; are shown in Figure 3.1.3

Fioure 3.1.3 The Effect of R; and o, on S
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In Figure 3.1.3, we see that S>/ as long as ; and R; extend beyond the region
encircled by the red line. The solution for o in the equation S=/for varying R, is

illustrated in Figure 3.1.4.

0.144
0.121
0.14
O  0.08]
0.08-
0.04

0.024

0T 2000 4000 6000 8000
R,
Figure 3.1.4 Solution for atin S=1

The equation to relate R; and @, is

Ri=53681x0,,

where @, 1s the maximum value of « that makes S 2/ and thus f{S)=/. Thereby, L,=
Cutanc; 1s a sufficient equation to obtain the lateral force from Segel’s tire model,

with other model parameters, collected in [95], fixed as follows:

u=.78
U=183

g, = .015

A =10

C, := 50000
Cqi :=20000

Actually, f{S) can be considered as the correction factor for the lateral forces. It is
interesting to examine the value of f{S) with both o; and R; lying within the region as

shown in Figure 3.1.5.
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15

0.35

Figure 3.1.5 Effect of R; and ¢ on f{S)

From Figure 3.1.5, we see that the approximate tire model, L,= Cytano; would no
longer hold if the slip angle is too large and/or the reaction force is too small. Segel’s
model includes the nonlinear properties in the vehicle model. With the assumption
that the dynamic force will not bring the normal reaction force of a tire down below
2000 N from the nominal value of about 3666.5 N and the maximum possible slip
angle of 0.3 rad, the maximum error on lateral force calculated with the simplified tire
model is 78.2%. If the lateral force is further linearized by L,=C,w, then the
maximum error of the lateral force calculated would become 83.6%, because the error

in the approximation of tan &, by ¢ is approximately 3.01%.
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3.2 Complex Vehicle Mode!

Recall equations (3.2), (3.21), (3.22), (3.23) and (A1.]),
Note that 8, = 9,, 8, = 0,

mglsin®, -K _,0, -B,,0, =16 + m( 5+ 30, )l cos®,
F.=M,(5-)8,)+M,gsinl—mid,

F, = M,o,(j}+5c(:)z)-—Mm,gsinn +mig,

FZ = Izéz

mglsin®, - K ,,6, Bp,.m,,ép=Iyﬁp—m(i~yéz)1cosﬁp

pitch

LetX=/% 7 8, 6, 6]

8. -M_gsin{+F,

w& SN+ F

m,,ﬂ +mglsin(0, +m) - mi0 Jcos®,

w r ~N-Ir
[ i M, 0 0 0 -ml M,
¥y 0 Mm, 0 mi 0 ——meﬁ +M
6, (= o 0 I, 0 o0 I,
0, 0 mlcos6 0 I 0 -K .0 -
_ep.J _ml cos eP 0 0 0 Ty ] ,zmr:h6 + Bpm:he
Let A,=-M,I, +(mh)’ cos 0,
A, =-M_I +(mh)’ cos@_
( X r -I"(M“Pé’-M”'gSi“O+M(maﬁé"m3h5i"(Bﬁg"spmép”(mmep) [ 4R ]
Ap "\p
L (M 38, + M, g SINTE M-t mghsing®, +1)-B,8,K.,9, ) ~IxFy
y A, A,
: | r
9z - 0 + 7;"
e ACOSD, Jf-M 1oy 1, + M g SIN UM o (o it mghsin (0, +10)-B,,8 K, .,0, ) mhcos @, F
5] - sty
A
e mkoos(i) M, ye M LSinLi+M, (mﬂ h-mghsin (B +Q+ch,,9 K pren ) —mhcu.s'repr
- AP J "\p

—mglsin(@,+C)+ mszlcos(-)pJ

(3.24)

where , as mentioned in the very beginning of the chapter, £, and F, y are the induced

force of Z; and can be obtained by the following equations:
Fx = F;:! +Fx2 +F13 +F,r4 =_(L] +L2)Sin8

Fo=F +F,+F,+F,=(L +L,)cos8+ L, + L,

[, =a(L,+L, jcos8—b(L,+ L, )+L(L, L )sind

(3.25)
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Up to this point, the simulated vehicle model has been developed. The procedure to
obtaine the state of the vehicle is shown below:

Step 1 - Calculate the normal reaction force on each tire.

Step 2 - Calculate the lateral force via Segel’s tire model.

Step 3 - With the lateral force on each tire known, calculate the total force acting in
the x and y directions and the torque about the z axis.

Step 4 - Obtain the interested state of the vehicle using equation (3.24) by numerical

integration.

3.3 Complex Vehicle Model in State Space
This section converted the model developed in the last section into a state space

formulation. Recalling equation (3.24) and applying the small angle assumption on

8,.8,.5,1m, the equation becomes:

- yﬁ L+ -(mh )2 g0 48 iy p+mhK piehp) | [ =1yFi
X ,— & Ay —Ap'
. . 2 A _!_rF
. { mh }© g8, -mhB, 118, -mhK ,110, } -
e -x0_+gn+ = A
p— z
8, |= 0 o7 (3.26)
9 =M 1o (mAg® r-Bropy8 K rott O ) mheasBFy
.- Ar' Af'
ep Mrol(""hgep+Bpirck0p*xpi!chep) —mhcmﬂpr
= | Ap' _ - Ap -
matrix A matrix B

’ 2
Ap = -Mrmly + (mh)
A'=-M_I_+(mh)f

ot” x
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Putting the equation (3.25) into the matrix B in equation (3.26),

- =i
0 0 2 0 o r
0 = ofF 0 3= off-(L+L,) 0
0 0 LiF >0 0o L 0 0+ L+L,+L +L,
0 = ofr, 0 = OL'Tf(Lz—L,) a(L,+L,)-b(L,+L,)
;—’:ﬁ 0 o _Rzﬁ ¢ 0
[ (L+L)| T 0 '
0 (L +L+L +L,)
S| FE (L= L) B+ fa(L, + L, )-b(L, +L, )}
0 (L +L,+L,+L,)
_A”—;(L1+Lz)_ i 0 )

Now, the maximum error involved in the new matrix B will be investigated. The error
involved in replacing sind by & is 6.5% when &, is supposed to be 0.61 rad.
Moreover, the error involved in replacing cosé by 1 is about 22%. Therefore, L; and
L; each suffers from maximum error of 22%. As a whole, together with the error
obtained in the linearized Segel’s tire model, L, and L, each suffers from the
maximum error of 123.95%, while L; and L, each suffer from maximum error of

83.56%.

Writing equation (3.26) into state space form,

Fx]1Jo 1 0 0 0 0 0 0 0 0 x
{10 0o 04 0o 0 0 H "j’;";’f""”‘” "’"ffj."’” X
y 0 0 0 1 0 0 0 0 0 0 y
JL [0 -6, 0 0 0 0 ek el 0 0 y
6. 0 0 0 0 0 1 0 0 0 0 0.
6.17fo o 0o 0o 0 0 0 0 0 0 |6,
6,] {0 0 0 0 0 0 0 [ 0 0 e
é’ 0 0 0 0 0 0 'Mtur(”"\"’ﬁxmﬁ) M:rxf'm![ 0 0 é,
6,{ [0 0 0 0 0 0 0 0 0 1 0,
_ép_‘ _ 0 0 0 0 0 0 0 0 Mm.rr-m:i;l( pitch} Mrui‘i;jitch ép J
~— —— -
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T’":—,(L1+L2)_

.

~
Matrix B

15+

A

System Matrix A

I 0

- &
0
(L 4L+ L+ L)+ gn
0
la(Li+Ly)-b(Ly+ L, )}
0
:—f,(L1+L2+L3+L4)

3.4 Vehicle Design Model

(3.27)

In this section, a vehicle design model is obtained from the complex vehicle model

developed in section 3.3. The design model includes the lateral, roll and yaw motions

of the mass center of the vehicle. It is expressed in state space form as below,

- .. -

y 0 0
g 10 0
3 | U
x=|"1=
6. |0 0
81 (o o
6| [0 0
(3.28)
D,=—I‘
A

r

0 -U 43 44 7] g
0 1 0 O0fe] |0
0 0 0 0y,+o
0 0 0 ofe]|o
0o 0 0 1{6]]o0
0 0 A9 40]6,| [0

(L, +L,+L,+L,)

where D, = Ii(a(l,I +L,)-b(L,+ L)

D,

r

if:’:—h,-(ii, +L,+L,+L,)

DI
0
0
D2
0
D3
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=]

-7 [ 2n.0cec) UilaCybC,)  mikg-mhK,  —mhB, [ ¢
y ( —Tn 0 0 -U+ UA, A, A, Y
ér 0 0 0 1 0 0 £,
| 1 U 0 0 0 0 [y
=la 1T -aac,-sc,y “AC, G, )
6| |=w= 00 = 0 0 e,
6, 0 0 0 0 0 Le.
.. —2mh(C,+C,} ~2mh{aC,—bC, ) —Mmhg+ MK, 8, }

_Br J _U—A,r 0 0 UA: A, A 6, J

s < D, =Il(zacf5 - #(2aC, 7~ 24, -6.04C, 5-2b2c, 1y

y+aB) 2. (bB y))

D =-

y+09

_ 1 bB -y
Dz—I(zaC (6 - £)-2bC (——= - ))

z

mh )'2+09 b0 -y
D, =—Q2C.(6- 2y +2C (——=
=20 2C, (- 252 420, (22

r

DI=_ 2+2CrE@—_y)
A U
=—(2aC 5-2ac, 2+ _gpc (be —y)
D, =" 2c,6-2c, y+ad,  ,c b6.-y
A, U
r D|=— a92+ rbgz
, U
= < D2=Ii(2aCf5—ZaCf—5—+2b i Y ab, ,bgz
i D ——(2c5 2C, l-zc b 26,06’+2C, bez)
A v "Tu v v

I 1 1. . 1 1
' —_ x : — — —_
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U

z

mh . 1 1 . 1 1
D, = T(cha - y(2C, E+ 2C, a—) -8,(2aC, T 2bC, E))

.

r

I . I 1 1.1 1 .
D, = £ 54 te L)y +5(2aC, ——2bC. —)6
(D AT TA T 7 A B9Cr  m2C

r

1 1 1 1

r

| I . |
= < D2 =2aCf }—5—1—(2aCfE—ZbC E)y—I—(ZGZCfE—:zbZCr —[7)92

mh mh 1 1 mh 1 | B
D =2C,—6——Q2C,—+2C )y~-—2aC,—-2bC_—)0
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3.5 Steering Actuator Dynamics

The electromechanical steering system consists of dc servomotors, electrical control
clutch and gear trains. The dc servomotor is driven by a servodriver. The servodriver
controls the motion of the dc servomotor with point-to-point positioning. Armature
contro! of dc servomotors is used, since the time constant of the armature-controlled
dc motor is generally small, as compared to the time constant of a field-controlled dc
motor. The layout of the armature control of a dc servomotor is given in the

following figure:

E.(s) 1 L(s} T(s) 1 O(s)
Ls+R, s(Js+b)

Ey(s)

Kbs 4_

Figure 3.5.1 Block Diagram of Armature Control of Steering Mechanism

In the system,

R, = armature resistance, 12.1 2

L, = armature inductance, negligibly small

I, = armature current, 2.8 A max

Ir = field current

e, = applied armature voltage

ey = back emf

8 = angular displacement of the motor shaft

T = torque developed by the motor, 0.235 Nm max

Jeq = equivalent moment of inertia of the motor and load referred to the motor
shaft

B., = equivalent viscous fiction coefficient of the motor and load referred to the

motor shaft



The transfer function for the dc servomotor is easily obtained as:

O(s) K
E(s) S[LJ,s"+(LB +RJ, )s+R,B,_+KK,]

where K = torque constant, 0.182 NmA™*
K, =back emf constant, 0.182 V/rads™

Jeq and B, are calculated as follows:

- EL._

=
Figure 3.5.2 Gear Box in Steering Maneuver

With N;:N>=1:50, N3:N;=1:2, Ns:Ns=1:12.86

Jr=Motor inertia, 0.214x10™* Kgm?

Bi=Motor viscous friction, 0.38875x10 Nm/rad/sec

Jr=Gear box inertia, with nominal value of 0.5x107 Kgm2

By=Gear box viscous friction, with nominal value of 2x10”° Nm/rad/sec
Js=Steering shaft inertia, with nominal value of 1x10”° Kgm?

Bj=Steering shaft viscous fiction, with nominal value of 2x10” Nm/rad/sec
Jy=Steering mechanism inertia, with nominal value of 0.918x107 Kgm®

By=Steering mechanism viscous-fiction, with nominal value of 2x10~ Nm/rad/sec



The equivalent moment of inertia J,, referred to the motor shaft and equivalent

viscous friction coefficient B,, referred to the motor shaft are written as:

2

2 Y ¥ (v Vo nv Vo 2
Jeq=J,+(—-N—‘] J2+(£ %J Jy+ ]—;‘—] %’- ivi] J, =2.1409 x 1073
sz \NZJK 4 \""2 /T8 \Nﬁ
( 2 ( \2( 2 ( Z(N \2 2
B, =B+ N B,+ %'— % B, + Mo A (ﬂ B, =3.8885x10
\Nz T2 e \NZ _\N“) \Nﬁ

Since the inductance L, in the armature circuit is usually small and may be neglected,

the transfer function of the servo system reduces to

6(s) K,
E(s) s(Ts+1)

where Ty, = RoJeg/(RaBegtKKy), = 2.467x107

Kn=K/(RyBog+KKy), = 1.734

3.5.1 Servo Control System

To control the servo system, a command angular position @,(s) is input to the servo

control system. A simple servo control System is shown below:

O4s) B3

P COraks
—p| K —®] Saturator |— Servodriver —» (TMS':- D S" —p

Encoder feedback path

Figure 3.3.1.1 Block Diagram of Servo Control System

where the transfer function of the servodriver is written in a very simplified version of

the mathematical model, say 2 - Moreover, K, = (N/N2)( N3/N4)( Ns/Ng)

Tos+



=7.776x10™, K, = voltage gain in the servodriver = 7.5, K = controller gain and 7 =
electrical time constant = 0.47x10™.
The transfer function is

& KK K, K

4 5 m n

8, s(T,s+)(Ts+1)+KKK,K,

Now, define K;=KK,K,.K,. Then, the transfer function can be written as:

9 K,

(2]

0, T +T,s"+s+K

where T,) = TeT,, = 1.1597x10° and To;=Tg+T,, = 0.00294
Let G(s) be the open loop transfer function of the system,

Kl

Gt =
) s(T,s* +T s +1)

The root locus plotted with G(s) is shown in Figure 3.5.1.2.
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Figure 3.5.1.2 Root Locus of G(s)




With the help of Matlab Control Toolbox, the system gain at the breakaway point is
found in the root locus plot of the system. The system gain is 9.0907x10° at the
breakaway point (K.). Thus, the system will not sustain oscillation with system gain
below K.. Although the system will have a good performance when the gain is
chosen such that the dominant closed-loop poles are complex conjugate pair, the
system gain is too large that the control variable is saturated in the practical system.
Therefore, an applicable .syStem gain 1s selected such that the system performance is
optimized. In fact, if the system gain is selected under the condition that the control
variable does not saturate, the transient response of the system would be too slow to
be applicable. Thus, the system gain is maximized in the transient response but is
small towards the end of the transient state. Then, the system gain is chosen such that
a control variable is saturated in the transient state and becomes small towards the end

of the transient response of the system.

The system closed-loop poles are located at

-2.1281x10%, -0.4028x10°, -0.0020x10°

The system gain selected is 2x10% and the system response for step input and sine

input is shown below:
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Fioure 3.5.1.3 System Response of Steering Mechanism

From figure 3.5.1.3, it shows that the system response of the steering mechanism
follow both the unit step and sin system input well enough for practical
implementation. For the sin system input the deviation of the system response from

the desired input does not exceed 0.08rad.



4. NAVIGATION SCHEME IN 3-DIMENSIONAL SPACE

This study investigates the effect of the road profile on the vehicle handling
performance. The vehicle is not assumed to be running on the flat road surface.
Rather, the assumption is taken away to cope with the more realistic situation of a
vehicle running on the three-dimensional road surface. Although most highway
infrastructures are as straight and flat as possible, highways are unavoidably inclined
when running across a mountain or when the superelevation angle (bank angle) is
constructed on each turn of the highway. An effective navigation scheme should be
able to fully describe the behavior of the vehicle with respect to a reference coordinate

frame and be easily linked up with a control system.

Consider the following road profile:

Figure 4.1 Profile of the Road (Surface R)

In Figure 4.1, the change of Z is very slow with respect to X and ¥, and thus the
assumption (4) made in chapter 3 holds throughout the study. The maximum slope on

the surface R is about 0.001, and thus the maximum inclination of the road surface R

§=1



is 0.001 rad. In the design of the control and navigation system for this study, the

maximum inclination angle is 0.2 rad (11.5 degrees).

2000

Figure 4.2 Contour Map of Surface R

Figure 4.1 is redrawn with the above contour plot. The red line on Figure 4.2 is the
path of the vehicle across the surface R. The contour line each indicates the specific
height with reference to the water level height. The steepest slope of any point is
located at the tangent of that point on the blue line. In other words, the blue line is
perpendicular to each contour line at the point of intersection. In order to introduce
the method to describe the behavior of the vehicle on the three-dimensional road

surface, the top view of Figure 4.2 is shown below:
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Fioure 4.3 2-D Contour Map of Surface R

Note: The car shown in Figure 4.3 is not in scale with the road surface

Figure 4.3 shows two particular positions of the vehicle on the surface R--position A
and position B. At position A, with reference to the vehicle, the road exhibits banking
angle 1 and no inclined angle ({=0), and the passenger would feel that the vehicle is
inclined solely on his side, i.e. at constant roll angle. At position B, with reference to
the vehicle, the road exhibits inclined angle {and no banking angle (n=0), and the
passenger would feel that the vehicle is inclined solely on his line of sight, i.e. at

constant pitch angle.

Every slanted road surface has a direction that is steepest when going up the road.
Every slanted road surface also has a direction that will enable a person to make the
least effort in moving about on the road. We will call this the restful direction. When

a person is moving in this restful direction, the steepest direction is to his left (we



don’t consider the case where the steepest direction is to the right of the person). In
this study, the steepest angle of a road surface is called road-banking angle. Every
time a person moves on the road surface, he is moving in the direction in which the
steepest direction is on his left. If this is not the case, then the person has made an
initial angle away from the restful direction. However, when a person goes on the
road surface, the only information he can have is from his feeling about the side force
and the forward/backward fofce. The person may know where the steepest direction
is, but he may not know how much he has moved away from the restful direction.
Therefore, from the point of view of a person standing on a slanted road surface, he
should be able to tell the side angle (banking angle) and the forward/backward angle
(inclination angle), but he may not be able to tell the steepest angle immediately. For
a vehicle on a slanted road surface, the side angle of the vehicle is vehicle banking
angle and the forward/backward angle is vehicle inclination angle, or simply banking
angle and inclination angle. The vehicle banking angle and vehicle inclination angle
should not be confused with the roll angle and the pitch angle, respectively. The roll
angle is due to the side force acting on the vehicle, and the pitch angle is due to the

forward/backward force acting on the vehicle.

In what follows, the focus is kept on zone C of Figure 4.3, where the vehicle is at

- position C. The method to locate the position and the behavior of the vehicle is

discussed later.

4.1 Reference Frame
Development of the inertial navigation theory requires the precise definitions of a

number of coordinate frame. Two of these are related to the geometry of the earth



relative to an inertial frame of reference, while the other one defines a set of vehicle
axes. All frames are orthogonal, right-handed coordinate frames. Three additional
frames are introduced to define the sets of platform, gyro, and accelerometer axes.
The accelerometer frame and the gyro frame in which the measurements are
coordinated are represented by their sensitive axes and would not be discussed in this

study.

Inertial frame is defined as those which are not accelerated relative to the earth.
Geographic frame is a local navigational frame which has its origin at the vehicle’s

location and its axes aligning with the north, east, and down directions. Down, D, is

Figure 4.1.1 Coordinate Frame Geometry, (N, E. D)-
Geographic; (xv.z)-Inertial: (x. v., z.)-Geocentric

defined to be normal to the reference ellipsoid, an analytically defined surface which
is an approximation to the mean sea level gravity equipotential surface. The north

axis, N, is in the direction of the projection of the earth’s inertial angular velocity



vector into the local horizontal plane. The east direction, E, completes the right-

handed orthogonal set. Two coordinate frames are shown in Figure 4.1.1

Body frame constitutes the vehicle axes of roll, pitch, and yaw, which has its origin at
the vehicle center of mass. As illustrated by Figure 4.1.2, the roll axis points forward,
the pitch axis points out of the right-hand side, and the yaw axis points downward, all

with respect to the vehicle.

Xb

Zp

Vb
Fivure 4.1.2 Body Frame and Platform Frame

Platform frame is defined as a right-hand orthogonal set of platform axes, which can
be thought of as three fiducial lines which are physically inscribed on the platform.
The frame origin is at the system location (see Figure 4.1.2).

Tangent frame is defined to be an earth-fixed frame, which is aligned with a
- geographic frame at a fixed location on earth. This location is typically taken to be
concurrent with the desired tracking path. rThe convenient point of reference is shown
m Figure 4.1.3, where y, is pointing to the center of curvature, z, is pointing vertically

downward, and x, completes the right-handed orthogonal set.



projection of vehicle body

Fioure 4.1.3 Tangent Frame

Landscape frame is also a local navigational frame which has its origin at the
vehicle’s location, coinciding with the origin of the geographic frame and its axes
aligning with the north, east, and normal directions on the road surface. Normal, », is
defined to be normal to the road surface at where the vehicle body is projected. The
north axis, x,, is in the direction of the projection of the earth’s inertial angular
velocity vector onto the local vehicle’s projection plane. The east direction, y,,

completes the right-handed orthogonal set.



nrojection of
the vehicle bo

Fioure 4.1.4 Landscape Frame and the Vehicle Body Projection

4.2 Coordinate Transformations
Many comprehensive texts expounding on the theory of matrix algebra, with the
application to coordinate transformations, have found widespread use in navigation

system design. This project only concentrates on the transformation between the

tangent frame, the body frame, and the landscape frame.

Referring to Figure 4.1.4, the landscape is shown in definite dimension, shaped by a
rectangular block. All the boundary lines of the block are straight and orthogonal to
each other. The ‘mask’ of a object is first defined to include all the boundary lines of
the object to be shaped. The ‘principal edges’ of a object are defined to be the
primary boundary lines to describe the shape (e.g., the principal edges of a rectangle
block are its width, len_gth and height). In general, there is no specific mask for a
landscape, since it can be infinitely extended and rotated about the normal. Therefore,
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the mask of a landscape needs to be investigated. The projection of the vehicle’s base
on the landscape (vehicle projection) is a good choice, if assumption 7 in chapter 3
holds. If the vehicle projection formed by four contact points (the center of the area
in the contact patch of each tire) between the tﬁcs and the road surface is considered,
the mask of the landscape contains only two principal edges, with the dimensions of

the other edges equal to zero.

To define the inclination angle of the landscape, two angles can be used—the angle
between x, and N and the angle between y, and E. However, before these two angles
can be measured, the direction North should be found on the vehicle. As mentioned
before, the landscape can be infinitely extended and rotated. For convenient use as
reference coordinate frame by navigation syétem on the vehicle, the landscape is

rotated in such a way, as illustrated in Figure 4.2.1:

Figure 4.2.1 Landscape Deepest Slope Frame and the Body Frame

If the rectangular block is used to represent the landscape, the rectangular block in
Figure 4.1.4 is rotated about normal, and the orientation of the resulting rectangular

block is illustrated in Figure 4.2.1. In Figure 4.2.1, a new reference coordinate frame



is introduced—landscape steepest slope frame, in which y, is pointing to the steepest

direction on the landscape, z; is the normal of the vehicle projection, and x, completes

the right-handed orthogonal set.

In view of vehicle projection, two inclination angles of the road surface can be
instrumented, road banking angle 77 and road inclined angle {. The road banking
angle 1s defined, from the vieW of vehicle projection, as the angle between y, and its
projection on the horizontal plane (at selected height from sea level). The road
inclined angle is defined as the angle between x; and its projection on the horizontal
plane. The horizontal plane is selected at specific height above sea level. On this
level, the reference path is paved. It is important to note that the reference path is

paved on the horizontal level and not on the road surface where the vehicle s running.

With the angles { and 77 measured, the steepest angle (T),, and A6, can be obtained

from the following equations:
sin@, B= +1 ifsin(0,+A8,)>0 @
J—— | -1 ifsin®,+40)<0
tan (8p+AB, )
- 5in@ +1 if cos(8,+A8,)>0
C=sin"'3B : B= ‘
J1+tanz(60+f_\en) -1 ifcos(®,+A8,)<0

n=-sin"'4p

(4.2)

where 8, = /2
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Figure 4.2.2 Physical Representation of Equations (4.1) and (4.2)

Both 1 and { can be instrumented by bi-axial inclinometer or inertial gyro. In order to
obtain the angles of A8, and @_\. from equations (4.1) and (4.2), two equations must be
solved simultaneously with both 17 and { known. However, equations (4.1) and (4.2)
are both highly nonlinear in nature and thus are difficult to solve. Nevertheless, the
two plots of the equation for 1 and the equation for { in Figure 4.2.2 are observed to
be very similar to those plots of cos and —sin functions, respectively. In Figure 4.2.2,
é_‘, has the

value of | rad, which is not the ordinary case to be considered. Figure 4.2.3 is another
plot for equations (4.1) and (4.2), with és having the value of 0.2618 rad (15
degrees), which is the maximum inclination angle of the road surface to be considered

in this study.
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Figure 4.2.3 Sin() and Cos() vs Plot of Equations 4.1 and 4.2 with 8, =0.2618

[t is interesting to find that both pairs of lines -- { and —sin(); 1 and cos() are almost
coincident with each other. Thereby, the following two equations can be analogous to

zquations (4.1) and (4.2) with a very high degree of confidence.

{=-0, sin(0,+A0, ) (4.3)
n= 6| cos(9, +A0, ) (4.4)

(&)&(ﬁ:m&:ﬂ

+1
(6, +A8,)=Bcos (‘,ll f= { | , satisfying equations (4.3) and (4.4)

(4.5)
=

Now, without requiring much computational efforts, either 8_or A6, can be obtained

directly from equation (4.5) with an error of less than 0.01%. Note that 6, in the
above equations are the angles between the axes x; and x; at the vehicle’s initial
position on the landscape. 6, = 0 means that the vehicle is initially at the position

where the axis x, is coincident with the axis x,. The initial angular position with
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respect to the landscape’s steepest slope frame is incorporated with equations (4.1-
4.5}, due to the following two reasons:
1. The vehicle projection initially can be at any angular orientation on the landscape.

2. The navigation of vehicle over several landscape is possible. When the vehicle is

moving form one landscape to the other, ﬁ, and 8, are both refined in such a way

that their values are suitable to define the new landscape. In other words, it
becomes possible for the performance analysis of vehicle running on a road
profile which is varying with time slowly (assumption 4 in Chapter 3).
Using the algorithm discussed above to describe the behavior of the vehicle on a
landscape, we can track the vehicle on the reference path even though there is no
information on the direction North and/or East. The reference path model will be

discussed in the following sections.
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4.3 Model of the Reference Path

Vehicle projection on
the horizontal nlane

Reference path

Ficure 4.3.1 Model of Reference Path

Figure 4.3.1 shows the model of reference path. The vehicle projection, in what
follows, is on the horizontal plane at specific height, say 203 m, on which the path of
reference is defined. With this configuration, the tracking control system of the
vehicle can be imagined so as to control the position of the hanged mass attached to
the center of mass of the running vehicle, regardless of the height of the vehicle about
the path of reference. Thus, we can directly integrate the digital map into the

navigation and control system.

To analyze the tracking performance of the vehicle, the vehicle design model
developed in chapter 3 has included the vehicle heading, €, and lateral position, y;,
with respect to the reference path. For simplicity in the model derivation, a
continuous guideline is assumed. The assumption is not strict, since the guideline is

formulated by a continuous mathematical curve, which involves all the mark-points
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on a digital map with known position. The measurements of the lateral displacement
and angular displacement are obtained with GPS, DMC, gyros and accelerometers.
The lateral displacement, y,, is defined as distance between the center of gravity
(c.g.) of the vehicle and the intersection point, X, of the radial line from the center M
passing through the c.g. of the vehicle and the reference path. The angular
displacement, & = W — Wy, is defined as the angle between the tangent to the
reference path at X and. the centerline of the vehicle. In the model, the road
curvature p, . = ﬁ is the reference input, defined positive for right cornering.
The model is to be linearized using the small angle assumption. Therefore, the
dynamics of y., can be written as |

Ve =[7|sin(B+e, ) =[F|B+e, ),
where [ is the car sideslip angle, &; is the angle between the tangent to the reference

path at x,.r and the centerline of the car.

Suppose the sensor § is mounted at a distance /; in front of the c.g., then the lateral

velocity with respect to the reference path reported by the sensor is
y, =yp+v(Bre, )+18,

y, =y+ve, +16_, B is small

The angular displacement &, is obtained by integration from

ér = "i"_ ‘i’ref

= éz - vpref
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Combining the dynamics of the lateral and angular displacement with the vehicle
model, the extended state space model containing the following additional row and/or

column elements have been shown in section 3.4

e ][0 1 o, (,[-
2 AT o [P

r

In this study, the velocity (v ) of the vehicle are kept constant as U, then the equation

becomes,
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3. ROBUST CONTROL DESIGN USING STRUCTURED

SINGULAR VALUE

5.1 Structured Singular Value (i) Framework
M is an extremely useful analytical tool for uncertain, multivariable system. Because
of 1, the classical frequency response Bode plot can be extended to multivariable

system [96].

Lemma 5.1[97] (Singular values and Eigenvalues).
The singular values of a complex matrix A € C™", denoted by i(A), are the k largest

non-negative square roots of the eigenvalues of A "A where k=min{n,m}. Thus

G,(A)=M(4'4) =12,k

It is usually assumed that the singular values are in the order such that ©; 2 Gy,

With this Lemma, the maximum and minimum singular values can be related to the 2-
norm of the transfer function matrix G¢s):

Thus
meﬂ
e

2

J4u,

G(A)=6,(A)= sup IA"2

veC uz0

=477, if A7 exists

o(A4)=0,(4)= in

wcruso [,
Refer to Appendix B, the 2-norm of the transfer function matrix can be interpreted as

maximum “gain” of the transfer matrix G(s) for every possible inputs and for every

frequency @ (see Appendices).



Lemma 5.2 [97] (Singular Value Decomposition).

Let G € C"*" be a complex matrix. Then there exist two unitary matrixes ¥ € C**™

Ue C"*" and a diagonal matrix £ € R™*" such that

G=YZU
u, |
Z, Ofu,
, |

= iyiciu:

i=l
where %, : diag(c,,6,,+,6,)
Y, =y, - Themcolumnsof Y.

u, >u, :Thenrowsof U .

With singular value decomposition, an input-output matrix equation
Wa) = G(iw) u(jw)

can be decomposed as

yjo)= 2 yiciui‘u(jm)

i=1
= iyic,.u,.‘uja , assume u(jw) = ow;
= ;;ayj ,U is unitary
Therefore, if the input vector u(jw) is in the direction of u;, then the gain of the system
is precisely gj, and the output vector y(jw) is then precisely in the direction of y;. The
singular value o; is consequently known as the principal/directional gains of the
system matrix G. With SVD, multivariable generalization of the SISO Bode plot can

be easily obtained with a plot of singular values 6(G{jw)) for i=1,...,k as functions of

frequency .



In other words, the “gain” of a transfer function matrix of a multivariable system

actually depends on the direction of the input vector. The maximum and minimum

singular values bound the gain of G{jw) over all possible direction of the input vector.

Considering matrices M e C'"‘;’, in the definition of u(M) [98], there is an underlying
structure A on which all of the following theory depends. This structure is defined
according to the uncertainty and performance objectives of each case. In the next
section, the formulations of M and the underlyi_ng structure A are derived from the

perturbed plant model G (s}, where G'(5) can be in form of G'(s) = G(s) + A(s) , G'(s)

N(s)+AN(s)} where G = V)

=G) U+ As)} or G'(s) = { D(s)+ A, (s) D(s)

A genefal perturbation set A should contain both feal and éorﬁplex biocks. There are
three types of blocks in A: repeated real scalar, repeated complex scalar and complex
full blocks. Three nonnegative intcéers, S, Fand P, denot_e the number of repeated
complex scalar blocks, the number of complex full i)locks and the number of repeated
real scalar blocks, respectively. The block dimensions of complex scalar blocks,
complex full blocks and real scalar blocks are denoted by the positive integers

F1ye-osts, My,...mpand ¢;,.. . ty, respectively. Given all these integers, A is defined as:

Definition 5.1 [97]

A= {dlag[a:ln RN W4 'B\Cfﬂ‘rn :"°’8|€+slr5 Ayisar "rAV+S+F]’

vo

S.eR 80, €C, Ay, €C™, ke[l,V], i€[1,S], je[l,F]}



v § F
For consistency among all the dimensions, Ztk +2r‘. +Zm ; must equal to n.
k=1 i=l Jj=1

Often, a norm-bounded subset of A is defined as:

Ba={Ae A;:G(A) <1}

Definition 5.2 [97]
For Me C™, u, (M) is defined
Ha(M) :=1/min{T (4) : Ae A, det(I-MA) =0}
unless no A € A makes I-MA singular, in which case ga(M) := 0. Obviously, ua(M) is

dependent on the set A.

Consider the loop shown in the following figure:

A

The loop can be represented by the equations:

v=Mu
{u———Av
= v= MAv
= (I-MAyv=10
=>v=0 or (I-MA)=0

If I-MA is singular, there are infinitely many solutions to the equations, and the norms
/4| and [[v]| of the solutions can be arbitrarily large and thus result in an “unstable”

interconnection. The physical interpretation of the us(M) represents the smallest



“size” perturbation that results in an unstable system. Therefore, //us(M) represents
the “size” of the perturbation set A.

An alternative expression for 4(M) follows from the lemma 5.3:

Lemma 5.3 {97]

Ha(M) = max {p(AM) : A€ B}

In view of this lemma, continuity of the function z : C*™"-DR is apparent. In general,
the function g . C™ 2R is not a norm (see Appendices for the definition of norm),
because it does not satisfy the triangle inequality. However, for any o € C, ufaM) =

|edu(M). Thus, L is related to the size of the matrix by the definition of norm.

A can be one of two extreme sets:
e If A= (d:6¢e C) (51, F=0, V=0, ri=n), then uaM) = P(M), and minimum of
Ha(M) can be written as p(M).

o If A = C™ ($=0, F=1, V=0, m;=n), then pip(M) = 6(M), and maximum of pa(M)

can be written as E(M ).

(See Appendices C for proof.)

The conclusion is that:

PUM) < pa(M) < (M)
Although the inequality provides information about the value of , the bounded value
of p(M) and E(M) do'not depend on A. Thus, the gap between p and E(M ) may be

quite large. The inequality may be refined by considering transformations on M that



do not affect ua(M) but affect p and o only. The transformation is described in
details in [99]. The bounds can be tightened to
< (M) < inf o -l
max POM) < psM) < inf o(DMD™)
where the definition of Q and D can be found in the Appendix D, and the theorem

used to refine the inequality and its proof can be found in [99].

The theory for a mixed real/complex upper bound is more complicated to describe
than the upper bound theory for purely complex g. The upper bound for a mixed
real/complex i is derived in [100] and written as follows:

IfthereisaP >0,D € D and G € G such that
_ a1 L
ol(I+G*) 2 (DMD™ - jGNI+G*)?]<1

then pa(M)<f

The Jower bound can be obtained from a power iteration which finds matrices A € A
that results in a singular I-MA. The generalization of the power iteration is described

in [101).

The mterpretation of the bounds on y is as follows:
e The upper bounds provide a guarantee on the worst-case performance degradation
that can occur under perturbation.

o The lower bounds exhibit a perturbation that causes significant performance

degradation.



5.1.1 Linear Fractional Transformations and . [102]
The use of 1 in control theory depends to a great extent on its intimate relationship
with a class of general linear feedback loops called Linear Fractional

Transformations.

Consider a complex matrix M partitioned as:

Suppose there is a defined block structure A which is compatible in size with My, (for

any A, € Ay, M;;A, is square). For A, € A,, 7consider the following loop equations:

e=M,w+M,d
z=M, w+M,d (s5.1)
w=Az

which correspond to the following block diagram: in the following figure

Au
ZE-M w

e€<— M, M, le—d

~ Equations 5.1 is well-posed if for any vector d, there exist unique vectors w, z and e
satisfying the loop equations. In other words, Eq (5.1) is well-posed if and only if the

inverse of I-MA, exists. Otherwise, the equation e = F,(M.A)d will be undefined,

where Fu(MAu) =M + M:;A, (] - M”A,J" M;.

Proof: e=Mywt Mypd 5-2)
z=M,w+M,d 5.3
W= Az (5.4)



putting (5.4) in (5.3),
z=MpyAz+ M;d
z=(I- MpAY"' Mid
oo w= Ay (- M) Mid
e= {M+ My A, (I - MpA) ' Mip}d
if det (I— M;;4,)# 0

= (I- M;;A)" does exit
= Mapping function from d to e is defined

F.MA,) is a Linear Fractional Transformation on M by A,. The subscript v in F,
pertaining to the “upper” loop of M is closed by A,. An analogous formula describes
Fi(M, Ay, which is the resulting matrix obtained by closing the “lower” loop of M with

amatrix A; € A,

In this formulation, the matrix M; is assumed to be nominal, since M;,=F,(M,Ay)
where Age {Aec A |4l =0}

= e=Myd

Moreover, A, € Ba, 1s viewed as a nomrm-bounded perturbation in perturbation set A,.
The matrices M;;, M;; and M;; and the formula F,(M A,) present how the unknown

perturbation affects the nominal map AM5;.

 All types of uncertainty considered in the literature are linear fractional. The

perturbed transfer function can be formulated by F,(M, 4,).

Main Loop Theorem [103]:
K, (M, )<land
<l “
HaM)<1 iff Ln:%f Wy (F(MA, )<



With the main loop theorem, the robust performance tests of a system can be easily

performed using 1. This will be discussed in the coming sections of this chapter.

5.2 Generalized Structured Plant Uncertainty in U Framework

Uncertainty in the control system can be classified into two categories: 1) uncertain
signals such as disturbances and/or sensor noise and 2) uncertainty in the way plant
maps input signals into outpﬁt signals such as plant uncertainty. These uncertainties
may be caused by unmodelled plant dynamics or the system designer’s limited

knowledge in the plant behavior.

There is one special disturbance in the control system at which designers have
injected an artificial disturbance (input command), since the designers viewed the
tracking control problem as a disturbance rejection problem in the classical regulating
control problem. While designing a robust steering controller for a vehicle, lane

keeping is viewed as a disturbance rejection problem in [93].

The following sections describe in details how to formulate a plant family G by
specifying a nominal plant model together with a family of perturbations D away
from the nominal into a g framework, enabling an easier analysis and design process
for a control system. In other words, by imposing structure on a perturbation model,

uncertainty can be captured more precisely.

5.2.1 Model Uncertainty

This section presents the plant uncertainty models that are used for controller design

and synthesis in this project. In what follows, G(s) denotes the nominal plant model;
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G,{s) denotes the transfer function matrix of the perturbed plant model; and A,(s)
denotes the transfer function matrix of a perturbation. The number of unstable poles

of G and G, are denoted by mg and mg,.

3.2.2 Additive Modeling Perturbations

------------------------------------

Figure 5.2.2.1 Additive Modeling Perturbations

In the above figure, additive perturbations are defined as
G.(s) := G(s) + Ayfs)

where the “size” of A4 must not be unbounded and a set of admissible A, is given by:

Dy:= {442 6(A0) < L) ;3 Ay stable}
Before structured perturbations can be written, generalized unstructured perturbations

and a “new” transfer function matrix must be introduced.

0,0 O, (S):,

Ots) = [ez: (s) ©,(s)

A(s)

©,(s) -. ), (s)
y < ®21(5) ®22(S) <—-1Uu
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Obviously, the transfer function matrix G, of the perturbed model is given as an upper
linear functional transformation of A(s) with respect to O(s):
G- =@y + OyA (La- O’ O
where ¢, represents the number of columns of A,
by comparing with:

GAs)= G(s) + Als)

O, =1, ,where pis theno.of rowof G
=
©,, =1, whereq is the no.of columnof G

©,, =0, whereOQis the zero matrix with compatitable size

5 G =G+LA(Ica-04)"1, (5.5)

o l9iL,
UL G

1
P

The fact that mu-theory [98]{104] provides analysis and synthesis tools to deal with
structured uncertainty sets motivates the formulation of a general perturbation model

such that

Ay [

Y ©,() °

N

where ©,(s) is a transfer function matrix and A, is an underlying block diagonal
structure of the perturbation matrix corresponding to ©,(s), which mirrors the

structure of the underlying perturbation model.
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If A, € {A: 6(AGW) < 1}
defines a stable minimum-phase transfer functions wy(s) where the magnitude of a
frequency response wy(j@) = L,(w)
i.e. [wufa)| = Li(w)
then @, can be defined as follows:

0 1,
O8IV

P

This fact can be easily shown by upper linear fractional transformation. Recall
equation 5.5:
Gs =0 + LA (Ics -~ 0447 I,

=G + wil, Ay (Iea— OA,w3) ' I,

5.2.2.1 Example For Additive Modeling Perturbations

Let G(s} be a 2x2 plant model with additive unstructured uncertainty A,(s) where

G(s)= G, (s) Glz(s):l . and
_GZI (s} Gynls)
o [_A“(s) Ay, (s)
Aals)= _A2|(s) Azz(s):'

rWn ()8, w,(s)8, ]

| W2, (538, Wy ()0,

& 0 0 o1 o

[ w0 o Jo 5, o oo 1
[ 0 0wy watf 0 0 8, o1 0
0 0 0 &,[0 1
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By comparing the two formulations:
GAs) = G(s) + Aqls)

GAs) = @x(s) + Or()Au(s) (Teas — ©11(8)Aa(s)” O)afs)

0,,(s)=[0]
_-W”(S) w, (5) 0 0
where GZI(S)__ 0 0 wy, () sz(s)]
[1 0
01
8ul)=l, o
bO 1

*.* Two formulations are equivalent:

§1 0
10 1
0 !
10
~0,(s)= (0 1],and
(Wi (5) wa(s) 0 0 G(S)
0 0 wy, (5) wn(s)i
15, 0 0 0 oo
0 5, 0 0
A=
0 0 &, O
0 0 8.,

where A 1s the admissible perturbation sets used in the u framework.
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The generalized structured perturbation model is presented in the following figure:

8, 0 0 O
0 8, 0 O

1 0] | Gwy i
< Gw, !
é___ 0 1 1 1

i <—
éi_é—— Lo wy(s) wu(s) 0 0 <

: 0 1 0 0 —

i Wals) wy(s) P

PR % N e ¥

» |90 L i

0 0 &, O
0 0 0 B,

Fioure 5.2.2.1.1 General Plant for Additive Modeling Perturbations with Weighting
Functions

In this example, the structured perturbation has been forced into a repeated real scalar
block diagonal structure. By alternating the matrix form in Gw; and Gwy, the block
diagonal structure can be formulated in full blocks. However, the value of u
associated with real full blocks is difficult to calculate, since the convenient upper and
lower bounds for structures with these types of blocks are not well-developed yet.

This is an ongoing area of research [105]{106][107][108].

5-14




5.2.3 Multiplicative Modeling Perturbations

&

N

e em el et e EEe=—-————

Figure 5.2.3.1 Multiplicative Modeling Perturbations

In the above figure, multiplicative perturbations are defined as:
Gr(s) = G(s) (1 + An(s)
Again, the “size” of 4,, is bounded in the same way as that for additive perturbations,
and the set of admissible A,, is given by:
Dy = {An: O[An(j®@)] < In(®); A stable and mg, = mg}
The restrictive condition in Dy is looser than D,, since the additive stable perturbation

matrix does not affect the number of unstable poles of the nominal system.

A generalized unstructured multiplicative perturbation is written below:

0 G
ot ]

P

The form of the perturbation results from the upper linear function transformation of
An(s) with respect to O(s):
G, = O + OyA(Ica— 04" O3

where ¢4 represents the number of columns of A.
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By comparing G, = G(s) + G(s5)An(s) with the linear functional condition, ©;; is kept

as a zero matrix, which renders the inverse of (Ic, — ©;,4,,) always exists.

=0,=C
0, =1,
®,=G
0, =0
~.G, =G + LA, (Iea— 04,)" G (5.6)

Now, a general structured perturbation model is formulated.

Ay

y ®,6)

N

©,(s) is the transfer function matrix, and A, is an underlying block diagonal structure
of the perturbation matrix corresponding to @,(s), which mirrors the structure of the
underlying perturbation model.
If  Aye {A: o(Af) < 1)
a stable minimum-phase transfer function w,(s) can be defined where the magnitude
of a frequency response w(i@) = I.(w)

Le. wu(f@)| = In(®)

The ©,(s) can be defined as follows:

0 G
0,(s)= [w I G:l

P
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The above equation can be illustrated by upper linear fractional transformation.

Recall equation 5.6:
Gr =G + LAy (Iea—0A)" G

=G+ Lwidy (Iea— 08,w3)" G

3.2.3.1 Example for Multiplicative Modeling Perturbations

Let G(s) be a 2x2 plant model with multiplicative unstructured uncertainty A.(s)

where
_ Gy, (s) Gpls)
0= [Gn (s) Gy (S)] » and
A, (s)= rA“(s) A, (S):,
Ay, (5) Ay,(s)

|-W“(s) w;, (5) 0 0 0 8, O 0
0 0 wyu(s) wy(s)| 0 0 5, O

(==~
_— 0 = D

By comparing two formulations
Gs)= G(s) + Am(s)

GA(s) = O2:(s) + O2/(5)An(S) (Tcas — ©11(5)An(s))’ ©1xs)

0,,(s) =0]
. where ®2|(S)=(WH(S) W, () 0 0 ]
| 0 0 wy () Wy, (5)
(1 0
0 1
0,,(s)= 10
[0 1
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The two formulations are now equivalent

- -

il 0
0 1
0 5 G
o ()
5 0,(s)= 10 1 ,and
wu(s) w(s) 0T U E,(:)' B
0 Y Wy (s) Wy (s) E
§, 0 0 0
0 5, 0 0
A, = |
““lo 0 &, 0
0 0 0 &,

where A, is the admissible perturbation sets used in the u framework.

The generalized structured multiplicative perturbation model is illustrated in the

following figure:
S

4.._ 1 0] [Gwg
|01 Gw, !
< (10 wi(s) wa(s) O 0 1EC
< 11 12 :| <—
i 01 0 0 wyuls) wyls) i‘:
< & < i
| < e | GO [ i

Figure 5.2.3.1.1 General Plant for Multiplicative Modeling Perturbations with
Weighting Functions
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In this iteration, multiplicative model perturbation is used to capture the high-order
dynamics of the system that have been neglected in the design process. While
additive mode perturbation is used to capture the unmodelled dynamics of the system
that have been neglected in the design process, the additive mode perturbation indeed

affects the control system performance in the operating frequency range.

5.2.4 Uncertain Parameters

Theoretical model building usually results in a state model. The model uncertainty in
the form of parameter uncertainty is reflected in the real parameters of the state
model, and there is physical meaning in these parameters. In controller design, the
parameter uncertainties are limited to lie within given intervals. However, a fairly
complicated set of admissible parameters are always obtained when converting a state
model with uncertain parameters to a transfer function matrix, since each parameter of
the resulting transfer function matrix always depends on several parameters of the
underlying state model. In this section, a straight-forward conversion process from a
MIMO transfer function matrix to a state model is first introduced. Uncertain
parameters in the elements of transfer system matrix is then “pulled out” from the

matrix and rearranged in a block diagonal structure to be ready for analysis and

controller synthesis in the ¢ framework.

Before a matrix transformation can be discussed, a final matrix formulation, say P,
must first be introduced. The P matrix will incorporate all the information about the
system and controller synthesis and will enable the synthesis of the controller to be

straight-forward.  All the formulas will be based on the following state space

realization of P:
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A_i B, B,
P=1C D, D,
Cz E D, D,

This notation is a short-hand representation for the system of equations:

i(t)=Ax(t)+Bw(t)+ Bu(t)
z(t)=Cx(t)+ D, w(t )+ D,u(t)
y(t)=C,x(t)+ D, w(t)+ D,u(t)

where w() is a disturbance input of the system and z(z) is a disturbance output of the

system.

Consider the following special case: w=Az, A€ {4 : E(Ag‘w) < I(jw), A is stable}.

The above notations can be reformulated into the p framework.

L

- Thus, this special case considers the dynamics of internal system discrepancy.

Consider a plant model G(s), which is described by the 2x2 transfer system matrix

G, (s) G (s)
G, (s) Gy(s)

G(s) =[

Y].. s LT L T
Lt G,(s)= i(8) _ bys" +b5"" +b,_s+b, 56

Uy} s"+as" +--a,_s+a,



With direct programming methods (see Appendix E), a controllable canonical form of

state model is obtained.

(x5 ] [ o 1 0 07 x 1 [0]
x; 0 0 1 0| x, 0
N E : +|
il lo o o 1 lx, | |0
| 'tn i | an - au-—l - an—Z - al xn _J _IJ
X A X B

and the system dynamic equations are as follows:

Y(s)=G(s)U(s)

[ % |
. ,
y=lb,-ab, | b -a_b, | - | b-ab] | |+byu
xn—l
~— — —
xfl
C L .

Now, a MIMO state model is ready to be developed with the following procedures.

First, a transfer system matrix is decomposed to individual system dynamics:

[Jﬁ:':[Gu(s) Glz(s)J,:ul]

Y2 Gu(s) Gp(s)fu,

— =G s)u, + Gy (shu,
Yy =Gy (8)u, + Gy (s)u,



A set of new variables is introduced:

{yl =ty
Yo=Yyt
Yu = Gn(s)uy
=G, (s

where Yiz 2 (S, , System dynamic equation
Va =Gy (8)y,

Y =Gp(s)u,
By direct programming methods, each individual system dynamic equation is
converted into individual system state models:

Tyv=yatye
=Cx, +Cyx;,

6 I
R TS , and
0 Cp,Jx

Yo=Yyt ¥n
=Cy Xy +Cpxyy



These two decomposed system state models are combined:

— —

| [40 0 0 0 X B, 0
X, - 0 4, 0 0 |x, + 0 B, ["l
X, 0 0 4, 0 |x, B, 0 fu
Xy, | 0 0 0 4,[x,| |0 By
% ]
[}’H:I:l:Cn 0 ¢ 0 ] X1z
Y2 0 G, . 0 Ca Jf x5
Xy

.~ G(s) can now be converted into a formulation of system P:

_B,]

¢

0
A:=diag{4,,, 4,4y, Ay}

dia'g{Bll ’Bl2}}
diag{B,, By}

C, ={diag{C,,,C,,} | diag{C,,,Cy, }}

P=

O oln
o olo

i
1
]
1
1
]
I
I
]
1
1

2

where B, :={

In what follows, the uncertain parameters in the transfer function matrix and their

effect on the matrix is reflected on system P are considered. Recall the upper linear

fractional transformation on M by A,:

A,

N




The perturbed system model G, is described by

GAs) = G(s) + {O2(5)ALs) (T~ Oi(s)As)” ©1x(s)}
- /

~
Afs)

5.2.4.1 Example for p-Formulation of 2x2. Plant with Perturbation in System
Parameters (Constant in Denominator)

Consider a 2™ order transfer function:

bys® +b5+b,
s* +a;s+a,{l-p8}

G.(s)= ,lﬁlsl,system]_

This is a perturbed system with p% unéertainty in frequency-squared coefficient.
Obviously,

bys’ +bs+b,
s*+as+a,

G(s)=

~By(s)=G (s)-G(s)

, 1 I
=bys” + b5+ b, -
s'+as+a,{l-pb} s‘+as+a,

pda,_ .

(sz +a,s+az)2ﬁ- 2"5"2 }

$Ctaystay

=bys’ +bs+b,

Comparing this with Ag(s) = Gy/(s)Ai(s) {1 — O1i(5)As)}" ©2(s), it is convenient to
make the following selection:

bys® +bs+b,

O, (s)=
ufs) s’ +as+a,
a
©,(s)=0,(s)=——2P
s +as+a,

A(s)=9



0,(s) B,(s)
Yy € Gs) G(s) u

5.2.4.2 Example for u-Formulation of 2x2 Plant with Perturbation in System

Parameters (First Order Coefficient in Denominator)

Consider a 2™ order system with transfer function of

bys* +bs+b,

, System 2
s’+a{l-pd s+a, v

G,(s)=

This is a perturbed system with p% uncertainty in two times the product of damping

and frequency coefficients.

1 1
S Ag(s)=bys’ +bhs+b -
o(s)=b, : 2{5‘2 tas+a,-apds s° +a,s+a2}
=bys’ +bs+b, %P0, 3
(s2 +as+a )lﬁ--———u“‘pls" }
! 2 .92+a;s+az
The following selection is developed:
bys’ +b,s+b
OZI(S)__' 02 ! 2
s*+a,s+a,
ap,s
eu(s)=®u(s)=2_"‘&'_
s‘t+as+a,

A(s)=39,



5.2.4.3 Example for u-Formulation of 2x2 Plant with Perturbation in System

Now, two uncertain parameters are considered at the same time:

s Ag(s)=b,s* +bs+b,

ap,d,5 +a,p,6,

The perturbed model is shown below:

By converting A(s) into block diagonal structure, the perturbed model becomes:

A(s)

ap,0,s+a,p,8,

2 +ays+ay

32+a1:+az

bpslsbistiy b +bistip

2\

32 +a|s+ag

52+a1.s+az

(2 +as+a, | | - 2edata |

3° +ays+an

5 0
0 3,
1Z 1 wi
a\p,s i L l< [1 1]
a2p2 .5‘2+a]:+a2 :2+a|.s'+a2
Z w2
< G(s) G(s)
¥y U

Parameters (Both First Order Coefficient and Constant in Denominator)



z=0,w+0O,u
y =0,w+0,u

{z =0, {w +w,} +0Ou
y =0y{w +w,} +0Ou

le =apsO,,{w +w,} +apsOu
z, =a@,p,0,{w, +w,} +a,p,0u
Ly =0, {w +w,} +Opuu

Fl:zl}=l:a|plsen alplsell}[wl:|+[alp1S912]u
Z; a,p,0,;  a,p,0,, | w, a,p,0,,

w,
y= [021 0, +O,u
_ W

2

Recall system 1 in 5.2.4.1

Z = enl(s)wx + eul ($)u

, where superscript ! shows that ®;; comes from system 1.

y= E-),_,l (s)w, + Gnl(s)u

and system 2 in 5.2.4.2

Z = ®||2(S)W2 +@,22(s)u

Y= 6212(3)“’2 +®222(5)u

The combined perturbed system model is rewritten as:

'Iizl]=[9n] enljl[wljl.fli@lz]jlu
2 2 2
) 23 @11 911 W, @lz

y= [921”2 0, "Z{Wl J+®22112u

W,

, where the superscript 1/2 shows that ©&;

comes from either system 1 or 2.



5.2.4.4 Example for pu-Formulation of 2x2 Plant with Perturbation in System

Parameters (Constant in Numerator)

For the uncertain parameters to occur in the numerator polynomials of a transfer

function, the following perturbation model is delivered:

Consider a 2™ order system with transfer function of:

bys® +b,s+b, {1+p,5,}

> System 3
s“+as+a,

G (s)=

It is rather straight-forward to obtain:

b,p,d,

SAg(s)=—
s*+as+a,

and the following selection is made:

92|(S)=I
©,(s)=0
b
O, () =23
s t+ags5ta,
A(S)=83

5.2.4.5 General py-Formulation for Plant Perturbation in Parameters
However, a problem exists regarding how to write a perturbation model for the nth

. order system with transfer function of:

bOSm t..+ bm—l {1 + pn(m—ljan(m—l)}s + bm {1 + pnmanm}
s"+eta,  {1- pa‘(n—l)ad(n«l) }s+a,{l- pa’nadn}

ms<n

G,(s)=

3

Using lemma 5.4 below, the perturbation model for the nth order system with

uncertain parameters both in the numerator and denominator polynomials can be

formulated.



Lemma 5.4

n bisn-r'

For the perturbed system with transfer function of G,(s)= —
i=0 a,'S

a,=1,a

perturbation model is defined, for each uncertain parameter in G,(s), with the
Jfollowing transfer function matrix:

z, = G),‘Wii(s)w,. + @z‘ui‘(s)u

y=0,, ' (5w, +0,, (s ,w =8z
where the superscript i represents the ith uncertain parameter in G,(s) and Omn;

represents the transfer function between m; and n;.

The perturbation model of G,(s) is

-1 T i ! . i
zl ez‘rw} oot (.3z‘,w‘r [W} 9’;";
= + u
P 4 P
-ZP.] _Gzp”p ezp"'p -WPJ _GZP"'P |
[ w,
= ! rl -
y [y:'“; Gwp . |+ Gu
[ W

if the following conditions are fulfilled:

1. ©® =(§)y2u2 =......=@ypup =G(s)

Yi¥)

2. © =0 =oeeeees =0, _, =C(s), where C(s)is an abitary transfer function
¥

S | Faw2 Yp

The proof of lemma 5.4 is in Appendix F.



According to lemma 5.4, the perturbation model of system 3 can now be rewritten as:

b,p,0
AG(S)= - 2p3 3
Ry +a,s+a,_

=bos?-+b,s+b2{ b,p,8, (]_OA)_II}

s*+as+a, bos® +bys+b,

r bys® +bys+b,

s2 -!-.c;lts+a2

0, (s)= =0Gfs)

Now, Je,,m:o

6|2(5)2 b2p3

bys® +bs+b,

" @y’(5) = @:°(5) = @' (5) = G(s)

. The combined perturbation model for system 1, system 2 and system 3 are

formulated below:

5
%,
1
1
(
L] a,p, AP, 4P, E r 1 _J
32+a,s+az .92+c11s+a2 Sz+a,::+a2 i s*+a,s+a,
a,P,S a,p,s ap,s E a\p,s
s’+as+a, s’+as+a, s’+as+a, | s'+as+a,
' b
0 0 (N e L
thys™ +bs+b,
P IS -
1
<—— G G G | G
i

Figure5.2.4.5.] The y-Formation of Perturbation Plant with Uncertainty

System Parameters (Combined Effect in System | 2&3)




5.2.5 Disturbance

Two types of disturbances will be discussed in this section: input and output
disturbances. The effect of output disturbance, such as undulating road surface,
which primarily affects the pitching and roiling of a vehicle, is modeled as the output
of a shaping filter driver with unit intensity white noise, v(#). A white noise is
assumed, since the surface of the road is flat most of the time and the inclined angle of
the undulating road surfacé is assumed to be random. The effect of input disturbance,
such as the self-alignment torque on the contact point between the tires and the road,
which primarily affects the steering angle () that the driver commands the vehicle, is
modeled as the output of shaping filter driven by unit intensity white noise, d(z). The

assumption is made since §=0 is the normal operating condition, or &)=0.

Consider the following state equations:

x(#) = Ax(t) + Bu(r) + Ld (1) .7)
(1) = Cx() +v(o)

Without great effort, the state equations can be directly translated into the P system:

[4[z19] B8] f1a
p=lot o ofll,
C ifo117] oJ [u

Take the Laplace transformation of the state equations (5.7):

- o

x=(sl—A)" Bu+(sl—A)"Ld
y=Cx+v
_ 4

- {x—(sl A)" {Bu+ Ld} 58)

y=Cx+v



The generalized system P(s) is constructed:

2 | e |
oo (g
1
R
>
n
‘e

The case concerning the uncertain parameter in L is considered in the following
section.
Recall state equation (5.7):

X(t)=Ax(t)+ Bu(t)+ Ld(t)
W1)=Cx(1)+v(1)

By introducing a new variable u; = fu,dJ"

i(t)=Ax(t)+Bu, , B,=[B|L]
¥(t)=Cx(t)+v(t)
=y=C(sI-A)" Bu,+v

Omitting v, y = G(s)u
Transforming G(s) into a transfer function matrix, the system can be formulated as a

perturbation model using the same procedure discussed in the last section.

5.2.6 Sensor Noise

Other than considering sensor noise as white noise, sensor models are built to capture
the characterization of the sensors. The following widely used models for uncertain

signals are in the norm sense:

w, (1), :=(J: w, ()" w, (r)a!t]/2 < c}

W2(0)3={Wu(’) |



where the admissible signal set consists of all signals with energy less than or equal to

a given constant c;

W“(c):={wy(t) [ w, (2], :=supmq.xiwui(t),Sc}

where the admissible signal set consists of all signals with maximum magnitude less

than or equal to a given constant c.

In order to capture the characterization of the sensor, the aforementioned models can

be refined by introducing suitable weights on filters, and the model becomes
w,0):= [ W@-vw,(dt

where w, (T} ranges over the admissible signal sets as defined before.

Now, the characterization of a gyro can be captured in the model. The measurement
by a gyro is corrupted with sensor noise, which becomes more severe with increasing

frequency. Let g be the measurement made by a gyro. The sensor noise weight is

defined as:
1+ Tor
W =00003—=
& I+

The weighting functions imply a low frequency measurement error in g of 0.0003
rads/sec and high frequency error of 0.015 rads/sec. The model of the measured value
of G, denoted Gy is given by

Greas = G + Wy
where 77, is an arbitrary signal, with ||n,]|; < 1. This type of weighted, additive L;

sensor noise is assumed for a gyro.



5.2.7 Input Command

As mentioned in the very beginning of this chapter, the input command to a control
system can be viewed as a special disturbance, which is rather artificial. If the control
system is designed in such a way that it aims to reject the disturbance, then a tracking
controller can be designed as a regulating controller where the input command acts as
an artificial disturbance. The input command is corresponding to a predesigned

model of the reference path. The model is first designed and then discussed in the last

chapter.

In a vehicle steering control, the driver (or controller) takes a turn through a series of
gear chain and electronic clutch to steer the front wheels of the vehicle. These require
accurate tracking of a steering command. Typical steering angle commands are
modelled as:

Ocma = WocmaNacmad
where Ng.ma is assumed to be an arbitary signal || 7Jgmd|2 < 1. The weighting function

on the steering command is chosen as:

1+4
W, =06—2
Semed 1+L5

The particular choice roughly implies that the steering angle commands are
dominated by low frequency signals, with maximum magnitude of approximately 0.6

radians.

5.3 H.. Controller Design
H.. syntheses are carried out in the modem control paradigm. In this paradigm, both

performance and robustness specifications can be incorporated in a common



framework, say i framework, along with the controller synthesis. The incorporation

with u framework will be discussed in the next section.

H.. controller synthesis is incorporated in a fraxhework, such that all the information

about a system is casted into the generalized block diagram shown in Figure 5.3.1:

Figure 5.3.] Generalized Block Diagram of the Modern Paradigm

The augmented plant, P, which is assumed to be linear and time-invariant, contains all
the information a designer would like to incorporate into the synthesis of the
controller, K. System dynamics, models of the uncertainty in the system dynamics,
frequency weights to influence the controller synthesis, actuator dynamics, sensor
dynamics and the effects of digital implementation of the control system are all
inciuded in augmented model P. In the block diagram, y is the sensor measurements
that are used by the feedback controller, and u is the inputs generated by the
controller. All the exogenous input to the system is represented by the vector w,
‘ which typically consists of disturbances, sensor noise, reference commands and
fictitious signals that drive frequency weiéhts and models of the uncertainty in the
dynamics of the system. All the variables needed to be controlled are represented by
z. These include the performance variables of interest, tracking errors between
reference signals and plant output and the actuator signals which cannot be arbitrarily

large and fast.



In the controller synthesis, the design of the feedback controller K{(s) aims to fulfill

the following goals:

¢ Nominal closed loop stability

e Rejection of disturbances and/or measurement noise for the nominal closed loop
system (i.e., nominal performance)

¢ Robust closed loop stability

e Robust performance

To fulfill the second goal, the size of the performance variable, z, should be kept small
to drive exogenous signal, w, away from zero. Obviously, this depends on the “size”
of the closed-loop transfer function from w to z, which is a sensitivity function
defined later. Therefore, in this framework, controllers in the “size” of the closed-

loop transfer function T,,,(s) are used, where the “size” of T,,(s) is the H.. norm.

Robust closed loop stability means that the closed loop system is stable under all
possible perturbations to the plant G(s) and is absorbed in the augmented plant P.
Robust performance is used to indicate that the closed loop system is stable and that

the performance requirements are met under all possible perturbations to the plant

G(s).

To access nominal closed loop stability, the theorem of Generalized Nyquist Stability

Criteria I is used.



Theorem 5.3.1 (Generalized Nyquist Stability Criteria I)

If the open loop transfer function matrix G(s) x K(s) has p poles in the right-half s-
plane, then the closed loop system is stable if and only if the characteristic loci of G(s)
x K{(s) encircle the point (-1,0f) p times anti-clockwise, assuming no right-half s-plane

zero-pole cancellations have occurred.

To access nominal performance, consider the general multivariable feedback scheme

shown in Figure 5.3.2:
| d(s)
r(s) e(s) u(s) — m(s)
s 1[ K(s) Hji(s)_ ¥(s)
n(s)
Figure 5.3.2 General Feedback Control Configuration
The figure easily shows that:
Y(&)=A+Gs)K(s))" G)K(s)(r(s)-n(s)) +(1+G(s)K(s))" d(s)
~— —_— ) ;——v—l
To(s) Sa(s)
e (s)=(1+G(s)K(s))" (r(s)-d(s)-n(s))
_Y_'J
So(s)
eols)=r(s)-y(s)=(1+G()K(s))" (v(s)-d(s)+{[ 1 +G(s)K(s)]"' G(s)K(5)}n(s)
\ﬂ__./ — — !
So(s) To(s)
u(S)iK(S)( 1 +G(S)K(Sg)"(r(S)-n(S)-d(S))
My(s)



where Ty(s), So(s) and My(s) are the complementary sensitivity, sensitivity and control
sensitivity functions, respectively. The subscript (s); emphasizes that the sensitivity

functions are all evaluatéd at the plant output.

With these sensitivity functions defined, the nominal performance, robust stability and
robust performance can be accessed and related to the “size” of those functions. Let a
“generic” external disturbance be defined as &5) := r(s) — d(s). The sensitivity Sp(s)
should be small for good disturbance error reduction; the complementary sensitivity
Ty(s) should be small for good sensor noise error reduction; and the control sensitivity
M(s) should be small for disturbance &G, and noise n(s) to affect the control input

u(s) to the least extent.

-

By incorporating the weighting functions onto the scnsiti\}ity functions, the frequency
area of interest may be selected. The weighted sensitivity specification is actually a

typical performance specification for robust control.

sup o( W, (Jo)S, Jo)W,, (j W) = ||sz (j@)s, (oW, (j m)".q <1

where W,,(s) denotes the input weight used to transform the normalized & (s) to the
physical input 8(s) = W,;(s)8'(s) and W,, denotes the output weight used to track off
the relative importance of the individual errors in efs) and to weigh the frequency

range of primary interest.



Therefore, the performance specification is interpreted as follows:
[W,. Go)S, G, )], <1

W,
verp=0 8],

.2 51

= sup ||e'|
8'e Dy #0

o sup \/Ee'(t)’"e’(t)dt <1, where D, = {8(1)|[§,, =\/_|:8(t)"8(t)dr <1

The nominal performance objective is then defined as follows:

Definition 5.3.1:
The nominal performance problem is, given weighting functions W,,(s) and W,:(s), to

design a stabilizing controller X(s) such that the cost function

Ty = W G0)S, GO, G,

is minimized.

To access robust stability, the following two theories are used.

Theorem 5.3.2 (Small Gain Theorem)

Assumed that the interconnection P(s) is stable and that the perturbation Afs} is of
such a form that the perturbed closed loop system is stable if and only if the map of

det((I — P(s) A(s)) as s traverses the D contour does not encircle the origin. Then, the
closed loop system is stable for all perturbations Afs) with o (AGw) <1 if and only if
one of the following four equivalent conditions are satisfied:

det(I - P(j@)AGw) # 0 , Vo, YA(jo) 3 ofA(e)) <1

o p(Po)A(jw)) <1 , VO, VA(w) 3 E( A <1
& o Piw)) <1 , Va
=[Po),, <!



The Small Gain Theorem can be found in [109]. It states that, for an open-loop stable

system, a sufficient condition for closed loop stability is to keep the loop “gain’

measured by p(P(j@)) less than unity. The theorem for Robust Stability is due to

[110], which states that if || P(s)||#~ < 1, then there is no perturbation A(s){ 6 (AGw))
< 1) which makes det(I — P(s)A(s)) encircle the origin as s traverses the Nyquist D
contour. The assumption of the absence of encirclements is necessary and sufficient
to maintain stability. This is the case when all perturbations A(s) are stable or when
the perturbed mode, nominal model G(s) and G(s) have the same number of unstable
poles. Finally, the robust performance objective is derived from nominal performance

objective with nominal sensitivity Sp(s) replaced by perturbed sensitivity Tp(s):

J, = “sz (jw)S, (oW, (j “’)”HW

where 3’; (s) 1s defined as follows:

w6 g 2

N(s)

d’(s) —> ¢'(8)

K(s)
u(s) e(s)

By LFT, the transfer function from d’(s) to e '(s) is:
e'(s)/ d'(s)=F.(P(s).4(s))
=[P22(s)+P21(S)ASHI-P11(8)A(5)) " P12(5)]

=W, (5)S, ()W, (s)



Theorem 5.3.3 (Robust Performance)

Assume that the interconnection P(s) = FyN(s),K(s)) is stable and that the
perturbation A(s) is of such a form that the perturbed closed loop system in Figure
5.3.3 is stable if and only if the map of det(I — P(s) A(s) ) as s traverses the D contour
does not encircle the origin. Then, the system F,(P(s),A(s)) will satisfy the robust
performance criterion ||F.(P(s),A(s)||u~ < I if and only if P(s) is stable for all
perturbations A(s) with E( A(s) ) S I

det(I — P(0)A(jo) % 0 , Yo, VA(w) e o(Afw)) < I
& p( Pliw)AGa)) < 1 , Vo, VA(j®) e o(Afm) < 1
e|pPe), <1

d’'(s) | e'(s)

Figure 3.3.3 Block Diagram Structure for Robust Performance Check

H.. controller is obtained with the following theory.

Theorem 5.3.4

Let P(s} be given by its state-space matrices 4, B, C and D and introduce the notation

A_E B, B,
P=[C 1D, D,
G, :I D, D,



The following assumptions are made:

1. (4,,B,)and (4,B;) are stabilizable

o

. (C1,A) and (C,,A) are detectable

D;’Dy;=Tand DyDy," =1

W

4. D) 1= Dgz =0
Let D, =I1-DpD;y", D, =I1-Dy"Dy
And solve the two Ricatti equations:

4 _BzDuTCl 'Y_ZBIBlT _3232T
_Clrl—j-l:;l—)lzcl "(A_BzD:;C])T

v R,.c[(A—BLDZ,_T c) viec -CJC:}
= BI DIZDI;;BlT - (A "’B1D§|C2 )T

X, = Ric[

From the state feedback matrix Kj, the output injection matrix X, and the matrices Z..,
Bgp and By

K, =(DLC +BlX_)

K, =(BD;+Y.C])

Z =(I-yY.X_)"
B,=Z (B, +yY.C[D,)
B, =YD, BT X_

If X.. > 0 and ¥..> O exist and if the spectral radius p(X..Y.,) < ¥, then the H.. DGKF



Parameterization is given by:

[ A, 1 ZK, B,
p=[ -k, | 0 I
—(C,+B, ) I 0

=PJ11(S) le(s)]
_‘]Zl(s) I (s)

where A4..1s given by
A =A-BK +y’BB/X -Z. K, (C,+B,)
Stabilizing controliers X(s) may now be constructed by connecting J(5) to any stable
transfer function matrix Q¢s) with || Q)| |g-< ¥
K(s)=Fi(J(s).0(s)
=J11(8)+J12() Q) A-Ta2(s) Q) ' T21(5)
The oo-norm of the closed loop system F.(N(s), F.(J(s),0(s))) satisfy

|Fe(N (). Fe(J(5), Q)N | 1o < ¥

The controller obtained for Q¢s) = 0 is known as the central H.. controller.

5.4 H., Controller design using i Framework

The H.. control theory can be characterized as being extremely useful and practical,
because it is a robust control theory which can positively treat uncertainty. The
concepts found in the last section of theHw control theory include robust stability
based on the small gain theorem with H” norm as its scale and sensitivity reductions
in relation to nominal models. The robust stability condition is that a closed loop is
stable even if uncertainty exists, while the nominal performance condition is that the

H” norm from generated signals to the control quantity for nominal models without



variations is limited below a certain value. As a result, the synthesis of the A control
theory is based on these conditions trade off:

T(jo)+S,(jw)=1
= [w, 1|+ w1 <1

However, there are some _limitations in conmnection with the H. control theory.
Probably the most important is that only full complex perturbation structures A(s) €
C™ can be handled in an H., robustness test. Recall the assumption [the perturbation
block used in the last section]:

13Ga) [l = T (AGw)) SIGw), Y 20
This becomes too conservative, since the H~ control theory over estimates errors by

not structuring uncertainty but rather by treating it as the maximum singular value.

By connecting H™ control theory with y framework, the uncertainty A is formulated
into p framework, and a u controller is synthesized that achieves robust stability,
nominal performance and robust performance at the same time. The general
framework for robustness analysis and synthesis of linear systems are illustrated in the

following figure:



we) [5] =)

d'(s) %E—e ')

Analysis K

Synthesis

wis) A z(s) u(s) e(s) w(s) — z(s)

d'(s) —y

i q_N\ >e® u(s) ) ()
(s

In the above figure, the generalized framework is obtained from

R = N T 1.0 I
w.

f 3 6e s(: o |

: >(+) G(s) —%@— We —+> z(s)
uee) K(S) y(s)

Figure 5.4.1 General Framework for Robustness Analysis and Synthesis of Linear
Systems

The uncertainty model is in the form of multiplicative uncertainty in the input signal

to the plant and A belongs to B,.



The robust stability under structured perturbation A(s) € B, is determined by the
following theorem:

Theorem 5.4.1

Let He. performance specification be given on -the transfer function from d’ to e’ -

typically a weighted sensitivity specification — of the form:

|FulP(s). A = sup S (F,(P( jo), Al ja))) <1

Then F,(P(s),A(s)) is stable and [|Fu(P(s),A(5)||=< I, ¥ A(s) € By if and only if

acpisi). <1
where the perturbation set is augmented with'a full complex performance block:
A={diag(AA,) AcA b e C***)
Using i, the test for both robust stability and robust performance is possible in a non-
conservative manner. Indeed, if the uncertainty is modeled exactly by Afs), then the u
condition for robust performance is necessary and sufficient. However, since u

cannot be calculated directly, the upper bound problem is considered instead. For

complex perturbation that sets an iterative scheme, D-K iteration is used [D-K].



5.5 p-Formulation of Perturbation Vehicle Design Model

In this section, the vehicle design model in Chapter 3.4 is recalled. And the
perturbation vehicle design model will be developed using the methodology
developed in the last few sections. The state space formulation of the vehicle design

model is shown below.

-j}- ’—Al 0 0 4, 4 A4, y- |—g 0 B,

110 00 1.0 O0fe | {0 -1 0
X:%’:l vooo 0}.”+OOM}+06, (55.1)

6. |4 0 0 4 0 of6,| [0 ofé,] |5,

0, 0 00 0 0 tfe] o o 0

6, |4, 0 0 4 4 A4,6.] [0 0] | B, |

where the expressions of Ay-Ag, B;-B; are listed in Section 3.4.

The transfer functions for & to 8z and § to y are formulated as below,

J=Ay+A4,0,+ 40, +4,8 +gn+BS
0. =Ay+A40, +B,5
B, =A, 9+ 4,0, +A4,0, + 4,0 +B,5

(s —As)y=A,50_+( A4, +A4,5)0, +gn+B3
©  (s'—A4,;5)0, = A;sy+ B,
(s? = Ays~ Ay )8, = A,sy+ 4,50, + B,S

= 0z = -(8s5’ By+(Asgn-A, § By+As 8 B;-B; 8 Ag) sH(-As gM A¢-0 As A7 BotAs
B3 8 As-Ag8BytA, 8By Ap-As B Ag) s-As Agg1-As Ag 8B -8 Az A5
Br+As By 8 AytA| AgSBy) / s{(-s"H(AgtAgtA|) 8 +(As ATrAs-Ag Ag-A,
Ag-Aj AgtAs Ay) s*H(As A7-Ag As Ar-Ap As Ag-A| Ag-Ag AgtAs Ay

AgtA | AsAg) s-As Ag Ay-Ag Ay A7+A | Ay AgtAs A Ag)} and



y = ((-gN-8B1)s™+(-B2 8 Ay+As B 5+3 By Agtgm Ap-A4 B3 +As g M) s™+(B, &
Az AgtAg Ay B3 -As 0B Ap-Ag g Agtgn Ag-B2 6 Ay Ag-A3 B3 8+B; 3 Ag)
5-Ag As gN+A9 8 A By+B3 As S A3-0 A3 Ag By-Ag Ag 8B, )/s{(-
s*H(AstATHAL) S HAs ArtAs-As Ag-Al Ag-A) AgtAs Ag) s™HA3 Ar-Ag Asg
A7-Az As Ap-A| Ag-Ag AgtAs Ay AgtA | Ag Ap) 5-As Ag Ax-Ag A3 A7+A | Ay

AstAs Az Ag)}

B, = -(B3 3™ +(A; B, §+Ag B 8+A781-B3 5 As-B3 5 A () s-As B3 S Ar-Ag g1 Asr
AsdB; A7+6 Ay A7 Bo-A 8 AgBatAs gn AgtAs 3 By AgtA| Bs Ag 8)/(-
s"HAGHAGTA) SHH(As ArtArAs Ag-A) Ag-A1 AgtAs Ag) S +H(Ag Ar-Ag Ag
A7-Az As Ag-A) Ag-Ag AgtAs Ay AgtA | As Ag) 5-As Ag Ar-Ag Az A7HA Ay
AgtAs Az Ag)

0, = ~(s°Ba+(-A By +AsB;-B2Ag)s*H(-AsA By +AsB3As-AgBr+A B, Ag-
AsB1Ag)s-AsAgB-A3A;BHAB3 A A AgBy)/s/(-
s H(As+ActA S HAATTASAsAg-A 1 Ag-A 1 AgtAsAg)s HAAT-AsAsA -
A2A5A0-A 1 Ag-AgAgtAsAsAgTAIAAr)S-AsAgA,-
AsAsATHA AgAstAsAIAg)S-(-AsAsg-AsgAostgAss’)/s/(-
s HAstATA S HAIATHAG-AsAa-A1As- Al AgtAsAr)s HA3A - AsAsA -
A2A5A0-A1Ag-AgActAsALAgTA 1 AsA()S-AsAgA,-

AgA3ATTA AgAgTAsA3Ag)N and



y = (-Bis™+(-BoA,+B) Ag-A;By+AgB ) HAsA4B1-AgB  AgtBoA,Ap-BrAsAs-
A3B3+B1Ag)stAoABrtB3AsA3-A3AsB,-AgAsB /(-
S H(AGHAGTA)S HAIATHAG-AsAG-A Ag-A 1 AgtAsAg)s HAsA7-AsAdA -
ArAsAQ-ArAg-AgAcTAsAsAgTA | AgAg)s-AsAgA,-
ASAIATHA AsAstAsA3AS)/sEH-5gH(Asg+gA0)s +H(2As-AsgAo)s-
AgAsR)/(-s"HAGHAGHA )5 HAA T+ As-AsAr-A As-
A1AstAsAL)S HA3AT-AsA A -ArAsAg-A 1 Ag-AsAstAsAsAstA  AsAg)s-

AsAgAr-AsAlATTA I AgAgtAsA3Ag)/ST)

0, = -((A7B;+A3B2-B3A4-B3A )s-AsB3Az-AgB A7 +AA-B,-
A\AgBy+B3s™+AsB  AgtA BAg) (-5 HAG+AGHA S +HAsA 7+ Ag-AsAg-
A1AsA 1 AgtAsAL)S HAZAT-AsAsAT-ArAsAg-A  As-
AgAstAsALAGTA | AsAg)S-AsAsAr-AsA3ATHA | AgAstAsA3A5)S(-
AsgAT+ASETAsEAG)/ (-s HAsTAGTA S H(AsATHAY- AsAg-A Ay
A1AGHASAL)S H(A3AT AsAiATArAsA)-A 1 Ag-AgAgt AsAsAgtA  AsAo)s-

AsAgAr-AsAzATtA | AgAstAsAsAg



0, = -(Zi5™+Zy5™+ Zss+P))8 [ { s(s"+Zus 2552+ Zgs+Z5) }

+ QN / {s(-s*Zus+ Zss™+ 25+ Z5)
y = (Y182 +Y25%Y35+Y )8 / { s(-s*+Zas>+Zss™+ Zgs+2Z7) )
+ Qi /{ s(-sMZs™Zss™ Zgs+Z) )
0, = -(R15+R2)8 / (-s*+Zys™+Zss™+ Zgs+Z7)
+Qm/ (-s4+z4s3+zss2% Zgs+27)
where Z; and Y; are the corresponding coefficients and Q; is the corresponding

expression.

Therefore the transfer functions from control input & to variables 6, , y, 6, and

disturbance m to variables 0, , y, 6, are listed below.

G _8. _ ~(Z,s’ +Z,s’+Z,5+P)
P8 S(—s"+Z, SIS +Zs+Z, )
6. =2 Y5’ +Y, s’ +Y,s+ P,
B8 s(—s' 42,425 +Zs+Z,)
G. =7 - Ris’+R,s+R,
P8 s 42+ 2SI s+ 2,
=i= Q1132+Q123+Q|3
i s(—s4+Z4sg+Zss2+Zﬁs+Z.,)
G =2 = 055" + 05" + 05 + 0y,
A s(-s*+Z,5’ +Z ' +Z s+ 2Z,)
8, Qs +Q
G, =-—*= 31 32

N -s*'+Z,s+Zs'+Zs5+2,



Note that A,, Ay, As, As, A7 and Ag in Equation 5.5.1 are all obtained by linearization
of the tire model in complex vehicle model developed in Section 3.3.

A, and A,, As and Ag, A7 and Ag are obtained from D, D,, D, respectively, where

i‘ (Li+L,+L,+L,)

r

D, =-

D, =Ii(a(L. +L,)=b(L, +1,))

z

D,:Z—h(L,+'L2+L3+L,)'
I .1 I 1.1 1 1,
D, ==2C, ~E8+-5(2C, —+2C. — )y +-5(2aC. ——2bC. 418
IR O, G A AR (26, NG, TR,

1. 1 1 1. 1 1 1,
and D, =2aC; -8 ~—(2aC, 7~ 2bC, S)i-—-(2a'C, E-szc, P

z

- mh . mh 1 1 mh 1 | B
=2C, —8-——(2C, —+2C. — )y —22(2aC. — —2bC —
D, CfA 5 A,( C,—+2C, =)y Ar( aC, bC —)8,

r

From Section 3.3, the maximum error obtained in L, and L, is 123.95% and the
maximum error obtained in L; and L, is 83.56%. For simplification, we assume that
60% of maximum error in D, is equally distributed in A;, A, and B, and the same
assumption is also applied to D, and D;. The percentage of 60 in maximum error of

D; is chosen since only the moderately hostile conditions are considered in simulation

throughout the study.

Both D, and Ds involve the summation of four lateral forces, L; , therefore, 60% of
maximum error in D; and D; becomes 223.11%. However, D, involves the
subtraction between front lateral forces, L, ; and rear lateral forces, Ls 4, therefore, the
maximum error occurred would be expected to be relatively small when compare to
D, and D;. 60% of maximum error in D, is 96.936. This value is obtained with the
assumption that the errors in the front lateral forces and the rear lateral forces are 50%

interdependent.



Now the errors in A;, Az, A7, Ag, By, B; are all 73.8% and the errors in As, Ag and B,

is 32.31%. The errors occurs in Z;-Z7,Y,-Y3, Ri-R,, P)-P; , Qj are listed in the table

5.5.1
Table 5.5.1 Possible Errors Encountered in Zs, Ys, Rs, Ps, Os
Parameiers.] B et B e R
7, B, ' 19.2480
Z; -AB+A;sB-B.A4, 138.7098
Zs ~A4A1BytAsBiA ~ 4B+ A \BoA-AsB A4, 2212
Zs AgtAgtA, -9.7494
Zs AAFArAcAr A As-A At AGA, -133.4799
Zs A3A7-AeA ArArAsAgA A AgAstAsd Agt A Agdy -594.7297
Z7 -AsAoAy-Asd s ArtA  doAst Asd; Ay -790.3460
Y -B, -27.1526
Y, -B,A;+B A, A, Bs+AB, 169.3659
Y, A4 By-AB 4,+B,A4,-BoA Ag-A,B+B 4, -1546.4
P, -AsdyBi-4;A:By+AsBi45+A 14,B, , 5803
P, | AsA:BrtB3AA-4;A3B,-A,A4B, 29044
R, -B, 4.6340
R; {A:B+AsB-B;A4-B3A)) 11.9326
R; AsB3A+AB Ar-AA;B A | AgBy-AsB Ag-A, B3 Ag 179.4303
Qi -Asg -0.1201
Q2 AsAog -0.5069
Q13 AsAog -12.3087
0y -g -9.81
Qx AsgtAsg -66.5309
Q23 Asg-Asdog 11116
Qa4 -Acd o2 22574.5
O Az 49683 73.8
Qs AsArg-AsAsg -12.7197 0

By using Lemma 5.4, the perturbation model of those subsystems Gj; are written as
followings.

Z\{1+p,d, ' +Z,5° +Z3S:i'lol

Gry =

? $*=Z{1-p.8,, It =280~ 25 = Zys
G _Yi{l+py15yl}ss_Y2SZ_YI1S_P2

F . =

o $*=Zyf1-p 8, Js' 25 —Z, s 7,5
Gr, = —R{1+p,8, }Sz_st_Ra

s ~Z,{1-p_d., Is° —Zss2 -Z;s—-Z,




Gr. = 'Qn{l"‘Pguaqu}Sz"Qus"Qn
"8 —Zf1-p,,8, )" 25’ - 2,57 - Z,5)

Gr = _Q21S3 _Q22{1+pq228q22 Js? —0ns -0,
N s =Zf1-p 08} -2 -Z,5"-2Z,5)

Gr = -Q3l{1+pq315q31}s_Q32
NS - Z1-p, B ) -2 - Zs5- 2,

Z{1+p, 8, )5’ +Z,s* +Zs+P

For perturbation model Gr,5, Gr.. =
P - 55_24{1_‘):482] }54_2553—2632—275

2, =0, ,i(s)w,+0O,_ i(s)u

] ) , where
y=0, i(s)w,+0  i(s)u
[ Z4pz454 Z4pz4s4
Oh=|s'-2,5' -2 -2 -Z,s -2, -2 -2 -Z,s
i 0 0
Zp.s'
0. = -2 -2, -2, 2,5
N Zp.s
| ZS+Z,s+Zs+ P
. = [ 2+ Z,s'+Zs5+P Zs +Z,s'+Zs+P
! _ss -Zs'-25°-25"-Z5 §$'-Z,5'-25-2;5°-2Z,s
Zs*+Z,s’+Z;s+P,
@22

= 4 3 2
§’ =25 -Z5° —Z 5"~ Z,s

The perturbation model of Gr,; are shown below:

P 6:4

" 8:1

Z4Dz4s4 Zapy 4:4
55-2434—2553-2552—215 35—2434—2553—2632—271

4
Z4pz45
5 4 3 2 ‘-

$ =25 —Zgs"—Zgs“~Z7s

lezl-5'3 f—————
le3 +Zzsz +Z35+A
bz TGS K S S S AU S S Sl [~ &
Z15" +Z33" +Z35+ A Zis”+Z3s" + 25+ A Zis~ +Z3s " +Z3s+H
< 5 4, 3 2 5 o 4 5 3 , 2 5 4_, 3 o 2 ¢+——————
8T —Zas —Z55” ~ZgsT L35 § =245 —Zgs” -ZgsT-Z7s $ —Zgs —Zs5" —-Zgs“ -Z7s

o
o
R S Y S




6. COMPLEX VEHICLE MODEL AND DESIGN VEHICLE

MODEL

6.1 Open Loop Simulation

In this section, the differences between complex vehicle model and design vehicle
model are investigated. Firstly, the open loop simulations are performed to confirm
that the responses of the complex and the design models remain close to each other
under typical operating conditions. Three types of input signals are used in the
simulations: sinusoidal, trapezoidal and lane change reference. For the steering
commands shown in Figure 6.1, the simulated responses by complex and design

model are as shown in Figure 6.2.
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Figure 6.1 Steering Commands in Open Loop Simulations
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Figure 6.2 Responses of Vehicle in Open Loop Simulations
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Responses of the complex model and those of the design model remain close to each

other, therefore the design model is a good approximation of the complex model for

those typical inputs.

based on the closed-loop simulation with the complex model.

However, the final justification of the control system will be

Two additional types of input signals are used in the simulations: high frequency

sinusoidal, ramp. For the steering commands shown in Figure 6.3, the simulated

responses by the complex and design models are as shown in Figure 6.4.
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Fioure 6.3 Steering Commands in Open Loop Simulation, Ramp and Sin(0.5Hz)
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Figure 6.4 Responses of Vehicle in Open Loop Simulation, Ramp and Sin(0.5Hz)

Responses of the complex model and those of the design model do not remain close to
each other in this case. Therefore, the design model is no longer a good
approximation of the complex model for those inputs with relatively higher
frequency. Therefore, some nonlinearities in the complex model should be included
in the design model, which is called the perturbation design model. With the
perturbation design model, robust control system can be developed. The responses of
vehicle running on a slanted road surface in open loop simulation are shown in

Appendix G.



6.2 Detail Comparison of Complex and Design Vehicle Model

In this section, the discrepancies between the complex and design vehicle model are
investigated by way of lateral forces acting on each tire of the vehicle. In Section 3.1,
we understood that the main source of the vehicle’s nonlinear property is due to the
nonlinearities in the vehicle tire model. Tire reduction factor F(S) draws the function
of lateral forces, which is dependent on side slip angles, away from having a linear
property. If F(S) <1, the linear functions L; = Cio; are no longer a good
approximation to the lateral force. The more the value of F(S) moves away from
unity, the more the vehicle tire model has the nonlinear property which, in turn,

causes the nonlinear property of the vehicle model.

Figures 6.5 — 6.7 show the distribution of the lateral force in the open loop simulation
with sinusoidal input. Figures 6.8 — 6.10 show the distribution of the lateral force in

the open loop simulation with high frequency sinusoidal input.
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Figure 6.5 Responses of Rear Lateral Forces in Open Loop
Simulation with Sinusoidal Input of Steering Angle (0.6rad - 0.5Hz)
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By comparing Figure 6.7 and Figure 6.9, the peaks of F(S) are about 0.625 and 0.78,
respectively. In addition, the area between F(S) = | and the curve of F(S) in Figure
6.7 is much larger than that in Figure 6.9. Actually, the dynamics of the vehicle in
which F(S) is under unity are highly nonlinear, which is the reason why the design
vehicle does not come close to the complex vehicle model. Those responses of
reduction factors, rear and front lateral forces in open loop simulations with other

types of inputs are shown in Appendix H.

6.3 Effect of Lateral Forces on Vehicle Dynamics

In Section 5.5, a perturbation design model is developed. By changing the value in
perturbation block matrix, the bode plots of the following transfer functions: steering
command to lateral velocity, steering command to yaw rate, vehicle bank angle to

lateral velocity, and vehicle bank angle to yaw rate can be obtained. Figure 6.11

/2 Pao Yue-Kong Library
N/ PolyU » Hong Kong



devotes to the bode plots of those transfer functions with 50% perturbation in their
denominators and up to 80% perturbation in their numerators. A full set of bode plots
which show four transfer functions: steering command to lateral velocity, steering
command to yaw rate, vehicle bank angle to lateral velocity, and vehicle bank angle to
yaw rate, with perturbation in denominators up to 50% and perturbation in numerators

up to 80%, are shown in Appendix L.
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Figure 6.11 Bode Diagrams of the Vehicle System with the Input of Steering
Command and Vehicle Bank Angle and Output of Lateral Velocity and Yaw

Rate, under Perturbation in System Parameters




Form Figure 6.11, the vehicle system is shown as minimum phase system, which means that
there are neither poles nor zeros in the right half s plane. Moreover, the vehicle bank angle
has much effect on the vehicle dynamics around w=1. This shows that the effect of the
steering command and the vehicle bank angle on the vehicle system cannot be decoupled.
However, acceptable tracking of both steering command and the vehicle bank angle are

obtained in this simulation.



7. CONTROL IMPLEMENTATION AND ANALYSIS

7.1 Vehicle Model and Control Objectives

The vehicle model is based on the model devéloped in Section 3.4. The controller
design will consider the lateral-directional dynamics only, which is taken to be
uncoupled from the longitudinal dynamics. Linearized models for a collection of
running conditions on a flat .road can be found in [88]. With some modifications, the

vehicle design models are developed for a 3-D road surface:

[-jj— FAl 0 0 A, A A, }"“ Fg 0] rqu
e,] o 00 1 0o olfe] [0 -1 0
x=gz,=1voooo?:,+oor'q]+oa
6, |4 0 0 A& o0 o6,/ o ofs,| |5
6| |0 00 0 0 16,0 o 0
6] (4 0 0 4 4 4] o of [B]

where the expressions of Ag., By.3 were found in Section 3.4.

The state vector x'={ y¢, y,8,0,8,] consists of the vehicle basic rigid body

variables. The state vector represents, respectively, the lateral velocity, lateral off-

path heading angle, lateral off-path distance, yaw rate, roll angle and roll rate. The

lateral off-path heading angle (¢, ) is defined as €, =0, -0, and 8, is obtained from
the reference path model in Section 4.3. The desired rate of turning, 4] 4 1s defined as
Gd =Up,,. Since U is kept constant in‘the design, p,, is solely dependent on the
variable ©,. Thus, the tracking control can be achieved by tracking @, in other

words, rejected the disturbance 0, from affecting the system outputs, y,, &.



The control input is the steering angle §. The command input is the desired rate of

turning @,. The variables to be measured are ¥,€,,y,,8,,0,,nand3,. §, is the

measured steering angle feedback.

steering angle, &;
Sensor:
—®| Encoder
Steering N Vehicle system outputs
I System | System
Feedback y Integrator |4 y Sensor:
steering command, & Control g Accelerometer |

E yr

U.8y.X,.Y,

B

J 6, Sensor:
Road DMC
—{  Model
XY Sensor:
< GPS
éz Sensor:
Gyro
ér Sensor:
Gyro
n Sensor:
Clinometer
&

Figure 7.1 Control & Measurement Svstems of Vehicle System




There are two lateral-directional maneuvers to be considered:

Path Tracking: Control the running direction of the vehicle sﬁch that the vehicle is
tracking the path with maximum lateral offset of 20cm and heading
angle error of 0.15rad.

Passenger Comfort: Control the steering angle of the vehicle such that the

maximum roll angle should not exceed 0.15rad.

7.2 Closed-Loop Feedback Structure
A diagram for the closed-loop system, which includes the feedback structure of the

plant and controller, as well as elements associated with the uncertainty models and

performance objectives, is shown in Figure 7.2.

G

[noise: d(6))

[performance: z(6)]
—

' Wema [ Moo

Fioure 7.2 Vehicle Control System with Weighted Performance Matrix

The dashed box represents the modelled “true” vehicle, with transfer function G.
Inside the box is the nominal model of the vehicle dynamics Gy and two elements,
Waa and Ag. These elements reflect the amount of uncertainty in the model. The
transfer function Wy, 1s assumed known, and the transfer function Ag is assumed to

be stable and unknown, except for the norm condition, ||Agll.<1. The performance
7-3



objective is to keep the transfer function from noise (e.g., d(6)), to performance (e.g.,
z(6)) small in the H.. norm sense for all of the possibie uncertainty transfer function
Ac. The weighting function W, is used to reflect the relative importance of various
frequency ranges for the desired performance. The weighting function Wy reflects

the typical desired yaw angle fate, where Mgq is assumed to be an arbitrary signal with

[I76d]2 < 1.

The control objective is to design a stabilized controller K such that for all stable
perturbations Ag(s), with ||Aglj.<1, the perturbed closed-loop system remains stable
and the perturbed weighted sensitivity transfer function, |

S(A; ):=W (I+P(I1+A;W, )K)”', satisfies the incqﬁality IS(AG)||. < 1. These

mathematical objectives exactly fit the structured singular value framework.

7.3 Nominal Models, Uncertainty Models and Perj'armaﬁce Objectives
The vehicle model considered has:

¢ One manipulated variable: steering angle command (5);

® One tracking command input: desired rate of turning (Gd ); and

* Six measured outputs: lateral off-path heading angle( €, ), lateral off-path distance

(¥,), yaw rate (8, ), roll rate (8, ), road banking angle (1}), and steering feedback

angle (&).



A possible set of uncertainties about the vehicle model includes:

1.

Uncertainty in the steering actuator. The electrical signals that command path
tracking are fed to the actual steering system via the electronics and mechanical
gear chain of the actuators. This is not done perfectly in the actual system, unlike
the nominal model.

Uncertainly in the forces and moments generated on the contact points between
the tire surfaces and tht; road surfaces at different front wheel positions. This may
be due to uncertainties in the parameters of the tire model, which vary with the
running conditions.

Uncertainty in the force and moments generated on the vehicle suspension system
produced by the relative movement of the vehicle body on the vehicle base. This
is due to the uncertainty in the various inertial parameters of the vehicle and the
neglected dynamics, such as the coupled roll and pitch dynamics and vehicle

support frame flexibility.

In this design, the above uncertainties in the vehicle are modeled by lumping all of the

effects together into one single uncertainty at the input of the nominal model of the

vehicle rigid body. This nominal model of the vehicle has 6 states—one input and six

outputs, including five state variable feedback and one feedforward input.

The partitioned matrix represents the [A B; C D] state-space data, where [A B; C D]

A B
represents the matrix in the form of [C D:|' In Figure 7.2, the 1 x 1 transfer matrix

W (s) is called the uncertainty weight. These two transfer matrices reflect an entire

set of plants g2, which must be controlled by the robust controller K.



0:={G o (I+8,W,, ): Ag is stable, |Ag] < 1)

All the uncertainties in modeling the vehicle are captured in the normalized, unknown
transfer function Ag. The unknown transfer function Ag(s) is used to reflect the
possible differences between the nominal rnodeerm,m(s) and the actual behavior of the
real vehicle G. The uncertainty weight’s dependence on frequency indicates that the

level of uncertainty in the vehicle’s behavior depends on frequency.

In this design, the uncertainty weight Wy, is of the form Wyy(s) ;= w¢a(s)I; for the
scalar function wae(s). Since the uncertainty weight is diagonal, with equal diagonal
entries, the modeled uncertainty is shown to be in some sense surrounding the

nominal model Gpom. The scalar weight associated with the multiplicative input

. . 1201
uncertainty is chosen as w,, = 2550,

Hence, the set of plants represented by this uncertainty weight is:

0= G 1, + Ag( 5 )T ) - Ag isstable, A <1/
The weighting function is used to normalize the size of the unknown perturbation Ag.
At any frequency , the value of |wg(jo)| can be interpreted as the percentage of

uncertainty in the model at that frequency.



Multiplicative Uncertainty Weighting Function

Frequency (rad/s)

Figure 7.3 Multiplication Uncertainty Weighting Function

The uncertainty weight chosen for this example indicates that at low frequency, there
is potentially a 30% modeling error, and that at a frequency of 794 rad/sec, the
uncertainty in the model is up to 100% and could get larger at higher and higher

frequencies.

7.4 Specifications of Closed-Loop Performance

The performance of the closed-loop system is evaluated using the output sensitivity
transfer function, (I/+GK )”. Good performance is characterized in terms of a
weighted H.. norm on this transfer function. Given a 6 x 6 stable, rational transfer
matrix W,, the system achieves nominal performance if [|W,(I+GK J||» < 1. Asin

the uncertainty modeling, the weighting function W, is used to define performance as



whether a particular norm is less than 1. The 6 x 6 weighting matrices in the

interconnection involve the scalar functions and identity matrices of dimension 6; that

is, Wp = [Wpp..owpnl*l,, thus Wp = diaglwp, wp ... wpsl, Where
= — 02s+3) . _ 2s+2.5)
Wo S Wi, = 500 and Wy =Wy, =01 -
2
10
——  desired steering command
— o
—_—
1
10
0
10

10

2

10

10° 10? 10" 10° 10' 10 10
Frequency (rad/s)

Figure 7.4 Inverse of Performance Weighting Function (Partially)

In the design, a weight of the form diag[wy Wy ...Wps Wpn] is chosen.  For

W,(I+GK) || < 1, to be achieved, since W, is a scalar, the maximum

performance,

singular value plot of the sensitivity transfer function, (I+GK)", must lie below the
plot of the reciprocal of |W,| at every frequency—that is, if ||W,(I+GK J'||~ < 1, then

at all frequencies, G [(I+GK)" (jo)] < |I/wy(j).

This sensitivity weight indicates that at low frequencies, the closed-loop should reject
disturbances at the output €, y, by a factor of 20-to-1 and 50-to-1 respectively; that

7=3



is, steady-state tracking errors in both measured variables €, y,, due to reference
step-inputs in either channel, should be on the order of 0.05 and 0.02 or smaller,
respectively. This performance requirement becomes less and less stringent at higher
frequencies. The closed-loop system should perform better than open-loop for
frequencies up to 1.73rad/sec. For higher frequencies, the closed-loop performance

should degrade gradually, always below the reciprocal of the weight, W),

To be able to have independent tracking of lateral displacement and heading angle is
the engineering reason for a performance specification like this. This allows the
vehicle to be pointed in lateral displacement independently from the heading
direction. It is expected that this is difficult to achieve, given that it is easier for the
vehicle to simultaneously approach the tracking path and head to the direction of the

desired path.

7.4.1 Building the Open-Loop Interconnection

An open-loop interconnection is constructed for the vehicle model in order to provide
correct information about the interconnection in the MATLAB workspace. With the
open-loop interconnection, the H.. controller can be designed in the coming Sections.

Below is the 10-input, 13-output system matrix, called Velmed_ic

e —] p
2(6) < Veimod_ic ¢ d(6)
¥(6) g——| u(3)

Figure 7.5 Input/Output Variables of Velmod ic




which has the internal structure shown in Figure 7.6.

Weight:e
T Pertin: p dist: d(6)
W Qutput: y(6)
T z > Velmod z W ey Performance: z(6)
Mg, Wonu > .Bd
Control: u(3) bank angle: iy

Figure 7.6 Velmod_ic Open-loop Interconnection Structure

7.5 H..Design on the Open-Loop Interconnection

In this section, the first step of the D-K iteration is performed. The D-K iteration is an
H.. suboptimal control design for Velmod_ic, the open-loop interconnection designed
in the last section. In the design, the open-loop interconnection has six measurements
and three inputs. Figure 7.7 shows the closed-loop Linear Fractional Transformation

of Velmod_ic.

e g— D
) Gmod
2(6) F-=---- ----Vehned;!c----‘i------: d(6)
i

| P G Kmod

2(6) ——— [TREK T *— d(6)

Figure 7.7 Closed-loop Linear Fractional Transformation of Velmod ic
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The algorithm will search for the optimal achievable closed loop norm to an absolute
tolerance of 0.06, between lower and upper limits of 0.8 and 6.0, respectively. The

resulting controller is labeled as Kin,q, and the resulting closed loop system is labeled

as G"wd.

Before performing synthesis and analysis on the vehicle control system, the H..
control system is first designed for the unperturbed vehicle model, Velnom_ic. The

unperturbed vehicle system is shown in Figure 7.7.

2(6) 4—— '. n
Velnom_ic l— éd
¥(6) 4—] | —— 5

Figure 7.8 Input/Output Variables of Nominal Vehicle System, Velnom_ic

Recalled the system dynamics equations:

X =AX +Bw+B,u
Z=CX + D, w+ D,u ,where w=[.n]andu=6.
d

L

The vehicle system is scaled with the scaling matrices S, S; and S;. In this way, the
size of each input variable can contribute equaily to the system, and the size of each

output variable reflects its relative importance in performance analysis.
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X{S,}=AX(S,}+B,S,w+B,S,u
Z=CS$,X+D,S,w+D,S;u , where w=[.n]andu=8
d

I 0
Y= X+| lu

0 I
Si = diag[wp, Wpz, ..., Wps, where wpy and w3 is shown in the previous section.

S, = diag[0.15, 0.35]

S3=04189

The closed-loop interconnection with H.. controller is shown below:

z(6) 4—-—?—— ' n
' Velnom_ic l¢ ' 64
! — 5
> K, 5
: :Gnom

Figure 7.9 Closed-Loop Interconnection of Vehicle System, Gyon
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Singular Value Plot of Vehicle Close-loop System

Oftpath heading detfection
Oftpath |ateral distance

Frequency (radss)

Figure 7.10 Singular Value Plot of G
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Now, the nominal performance is evaluated. The frequency response of Gp,m and its
norm is plotted below:

Nominal Performance
1 " r -

09} N

0.8

T
o

07+t \ ]
06t \ -
05+t \
04t
03}
02t
01t _
Mg

10 10 10’ 10° 10 10
Frequency (rad/s)

Figure 7.11 Nominal Performance of Gom

From Figure 7.11, the controlled system achieves nominal performance. This
conclusion follows from the singular value plot of the nominal weighed output

sensitivity function, which has a peak value of 0.967.

7.5.1 Time Simulation Model on Complex Vehicle System

In the simulation, it is assumed that all the values of 84, U, m, I,, Cy, C;, K, and B;, are
available, and all the output variables are available to be measured and used by the H..
controller. The measurement rates are assumed to be sufficiently large to be used as

the analog input to the controller. The vehicle speeds have been fixed to 18.3m/s
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throughout the study. The curve parameters are shown in Table 7.1. Zero initial
conditions have been set in the simulations. To evaluate the effect of the road
banking angle on the control system, simulations with road bank angle as a sin
function with magnitude of 0, 0.05, 0.1 and 0.15rad are presented for comparison.
The period of these sin functions is obtained from Section 4.2, according to the

parameters of the desired trajectories shown below:

Table 7.1 Parameters of the Desired Trajectories

0.05 0 0.1/0.00546 10
0.1 0 0.1/0.00546 10
0.15 0 0.1/0.00546 10

0 0 0.2/0.01929 10
0.05 0 0.2/0.01929 10
0.1 0 0.2/0.01929 10
0.15 0 0.2/0.01929 10
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Figure 7.12 The Desired Trajectory with Center at {0, -1/p]

The simulated complex model has 14 states, containing the additional state variables
and output variables. Some particularly important variables are lateral displacement
Y and yaw angle 6,. In addition, the lateral off-path heading deflection and the lateral
off-path distance are obtained from the reference path model developed in Section
4.3. Figure 7.13 shows the closed-loop simulation model with the controller and

reference path models.

i

= —n
Reference 4_X‘Y_ Velcomplex g | ¢
Path Model y(4) %
+— 3
—>
X.Y,n] K
P

Figure 7.13 Closed-Loop Simulation of Complex Vehicle Model
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Figures 7.15 and 7.16 show the simulation results of the vehicle trajectory as well as
the desired trajectory, without any vehicle modeling uncertainty and measurement

noises and with the desired turning rate of 0.1rad/sec and 0.2rad/sec, respectively.

z-meter

ast
0

= —

s —3

e prpjection of-desired tréfectory. A

_20 i -

* -
s ezt
h

L -
. et

“hufizontal surface h

.....
ann

y-meter 0 x-meter

Fioure 7.14 Projection of Vehicle Trajectory at Desired Yaw Rate is 0.1 rad/sec

Figure 7.14 shows the 3-D road profile, as well as the desired trajectory, on the
horizontal level and its projection on the road surface. The steering is limited to the
physical constraints of maximum steering angle 0.5 rad. The nonlinear effect of that
saturated control signal on the control system would not be considered in this study.
Figures 7.17 and 7.18 show the areas marked in Figures 7.15 and 7.16, respectively.
They are presented in order to get a close look at the marked areas. Figures 7.19 to
7.22 show the lateral off-path heading deflection and lateral off-path deflection for

each simulation.

713
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Figure 7.16 Vehicle Trajectory at Desired Yaw Rate of 0.2 rad/sec
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Figure 7.17 Close Look at Vehicle Trajectory at Desired Yaw Rate of 0.1 rad/sec
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Figure 7.18 Close Look at Vehicle Trajectory at Desired Yaw Rate of 0.2 rad/sec
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Figure 7.19 €, for bank angles: 0, 0.05,
0.1, 0.15 at desired yaw rate of 0.1

rad/sec
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Figure 7.21 v, for bank angles: 0, 0.05,

0.1, 0.15 at desired yaw rate of 0.1
rad/sec
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Figure 7.20 €, for bank angles: 0, 0.05,
0.1, 0.15 at desired yaw rate of 0.2
rad/sec

Figure 7.22 vy, for bank angles: 0, 0.03,

0.1, 0.15 at desired yaw rate of 0.2
rad/sec

In Figure 7.21, the y, of the other three lines do not fall below the red line; however,

the y, of those in Figure 7.22 do. This is because the lateral motion of the vehicle is

dependent on the vehicle’s static weight and the vehicle’s lateral dynamics. When the

turning rate of the vehicle is not significant, as in Figure 7.21, the effect of the static

weight on the turning motion of a vehicle becomes dominant; however, the effect of

the turning rate on the turning motion of a vehicle becomes dominant if the turning

rate is sufficiently large, as in Figure 7.22.



7.5.2 Simulation on Complex Vehicle Model (Including Sensor Noise and Steering
Mechanism)

Recall the Vehicle model, Velnom_ic, in Section 7.5 where the steering mechanism is
considered and the sensor noise is incorporated into the measured variables. In the
simulation, the Gaussian noise is assumed. The combined effect of this noise in the
measured output, as well as the steering mechanism on the vehicle control system, is
investigated. The curve parameters are shown in Table 7.1. Zero state initial
conditions have been set in the simulations. To evaluate the effectiveness of H..
designed by rejecting the measurement noise (i.e., the sensitivity transfer function of
the vehicle control system), the Gaussian noise on y, and 8y with magnitude of 0.02
and 0.005, respectively, are presented. The parameters used in this simulation are
shown in Table 7.2.

Table 7.2 Parameters of the Simulation on Complex Vehicle Model (Including Sensor

Noise and Steering Mechanism)

Road Bank Angle Xswar(m) | dByrad/sec)/p( m’ ) Noise Duration(sec)
Sin Function with Magnitude
Magnitude(rad) v,/ 64
0.05 0 0.1/0.00546 0.02 /0.005 10

Figure 7.23 Gaussian noise on &, Figure 7.24 Gaussian noise on y,
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Figure 7.27 Controller Output

From Figures 7.25 and 7.26, they show that the effectiveness of H.. in rejecting the
measurement noise is high especially in transient response of the system. Even in the
steady-state response, the measurement noise and the non-linear effect in the steering

mechanism do not bring the system to unstable conditions.



7.5.3 Simulation on Complex Vehicle Model (Including Sensor Noise, Steering
Mechanism and Modeling Uncertainty)
In order to capture the model uncertainty, two perturbed models are considered in this
Section. The multiplicative uncertainty model is first used in the simulation.
Perturbed model, Velmod ic, has already been shown in Section 7.5. The uncertainty
model is then captured into a block matrix, and the H.. is synthesized using .
Theorem 5.4 developed in. section 5.2.4.5 is handy in the conversion of the physical
model uncertainty into a block matrix. The simulation parameters are listed in Table
7.3. Two uncertainty models will be compared in such a way that variances around
the nominal values are used in the vehicle system parameters. Figures 7.28 —7.30 are
devoted to the vehicle simulation where the H.., named K, are developed using u
on the multiplicative perturbation design model. Figures 7.31 — 7.33 are devoted to
the vehicle simulation where the H., named K,;, are developed using u on the u-

formulated perturbation design model.

Table 7.3 Parameters of the Simulation

’Dﬁr"?ripn(sec)
- Magnisideipad m/ L. L
0.1 0 0.1/0.00564 10/5/10 10
0.1 0 0.1/0.00564 -10/-5/-10 10
0.1 0 0.1/0.00564 16/0/-10 10
0.1 0 0.1/0.00564 -10/0/10 10
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7.5.4 Simulation on Complex Vehicle Model on 3-D Road Profile

In this section, the vehicle is simulated on two 3-D road profiles in a city. Two
profiles of the road are developed here and illustrated in Figures 7.34 — 7.35. The
vehicle is running across the city, where the road are undulating. The total simulation

time is 90 sec. The initial conditions are all zero, except y(0), where y(0) =-0.1m.

Z-meler

Y-meler i

Figure 7.34 3-D lllustration of Road Profile 1
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Y-meier o i

Figure 7.35 3-D Hllustration of Road Profile 2

To simulate the vehicle system on these two profiles, the road should be divided into
many different landscapes (Figure 4.2.1). Each landscape is a flat slanted surface. By
combining all these landscapes, a smooth path along the road profile can be described
in the simulations. Figures 7.36 — 7.37 show all the landscapes on the road surfaces.
The arrows are pointed to the deepest angle direction on the landscapes. All the
parameters about each landscape are described in Tables 7.4 and 7.5. There are two
parameters to describe each landscape—road bank angle (deepest angle), 7,, and

starting angle, which is made with the rest-most direction (discussed in Chapter 4),

Stpos.
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Table 7.4 Parameters of Landscape, LS, on Road Profile |

I

2

3

4

5

6

7

8

9

10 .

1] 0.10 218 76 135
12 0.12 76 -123 188
13 0.10 -123 0 -85

1

2

3

4

5

7]

7

8

9

10 .

1] 0.07 -100 -97 -15
12 0.09 -97 0 -2

" The following table show the trajectory parameters in the simulations and Figure 7.38

shows the trajectory.



Table 7.6 Trajectory Parameters of the Simulation

0 0 0/0 5.00

1 91.683 0.2/0.01929 turn left for 43 deg 394

2 156.383 0/0 go straight ot 45deg with x, 3.00

3 195.333 0.1/0.00564 turn right for 180 deg 31.40
4 454.134 0/0 go siraight at 45deg with x. 2

5 428.124 0.2/0.01929 turn right for 45 deg 3.92

6 363.424 0/0 o sraighi foward x. 19.86
7 0 0.15/0.0080% furn ”fzf; rﬁ‘;ﬁ; f"f" to 20.88

195.333,

[[’; 3247334,
£3.651
122931
180° 0,
122,931 454,134,
-193.082
l 219.0613
0, 363.429,
245,861 ~245.861

Figure 7.38 Desired Trajectory

Figures 7.39 — 7.41 show the simulation of vehicle on a flat road surface. Figures
7.42 — 7.44 show the simulation of a vehicle on road profile 1. Figures 7.45 — 7.47

show the simulation of a vehicle on road profile 2.
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Figures 7.39 and 7.41 show that the simulation of a vehicle running on a road surface
with changing geometry is possible by joining all the landscapes together. Besides,
the control system shows a good performance in tracking the desired trajectory where
y, is less than 10 cm in most of the simulation time in both simulations and the
maximum value of the y, is less than 23cm. The results obtained in these two

simulations are closely match to the control objectives regarding the path tracking.



8. CONCLUSIONS, RECOMMENDATION OF FURTHER STUDIES AND

CONTRIBUTION OF THE STUDY

8.1 Conclusions

In this section, all the findings in the study are concluded, including control system,
vehicle model, navigation scheme and system analysis. In this study, H.. control
method and y-synthesis methodology are used. A methodology to construct a

structured block in p-formulation from uncertainty system parameters and unmodeled
dynamics is developed. The vehicle model is reconstructed from the model found in
[88] to include pitch dynamics, vehicle bank angle and vehicle inclination angle.
With these three additional system parameters, the vehicle model can be used in the
controller design on a 3-dimensional road surface. In addition, the navigation scheme
is outlined. Since all the works in this study are done in the simulations, the
interconnection between the road surface and the vehicle model becomes more
important. On every road surface, the vehicle is assumed to be on a rectangular
landscape, which can be on a horizontal plane or a slanted plane surface. By joining
all the landscapes together on a road profile, a ‘piece-wise’ smooth path can be
described. Besides, the vehicle model is investigated in great detail in frequency
domain. The effects of road bank angle on both lateral velocity and yaw angle rate
are explored. The result shows that the effect of road bank angle on the dynamics of

lateral velocity is greater than that on the dynamics of yaw angle rate.

8.1.1 Control System

The parameter variations, external disturbances and the unmodeled dynamics are

considered in this study. Three H.. controllers, K., Knos and Ky, are constructed,
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where K,,,4 and Ky are built using g-synthesis. By using K., results are obtained to
analyze nominal performance, nominal stability, robust performance and robust
stability. It shows that the H.. controller, K,,,, is an effective robust controller on
vehicle control, ensuring both robust pcrfonhance and robust stability. Two
structured perturbations of vehicle model, controllers K,,,; and Ky, are compared.
The controllers are structured block p-formulations expressed from multiplicative
input uncertainty and from system parameters uncertainty respectively. The results
demonstrate that K, have better performance, when compare with Ky, in vehicle
control on an undulating road surface, where the vehicle simulation model is

subjected to parameters variations, external disturbances and unmodelled dynamics.

With Lemma 5.4, general u-formulation for plant perturbation in parameters is
outlined. The system parameter uncertainty can be directly fed into the u-formulated

structured block, which, in turn, can construct a highly robust H.. controller using .
It appears that the structured block formulated by using the methodology developed in
this study gives much more physical insight to control engineers, since all the
uncertainties in the system parameters are considered separately or together in a
structured block rather than making some conservative assumptions of full complex

block or full real block on the structure of the perturbation block.

8.1.2 Vehicle Model

The vehicle model is developed in this study. The model is constructed based on
[88]. The vehicle model developed is ready for vehicle control system on a 3-
dimensional road surface. This is possible since the model includes pitch dynamics,
vehicle bank angle and vehicle inclination angle. For the analysis of the effect of road
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parameters, say road slanted angles, on vehicle dynamics, the 3-dimensional vehicle
model built in this study is the only model available in this area. Although the model
is developed based on some assumptions, which make the model development easier,
it is accurate enough to demonstrate the importance of involving those road
parameters in the design of the vehicle control system. Verifications of vehicle model
are also done by comparing this model with that found in [90). Five types of inputs
are used in the verification of the design model. They are sinusoidal, trapezoidal, lane
change references, ramp and high frequency sinusoidal input signals. The simulation
results show that, with sinusoidal, trapezoidal and lane change references signals, the
complex model and the design model are close to each other. However, with ramp
and high frequency sinusoidal input signals, the complex model and design models
are no longer close to each other. The fact that the design model is not close to the
complex model under some typical operation conditions, such as ramp and high
frequency sinusoidal input signals, is due to the non-linearity in dynamics of the
complex vehicle model. The simulations in Chapter 6 illustrate that the non-linearity
is due to the nonlinear functions (Section 3.1) in vehicle tire model. The simulations
also show that the effects of the road parameters on the nonlinear functions of the
vehicle tire model are quite significant. The simulations also conclude that the road
parameters cannot be ignored when designing a vehicle control system that is highly

effective and highly robust.

8.1.3 Navigation Scheme

In this study, the navigation scheme on a 3-dimensional road surface is developed.
The scheme is useful in the simulation of a vehicle on a 3-dimensional road surface

where road parameters are being considered together. The road parameters are road



banking angle (deepest angle) and the rest-most direction. Those vehicle parameters
related to the road parameters include vehicle bank angle and vehicle inclination
angle. A set of equations (egs. 4.3 — 4.5) developed in Section 4.2 connects these two
sets of parameters. In Section 4.2, Figure 4.2.1 illustrates the attitude of a vehicle on
a rectangular landscape. A smooth path on a typical road profile can then be
described by joining all the landscapes on a road profile. Two paths on two road
profiles (Road Profiles 1 & 2) have been shown in Section 7.5.4, Figures 7.36 — 7.27.
The methodology of navigation on a 3-dimensional road surface developed in this
study makes the simulation of a vehicle on an undulating road surface possible, where

the road surface can be described in any mathematical functions, say z=f{x, ).

8.1.4 System Analysis

In Section 6.3, the vehicle model is investigated in great detail in the frequency
domain. The result shows that the lateral forces’ effects on the vehicles dynamics are
significant. With a possible set of uncertainties in system parameters, the effects of
vehicle bank angle on lateral velocity are investigated in the frequency domain. This
shows that the vehicle dynamics on lateral velocity are varying to a great extent
within a frequency range [8 — 30Hz], when exploring the different sets of
uncertainties in the system parameters of the vehicle system. The simulations again
show that the lateral tire forces affect the vehicle dynamics to a large extent. The
system can vary from a well-posed to a badly-posed system under perturbations. This
explains why the linear design model cannot approximate the complex model under
some operating conditions. This is also the motivation for control engineers to
develop a set of plants which includes a defined set of possible perturbations on the

plant. Thus, a H.. control system can now be developed using u-synthesis, where the



p-formulated structured block captures the set of possible perturbations. This control

system has been built in this study.

8.2 Recommendation of Further Studies

The vehicle model is developed under the assumption that the pitch dynamics and the
roll dynamics are de-coupled. A more complicated vehicle model can be built by
relaxing this assumption. Then, the results obtained in the simulation will come
closer to those obtained in the real situation. Another assumption that is used when
developing the vehicle model is that the vehicle suspension stretched-spring
equations always hold. This assumption is used, because the 3-dimensional free
vibration problem on four springs system is difficult to be solved. Actually, normal
force-on each tire can be directly obtained by equipping a force sensor on each
suspension. -If those normal forces (c;r-lat_eral forces) are directly measured, the non-
linearity betWeén the normal forces (or lateral forces) and the vehicle system variables

can be greatly reduced.

In describing the path on a 3-dimensional road profile, .several landscapes are joining
together to form a smooth path. In Section 7.5.4, only 13 and 12 landscapes are used
to describe the path on road profiles ! and 2, respectively. A greater number of
landscapes can be used in order to obtain a smoother path on the road surface.
However, the trade off of using a great number of landscapes is a large computational

effort.

In Section 5.2.4.5, general y-formulation for plant perturbation parameters is

developed. With this formulation, the uncertainty in system parameters can be easily
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written into a structured block, 4, and general plant . However, it is not easy to
verify, neither in time domain nor frequency domain, the structured perturbation
model using the complex vehicle model. Since the complex vehicle model is highly
nonlinear, the system parameters are time-varyihg. If verification is necessary, the
system parameters of the complex vehicle model need to be recorded. The variation
in these system parameters should be recalled in the structured perturbation block, and

then the time-domain verification can be done.

The simulation has been done by using only the control system, road model and
vehicle model. When putting the control system into real practical vehicle control
system, some.modifications will need to be made. There are two approaches in
applying the vehicle control system developed in this study to apply in the real
practical vehicle system. The first approach is to record a digital map into the control
system, where the desired path can be outlined on the map. The path stores all the
information about each turn and direction, similar to paths shown in F igures 7.34 and
7.35. The second approach is to equip sensors, such as video or ultrasonic sensors.
These sensors report, in real-time, all the information surrounding the vehicle. When
the vehicle needs to go straight ahead, the desired path can be extrapolated from the
vehicle local position to a designated direction. When the vehicle needs to turn
| around or change lane in order to avoid an object ahead, the desired path of arc(s) can

be calculated from the vehicle local position to a desired angle.

8.3 Contribution of the Study

In this study, the methodology of navigation of a vehicle on a 3-dimensional road

profile is developed. With this methodology, the effect of road parameters on vehicle



dynamics can be investigated in great detail. Also, most of the navigation systems
available in the market, such as GPS and INS, do not have a great accuracy in the z-
direction. The navigation scheme developed in this study does not need the data on z-

direction, which suits any low-cost and effective navigation sensors.

The use (and integration) of different sensors in a vehicle system enhances the
performance of the vehjclé measurement system and vehicle control system (less than
25c¢m in lateral off-path distance and 6deg in off-path heading angle). With the
control methodology developed in this study, the performance of the vehicle
maneuvering is improved, and thé accuracy of the vehicle measurement system is
increased, from maximum error in GPS of 50cm to less than 25¢m in operation in the

simulation.

A Lemma 5.4 is written. With this lemma, plant perturbation parameters can be fed
into the general y-formulation directly. Since system parameters are involved, the
physical meaning of these perturbations can also be encompassed in the structured
block, A With this lemma, both the perturbations in system transfer functions or

system matrices can be directly fed into the y-formulated structured block.

A set of equations (eqgs. 4.3 — 4.5) are developed in Section 4.2, which connect road
parameters and those vehicle parameters related to the road parameters. Using this
sets of equations, the vehicle local sensors are accurate enough to describe the attitude

of the vehicle on any road surface,
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APPENDIX A

According to the free body diagram in system A, it consider the vehicle pitching

dynamics.

Concerning the moment balance equation,

mglsin®, + M, =18, —milcos®, - (A1)

whereM, =-K .0, -8B (:)p ,and R

| Berhleretadaiantd

pitch pitch

Kpitch =kp! +kpr’Bpitch =[3p1 +ﬁpr

Conceming the force balance equations,

R, =m;—22{x+)—c}

=m;—";{x—1smep} --------- (A2)
R,—-mg= —m:‘%f
=-m<{lcosB, } -+ (A3)

Now, we consider the free body diagram in

system B,

Concerning the moment balance equation,

Ryb+ My +m,ga Fipure A.1 Vehicle Free Body Diagram
= F:'hum + Rfa + muhgb ......... (A4) [Pl[Chlng!

where My =Mz, '+ Mg, and Fi=f,+f;

Concerning the force balance equations,



Now, we consider the free body diagram in system B,
Concerning the moment balance equation,

Rb+M, +m ga
=Fh,, +Ra+m,gh--- (A4)

where Mg '=Mpg,'+Mgp;" and Fi=f,+f;

Conceming the force balance equations,

F=Mi+R, -+ (A3)

R, +R,=Mg+R, oo (A.6)

Eliminating the interconnection force and moment force,
From equation(A.2)

R, =—m{5é—-lcosﬁpép+lsin9pép2}
=m{i-10,+10,0 7} ,assumecos, =1&sin6, =8, when @, is smaill
=m{5-18,} ,assume® 8.’ =Owhen® ,issmall --------(A.2a)
mg—R, =ml{—cow€)pé)p2 —sinepép}
=mi{-8,"~0,8, } ,assumecos®,=1&sin®, =8, when 6, is smaill

=( ,assume GPZ,GPQP =0 when 0, is small ---------(A.3a)

Put equation(A.2a) into equation(A.5),

F, -m{ic'—lép}zMi{
Fi=(M+m)k-ml8, (A7)

To obtain the My’, consider the relative rotational motion between the unsprung and

the sprung mass,

My-M,=-18,
=M/ =M~ 18,
= M,'=-mXlcos8, - mglsin®, -------- (A4.8)



With equations(A.4) and equations(A.6), solve R; and R,

{ R,+R, =(M+m)g

bR, —aR, = Fh,, +milcos®, +mglsin®, +m, gb-m, ga

a+h

Ry =—{a(M+m)g+{Fh, +milcos®, +mglsin®, +m,gb-m_ ga}}
R, =-L{b(M+m)g—{Fh, +milcos®,+mglsin®,+m,gb—m,ga}}

By considering system B in Figﬁrc A.1, the force and moment on the 3-dimensional

free body diagram is obtained in system B’ shown in Figure A.2.

However, the individual reaction force on each tire is hard to solve. Therefore, the

following assumptions are made.

Consider the forces on x-y plane,

Induced the force and moment balance equations

RJI = IR'

N —E i
R, =1R,

] i

Assumption A.1 {

also, consider the forces and moment on the x-z plane

R,=3R

Assumption A.2{ 1
R, =7R,

K,8,+B,0,=k8, +B,6, +k,0, +B,8,
K
and £0, =40, =k9,,and

r¥pr

8
_ZP-ep = Blep = ﬁrep

with M,'=M,'"+M, '
M rle '

=>{ R" f R, Assumption 4.3
MRr =?Mﬁ'

SRy +R, =R, +%mubg+%mufg =%(m+mub +muf)g
bR, -aR, ={F h, - M, "+im, gb—im, ga}

ir'eg

Figure A.2 Vehicle Free Body Diagram,

Svstem B’ (Pitching)




R, = a+b HM+m)g-1{F,h cg Mkr""%mubgb_é'mq‘ga}

=
R=-La(M+m)g+-5{F, why — My, '+3m, gb—1m ga}

a+b

_a+”{M+m m, +4 muf}g m,{Fh Mnr'}
Ry=¢{M+m+im, - m;g"}g+a+b{Fh M}

U

= R2=#%{ +-a+_bmltf}g a+b{ lr cg MRr'}
R3=$%{ +a:b Hb}g+a+b{ h— og M.Rr’}
—y 2{a+bm+muf}g a+b{ !r cg } (A 10)
2{mm+mub}g+g+b{ﬁrhcg_ }
Similarity,

R=j{ym+m,jg - {Fh, "Ml cany
Ro=1{ztsmsmy Jg+ 3k (Fihg =My )

Obviously, corresponding to the eqs. A.10 and A.11, R;+R; and R;+R, are equivalent

to that in eq A.9, and R,, R;, R; and R, can each be interpreted in a more physical way.

(R =3 a+bm+muf 2o {Fuh }
JRz Ypm+m, jg—c{Fh, —-My')}
Ry=3{m+m, jg+5{F,h, - /
R /

4= 2{mm+mub}g+m{ﬂlhcg -M,'

where F ”=F 1r=F [/2
R;=reaction force on the ith tire resulting from static weight + dynamic force induced
by the moment resulting from contact force on the ith tire + dynamic force induced by

the pitching moment of the sprung mass on the vehicle base.

=g{tym+m, jg— w33 {(M +m)ih, —mIB hy +milcos®, + mglsin®, }

1 a+b

R =
R, = z{mm+muf 18— s (M +m)kh, —mlﬂphcg +milcos®, + mglsin®, }

w(4.12)

m+m,, }g+o Lt {(M+m)kh —ml0 h +milcos®, +mglsin® }

a+h

Hmam, Jg+ 5 {(M+m)ih, —mlO h_ +milcos®, +mglsin®, }

a+h

R,
R

{

4



With the consideration of the small inclination angle of the road, {, the dynamic
force has an additional term (M + m}sin{ in F, thus
Fy=(M+m)X—-miB,+M+m)sin{ and additional parameter,n, absorb in Mz,
thus Mg '=—mil cos 9, —~ mglsin(8 , +n).. However, the static reaction (normal)
forces on each tire are refined with geometric consideration. Also, 6 ,(t=0) isno

longer equal to zero.



APPENDIX B

Normed Spaces

Let H be a linear space over the field K where K is either the field C of complex
numbers or the field R of real numbers. A norm on H is a function denoted || . || from

H to R having the following properties of

L {sl=0. (B.1)
2. [I/1I=0, iff /=0 (B.2)
3. lefi=lellfIl (B.3)
4. If+glhslish+1legl (triangle inequality). (B.4)

where £, g € H and o € K. Thus a norm is a single real number measuring the ‘size’
of an element of H. Given a linear space H there may be many possible norms on H.

Given a linear space H and a norm || . }| on H, the pair (H, || . ||) is denoted a normed

space.

Vector and Matrix Norms

Let H be the space C" which is a linear space. Then x € C" means that x = (x;, x>,
...x») with x;e C, Vi. Clearly, C"is the space of complex n-dimensional vectors. For

x € C" the p-norms are defined by:

M, =Skl ®3)



In control theory the 1-, 2- and eo-norm are most important since they have obvious
physical interpretations:

M =2k

\ resource (B.6)

I, = i]xil2 =+x*x,  energy (B.7)

o, = maxix] peak (B.8)

In (B.7), x_ denotes the complex conjugate transpose of x. Notice that the 2-norm || x
|l is the usual Euclidean length of the complex vector x. All norms on C" are
equivalent norms which means that if || . lx and || . [ls are norms on C", then there
exists a pair ¢, ¢; > 0 so that

cllxlle Sllxllp Scollxlle, Vxe C". (B.9)

In particular, Vx € C™:

Ixl <llxh < Vnllxlb (B.10)
(%]l Sllxlk € VA% | (B.11)
%l <N %l <7l X e (B.12)

Now let us consider the space H = C™" , namely the space of m x n complex

metrices. C™" is also a linear space. Matrix p-norms on C™" are defined in terms of

the p-norms for vectors on C":

||A”p = sup ”—lid%, VA4 e C™", (B.13)
0 P

e C"
Notice that the matrix p-norms are induced norms. They are induced by the

corresponding p-norms on vectors. One can think of || 4 ||, as the maximum gain of

the matrix 4 measured by the p-norm ratio of vectors before and after multiplication



by A. In general matrix p-norms are difficult to compute. However, for p=1,2, or o

there exist simple algorithms to compute || 4 ||, exactly. If 4 = [a;] € C™" we have

|4], = quila,j , maximum column sum  (B.14)
=]

|4, =8¢ 4). maximum singular value (B.15)

||A[L = mgxi’a,j [ maximum row sum (B.16)
P =

A fourth norm which is important in modern control theory is the F-norm. It is given

simply as the root sum of squares of the magnitude of all the matrix elements:

21 ="2 _nlla,-,-|2, VA e C™ (B.17)
=0 =

Notice that the F-norm is not an induced norm.
The F- and p-norms on C™*° are also equivalent norms. Thus there are upper and
lower bounds on the ratio between any two different norms applied to the same

matrix. If one type of norm for a given matrix tends towards zero or infinity, so do all

other norms. Let 4 =[aj] e C™". Then

4l <l lle < VnllAl (B.18)
,,??10‘_}.|s A2 < vmn m?xlajl (B.19)
141k < AN Al (B.20)
VEldle <4l < Jm|Alk (B.21)
VEIA <[4l < Vnli4)] (B.22)



The matrix 2-norm and F-norm are invariant under multiplication by unitary or
orthogonal matrices. Assume that Q*Q = Iand Z*Z =Ifor Q€ C™"and Z € C™™.
Then
1Q4Z)|F = |||l (B.23)
1942)|2= |4l , (B.24)

This property is crucial to many proofs in robust control theory.



APPENDIX C

IfA= {8l: 8 C} (S=1, F =0, r; =n), then ux(M) = p(M), the spectral radius of M.
Proof: The only A’s in Awhich satisfy the det(Z - MA) = 0 constraint are reciprocals of

nonzero eigenvalues of M. The smallest one of these is associated with the

largest (magnitude) eigenvalue, so, (M) = p(M).

If A= C™ (S=0, F = 1, m; =n), then is(M) = & (M)

Proof: If (M) <

: 7 then G (MA) < 1, so ] — MA is nonsingular. Applying

Definition (5.2) implies ga(M) £ G (M). On the other hand, let # and v be unit

vectors satisfying Mv =G (M)u, and define A := a(iw) vu*, Then G (4) =

1

— and I-MA is obviously singular. Hence, pia(M) 2 G (M).
o(M)




APPENDIX D

Q=1{0e A Q*Q=1} ‘ (D.1)

. {diag[D, ..... D,,d,Im,...,dF_II,,F_l,I,,,F]-‘}

= _ (D.2)
D,eC™,D,=D>0d,eRd,>0

Note that forany Ae A, Qe Q,De D,
. Q' Q
2. Q4Ae A
3. AQe A
4. S(QA)=TAQ)=07(4)
5. DA=AD
Consequently,
Theorem D.1
ForallQ e QandDe D
Ha(MQ) = pa(QM) = us(M) = pa(DMD")
Proof: ForallDe Dand Ae A,

det(Z - MA) = det( - MD™ AD) = det(l - DMD™' A)

since D commutes with A. Therefore ua(M) = us( DMD™). Also, for each 0]
€ Q, det( - MA) = 0 < det(I - MOQO*A) = 0. Since Q*A € Aand G (0*A) =

G (4), we get u(MQ) = ua(M) as desired. The argument for QM is the same.



APPENDIX E

Direct programming method

Consider a system defined by:
y +ay ' +.+a_y+ay=bu" +bu"" +..+b_ui+bu
where u is the input and y is the output. This equation can also be written as:

Y(s) _bs"+bs"" +..+b, 5+, E.1)
U(s) s"+as"' +.+a,_s+a, '

Equation (E.1) can be written as:

Y(s) -b _'_(bl —ab, )s"" +..+(b,_ ~a,_b,)s+(b —ab, )
Uts) ° s"+as"™ +..+a,_s+a,

which can be modified to:

Y(s)=bU(s)+Y(s) (E.2)
where
n-1 - _
Y(S)= (bl albo )s - +"'-:_(lbn—] an—|b0)5+(bn anbo)U(S)
s"+as" +..+a, _s+a, :
Let us rewrite this last equation in the following form:
Y(s)
(by—ab,)s" +..+(b,_ —a, b, )s+(b —ab,)
Ufs
(s) = 0(s)

s+ as"'+..+a _s+a,
From this last equation, the following two equations may be obtained:
S”Q(s)=—als""Q(s)—...—an_,sQ(s)—-a,,Q(s)+U(s) (E.3)
Y(s)=(b, ~ab, )s"Of(s)+..+(b,_, —a,_b, )sO(s)

+(b, —a,b, )O(s) (E.4)



Now define state variables as follows:
Xi(s)=0(s)
Xa(s)=sQ(s)

Xpi(s)=5""0fs)

X,,(s)=s""Q(s)
Then, clearly

sXi(5)=Xx(s)

sXo(s)=X;(s)

X 1(5)=X(s)

which may be rewritten as:

X =X,
X2 =X,
X1 =X,

Noting that s"Q(s) = sX,(s), Equation (E.3) can be rewritten as:
SXu(s) = -a1 X - ...-Qn1Xo(5) - anXi(s) + Ufs)

or

X, =—a,X, —a, X, —..—a,X, +u



Also, from Equation (E.2) and (E.4) we obtain:
Y(s)=bU(s)+(b —ab,)s" Q(s)+..+(b,, —a, b, )sO(s)
+(b,—a,b,)0(s)
Y(s)=bU(s)+(b —ab, )X,(s)+..+(b_ —a b )X,(s)
+(b, —a,b, )X,(s)
The inverse Laplace transform of this output equation becomes:
y=(b,—-ab, )x,+(b,_ —a, b )x,+..+(b—ab, )x,+bu

Then the state equation and output equation can be given by:

[, ] [0 1 0 - 0] =x1 [0]
L [0 0 1 - 0 fx | ]o
A P : P : SN FR RN (E.5)
i, 0 0 0 1 |lx_ | [0
| ‘tn J |~ an _an-l -_an-Z e —al xn J _l_J
X
y=[b,~ab,|b ~ab,|--b-ab ] |+bu (E.6)
X3



APPENDIX F

Lemma 5.4

For the perturbed system with transfer function of G (s )= bs — ,a,=1.a

=0 U9

perturbation model is defined, for each uncertain parameter in G,(s), with the
Jfollowing transfer function matrix:

z, = @z‘w"'(s)w,. + Gmi" (s)u

¥ =®m"(s)wi +€-)Mi"(s)u ,w, =02,
where the superscript i represents the jith uncertain parameter in G,(s) and Ommn;

represents the transfer function between m; and n;.

The perturbation model of G,(s) is

- 3 I 1 1 7 1
z, e’.“’. ves  ean 6‘[“’1 ] W, (@zl"]
= + u
P P p
_Zp_. _ezpwp ezp”'p _lwp- _ezP"P J
W)
— t . el -
y [ym Gypup + Gu
_WP_.

if the following conditions are fulfilled:

. © 1 =6)’z"z A =@”p"p = 6ls)

bLd

2. = =.-=0, , =C(s), where C(s)is an abitary transfer function
" p

1% _ev"z“’z



Proof:

Consider a system with perturbation in system parameters both in denomination and

numerator of the transfer function,

bosm + e +' bm—l {1 + pn(m—l)an(m-lj }S +bm {1 +pnm8mn}
s"+ta  1=P e Buny 35 +a,{1-p 48,4}

G.(s)=

3 -_—

4:=G,-G

_be8" 4ot by {14 P By} + B, (149,080} Bys™ +. 4D, s+b,
s" et a, {1=p 8yt +a,1-p 48, "+ +a,_s+a,

:{s" t+eta, sta, Jbys" +o b, {1+p,,1,8,,0) 5 +b,{14p,.5..}} _
{s" +~--+an_,{1-pd(,,_,)ﬁd(n_,’,}s+an{l—pdnﬁdn}}{s" +-+a_s+a, }

{bos™ +..+b, s+b, }Hs"+-+a, {l-p, 0,5 +a,{1-p40,1})
{s" +"'+an-1{1‘pd(n-l)ad(n-u}s"'an{l_Pahsdn}}{sn t+a, s+a,}

{S" +"'+an—ls+an }{b()sm +'“+bm-ls+bm +(-”+pn(m—l)sn(m—l)s+pnm5nm)} _
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APPENDIX G

The responses of vehicle running on a slated road surface in open loop simulation are

shown here. The road bank angle is 0.15 rad.
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Figure G.1Responses of Vehicle in Open Loop Simulation with Sinsoidal Input
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Figure G.2Responses of Vehicle in Open Loop Simulation
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Figure G.3Responses of Vehicle in Open Loop Simulation with Ramp Input




design c
| complex ~

4] 20 10 80 80 100 120 140 180 180
A—meiar
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wigure H. 1 Comparison of Complex and Design Vehicle Model in Open Loop Simulation

with Sinusoidal Input of Steering Angle (0.6rad — 0.5Hz)
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Figure H.2 Comparison of Complex and Design Vehicle Model in Open Loop Simulation

with Lane Change Reference Input of Steering Angle




Figure H.3 Comparison of Complex and Design Vehicle Model in Open Loop Simulation

with Ramp Input of Steering Angle




Sioure H.4 Comparison of Complex and Design Vehicle Model in Open Loop Simulation

with Sinusoidal Input of Steering Angle (0.3rad — 0.2Hz)
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Figure H.5 Comparison of Complex and Design Vehicle Model in Open Loop Simulation

with Trapezoidal Input of Steering Angle



T NS e
\ £ L LA
\ \i A
amp 5 f- ‘, <feesad .
L] 1\ ' :I.'\ / \
éﬂ.\l i .‘II ',., 4
Tk - - .\J 'I_
o | : N (AT, ENY. SRS [ o |
; H i .
s V 2 1 . [ [ 7 [ ] L
s
Otiemoces L1 B Otemean L2 Latwsat s L1 o Laeal b 2
80}~ 1 sV P i i
== \n l\ l’.\l\ r‘\ j S “" NN 1 S N | \ A mf ‘\
E_Im \‘w il I\/ \ / iA.m % "f\‘ ) z-wi \WAWA E of | A
o VaR Y o g Vol v LI l | | f ol | /| HA
250 \ { 300 . [ \ N \ [V
\ \/ =" \ /f\ - A IA\, = & \-'r \\,' Vo
- - o VAV AVAN
§ E 4 W u W e 2 TRE T A ° 2 4 8 & o 2 18 1w
Dbe mnces L3 (ntemrcen L4 — Leemioreld Lol bras L4
"\j-\ 0 = S 20, - - ‘
-1 P .-\ NN —vm\/\ f { r |i “IRADNRQNT = N
\ VL NI /A VARRRANA| N \'“ AT WA
;-m \W \ Vo §'“ v | [V \/J i \ Iy i )N E o AT I
- ¥ - / = YV = YUY
- | , - \J \
o 2 i s L a 2 4 @& P i T G PR ey T T 8 B 10
J—" [—— e e

‘ioure H.6 Distribution of Lateral Forces in Open Loop Simulation with Sinusoidal Input

of Steering Angle (0.6rad — 0.5Hz)
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Figure H.7 Distribution of Lateral Forces in Open Loop Simulation with Lane Change

Reference Input



s T
4
=% 4
“‘.
of- - ety
e : 3 SO S X -
i i
B 2 3 1 s 8 s s W
R o 3
Otiemecas L1 Ditemrces L2 Lswa o L1 [
- vé
0 / / 4 %Y =
/ 2 e 7 1500 o~
i / z 20 £ - g
000
va /11 / bl 27 L T ~
2 ] / oo . a o S
-0 \ L \ / P ° -
P \ 0 > =
“\\ P - A g.,/ k// .un\-"
-a0 -am 100 1660
0 2 4 s 8 0 s 2 31 @& @& ® o 2 + 6 & W o 2z 4+ 8 & »
Lo —— R e
Otiemrcas L3 Ot L4 (e tocas L3 Latwmi v L4
20 @ om — E
0 Ve 20 150 7 = .
4 7
/ 0 / 1om| " 4 /
) e Hd 3 /
3 \ f/ 1m0 / 3 @ ¥ o s
R ] / 2 / |
\ F —iear| ¥ o // = 7
\ P ¥ 0 -
i . _/,/ 800 | \\ _‘/’ s~ >
) z 1 A P e L e 2 4 & s w e 1 i 8 8 w0
L - lme—aa L s

“igure H.8 Distribution of Lateral Forces in Open Loop Simulation with trapezoidal Input

of Steering Angle



Bark A
02 + T T =TT T -

\ . i
N\ 1 f \
aiesk y i & Wi i N
\ f L 4
awf- {- s - - E
\ l-I
'\ t
et W 9 i 4
i \ :
e l- t {
€ awafeen i /- i 4
'. {
il b & i H i
= : . pleasi
v i :
Gapfee i e FI— i
—_ { i i i kil
o 1 H 3 4 ] L] ; L} L] ]
lrrm
[ — Otewman L Lot focen L1 Lseal ben 2
3 = e : o -
~
W ) f S '\\j,’—‘\ N om wap /Y A
s A / f \
~sa00 | '| ,"" —+030 Fa% o j’f\ o/ \ : \
§ 1500 \ E ey 1 [ 1 \ ; \ f
\ J \ oo/ \ 3 _iom| \ f
-0 | | = | \ \ I
\ 1! - \ gf X \ /
s v ] " = / ) - A =
e 2 4 4 4 W % & 31 s 3 % e F 4 8 & W o W W % M
- L e —-
Dtlemnces LI Dtsmrcas L4 Lmem lowes L] Lsew Dees 4
° 0 — 2000 —— - 20
NN 7 \ fy /a
500 | / 5\ \ N\ =
\ s/ f I\ 2@
e "l - 1 / : i\ N ) A
- S / \ s \
1500 .‘_ { | V4 o/ h\ i b AN \.‘ .
i X | I‘-m |/ \l f I o/ \l LN
g ~3000| | 2 | | 2 _iom ! [ \ ™ 1\ f \
-zsc0) \l ~20m | f j\ | \\ e \ /
| 2000 | \ L WY .
3000 J 250 w e e -~
-0 a0 -0
o A s & 0 2 s 1w s 2 4+ 8 1 0 a 2 4 8 8 w0
o, o JE— e

“ioure H.9 Distribution of Lateral Forces in Open Loop Simulation with Sinusoidal Input

of Steering Angle (0.3rad — 0.2Hz)
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