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Abstract

Human face recognition is one of the most useful techniques for identifying or
authenticating a person. Although research on this topic has been conducted for more
than twenty years, many problems still remain, and better techniques for facial feature
detection and face recognition are needed. Therefore, the objectives of this thesis are
to devise and develop efficient methods for preprocessing facial images and
recognizing human faces. In this thesis, different approaches for human face detection,
facial feature extraction and human face recognition are reviewed. Human face
detection and facial feature extraction are the preprocessing steps for automatic
human face recognition. Their accuracy will directly affect the performance of the
recognition system. However, since the location of a face, its facial expression and
lighting conditions in an image are unknown, and considering that its size and
orientation may be different, the recognition procedute is difficult and
computationally intensive. Thus, human face recognition is a challenging research
topic.

In this research, we propose a fast approach based on valley field detection and a
modified fractal dimension to extract an eye pair in a complex background, which can
then be used to represent a face region. Instead of searching the whole image space 1o
determine the scale of a face, only possible eye pairs as detected by the valley field
and their local properties are investigated. These possible cye pairs are then identified
by means of the modified fractal dimension. Furthermore, in order to improve
detection reliability, uneven lighting conditions on the two halves of a face are
normalized by means of a histogram technique. The corresponding average fractal
dimensions of the binarized eye-pair regions and the face regions are then used to

verity whether the eye pairs sclected are valid.



Human face recognition techniques focusing on whole face and facial features such
as the eyes and mouth have been proposed. Due to the fact that different facial regions
have different degrees of importance for face recognition, a new modified Hausdorff
distance is proposed. This distance measure incorporates the a priori structure of a
human face to emphasize the importance of facial regions. The face recognition
technique proposed in this thesis is computationally simple and can provide a

reasonable performance level.
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Chapter 1
Introduction

The objectives of this chapter are to introduce the general concepts of face
recognition and its preprocessing steps, as well as its applications. The state-of-the art
technology for human face recognition will be presented. An overview of the
techniques for face recognition, facial feature extraction, and face recognition

techniques proposed and developed in this thesis will also be given.

1.1 Motivation of Automatic Human Face Recognition

Nowadays, the term ‘biometrics’ is used to refer to the study of automated methods
for the identification of individuals using physiological characteristics. Although
many possible approaches can be used to identify a person, such as speech recognition,
iris scanning, signature verification and fingerprint scanning, face recognition has the
advantage of being non-intrusive and requiring little co-operation from the person to
be identified to collect useful data for recognition. However, the human face can have
many variations, including perspective variations, facial expressions, uneven lighting
conditions, scales and orientations. Hence, automatic human face recognition 18 a

chaltenging rescarch topic that has been studied for more than 20 years.



1.2 Introduction to the Automatic Human Face
Recognition Techniques

Automatic human face recognition can be divided into two sleps: preprocessing and
face recognition. The preprocessing step includes the procedures to detect the
existence and position of the human face, and then those used to extract the important
facial features. Face detection is an important step whereby the human face in a
source image or video scene is located. The human face may appear at any position in
an image, be of any size and orientation, and experience varied lighting conditions
and facial expressions. The task of face detection is therefore a difficult and
computationally intensive process. In order to perform face detection efficiently and
accurately, algorithms based on the template-matching approach, knowledge-based
approach, feature-based approach, shape information approach, etc. have been
proposed. Facial feature extraction 1s part of the preprocessing step in automatic
human face recognition. Face detection and facial feature extraction always mix with
each other. In some approaches, important facial features are detected before the
corresponding human face is located. In other approaches, a human face is detected,
and then, based on the structure of a human face, the respective facial features can be
extracted. Facial feature detection and extraction consist mainly of two approaches:
the feature-based method and the deformable template. The feature-based method
identifies the facial features based on their propertics. However, this method is
computationally intensive and non-flexible to scene variations. The deformable
template is an approach to modeling the boundary shape of natural objects such as the
eyes and mouth. However, the deformable template approach is associated with

problems such as slow convergence and a lengthy processing time. Consequently,



efficient and reliable methods for face and facial feature detection are still under
investigation.

In an automatic human face recognition system, a face region is extracted and then
normalized based on the position of the two eyes. The normalized human face is
aligned with those human faces in a database, and they are then compared. In other
words, the accuracy of face detection and facial feature extraction will affect the
performance of an automatic human face recogmition system significantly.

Many techniques for human face recognition have been proposed, and can be
divided into two categories: analytic-based and holistic-based approaches. In the
analytic-based approach, recognition is based on the relationship between the human
facial features such as the eyes, mouth, nose and face boundary. The analytic-based
approach can provide high flexibility in handling non-rigid facial features such as the
eyes and mouth. However, the accuracy of the facial feature extraction will affect
greatly the success of this approach. The holistic-based approach takes into account
the global properties of a pattern. One of the typical holistic-based techniques is
principal component analysis (PCA), which represents a human face by a linear
combination of weighted eigenvectors. However, to achieve a reasonable performance,

the images in consideration must also be aligned to each other.

1.3 Our Methods for Automatic Human Face
Recognition

The objectives of this research are to investigate and develop efficient techniques for
automatic human face recognition and to construct an automatic human face
recognition system. The crucial step for automatic human face recognition is to locate

the position of the two eyes in a facial image. This is used for normalization and
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alignment. The recognition rate of the system is related to the accuracy of locating the
two eyes. Furthermore, the face database of the system may contain thousands of
human faces. The efficiency of the method used for face recognition is therefore also
an important issue for the practical use of this technology. Psychological studies
showed that the edges of an object contain important information about its shape and
structure, and can be used in face recognition. Hence, we use edge-like retinal images
of faces as the input to our human face recognition system.

The system consists of two major parts: the first part is human face detection and
facial feature extraction, while the second part is human face recognition based on the
edges of faces and the properties of the facial features. In the first part, the respective
locations of a human face and its two eyes are extracted by means of a modified
fractal dimension, which is a measure of the surface roughness. The input facial image
is then normalized and aligned to those facial images in a database based on the inter-
distance of their two eyes. This normalized facial image is compared to each facial
image in the database. Our objective is to devise an automatic human face recognition

technique that is computationally simple and can provide a reasonable performance

level.

1.4 Organization of the Thesis

The rest of this thesis will give an overview of existing techniques for face detection,
facial feature extraction and human face recognition, as well as the respective
techniques devised and developed in this thesis. Chapter 2 will present the state-of-
the-art technology for human face detection, facial feature extraction, and human face
recognition, as well as the problems associated with this technology. Chapter 3
outlines our efficient approach for human face detection and facial feature extraction.
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The techniques used include valley field detection and fractal dimensions. A modified
fractal dimension is proposed, which can measure the roughness of an image region,
provide information about orientation, and 1s insensitive to lighting conditions. In this
chapter, we locate the position of the two eyes, and thus the corresponding face region.
In Chapter 4, an effective method for the exiraction of a chin contour will be
described. The deformable template and active contour model can extract the shape of
facial features; however, they cannot extract a chin contour accurately and reliably.
This is due to the fact that the contrast of the chin boundary is usually very weak,
while the edge forces and the valley forces from the mouth and below the chin might
be strong. In our approach, we apply a new template in the representation and use the
information about the position of the mouth in determining the chin contour. In
Chapter 5, our proposed efficient approach for human face recognition based on a
modified Hausdorff distance will be presented. In comparing our proposed modified
Hausdorff distance with other Hausdorff distance measures, experimental results
show that our proposed method outperforms other Hausdortf distance measures. An
automatic human face recognition system is described in Chapter 6. This system is
actually the combination of our proposed techniques for face detection, facial feature
extraction, and human face recognition. Finally, a summary of the work completed for

this thesis and a conclusion will be provided in Chapter 7.



Chapter 2

Overview of Face Detection,
Facial Feature Extraction
and Face Recognition

2.1 Introduction

Feature and pattern detection is a classical computer vision problem with many
potential applications, ranging from automatic target recognition to industrial tasks.
One of the tasks in pattern detection is called facial feature detection. Face detection
and facial feature extraction are important since these are usually the first steps in an
automatic human face recognition system [4][i2] and a low bit-rate video-
conferencing system [28][29]. Human face recognition may seem to be an easy task
for humans, but computerized face recognition systems stifl cannot achieve a
completely reliable performance due to large possible variations in facial appearance,
lighting conditions, head size and orientation. These are fundamental problems for
human face recognition. For automatic human face recognition, the performance in
terms of recognition rate is heavily dependent on the accuracy of face detection and
facial feature extraction. In other words, a reliable method for detecting face regions
and extracting facial features is requisite to such applications. Various approaches to
face detection, facial feature extraction and face recognition will be presented in this
chapter.

2.2 Face Detection Method

2.2.1 The Face Detection Problem

Face detection is difficult because face patterns can have significantly variable image

16



appearances; such as differences in facial expression, skin color, size, position and
rotation. Furthermore, the human face is essentially a 3D object, different directions of
a light source can create different shadows on the face and perspective variations can
produce different facial images after being projected a face onto the 2D space. As a
result, the true face in an image is very difficult to detect. In addition, face detection is
a time-consuming process due to lack of information about the number, location, size

and orientation of faces in an image or video scene.

2.2.2 Hierarchical Knowledge-Based Approach

The block diagram of a face detection system adopting the hierarchical knowledge-
based approach [30] is shown in Fig. 2.1. The whole system consists of three levels.
The first two levels use the mosaic images of different resolutions to detect and verify
possible faces according to some pre-specified rules. The third level extracts edges of
the facial components and applies the domain knowledge in further verification. A
true face will be declared if the input region fulfils all the rules at each of the levels.

However, this method is unable to detect a rotated human face in an image.

— Level | > Level 2 Level 3

The . . - e ati
ot Candidates Possible face Face locations
| . . .

P of faces locations and )
tmage segmentation

Figure 2.1: General block diagram of the hierarchical knowledge-based approach.
Miao et al. [31] presented another hierarchical technique based on the gravity-
center template in stll gray-level mosaicized images. This approach can save much

time consumed in the rough detection of human faces when compared 1o the
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traditional search method [30]. The procedure for this face detection method can be

divided into four stages, as shown in Fig. 2.2.

Source Preprocessing Gravity- Gray-Level Edge-Level _
Image L Center - Check e Check ) Location
Temnlate Image

Change the detecting scale, rotating angle and shift distance

Figure 2.2: System architecture of the hierarchical-approach based on the gravity-
center template.

The preprocessing stage is composed of four modules: rotating image, mosaicizing
image, extracting mosaic edge and calculating gravity-center. In levels 2 and 3, the
possible face candidates are verified by using the patterns and a set of rules, as shown
in Fig. 2.3 (a) and (b). These patterns are defined according to the structure of a real

human face. The detection rate based on this approach is 86.7%.



tJ L] ] ]
| - -
04
M |
[ 1 |
O
|
O
[
1 /o
(a)
| 5 2
6 3 7
8 4 9
(b)

Figure 2.3: (a) Four gravity-center templates (point-patterns), and (b) a sub-areas of
the used in the last stage.

2.2.3 Feature Based Approach

A feature based approach for the detection of human faces in a complex background
was presented in [32][42]. The eyes are the most salient features in a human face.
Due to the geometric properties and the low gray-level intensity of the iris, a valley
exists at an eye region. The valley field is extracted by means of morphological
operalors [33]. Possible eye candidates are selected based on the valley field and their
local properties extracted by using Gabor filter [20]. The possible eye candidates are

paired to form possible eye pairs and the corresponding possible fuce candidates. Each
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of the possible face candidates is normalized to a specific low resolution and is then
compared to a face template. The overall hit rate based on this approach was reported
to be 93.75% without head tilt and under head-on lighting. A similar method was
presented in [36], which uses the Genetic Algorithm [34] and the Eigenface technique
[35] to search possible face regions in an image. In order to perform the search
efficiently using the genetic algorithm, the searching space for possible face regions is
limited to possible eye regions. In addition, the lighting effect and orientation of the
faces are considered and solved by means of a histogram normalization technique.
Experiment results show that the method can achieve an overall hit rate of 90%
without head tilt and under head-on lighting. The example-based learning approach
[37] uses a number of “face” and “non-face” examples to train up a system, which can
reliably locate a vertical and frontal human face in complex scenes. Six “face”
clusters and six “non-face” clusters are obiained based on 4,150 normalized face
patterns. Human faces are detected by matching the window palterns at different
image locations and scales to the distribution-based face and non-face models. Even
though this approach can achieve a high detection rate with a complex background, it

is very computationally intensive.

2.2.4 Shape Information Approach

Shape information has been used for human face detection [38-40]. An ellipse is used
as the shape representing human faces [38-39]. A triangle-based approach was also
presented [40] for face detection, where potential face regions are identified according
to a number of triangle criteria. Both these two shape-bused methods can efficiently

detect human faces in an image with a simple background. The block diagram for the



face detection method [38] using ellipse can be divided into four stages, as shown 1n

Fig. 2.4.

> Image Median Edge } Edge Template |
enhancement > filtering B Detection Linking ¥
Input Contour

Image Qutput

Figure 2.4: Basic flowchart of the algorithm.

This method considers that the overall shape of a face or a head is similar to an
ellipse. An input image is first enhanced by means of a histogram equalization, which
is followed by edge detection based on a multiple-scale filter. The extracted edges are
then linked based on the minimization of an energy function. The face contour is
finally extracted by using the direction information of the linked edges. This method
was reported to be able to locate human faces with an accuracy of 87.5%. Due to the
fact that the shape based method to locate the human face 1s computational intensive,
the Genetic Algorithm (GA) [34] is employed to locate the position of human facial

regions precisely without imposing any constraints on size and positions in [39].

2.2.5 Color Analysis Approach

The use of color information [44-46) has also been studied for face detection. Some
techniques [47-49] based on the observation that skin color distributes over a very
small area on the chrominance plane even if it differs from person to person and race
to race. The Segmentation methods of the human face based on skin color are
presented in (41,43]. In [41], the RGB model is combined with the HSV model to
characterize the human skin. Each homogeneous skin colour region is segmented and
a face-like pixel searcher is defined where it can sense its local position and evaluate

the colour value of a pixel, mark the face-like point. and exhibit a number of
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evolutionary behaviours. A method based on the face-texture model was reported in
[43]. With this model, the  component of the YIQ color system is utilized to enhance
regions close to orange, which will include the face areas. In [44], two natural visual
cues were presented, the motion and the color, to locate face regions. The face motion
is detected by means of the velocity vector field which is used for face extraction.
According to the hue space and knowledge based process, the eye, eyebrow, and

mouth regions of a face can be detected.

2.3 Facial Feature Extraction

Facial feature extraction is a complex issue for research although it might not be
difficult for people to perceive human faces and facial features from an image.
Research on facial feature extraction has been presented in [32-66]. In {52-55], the
techniques used define a head model for extracting the facial features after the human
faces have been detected. Different approaches to extracting the position of the facial
features have been proposed; however, they can only roughly estimate the position.
One approach is to compute the horizontal and vertical projections of an image
[52][551}[56][591{65] to determine the position of the eye and the mouth. As the eyes,
nose and mouth regions appear darker than other regions in a face, the summation of
the grey-level intensities for these regions will exhibit as a local minimum. Another
approach [51][58][66] for detecting facial feature points is by means of the Gabor
filter [20], which can extract local properties of the facial features. In [58], the valley
features and comers of the eyes are used to identify possible eye candidates. Two eye
candidates will be paired if their respective local properties are similar. Each eye
candidate is further verified by comparing it 10 an cye template. However, the usc of a

Gabor filter o extract features is computationally intensive. Hence, an cfficient
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approach for automatic facial feature extraction was proposed in [50], which uses the
Genetic Algorithm and the Region Growing method. The block diagram of this

automatic feature extraction algorithm is shown in Fig. 2.5.
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Figure 2.5: Block diagram of the automatic feature extraction algorithm [50].

The algorithm is composed of two main stages: face region estimation and feature
extraction. In the face region estimation stage, a face is located roughly at the center
of a head-and-shoulders image. The face usually exhibits higher contrast than its
surroundings, so it can be extracted by means of a region growing and segmentation
method. In the feature point extraction stage, the desired facial features will be
extracted and searched within the face region by template matching and the genetic

algorithm, respecuvely.
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2.3.1 Deformable Template and Active Contour Model

Facial features can also be extracted by means of deformable templates [60-65, 67)
and the active contour model (Snake) [68-71]. These two methods have been widely
used to extract the shapes of the eyes and mouth, and to represent head boundanes
[69], respectively. Yuille et al. [67) proposed deformable templates which are
specified by a set of parameters. This technique allows a priori knowledge about the
expected shape of features due to the fact that the general shapes of the human eye
and mouth are more or less fixed. This knowledge of the shape guides the detection
process. An eye template and a mouth template [67] are shown in Fig. 2.6(a) and

2.6(b), respectively.

_ Iris & Pupil
Whites ‘

X¢,yc¢

xt,yt

Figure 2.6: (a) A deformable template for a human eye 167].



Figure 2.6: (b) A deformable template for a mouth [67].

The eye template has totally eleven parameters represented by ( ., X, pr, p2. 1. @ b, c,

8). This template is modeled by two parabolic curves representing the upper and

r

lower parts of the boundary. It has a center %,, with a width of 2b, maximum heights

of a and ¢ for the upper and lower boundaries, and an angle of orientation 6. r is the

radius of the iris represented by a circle centered at %,.. For the mouth template, 1ts
center is at point ¥,, and its orientation is €, The widths of the left and right parts of

the mouth template are b; and b> from %,,, respectively. The lower two parabolas have
maximum distances of @ and a+¢ from the central line. The intersection of the upper
two parabolas, u; and u; occurs at a height of /1 above %,,. These templates #ct on
three representations of an image, which are the peak, valley, and edge, as well as on
the image itself. An energy function is devised based on these four representations
and used to guide the deformation of these templates. The final size, shape and
orientation of the eye and mouth templates are obtaned by determining the local

minimum of the respective energy functions. It is a time consuming procedure (o
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determine all the parameters through the optimization process. Furthermore, in order
to extract the eye, the template must be started at or below the eye. If it is started
above the eye, the valley force from the eyebrows may cause problems. Hence,
[60][61][65] and [62][63] introduced a reliable method to locate the eye and the
mouth, respectively. In [60][{61], the corners of an eye are first located by means of a
corner detection scheme. Based on the corner position, the shape of the eye can be
estimated accurately. The exact shape of the eye is then extracted by a new scheme
which is similar to snake [68]. In [62][63], a mouth boundary curve is initially formed
by three control points. The exact locations of these control points are then
determined through an optimization process by using a set of cost functions. Variance
projection function [65] is employed to locate landmarks of the human eye which are
then used to guide the detection of the eye position and shape. Another approach to
extracting the contour of facial features is the active contour quel (Snake) which can
stick to edges accurately. The snake model is an energy-minimizing spline that can be
operated under the influence of internal contour forces, image forces and external
force. A snake is represented as a parametric curve v(s) = [x(s), y(s)], where the arc
length s is a parameter. The energy functional [70] of a snake is given as follows:

]
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The solution to the energy function can be found using variational calculus, but this
method has the problem of numerical stability. The greedy algorithm [70] is a fast
iteration method which allows a contour with controlled first- and second-order
continuity to converge in an area with high image energy. Another fast approach

based on the greedy algorithm was presented in [69][70]. In this approach, two
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alternate search patterns are used, and a reduction in execution time of about 30% can

be achieved with the same performance as the greedy algorithm.

2.4 Human Face Recognition

Psychophysics, neuroscience and engineers have conducted research on various
aspects of human face recognition over the past 30 years. Some literature reviews of
human face recognition have been conducted [17[2]. Human face recognition
techniques can be categorized into: analytic and holistic approaches. The analytic
approach [6-8][10-13][20] considers a set of geometrical features, such as the hairline,
eyes, mouth and nose, and the relation between the human facial features in a human
face. These geometrical features are obtained by means of deformable templates and
snake which were presented in Section 2.3. This approach provides high flexibility in
handling non-rigid facial features. However, its success heavily relies on the accuracy
of facial feature extraction. The holistic approach [3-6]{14-15][17][19] considers the
global properties of a face pattern which is treated as a two dimensional pattem of
intensity variation. However, the recognition performance will degrade if the face to
be recognized is not aligned properly. Most of the techniques consider a human face
as a two dimensional image (2D). A surface based (3D) approach for face recognition
has also been proposed. This approach can eliminate the problems of these 2-D
approaches such as illumination and perspective variation. In this section, applications
of human face recognition will be given und a review of the analytic-and holistic-

approaches will be presented.



2.4.1 Applications of Human Face Recognition

Human face recognition is a research topic that still remains challenging after having
been studied for more than 20 years. The difficulty of handling variations resulting
from facial expression [18]{26](27], age, lighting condition, as well as the wide range
of contexts in which the technology is employed, are the main reasons that the field
still presents so many challenges. Commercial and law enforcement applications of
face recognition technology range from static, controlled format photographs to
uncontrolled video images. Examples of law enforcement application include the
credit card, passport and personal identification. These applications usually examine
the head-and-shoulders images which are usually under well controlled illurmnation.
On the other hand, commercia! application of face recognition includes bank/store
security, which require this process to be performed in real-time. Applications for
commercial enforcement become more complicated than those for law enforcement
due to the fact that the input facial image is usually capture under a uncontrolled

environment, which can greatly affect the accuracy of face recognition

2.4.2 Existing Human Face Recognition Method

2.4.2.1 Earlier Approaches

Some of the earlier approaches to human face recognition were presented in [21-24],
which are based on the feature vectors extracted from the face profile. [21-23]
described an automatic human face identification system based on profile analysis
which reduces a face profile to an outline curve and then identifies the fiducial mark

points. These points are sigmficant in the characterization of the outline curve and a
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feature vector is then formed for each face profile. The classification of a human face

1s based on a weighted distance measure.

2.4.2.2 Analytic Approaches

The analytic approach [6-8][10-13][20] uses the position of facial features and the
outline of a face in the recognition process. These important facial features can be
extracted by means of deformable templates and the active contour model. The face
recognition systems in [11][12] are examples based on facial feature and face contour
information. Chen et al. [11] used this approach for face recognition with a database
of 12 faces. However, this work does not consider the problem of perspective
variations. Lam er al. [12] proposed a new analytic method which consists of two
stages. The first stage is to select similar faces from a database based on the position
of 15 feature points in a human face. The position of these 15 feature points is

illustrated in Fig 2.7.

Figure 2.7: The |3 feature points identilied on the face.
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In order to compensate for the effect of perspective vanation, the feature points are
adjusted based on a simple head model. This model can be used to estimate the
rotation of a face by geometrical measurements. The second stage of the system
compares the eye windows and the mouth windows of the query input image and that
of the images in the face database. This approach can achieve a high recogmtion rate

under different perspective variations.

2.4.2.3 Holistic Approaches

Holistic approaches [3-6][14][15][17-19] consider the global features of a face. The
problem formulation of this approach may be simple because it does not need to
analyze the respective facial features. In order to maximize the correlation of the
global features between different faces, the images are usually normalized and aligned
to each other. The position of the two eyes are detected and used for alignment. One
of the most well-known methods for this approach is based on the principal
component analysis [1][3]. [3] proposed an eigenface technique which projects face
images onto a feature space that spans the significant variation among the face
images. Kondo ef al. [4] described a system that detects and recognizes a human face
in an image under non-uniform illumination. The experimental results showed that the
scheme applied to face detection and face recognition has achieved a fairly robust
performance under non-uniform lighting conditions. Another holistic approach for
face recognition based on Hausdorff distance [79] has been proposed.

This method operates on edge maps and derives holistic similarity measures using a
modified Hausdorft distance, namely “doubly modified Hausdorff distance™, which
introduces the notion of local neighborhood and associated penalties to a matching

algorithm. This new Hausdorff distance can allow for large tolerance to local, non-

30



rigid distortions without point-to- point correspondence problem. The recognition rate
of this method can attain an accuracy rate of about 90%. However, holistic approaches
are usually unable to solve the problem of varying poses. An idea of transforming a
face with an unknown pose into a frontal view in advance was proposed in [19].
Owing to the fact that the orientation and the main landmarks of the facial model
roughly matched the original face image, the modified 3D facial model for view
synthesis is adopted, as illustrated in Fig 2.8. A spectroface method [25} was then
applied for recognition of virtual frontal-view images. The recognition accuracy of

this method is 84.7%.

10

(a) (b) (€)

Figure 2.8: (a) 3-D facial model; (b) 3-D SB model used in [19]; (c) simplified 3-D
SB model.

2.4.2.4 Other Approaches

One of the difficulties in designing a reliable method for face recognition is to
recognize human faces appearing with different varations such as facial expressions,
uneven lighting conditions, perspective varations, etc. One of the approaches to
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handling these variations is the Dynamic Link Architecture (DLA) [20]. This
architecture can recognize an object by using sparse graphs, where vertices are labeled
by a multi-resolution description in terms of a local power spectrum, and whose edges
are labeled by geometrical distance vectors. Object recognition can be formulated as
elastic graph matching, which is performed by stochastic optimization of a matching
cost function. These local features are extracted by using Gabor wavelet [20]. The
graph matching process consists of two stages. The position of a face is located in a
face image using a non-distorted grid in the first stage. The grid is positioned over the
face and its structure is then allowed to deform until each node has achieved a
minimum of the cost function. The total cost of matching is a weight of the cost of
each node in the grid and the amount of the grid deformation, as shown in Eqn 2.2
[69].

Co {x/ D =AC, +C,

=2 28,y A= 8, (x). I ") 22)
U, EE iev

where ZXU_ is the Euclidean distance vector of labeled edges between vertices X, and
X, S{(&I -A"U) is the comparison function between the edge labels in the image
graph to the corresponding ones in the model graph, and J' and J" represent a jet of
the image graph and model graph, respectively. Each jet stores the feature vectors
which are extracted by means of Gabor wavelet. S,‘(J’,J,M)is a function used to
measure the similarity of pairs of vertex label between image graph and model graph.
Elastic matching of a model graph M to a variable graph / in the image domain
amounts to a search for a set (v} of vertex positions which optimizes the matching of
vertex labels and of edge labels. The coefficient A controls the rigidity of the image

graph, large values penalizing distortion of the graph [ with respect to the graph M. In
32



[71, a system based on this technique was proposed, which can handle larger galleries
and have a higher matching accuracy. This method uses the phase of the complex
Gabor wavelet coefficients to estimate the position of the nodes accurately and
employs object adapted graphs for referring the nodes to the specific facial landmarks.
The recognition rate was reported to be over 90% for frontal faces. However, the
extraction of the feature vectors using the Gabor filter is very time-consuming. A
dynamic link architecture based on multiscale morphological dilation-erosion was
therefore proposed [9][16] for frontal face authentication. Morphological operations
of different orientations and scales are employed to yield a feature vector at each

node. The multiscale dilation-erosion of the image fix) by go(x) is defined as follows:

(f@g)x), ife>0

(f* g )x) =1 f(x), ifo=0 (2.3)
(f ©g,(x) if o<0

Let R and Z denote the set of real and integer numbers, respectively. Given an image
fi): D c Z> 5 Rand a structuring function g(x): G C 7 - R, the dilation of the
image f(x) by g(x) is denoted by (f @ g)(x). Its complementary operation, the erosion,
is denoted by (f @ g)(x). ¢ denotes the scale parameter of the structuring function. The
outputs of multiscale dilation-erosion for 0= -Op, ..., Oy form the feature vector
located at the grid node x

JEY = ((F* gand), - (¥ 8, (1 g-om)(X)) (2.4)

The linear projection technique is used to reduce the dimensionality of the feature
vectors. The algorithm of feature selection and automatic weighting of the nodes
according to their discriminatory power can increase the authentication capability of

the method.



2.5 Summary of Review

Face detection is an important step for many applications, such as face recogmition,
object tracking, image coding, and video coding. However, the position of a face in an
image is very difficult to locate. The performance to locate the human faces is
affected by several variables, such as the presence of moustache, glasses, gender, skin
color, facial expression, facial hair, as well as the background. In order to solve these
problems, various approaches to face detection such as the shape information
approach, knowledge-based method, example-based learning method and feature
based approach have been introduced. In the shape information approach, the shape of
a head is assumed to be elliptical. Thus, the size and orientation angle of a face is used
to obtain the elliptical shape in an image. For the knowledge-based method, the prior
knowledge about human faces is used to define the rules for face detection. The
human face region is declared if the input image complies with all the rules. In the
example-based learning method, a large number of face and non-face are used to
obtain the distributions of face images. The input image is classified into the face
clusters or non-face clusters according to the training results.

For facial feature extraction, one of the approaches is to compute the projections of
a face region along the horizontal and vertical directions. However, this method can
only roughly estimate the position of the facial features. Other approaches for facial
feature extraction are deformable template and active contour model, which are based
on a priori knowledge about the shape of the feature and are operated under the
influences of different forces. Both anatytic and holistic approaches to human face
recognition have been presented. The analytic approach considers a set of geometrical
features related to human facial features. On the other hand, the holistic approach
considers global properties of the human face.
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Chapter 3

Locating the Eye in
Human Face Images
Using Fractal Dimensions

3.1 Introduction

In Chapter 2, we presented the problem of face detection and facial feature detection.
Various approaches to human face detection and facial feature extraction have been
presented to solve the problem. In this Chapter, we will present a fast approach based
on valley field detection and fractal dimensions (FD) [72] to extract eye pairs in a
complex background, which can then be used to represent a face region.

Research in fractal analysis and its applications have grown rapidly in recent years.
Fractals are highly detailed, complex geometric shapes. One measure of the
complexity of an image is fractal dimension, which can be estimated using the box-
counting [72-74] technique. Advance research and development n fractal analysis
have practical applications in video coding, pattern recognition, natural texture
analysis [75] and classification [76], etc. Fractal dimension has also been used with
wavelet analysis in feature extraction [77].

The approach to locating eye pairs proposed consists of three levels, as shown in

Fig. 3.1.
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input
image Level 1 Possible eye Level 2 Possible Level 3
candidates eye pairs

Figure 3.1: The block diagram of the eye extraction system.

The first level is to detect in an image the location of possible eye candidates,
which exhibit themselves as valleys in the image space. These valleys are used to
define the possible eye candidates. Valley positions that have features similar to the
eyes are considered as possible eye candidates, and will be passed to level 2 to form
possible eye pairs. Two possible eye candidates with similar fractal dimensions are
grouped to form a possible eye pair in level 2. As fractal dimension is sensitive to
lighting conditions, a normalization process is performed before estimating fractal
dimension in order to reduce the effect of lighting. Furthermore, the two eyes of a
valid pair should have similar orientation. An oriented fractal dimension is therefore
devised to increase the matching accuracy. In stage three, in order to reduce the effect
of uneven lighting conditions in an eye-pair window, its edge image is considered in
computing the fractal dimension. Based on the input eye pair, the corresponding face
region can be formed. The input eye-pair window and the corresponding face region
are then binarized, and their respective fractal dimensions are measured. These two
fractal dimenstons are then compared with the average fractal dimensions of the eye-
pair window and face region. The performance of this approach has been evaluated

using the ORL database, MIT database, and various complex images. Experimental
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results have shown that the eye pairs can be detected reliably under different
orientations, lighting conditions, and slight perspective variations.

This chapter is organized as follows. Section 3.2 describes the box-counting method
for estimating the fractal dimension. The details of the eye detection procedure based
on valley field detection and measurement of fractal dimension are presented in
Section 3.3. Experimental results will be given in Section 3.4. Finally, a conclusion

will be drawn in Section 3.5.

3.2 Estimation of Fractal Dimension

In order to estimate the fractal dimension, a number of methods such as the Founer
power spectrum [75] and box-counting [73][74] can be used. The box-counting
method is an efficient technique for estimating fractal dimensions, and it can be
applied to gray-level images and binary images, as described below.

The differential box-counting approach [73] has been used to estimate fractal
dimensions. This method counts the number of boxes that cover the image intensity
surface. The surface can be considered as a 3D space in which the two coordinates
(x,y) represent the 2D position and the third coordinate {z) represents the image gray-
level intensity. For a given image of size /x/, the image is partitioned into grids of size
$xS. The grids are numbered as (if), where 0 € ij < r and r = |//s]. Each grid is
stacked with a column of boxes of size Sx5xS". Suppose that the maximum gray-level
intensity is G, then |G/S'|=|#/5]. The boxes on a grid are assigned a number with the
box at the bottom as box one and the one on the top as |[G/s). If the minimum and
maximum gray-levels of the image in the (i)™ grid fall in the boxes numbered & and {,

respectively, then n(ijy = 1 — k + 1, where r = [1/S] and O < ij < |1/s]. n(if)
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represent the number of boxes covering the image intensity surface over the (i, j)lh gnd,

as shown in Fig. 3.2. The total number of boxes required to cover the surface is

N, =3 n (i, j). With different grid size S, different values of r and N, can be obtained.

The fractal dimension can then be estimated from the least-square linear fit of log(N,)
against log(r). In Fig. 3.3, four points of (log(¥,),log(r)) for estimating the fractal
dimension at the eye center are plotted and joined by solid lines. The corresponding
dotted line represents the least-square linear fit of the four points. The fractal
dimension is éomputcd to be 2.115, and the mean square error between the dotied line

and the solid line is 0.0029.
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Figure 3.2: Estimation of fractal dimension for a gray-scale image using the box-
counting technique.
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Figure 3.3: The curve of log(N,) against log(r) and the corresponding least-square
linear fit for an eye region.

For binary images, only two levels exist: black and white. A black pixel represents
an image point or an edge point, while a white pixel is regarded as a point in the
background. An image of size Ix/ is divided into grids of size $x§. At each grid, the
number of boxes, n,(i,j), that contain any black pixels is counted. The total number of

boxes over all the grids is denoted as N, = Zn{ij), where i,j,=1,......I/Sand r= 1178 ].

The grid size SxS is changed such that different r and the corresponding total box
count N, are obtained. Again, the fractal dimension can then be estimated by using the
least-square linear fit of log{2n,) against log(r).

Figure 3.4 shows the distribution of fractal dimension for an eye region and its
swrounding area. The fractal dimension at the center of the eye region is higher than
that of its surrounding area due to the fact that the vanations of the gray level
intensities or the edges around the eye center are great. Fig. 3.4(d) and (e} illustrale

that the magnitude of the fractal dimension 1s 4 maximum near the eye center.
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Figure 3.4: The distribution of fractal dimension of an eye region: (a) the eye region
and its eye image, (b) 3D representation of fractal dimension, where the z-axis is the
magnitude of fractal dimension, (¢) projection of the fractal dimension onto the x-y
plane, where the fractal dimension 1s represented by gray-level intensities, (d)
projection of the fractal dimension onto the x-z plane, and (e) projection of the fractal
dimension onto the y-z plane.
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3.3 Detecting the Eye Pairs

The detection of eye features is an important step in human face recognition because
the eyes are the most salient feature on a human face. In this section, we propose a
new method for locating the eye pairs in an image with a complex background. The
detection is divided into three stages. First, all the valley regions in an image are
detected and tested for possible eye candidates, which are selected based on a number
of criteria. In the second stage, possible eye pairs are formed from the eye candidates
based on eye features and the oriented fractal dimension. The possible eye pairs are
then further verified based on the fractal dimensions of the eye-pair windows and face
regions in the third stage. The detailed procedure for locating the eye pairs and the

face regions is described below.

3.3.1 Valley Detection of the Eyes

As the iris is of low gray-level intensity in a human face, a valley exists at an eye
region. The valley field, @,, is extracted by means of morphological operators [33]. A
possible eye candidate is identified at position (x.y) if the following two criteria are
satisfied:

flx,y)<t, and @ (x,y)>1, 3.D
where f{x.y) is a facial image, and ¢, and 1, are thresholds. Fig. 3.5(a) and 3.5(b) show
an image and its corresponding possible eye candidates, respectively. A number of
regions of possible eye candidates are detected, and are then reduced to a point by
choosing the best candidates in each of the regions. Two functions, vi{x.y) and va(x,v),
are used to locate the best eye candidate in each region. The two functions are defined

as follows:

41



Sl O ) ( A (0 ) + ( ( b e (B ) )
)
flx=3.v)+ flx+3 v) < 5
O ) = @ (x ( [ — — =) (1 )) (5.2
3

where (s are weighting factors. @ (x.v) and S (x,v) are the average valley intensity
and the average gray-level intensity inside a 3x3 window. respectively. while @ (x.y)
and S-(x.v) are the corresponding values nside a 55 window. This arrangement
allows us to detect the eves of different scales. The good eye candidates are those
having large values in the functions vi(x.y) and va(x,v). Fig. 3.5(c) illustrates the

corresponding best eve candidate for the segmented regions in Fig. 3.5(b).

() (h) (c)
Figure 3.5: (1) Oniginal image, (b) possible eve regrons. and (¢) best candidates for

the Cye regions

3.3.2 Grouping the Best Eye Candidates to form Possible Eye
Pairs
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Based on the inter-distance between the two eye candidates, we can set up the
corresponding windows to cover each of the two eye regions, as shown in Fig. 3.6.
The height, A, and width, w, of the windows are equal to a quarter of the inter-distance,
L. As fractal dimension is sensitive to lighting conditions, a histogram normalization
technique (78] is used. An eye region is equalized in such a way that the histogram of
the region is normalized to a specified histogram. This arrangement alleviates the
effect of uneven lighting conditions on both halves of the face. When two eye
candidates are paired, they should have similar fractal dimensions, as well as
orientation. However, due to the use of square boxes in counting, fractal dimension
lacks this information about orientation. In our approach, we use two rectangular
boxes, as shown in Fig. 3.7, of different orientations instead of a square box in box-
counting. The two measured fractal dimensions are called horizontal fractal dimension,
FDy, and vertical fractal dimension, FD,, respectively. Table 3.1 shows the horizontal
and vertical fractal dimensions of the left and nght eyes underr different orientations
for a number of facial images. The results demonstrate that the FD, of the left and
right eyes of a human face are very similar at a given orientation. The same applies to
the FD,. The two fractal dimensions, FD;, and FD,, for a human face are different
from each other, and change according to the orientation of the eyes. For any given
image region, the texture inside will remain more or less the same under different
rotations, but both the FDj, and FD, will change. Nevertheless, when the FDy
decreases, the FD, will increase, and vice versa. This is due to the fact that the total
number of boxes required to cover the image area or space should change only
slightly even when the image 1s rotated. As shown in Table 3.1, the sums of FDy, and
FD, for the eye samples under different rotations remain fairly constant. Thus, a valid

eye pair can be selected if the following criteria are satisfied.



|FO(%. o)~ O, 1) < and |[FR(xg.30) - FR(x, w) <1, and

3.3
(FDCi. 300+ FROG )My <t; and |(FDCs, W)+ FRR )Mo <14 )

where (xo, Yo) and (x,, y;) are the locations of the left- and right-eye candidates, M.y, 1s
the average fractal dimension of the eye windows, and ¢y, f3, £3, and ¢, are thresholds.
In our experiments, f; and #; are equal and set at 0.001, and ¢4 are set at 0.033,
respectively. These thresholds are obtained on a set of 35 face samples selected
randomly from different databases. For a valid pair, the respective difference should
be less than certain thresholds. In Fig. 3.8(a), all the possible eye candidates in the
face image are illustrated. These possible eye candidates are then validated by the
conventional fractal dimension and the oriented fractal dimension to form possible
valid eye pairs, as illustrated in Fig. 3.8(b) and Fig. 3.8(c), respectively. The use of
oriented fractal dimension provides a better pairing result, since the conventional
fractal dimension forms eight pairs while the oriented fractal dimension results in four

pairs only. As the oriented fractal dimension matches eye pairs more accurately, the

total amount of computation required in stage three can be reduced.
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Figure 3.6: The two eye windows for fractal dimension measurement.
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Ficure 3.7 Rectanvular boxes used for measurie (a) F1,. and (b) £
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Upnght

Sample | FDyof | FD, of | FDyof | FD, of |FDy+ FD,} FDy +FD,

left eye |left eye |right eye|right eye| of left eye |of right eye
Cl 1.1696 | 1.1450 | 1.1701 | 1.1464 | 2.3146 2.3165
C2 1.1744 | 1.1516| 1.1716 | 1.1441 | 2.3260 2.2957
C3 1.1786 [ 1.1524 | 1.1858 | 1.1608 | 2.3310 2.3466
C4 1.1701 | 1.1406 | 1.1613 | 1.1505 | 2.3107 2.3118
C5 1.1769 | 115721 1.1776 | 1.1464 | 23341 23240
C6 1.1747 [ 1.1439 | 1.1837 | 1.1505 | 2.3186 2.3342
C7 1.1687 | 1.1533 | 1.1727 [ 1.1562 | 2.3220 2.3289
C8 1.1827 [ 1.1525] 1.1760 | 1.1489 | 2.3352 2.3249
C9 1.1756 | 1.1479] 1.1696 | 1.1440 | 2.3235 2.3136
Cl10 1.1810 | 1.1564 | 1.1772 | 1.1499 | 2.3374 2.3271

(a)

15° rotated right |

Sample | FDyof | FD, of | FDyof | FD, of |FDy+ FD,| FDy+ FD,

left eye | left eye [right eye |right eye| of left eye |of right eye
Cl 1.1715 [ 1.1550 | 1.1635 | 1.1494 | 2.3265 2.3129
C2 1.1598 | 1.1428 | 1.1533 | 1.1494 | 2.3026 2.3027
C3 1.1757 | 1.1359 | 1.1693 | 1.1414 | 23116 2.3107
C4 1.1786 | 1.1432| 1.1748 | 1.1393 | 2.3218 23141
Cs 1.1808 | 1.1381} 1.1759 | 1.1324 | 2.3189 2.3083
Ceé 1.1812 | 1.1323 | 1.1865 | 1.1369 | 2.3135 2.3234
C7 1.1793 | 1.1438 | 1.1801 | 1.i467 | 2.323] 2.3268
C8 11832 [ 1.1502 | 1.1773 | 1.1481 | 23334 2.3254
C9 1.1764 | 11502 | 1.1722 } 1.1499 | 2.3266 2.3221
C10 1.1638 | 1.1559 | L.1703 | 1.1583 | 2.3197 2.3286

(b)
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15° rotated left

|

Sample | FDyof | FD,of | FDyof | FD,of \FDy + FD,| FDy + FD,

left eye |left eye [right eye|right eye| of left eye | of nght eye
Cl 1.1681 [ 1.1435] 1.1620 | 1.1471 | 2.3116 2.3091
C2 1.1723 | 1.1391 | 1.1751 | 1.1435 | 23114 2.3186
C3 1.1653 | 1.1490| 1.1713 | 1.1473 | 2.3143 2.3186
C4 1.1697 | 1.1432] 1.1753 | 1.1403 | 2.3129 2.3156
C5 1.1731 | 11381} 1.1776 | 1.1353 | 23112 2.3129
Ceé 1.1750 | 1.1424 | 1.1717 | 1.1432 | 2.3174 2.3149
C7 1.1683 [ 1.1480 | 1.1651 | 1.1510 | 2.3163 2.3161
C8 1.1667 | 1.1477 1.1701 | 1.1413 | 2.3144 2.3114
C9 1.1594 | 1.1501 | 1.1550 | 1.1514 | 2.3095 2.3064
Cl10 1.1803 {11511 ] 1.1751 | 1.1551 | 2.3314 2.3302

(©
30° rotated right

Sample | FDyof | FD,of | FDyof | FD,of [FDp+ FDjFDy+ FD,

left eye | left eye [right eye|right eye| of left eye jof right eye
Cl 1.1626 | 1.1450 | 1.1665 | 1.1464 | 2.3076 2.3129
C2 1.1609 | 1.1516 | 1.1593 | 1.1441 | 2.3125 2.3034
C3 1.1608 | 1.1524 | 1.1627 | 1.1608 | 2.3132 2.3235
C4 1.1633 {1.1406 | 1.1642 | 1.1505 | 2.3039 2.3147
C5 1.1685 [ 1.1572[ 1.1699 | 1.1464 | 2.3257 2.3163
C6 1.1664 | 1.1439| 1.1615 | 1.1505 | 2.3103 2.3120
C7 1.1555 | 1.1533 | 1.1600 | 1.1562 | 2.3088 2.3162
C8§ 1.1601 | 11525 1.1637 { 1.1489 | 23126 2.3126
C9 11749 [ 1.1479| 1.1693 | 1.1440 | 2.3228 2.3133
Cl10 [.1799 | 1.1564 | 1.1727 | 1.1499 | 2.3363 2.3226

(d)
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T—

i | o _ 30 !'Ul.HL‘d IL‘T_I ) |
Sample | FD; of | FD. of| FD,of | £D.of |FD,+ FD,|FD,+ FD

left eve |left eve |right eyve [nght eye | of left eye |of right eye

Cl 1.1496 [ 1.1326] 1.1536 | 1.1385 | 22822 | 2.292I
2 :'-'{MLJ?‘“", 1.1533 | 1.1295 | 2.2858 | 2.2828
| €3 [ LI517]1.1290] 1.1S97 | 11251 | 22807 | 22848 |
| Cc4 [ 1.1653[1.1402] 1.1642 [ 1.1413 | 2.3055 | 2.3055 |
| Cc5 | |.7|so4.1.13n51 11631 | 1.1397 | 2.2899 | 2.3028 |
T C6 | 1.1610 | 1.1354] 1.1615 | 1.1383 | 23064 | 2.2998 |

C7 | 1.1490 | 1.1325] 1.1563 | 1.1392 | 22815 | 2.2955 |
T C8 | 11523 |1.1297] 1.1592 | 1.1353 | 2.2820 | 2.2945 |
€9 | L1601 [1.1292] 11642 | 1.1254 | 2.2893 | 22896 |
| C10 [ 11590 [1.1354] 1.1564 | 1.1367 | 2.2944 [ 22931 |

(c)

Table 3.1: The oriented fractal dimensions, £, and FD,, and their corresponding
sums. FD,+FD,, for a number of eye samples under different orientations: (a) upright,
(h) 13" rotated right, (¢) 15" rotated left, (d) 30" rotated right. and (e) 30" rotated left.

(1) (b) (¢)

Figure 3.8: (a) Possible eve pairs i a facial image. (b) possible eye pairs bused on the
conventional fractal dimension, and (¢) possible eye patrs based on the oriented fractal

dimension

3.4 Verification of Eye Pairs
[he eve pairs selected in stage two are passed to the next stage tor further verthication

At this stage, the measurement of cach possible eve-pair region and 1ts corresponding
face reeton will be computed by means ol fractal dimension. In order to reduce the

clfect of hehtine conditions. the edge images are used i the computation ol the

fractal dimension. Examples of eve pairs and human tace regrons, together with then

IS




corresponding binary images. arc shown in Fig. 3.9.

Based on the inter-distance L between two eve candidates. the eye-pair region and
its corresponding face region can be extracted. The height. EH. and width. EW, of an
eve-pair window are defined to be 0.5L and 1.67L, respectively. as shown in Fig.
3.10(a). Furthermore. the corresponding width of the face region, WF, 1s also set to
1.671.. The height of the face region is set in reference to the position of the eye pairs:

the top and bottom lines of a face window are L/3 and [.5L. respectively, from the eye

pair, as illustrated in Fig. 3.10(b).

(a)

Figure 3.9: (a) Samples of eve pairs and their corresponding binary images. and (b)

samples of the human face regions and their corresponding binary images
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(a) (b)

Figure 3.10: (a) An cye-pair candidate and its corresponding eye-pair window, and (b)

an eye-pair candidate and its corresponding face region.

In order to verify whether a selected eye-pair candidate 1s vahd, the average fractal
dimensions of the eye-pair regions, M., and the face regions, M ... are computed.
Tables 3.2 and 3.3 tabulate the fractal dimensions of a number of eye-pair windows
and face windows. The corresponding means and vanances of the fractal dimensions
are 1.7341 and 0.0025. respectively, for the eye-pair region and 1.9404 and 0.003,

respectively. for the face region,

! S;unb[g | Size - I'D ot cye pair
{

| 55%20)
[ \

I 17140 |
B2 53%20) 1.7382 |
I E3 SSx20 | 7156

B 55420 | 7245

B 55x20 1 .7286

O 4OxIS 1 7528

E7 | 30x15 1.7244

IS 0813 1.7412

FO 0 S 1.7234

10 | 40x15 | | 7342 '

1l | 55420 ] 1.7283

S()




El12 55x20 1.7352
El3 55x20 1.7413
El4 55x20 1.7231
El5 35x20 1.7212
El16 40x15 1.7428
El7 40x15 1.7155
El8 40x15 1.7512
E19 40x15 1.7644
E20 40x15 1.7545

Table 3.2: Fractal dimensions of binanzed eye-pair windows at different sizes.

Sample Size FD of face region
Fl 50x60 1.9380
F2 46x59 1.9297
F3 52x65 1.9373
F4 50x62 1.9629
F5 48x62 1.9211
F6 50x62 1.9639
F7 52x64 1.9481
F8 54x66 1.9613
F9 48x60 1.9696
F10 50x64 1.9375
Fl11 52x62 1.9552
F12 46x59 1.9347
F13 48x60 1.9277
Fl4 52x64 1.9384
F15 48x62 1.9271
F16 50x64 1.9138
F17 52x64 1.9630
F18 54x64 1.9113
F19 48x62 1.9296
F20 52x62 1.9375

Table 3.3: Fractal dimensions of binarized face windows at different sizes.

The computed fractal dimensions of the eye-pair regtons and face regions show a
small variance under different scales, as shown in Tables 3.2 and 3.3. It is also found

that there is a big difference between the fractal dimensions for facial images and
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those for non-facial images. Fig. 3.11(a) illustrates a possible eye-par candidate
which is actually the background of an image. Fig. 3.11(b) and 3.11(c) show the
invalidly selected eve-pair window and its corresponding face window. The
corresponding fractal dimensions for these two binanzed windows are 1.564 and

1.679, respectively, which is a big difference from the corresponding average fractal

dimensions.

(b) (C)

Figure 3.11: (a) A possible eve pair is selected in background. (b) the invahid eye pair
and its binarized image: fractal dimension of the binarized image 1s about 1.5638. and
(¢) the mvalid face region and its binarized image: fractal dimension of the binanzed

mmaee 1s about [.6789

[hus. a valid « Ve pair can he selected 1f the followme criterta are satishied

/ ( v. ¥) 1/ (X, 1. and I N2 ) \v s B ) [ (A1)
where (1) represents the position of the eve parr window and the face window /
and £, are the tractal dimenstons ol the eyve pair and face regions, A7 and A/

are the averave Tractal dimensions of the two windows, and 5 and 1, are the




thresholds. In our experiments, 75 and t,, are set at 0.038 and 0.035, respectively
However. it is possible to detect more than one vahd eye pair. which cluster around

the valid eye-pair region, as shown in Fig. 3.12(a). In order to choose the overlapping
vahd eye pairs, the one with the lowest value of |F, (xv) - M (xv)| +|F,  (xv)
M, (x,v)| should be selected as the best eye pair in the overlapping region. Fig.

3.12(b) shows the best eye pair used n the representation.

(a) (b)

Figure 3.12: (a) Valid eve pairs, and (b) the best eye pair.
3.5 Experiment Results
I'he new approach for extracting the human eye pairs is tested using the MIT face
database, ORI face database, and some complex images with a number of faces.
Some of the results are shown in Fig. 3130 All the upright faces in the MIT face
database and the complex images with a number of taces under head-on hghting are
detected without any error. Table 3.4(a) shows the hit rates and nmuss rates under
different conditions using the conventional fractal dimension. Table 3.4(b) shows the
hit rates and nuss rates using our new approach under ditterent conditions. Table 3.4(¢)
shows the results of locating the human eve and face [32] using the Gabor wavelel
Our new approach achieves an overall hit rate of 1007 without head alt and under

head -on hiehtine. When the heads ult to the left or rieht, the hit rate 1s 906 . When
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the light source to the faces is from 45°, the hit rates for the upright and tilted faces are
87.5% and 85.9%, respectively. However, without using our normalized and oriented
fractal dimension, the hit rates for the upright faces with head-on lighting are only
75% and 78.1%, respectively. When the lighting is 90°, the hit rate for the upright face
1s 84.4% and the hit rate for the tilted face is 75%. Table 3.5 shows the hit rates and
miss rates of our method based on the ORL database for upright faces and faces with
perspective variations. Our approach achieves an overall hit rate of 92.9% for upright
faces. When a face is subject to a slight perspective variation, the average hit rate is
82.4%. The experiment was performed on a Pentium II 450MHz PC. The processing
time for locating eye pairs in an image of size 128x120 and 92x112 are less than 1.5s.
In conclusion, our new approach can greatly improve the hit rate under a lighting
source at 90°. The approach also works well even if the‘ eye pairs and faces are under

uneven lighting conditions, or subjected to slight perspective varnations.

Lighting Head On 45" 90°
Head tilt No Tilt No Tilt No Tilt
Full Scale Hit 16 28 13 26 13 17
Miss 0 4 3 6 3 15
Medium Hit 14 26 Il 24 9 14
Scale Miss 2 6 5 8 7 18

Table 3.4(a): Using the conventional fractal dimension.
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Lighting Head On 45° 90°
Head ult No Tilt No Tilt No Tilt
Full Scale Hit 16 28 15 29 15 26
Miss 0 4 1 3 1 6
Medium Hit 16 30 13 26 13 24
Scale Miss 0 2 3 6 3 8
Table 3.4(b): Using our new approach.
Lighting Head On 45° 90°
Head tilt No Tilt No Tilt No Tt
Full Scale Hit 16 28 14 24 14 19
Miss 0 4 2 8 2 13
Medium Hit 14 26 12 26 10 15
Scale Miss 2 6 4 6 6 17

Table 3.4(c): Using the Gabor Wavelet.

Table 3.4: Experiment results based on the MIT face database using (a) the
conventional fractal dimension, (b) our new approach, and (c) the Gabor waveiet.

Table 3.5: Experiment results based on the ORL face database using our new

approach.

Perspective Variation No Slight
Hit 70 51
Miss 5 9




3.6 Conclusion

In this chapter, we have proposed an oriented fractal dimension for accurately
extracting eye pairs in a complex image. Instead of searching the whole image space
to determine the different scales of the eye pairs, only possible eye pairs are
investigated. These possible eye pairs are identified by means of valley detection and
measuring their fractal dimensions. In order to reduce the effect of uneven lighting
conditions on the left-eye and the right-eye, eye windows are normalized by an
histogram technique. In addition, when grouping a left eye candidate with a right eye
candidate to form an eye pair, it is proposed that the oriented fractal dimension be
used because it can provide a higher level of matching accuracy. The corresponding
average fractal dimensions of the binarized eye-pair regions and the face regions are
then used to verify whether the eye pairs selected are valid. The proposed method can
successfully extract valid eye pairs under different scales, orientations, lighting

conditions, and slight perspective varnations.



Figure .13 Lxperiment results




Chapter 4

A Reliable Method for
Extracting the Chin Contour

4.1 Introduction

In Chapter 3, we presented an efficient and reliable approach for extracting the facial
features such as eye. Based on the position of the facial features, we can locate the
face region and the face contour. In this chapter, we will present a method to extract
the chin contour, as the accuracy of its representation has a significant effect on the
performance of the face recognition systems. There are many existing methods for the
estimation of a chin contour. The active contour model and the deformable template
are the typical examples. The active contour model (snake) 1s an energy minimizing
spline which can be operated under the influence of both internal contour forces and
edge forces. The edge forces lead the snake points to the boundary of a contour.
However, the chin contour cannot be represented accurately using the model because
the edge forces at the chin are usually weak, and the contour is not specified by «
priori knowledge of the expected shape. The deformable template is used to estimate
the chin contour. However, the template will be attracted by the valley forces and
edge forces from the mouth if its initial position is not near the chin. In our approach,
a reliable method for extracting a chin contour is proposed. The idea of the
deformable template is employed and applied to chin contour extraction by
constdering two parabolic curves. These two curves are further represented by five
control points, which are used to estimate the shape of the chin contour. We firstly
evaluate the position of the mouth and the eyes. which provides useful information

about the position of the chin. The initial position of the chin can then be located
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approximately by the anthropometric measure. The chin model can be fitted into the
chin region of a human face by minimizing a set of energy functions through an
iteration process. The set of energy functions is devised in such a way that the salient
features of the chin and a priori knowledge of the shape are used to guide the

detection process. A proposed method is employed to extract the chin contour during

the optimization process.

4.2 Locating the Eyes and Mouth Position

The positions of two eyes are located by means of fractal dimension and valley field
detection which have been presented in previous chapter. Having located the eyes, the
position of the mouth is then located by means of integral projection.

The horizontal and vertical projection functions are defined as follows:

X2
Hy)= ) fxy)

X=X

Y2
V= D fx) @.1)

y=X¥
where f(x,y) is the gray level intensity. The position of the mouth can then be located

by the two projections as shown in Fig 4.1a.

4.3 Extraction of the Chin Contour in Facial Images

Our method of chin contour extraction is divided into two stages. Firstly, the initial
position of the chin contour is estimated and represented using a chin template. In our
approach, five points are used to control the shape of the template. The imtial position

of the chin is estimated by means of anthropometric measure. Furthermore, the
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position of the cheeks is approximated using projection techniques. A set of energy
functions is then defined to guide the movement of the chin template in the

optimization process. The details of our algorithm is described here.

4.3.1 Initial Position of the Chin Contour

The chin contour is represented by two parabolic curves, (X1, X2, X3} and (Xy, Xa, Xs),
which consist of five control points, as shown in Fig 4.2. The position of the point x,
is estimated from the typical anatomy of the human face by considening the position
of the mouth and eyes. As the mouth is used in the estimation, the effect of the edge
forces and valley forces from the mouth can be avoided during the optimization
process.

A method for locating the position of the eyes and the mouth has been described in
Section 4.2. A window is then set up to determine the position of the cheeks (points x;
and x4) by applying vertica! projection on the edge image, as shown in Fig 4.1b. In
order to extract the chin contour accurately, points x3 and xs are placed in between the
points x;, X2 and points xy, X4, respectively. These five points are then allowed to

move to the chin contour.
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Figure 4.1. a) The mouth position extracted by using horizontal projection. b) Two

boundary points extracted by using vertical projection in an edge image.

»@»/

Figure 4.2. The imuial pomts and labels for the chin contoun

4.3.2 The Energy Functions for Estimation of the Chin

Contour
he chim contour of a tacial mmaee can be extra ted rehably throuch an yWmizalion
proce Ihe template 1s composed ot two parabohic curve which are described by




five control points. These points are allowed to move to adapt the template to the chin
contour of the facial image. This matching process will minimize the sum of the
energy functions. These energy functions are composed of the smoothed edge forces
&d., the image forces @y, a prior shape of a chin, and the intensity difference. The
smoothed edge forces can attract the distant control points towards the chin position.
However, if the initial position of the control points is not close to the actual chin
position, the edge forces from the mouth or the neck might dominate, and a wrong
chin contour will result. Therefore, the estimation of the initial position of the control
points is vital to the success of chin extraction. In addition, a salient feature of the
chin is the difference in image intensity between the regions above and below the chin
contour. Thus, the intensity difference term can make the template locate the chin
contour more accurately. The different energy functions are defined as follows.

1. The edge energy potential, E,, measures the blurred edge intensity value along a

parabolic curve, as shown in the following equation.

1 (4.2)

E,=-—14§b.d

where |Lp| represents the length of the parabolic curve. This term attempts to attract
the control points to the boundary of the chin contour.

2. The intensity difference, E4, measures the difference in image intensity between
the regions above and below the chin template.

Eg = -D(Ri.Ry) (4.3)

I i
= ‘(?—Z’(-‘* )= — 2 1x )
i Ki

naz RU
where R, and R, represent the regions in the inner part and the outer part of the chin

template, respectively, while n, and n; represent the number of pixels in the
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corresponding regions. If the template is located at the chin contour, this energy
term will become a minimum,
There are three possible situations for the location of the template:

1) The template is located near the mouth. The value of E; will become positive
as the image intensity in the mouth region decreases.

2) The template is located between the mouth and chin contour. The value of E4
is close to zero as the pixel intensities in these two regions are very similar.

3) The template is located in the chin contour. The value of E; becomes negative
due to the fact that the gray-level intensity around the neck is lower than that
above the chin contour due to the effect of lighting.

. The valley energy term, E,, defines the summation of valley intensity along the

parabolic curve, which is then divided by its length.

1

Ev =—I—IH

j;‘bvds (4.4)

This term is defined in such a way because the chin contour exhibits as a region of
a valley,so the valley force along the chin contour is stronger. This term attempts to
attract the contro! points to the boundary of the chin contour.

. The a priori energy terms are defined to maintain the shape of a chin contour that
is similar to the parabolic curve. Therefore, the Euclidean distance is used to
measure the similarity. The equation is defined as follows:

x4
D= DAk - 1206 (4.5)
K=x3
where f; represents the parabolic curve formed by the points x2, x; and xy as shown
in Fig 4.3, denoted as the line (a). f> represents the chin contour formed by

combining two parabolic curves, as shown in Fig 4.3, denoted as the line (b). K
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represents the position along the curves from point X3 10 X4. This term D attempts to

keep the shape of the chin contour close to a parabolic curve.

Figure 4.3. Line (a) is the parabolic curve formed by the three points (points Xa, X1
and x4). Line (b) is the curve formed by the two parabolic curves (points X2, X3, X; and
the points Xi, Xs, X4).

The Energy Terms Associated with the Control Points

The new position of a control point is determined by the total energy potential at its
current position and its eight neighbouring points. The new position 1s where the total

encrgy potential is a minimum. The different control points are assigned with

different energy terms, as shown in the following.

—-A E "A
E,(;C.)=C E’(x‘)ﬁ,‘, t(x,) wherei=1,2 and 4 (4.6)
, l E'max ) E;’mﬂx
E()=6 Ef('%) +¢y L0y +65 ) +o £y @.7)
k\»max E:mnx Erimax [‘Ilm-‘l
_ E(%)  E(y) . EfR &
e ? &), E('(S)Hb 25 +ng 5) (4.8)
5 max ¥ MaX W max max

where g, represents the position of a control point. The maximum value of cach energ
term is used for normalization. The interation will be stopped if the changes in energy

of all five control points are less than a threshold.
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L) (h)

Figure 4.4, () The mital templates i facal tmages, (b The final templates tor the

estrmated chin contour in Lacral imaees




4.4 Experimental Results

The proposed algorithm has been applied to over 40 head-and-shoulders images. The
experiment shows that the chin contour can be extracted accurately in about 83.3% of
the images. The remainder was unsuccessful due to adverse lighting effects. A chin
extraction is considered to be successful if the two parabolic curves exactly placed
precisely on the chin contour. The initial and final templates are illustrated in Fig
4.4a and Fig 4.4b, respectively. The required total runtime is less than 1 second: half
of the total is spent locating the eye pair and the mouth, and the other half is for

extracting the chin contour. The experiment was conducted on a Pentium II 450MHz

personal computer.

4.5 Conclusion

In this chapter, a method for locating and extracting the chin contour of a facial image
has been introduced. The head is first located and detected by an active contour model.
The position of the eyes and mouth is then estimated. The initial location of the
template is determined by anthropmetric measure, so the effect of the edge forces
from the mouth and the neck can be avoided. The template is represented by two
parabolic curves and described by five points. A set of energy terms is defined and

applied to locate the chin contour accurately. Experiment results show that this

method is accurate.
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Chapter 5
New Modified Hausdorff Distances

For Human Face Recognition

5.1 Introduction

Human face recognition has a wide range of applications such as cnminal
identification, security systems, credit card verification, automatic teller machine
transactions, etc. Various approaches to human face recognition such as the holistic
and analytic approaches will be presented in Chapter 2.

Psychological studies have revealed that humans can categorize a human face at a
glance and recognize the line drawings of objects as quickly and almost as accurately
as photographs [17). Tt is suggested that the edge-like retinal images of faces can
provide useful information for face identification at the level of early vision.
Furthermore, when the template matching method {13} is used, edge-like maps can
achieve a better performance than the feature-based techniques. The advantage of
using edges as image features is that they can provide robustness to illumination
change and simplicity of presentation. In this chapter, two new modified Hausdorff
distances are proposed for face recognition. These new distance measures incorporate
the spatial information of a human face. In order to evaluate this new method, three
face databases, namely the MIT, Yale, and ORL, are used in the experiment. The
results show that our proposed modified Hausdorff distance measures can achieve
higher recognition rates than those of other existing Hausdorft distance measures.

This chapter is organized as follows. The basic concept of Hausdorff distance is
introduced in Section 5.2, The two new moditied Hausdorft distances, namely

spatially weighted Hausdorff distance (SWHD) and spatially weighted ‘doubly’
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Hausdorff distance (SW2HD), are proposed and defined in Section 5.3. Section 5.4
presents the experimental results conceming the recognition rates of the vanous

modified Hausdorff measures. Finally, a conclusion is given in Section 5.5.

5.2 Hausdorff Distance

One of the shape comparison methods is Hausdorff distance, which is based on a
distance measure of the edge maps of two objects. A major advantage of this distance
measure is that the distance can be calculated without the explicit pairing of points in
their respective data sets. Given two finite point sets A={ay,..... p}  and

B={b,.....,by}, Hausdorff distance is defined as follows:

H(A,B)=max{h(A,B),h(B,A)} (5.1)

where h(A, B) = max min”a — b”
acA beB

|-|is an underlying norm on the point sets A and B. The function /(A,B) is called

directed Hausdorff distance from point set A to B. It identifies the point ¢ € A that is
farthest from any point of B and measures the distance from point a to its nearest
neighbor in B. Hence, Hausdorff distance measures the mismatch between the two
point sets and can be used as a measure for shape comparsion. This shape comparsion
method does not require any explicit correspondence between the model and the
image data set, as it does not build a one-to-one pairing between the model and the
image feature points. A number of medified Hausdorff distance measure methods [80-
81] have been proposed which provide a more reliable and robust measure than the
original one. Takdcs [17] further improved the modified Hausdortf distance for face

recognition. This modified Hausdorff distance tntroduces the notion of neighborhood
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function N§ and assoicated penalty (P), which is called ‘doubly’ modified Hausdorff
distance (M2HD). This modified Hausdorff distance is defined as follows:

H(A,B) = max{h(A,B),h(B,A)} (5.2)

where d(a, B) = max(/ - min ||a - b", (1-1)-P)
beNp
and

L sa@ B

g G€EA

h(A,B)=

In this modified definition, ~§is the neighborhood of point @ in set B. [ is an

indicator, which is equal to 1 if there exists a point be Nz, and O if otherwise. This

formulation may have two different values for A(A,B): when all matching pairs fall
within a given neighborhood, its value will be the same as the original Hausdorff
distance; however, if no matching pair is found, then the penalty value P is considered.
It has been shown that the ‘doubly’ modified Hausdorff distance is suitable for face

recognition, because it accounts for small and non-rigid local distortions.

5.3 Matching Face Images Using Spatially Weighted

‘Doubly’ Hausdorff Distances

In human face recognition, the different facial regions have different degrees of
importance; especially the eye and the mouth regions. However, traditional Hausdorff
distance [79] and the ‘doubly’ modified Hausdorff distance do not consider the
relative importance between the different facial regions, and make no distinction
between different parts of the face. We therefore devise a new modified Hausdorff
distance, namely spatial weighted hausdorff distance (SWHD). This proposed
Hausdor(f distance is specific to face recognition and places more emphasis on the

crucial facial features, such as the eye and mouth regions. The SWHD is also
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combined with the M2HD to provide a distunce measure which can achieve a higher
recognition rate than that of both the M2HD and SWHD.

In the implementation. the position of a human face in an input fucial 1mage 1s
detected and the corresponding position of the two eves 1s located. The edge map of
an input facial image is generated and then normalized to a specific size based on the
inter-distance of the two eyes. This normalized edge facial image and the facial image
in the database to be compared are then aligned based on the location of the cyes.
Finally. distance transform [82] is applied to the input edge image and different
Hausdorff distances are used to measure the similarity between the input human face
and the face in the database. The input edge facial image 1s matched against a
database of faces and the results are ranked according to the measure of similarity. Fig.

5.1 shows the whole process of our new proposed face recognition system.

[

Input face Image Pre |Jl1'bt‘f‘\\ill2 Computation
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NMatching =

= dillerent o
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Database

Figure 5.1: The architecture of our face recognition system




5.3.1 Edge detection and thresholding

In applying Hausdorff distance to face matching, the shape comparison basically
operates on edge maps. Consequently, the edge detection algorithm used will have
significant affect on the matching performance based on Hausdorft distance measure
However. when converting a gray scale edge image to a binary edge image. a fixed
threshold does not work well. This is due to the fact that the contrast in an edge image
may vary significantly. In our approach. we use an adaptive threshold for each edge
image to obtain the corresponding thresholded binary image. The threshold 115
calculated adaptively for an image by considering the gray-level intensities of the
15% highest pixel mtensities. Assume that the histogram of an edge image of size
fxw 1s his(i). where i = 0.1.....255. T is then determined as the largest value such that
the following equation 1s satisfied:

255

> hist (1) =2 015 h x w (53

Fig. 5.2 shows some edege images based on this adaptive thresholding scheme. Fig.

5.2(a) and Fig. 5.2(d) arc the original images, Fig. 5.2(b) and Fig. 5.2(¢) are the gray

e |

[evel edge images., and Frg. 5.2(¢) and kg 5.2(1) are the thresholded L‘t[}‘k‘ 1HMages




(d) (e) (1)
Figure 5.2: First column: onginal facial images: second column: gray-level edge

images: third column: binary edge images by using adaptive thresholding method

5.3.2 Spatially Weighted Modified Hausdorff distance

A new modified Hausdortt distance for face recognition 1s proposed in this paper
based on the fact that the various facial regions have different degrees of importance,
whereby the eves and mouth play the most important role in face recognition. A
weighted function is defined according to the spatial position of the respective regions
of the facial features. hence this modified Hausdorff distance measure 1s called
spatially weighted Hausdorft distance (SWHD). The following is the definition of this
new Hausdorf! distance:

Given two finite point sets A={a,.....a,} and B={bh,,....h,} ,

HiALBY= maxilr. (A.BYh . (8. A)) (5.4
[he '\]‘.ll]\JH\ \‘\ﬁ.'[_':‘}”i.'\l directed Hausdorft distance., I | O P Lh‘l\]lcnl oS follows

s N (b min [et — b 3

w here ts an underlving norm on the poimnts of A and B, and NV, 15 the number ol

pomts m set Ao wiv) s a werehted functon, whose definmon s




1 XER,
W x€ R,

13

W(X) = { Wom Rim M Rgm

(5.6)
wnm (Rim M Rgmc) v (Rimr M Rgm)

LO XER,

where R;. represents the regions of two eyes, Ry, and R, are the mouth regions of the
input facial image (probe image) and the facial image in the database (gallery image),
R represents the complement of the region itself, R, ts the facial region other than the
eye and mouth regions, and R is the background region that contains no facial parts.
As the two images are aligned based on the two eyes, only parts of the respective
mouth regions will overlap. Different values are used in the weighted function w(x)
according to the position of a point in a facial image. Those points in the important
facial regions, R; and (Rin M Rgm), are fully counted (i.e. 1), while edge points that
oceur in the background are ignored. Those points in the less important facial regions,
(Rim M Ryn') U (Rim” M Rgpm), and unimportant facial regions, R,, will be suppressed by
the weighted values of wy, (0.7) and w, (0.5), respectively, which are less than one.
Also, the weight of the background is 0, so non-facial points will be ignored. Fig. 5.3
illustrates a 3D representation of the spatially weighted function obtained by

superimposing the probe image and the gallery image.
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Figure 5.3: The 3D graph of a spatially weighted function w(x).

The SWHD takes into account the different degrees of importance of different regions
in a facial image. However, differences in facial expressions will lead to differences in
the eye windows and the mouth window. In order to alleviate this effect, we combine
the M2HD with the SWHD to have a new modified hausdorff distance, namely
spatially weighted ‘doubly’ Hausdorff distance (SW2HD). Its corresponding directed

Hausdorff is then defined as follows:

(5.7)

o
B

be N

max(/ min "a - b" (t-HpP)

d{a, B)

(5.8)

Swla)-d{a, B)

I
N a € A

A, B)

sed on the position of the two eyes

The position of the mouth region is determined ba

Integral projection

the integral projection technique [13}.

and estimated by means of

has been used successfully for the extraction of facial features. Based on the inter-

ates, we can set up a window to cover the mouth

andid:

distance between the two eye ¢

of the window is half and equal to the inter-

region. The height, A, and width, w,

distance of the two eyes, L, respectively, as shown in the Fig. 5.4,
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Figure 5.4: Two eyes and mouth window.

5.4 Experimental Results

¢ University), and ORL (from the Olver Research

[he MIT, Yale (from the Ya
Laboratory in Cambridge, U.K) face databases were used in the experiment. The MIT
database has 144 face Images with 16 distinct subjects. while the Yale database has
[50 face images with |5 distinet subjects. For the ORL database, there are 400
different face images corresponding to 40 distinet persons, but only 6 1mages tor cach
of the 40 subjects were included in the testing set. The experiment sctup s that an
upricht frontal view of cach of the 71 subjects with suitable scale and normal facral
cxpression was chosen to form a database consisting of 71 persons. Each of the testing
images was then compared to cach face in the database. The results were ranked and

arranged 1 ascending order of their measured similarity with respect to the current

inpul

[n the expermment. the primciple component analvsis (PCA)C the Hausdort ! d
(HLD)L | foub 1o Hausdort! distance (M2FHID) [l Y
Flausdortt d (SWHD). and the spat crehted “doub Hausdort ! distance
(SW2HID of atestinge Tacral imaee and cach face i the database were computed. 'The




results were ranked and arranged in ascending order according to their corresponding
measured distances. To choose the optimum parameters for the two proposed
Hausdorff distances, we conducted several experiments with different values of w,,
wnm, and P. Table 5.1 tabulates the recognition rates for different values of w,, wpy,
and P. We found that the best recognition rate was achieved when the parameters w,
and w,, are set at 0.5 and 0.7, respectively, and the penalty value P=4. Fig. 5.5
illustrates the cumulative recognition rates of the PCA, HD, M2HD, SWHD, and
SW2HD based on the combined database, which in total has 71 subjects. Our
proposed Hausdorff distances, SWHD and SW2HD, can both achieve a better
performance than that of the PCA, HD and M2HD methods, while the SW2HD
produced the best performance. The recognition rates for PCA, HD, M2HD, SWHD
and SW2HD are 60%, 55%, 74%, 80% and 81%, respectively. The SW2HD method
can achieve recognition rates of 87%, 89%, and 97% for the first three, the first five,
and the first ten likely matched faces, respectively, as shown in Fig. 5.5. Table 5.2
shows the corresponding recognition rates of the five methods based on the three
individual databases and the combined database. The experimenis were conducted on
a Pentium II 450MHz computer system. The average runtime for our new method is

less than two seconds.
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P=4.0 w, =03 w,=0.5 w,=0.7
Won=0.5 84% 87% 86%
Won=0.7 87% 89% 88%
Win=1.0 87% 87% 86%

P=5.0 w,=0.3 w,=0.5 w,=0.7
Wam=0.5 83% 87% 86%
Wom=0.7 85% 88% 87%
Wom=1.0 88% 87% 87%

P=6.0 w,=0.3 w,=0.5 w,=0.7
Wom=0.5 85% 87% 87%
Wum=0.7 85% 88% 87%
Win=1.0 86% 88% 87%

Table 5.1: Recognition rates using different values of wy,, w, and P.

PCA HD M2HD SWHD SW2HD
ORL 63% 46% 75% 82% 88%
Yale 50% 66% 80% 82% 83%
MIT 50% 49% 80% 84% 89%
Combined 60% 55% 74% 80% 81%

Table 5.2: Recognition rates of the five face recognition methods: PCA, HD, M2HD,
SWHD, and SW2HD, with different databases. The number of faces in the MIT, Yale,
ORL, and combined databases are 16, 15, 40, and 71, respectively.
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Figure 5.5: Comparison of the overall recognition rates using 534 testing face images.

5.5 Conclusion

In this chapter, new modified distances are proposed for human face recognition.
Because different facial regions have different degrees of importance for face
recognition, the distance measures proposed incorporate the a priori structure of a
human face to emphasize the importance of facial regions. The two proposed
Hausdorff distances are the spatially weighted Hausdorff distance (SWHD) and the
spatially weighted ‘doubly’ Hausdorff distance (SW2HD), respectively. The SW2HD
includes a penalty function when the measured distance for a point is larger than a
certain value. This distance measure can reduce the effect of outliers on the image.
Experimental results based on the combined face databases show that this new
distance measure can achieve a higher recognition rate when compared to the /D and
M2HD methods. The recognition rates of the SWHD method are 80%, 87% and 95%
for the first one, the first five, and the first ten likely matched faces, respectively,
while the corresponding recognition rates for SW2ZHD are S1%, 89% uand 97%,

respectively The techniques proposed in this chapter are computationally simple and
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can provide a reasonable performance level. In practice, our approach can be used as
the first stage of a human face recognition system which selects those similar faces to
an input face from a large face database. Those selected faces are then further

analyzed by means of more computationally intensive and more accurate methods.
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Chapter 6

Automatic Human Face Recognition
System Using Fractal Dimension and
Modified Hausdorff Distance

6.1 Introduction

In this chapter, the efficient methods developed in this thesis for locating the two eyes
and recogmizing the human face are combined to form an automatic human face
recognition system. The position of the two eyes are located based on the valley field
detection and measurement of fractal dimensions, as described in Chapter 3. After the
eyes are located, a modified Hausdorff distances introduced in Chapter 5 will be used
to compare two human faces.

This chapter is organized as follows. Section 2 introduces an approach to locating
the eyes. Spatial weighted Hausdorff distance, and spatial weighted ‘“‘doubly”
modified Hausdorff distance are described in Section 3. Section 4 presents the

experimental results. Finally, conclusions are given in Section 5.

6.2 Detecting the Eye Pairs

We employ our new approach for locating the eye pairs in an image as described in
Chapter 3. Our new approach is based on the surface roughness of facial features by
means of fractal dimension. Box-counting is one of the methods which estimates the
fractal dimension. Thrs method is an efficient technique for estimating fractal
dimensions, and can be appiied to gray-level images and binary images. The
experiment result shown that our new approach for tocating the cye pairs can achieve
better performance.
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6.2.1 Valley Detection of the Eyes
As the iris has a relatively low gray-level intensity in a human face, a valley exists at
an eye region. The valley field, ®,, is extracted by means of morphological operators.

The critena are then used to identify the best eye candidate in face region.

6.2.2 Grouping the Best Eye Candidates to form Possible Eye
Pairs

Two eye candidates are paired to form a possible eye pair. We assume that the
rotation of the human face is less than 45°. The two eyes of a face should have similar
orientations and be of similar size. Moreover, the roughness of the two eye regions
should be close to each other. In our approach, we use two rectangular boxes, namely
a vertical rectangular box and a horizontal rectangular box of different orientations
instead of a square box in box-counting. The two measured fractal dimensions are
called honizontal fractal dimension, FD,, and vertical fractal dimension, FD,,
respectively. The possible eye candidates are then validated by the onented fractal
dimension to form possible valid eye pairs. Our experiments show that by using the
oriented fractal dimension we can form eye pairs more reliably than cases where the

conventional fractal dimension is used as described in section 3.3.2 of Chapter 3.
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6.2.3 Verification of Eye Pairs

The eye pairs selected in previous stage are passed to the next stage for further
verification. At this stage, the measurement of each possible eye-pair region and its
corresponding face region will be computed by means of fractal dimension. In order
to reduce the effect of lighting conditions, the edge images are used in the
computation of the fractal dimensions. In our study, we computed the fractal
dimensions of a number of eye-pair windows and face windows. We observed that the
computed fractal dimensions of the eye-pair regions and face regions show a small
vaniance under different scales. A large difference is found between the fractal
dimensions for facial images and those for non-facial images. Thus, a number of
criteria are performed to select a valid eye pair as described in section 3.3.3 of

Chapter 3.

6.3 Face Recognition Using Spatially Weighted
Hausdorff Distance

In human face recognition, different facial regions have different degrees of
importance. The eyes and mouth regions on a face are crucial features for
identification and are therefore more important than other parts of the face. However,
the traditional Hausdorff distance does not consider the different degrees of
importance between different facial regions, and makes no distinction between
different parts of the face. We therefore devise a new Hausdorff distance measure that
is specific to face recognition and put more emphasis on the crucial facial features,

including the eyes and mouth regions. The method is described in Chapter 5.



6.4 Experimental Results

The input to our automatic human face recognition system is a facial image. The
system locates the position of the two eyes automatically. The face region is then
normalized according to the inter-distance of the two eyes, and the weighted function
for the input face can then be generated. Based on the position of the two eyes, we can
also estimate the face region. The corresponding edge map of the face region 1s then
produced and two human faces, one from the input and the other from the face galiery,
are compared using the spatially weighted Hausdorff distance.

We used the ORL face database in the experiment. An upright frontal view of each
of the 40 subjects with a normal facial expression was chosen in our experiment.
Among the rest of the faces, 6 images for each of the 40 subjects were selected to
form a pool of 240 faces as a testing set.

Figure 6.1 shows the cumulative recognition rates from our experiment based on
spatially weighted Hausdorff distance and the spatially weighte;i doubly modified
Hausdorff distance with automatic selection of two eyes. The automatic face
recognition system using spatially weighted Hausdorff distance can achieve
recognition rates of 76%, 84% and 92% for the first one, the first five, and the first ten
likely matched faces, respectively, while using spatially weighted doubly modified
Hausdorff distance can achieve recognition rates of 80%, 88%, 83% for the first one,
the first five, and the first ten likely matched faces, respectively. The experiments
were conducted on a Pentium TIT 733MHz computer. The average runtime for
detecting the eyes and recognizing a human face input from a database of 240 faces 15
about two seconds: slightly less than one second for eye detection, and siightly more

than one second for face recognition
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Figure. 6.1. Overall recognition rates using 240 testing face images.

6.5 Conclusion

An automatic human face recognition is proposed which combines the detection of
the two eyes by fractal dimension, and face recognition by a modified Hausdorff
distance. We have employed an oriented fractal dimension to accurately extract the
eye pairs. The effect of uneven lighting conditions on the left-eye and the right-eye
can be reduced by normalization to a specific gray-level intensity. Moreover, when
grouping a left eye candidate with a right eye candidate to form an eye pair, the
oriented fractal dimension provides a higher level of matching accuracy. A spatially
weighted Hausdorff distance is also employed in this chapter for human face
recognition. Since different facial regions have different degrees of importance for
face recognition, this new distance measure incorporates the « priori structure of a
human face by emphasizing the important facial regions. This can reduce the effect of
outliers on the image. Experimental results based on the ORL database show that our

automatic human face recognition can achicve recognition rates of 76%, 84%, and
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92% for the first one, the first five, the first ten likely matched faces, respectively. The
corresponding recognition rates manual selection of the two eyes are 82%, 95% and

98%, and the first one, the first five and the first ten likely matched faces respectively.
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Chapter 7

Conclusion
and Future Work

7.1 Conclusion

In this thesis, we have introduced various techniques for human face detection, facial
feature extraction and human face recognition. For human face detection, the
knowledge-based approach, shape information approach, example-based approach,
feature-based approach and color analysis approach have been reviewed. Most of
these approaches have a high computational complexity and are unable to detect
rotated faces. Thus, these approaches might not be suitable for real-time applications.
In addition, we have reviewed some approaches for facial feature extraction, such as
the integral projection approach, the deformable template and the active contour
model. The deformable template and the active contour model have been widely
adopted; they can achieve a better performance in facial feature extraction, such as the
mouth, the eyes and face contour. However, these methods are time-consuming due to
the fact that a large number of parameters are involved during the optimization
process. Various approaches for human face recognition have also been reviewed.
One of them is called the analytic approach. This approach considers a set of
geometrical features, such as eyes, mouth and face contour, which can be obtained by
means of the deformable template. Although the approach can provide high flexibility
in non-rigid facial features, its success relies heavily on the accuracy of facial feature

extraction. Another approach which considers the global properties of a human face is
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called the holistic approach. However, the recognition rate will be degraded if the face
to be recognized is not aligned well.

In our research, we proposed efficient methods for human face detection, facial
feature extraction, and human face recognition. To locate an eye pair and detect the
human face in an image, we have devised a fast approach based on valley field
detection and the measurement of fractal dimensions. Based on the position of the two
eyes, a new template that can extract the chin contour reliably and accurately has also
been proposed. Furthermore, an efficient approach for human face recognition based
on a modified Hausdorff distance has been presented.

Our efficient approach for detecting the human face and locating eye pairs consists
of three stages. Firstly, possible eye candidates in an image with a complex
background are identified by means of the valley field detection. These possible eye
candidates are passed to stage 2 to form possible eye pairs. Two possible eye
candidates with similar fractal dimensions are grouped to form a possible eye pair in
stage 2. As fractal dimension is sensitive to lighting conditions and lack of orientation
information, our proposed fractal dimensions are less sensitive to lighting conditions
and can provide information about the orientation of an image under consideration.
Based on the input eye pair, the corresponding face region can be formed in stage 3.
The input eye-pair window and the corresponding face region are then binarized, and
their respective fractal dimensions are measured. These two fractal dimensions are
then compared with the average fractal dimensions of the eye-pair window and face
region. Experimental results have shown that the eye pairs can be detected reliably
under different orientations, lighting conditions, and slight perspective variations. We
have also presented a method to extract the chin contour based on the position of the
two eyes and the mouth. There are many existing methods, such as the deformable
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template and active contour model, for the estimation of a chin contour. However, the
chin contour cannot be represented accurately using the model because the edge
forces at the chin are usually weak, and the contour is not specified by a priori
knowledge of the expected shape. Furthermore, the template will be attracted by the
valley forces and edge forces from the mouth if its initial position is not near the chin.
Therefore, a new template consisting of two parabolic curves is employed and applied
to chin contour extraction. The two parabolic curves are represented by five control
points. The chin model can be fitted into the chin region of a human face by
minimizing a set of energy functions through an iteration process. Experimental
results showed that the chin contour can be detected accurately. The human face
recognition technique proposed in this thesis is based on a new modified Hausdorff
distance method. This distance measure incorporates information about the location of
important facial features comparing the edge maps of two facial images. The distance
measure is weighted according to a weighted function derived from the spatial
information of a human face. As a result, this new distance measure can achieve a
higher recognition level than the original Hausdorff distance or the modified
Hausdorff distance method. The major advantages of this method are that it is less
sensitive to the lighting conditions and is computationally simple.

Finally, an automatic human face recognition system was developed, which
combines our research work on human face detection, facial feature extraction and
human face recognition. Firstly, the human face and the corresponding position of the
two eyes in an image are detected and located. The edges of an input facial image are
generated and normalized to a specific size based on the inter-distance of the two eyes.
This normalized edge facial image and the facial image in the database to be
compared are aligned based on the location of the two eyes. The input edge image and
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our new modified Hausdorff distance are used to measure the similarity between the

input human face and the face in the database. Experiment results show that method

can provide a reasonable performance level.

7.2 Future Work

The employment of human face information to strengthen electronic secunty systems
is an important application. In the previous chapters, we have proposed a new
modified Hausdorff distance for human face recognition, which can achieve a
reasonable performance level. However, there are still other problems to be resolved
before a practical and reliable face recognition system is possible. These problems
include perspective variations, facial expressions, etc, which will affect the
recognition rate. A possible future task for this project is to solve the problem of
variations in pose. The first possible way is to use a 3-D to have an approximate
representation of a face. A face with perspective variation can be adjusted such that an
approximation of its corresponding frontal view is obtained, so the recognition rate
can be higher. The use of a 3-D face model to represent a face image relies on the
accuracy of face detection and facial feature extraction. When the 3-D face model 1s
aligned on the face image, other 2-D views can be constructed by rotating the 3-D
mask and performing texture mapping. If this module is integrated into our approach
for face recognition, the effect of perspective variation can be reduced. Another
possible way to tackle the perspective variation is to integrate the elastic bunch graph
matching approach into our system. This approach can handle large galleries and large

variations in pose, and can further increase the matching accuracy.
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