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Techniques for Low Bit-rate Video Coding

Abstract

Digital video compression techniques play an important role in the multimedia
information era. Hence, the objectives of this research work are to devise and develop
efficient methods for video coding. In this thesis, different approaches for video coding
such as block-based motion compensation coding scheme, and foreground/background
video coding scheme will be described. Furthermore, several successful video coding
standards such as H.261/H.263, and H.263+ will be reviewed in this thesis. Due to the
nature of block-based coding, blocky artifacts may appear on the compressed video. We
will also review some advanced video coding algorithms that solve this type of problems.
As for the foreground/background video coding scheme, the first step is to segment out
the targeted object in a video sequence. Since the major component for many
applications, such as videophone and video conferencing, is the human face, we will also
provide an overview of the techniques.

In our research, we proposed an efficient algorithm for human face detection and facial
feature extractibn. The genetic algorithm and the eigenface technique are employed for
detecting the face and facial feature regions in our approach. The genetic algorithm is
applied to search for possible face regions in an image, while the eigenface technique is
used to determine the fitness of the regions. As the genetic algorithm is computationally

intensive, the searching space is reduced and limited to the eye regions in order to



substantially reduce the computational time. Possible face candidates are then further
verified by measuring their symmetries and determining the existence of the different
facial features. Furthermore, in order to improve the level of detection rehability in our
approach, the lighting effect and orientation of the faces are considered and their related
problems solved.

A very low bit-rate video coding algorithm by focusing on moving region has also
been proposed. Eight patterns are pre-defined to approximate the moving regions in a
macroblock. The patterns are then used for motion estimation and compensation to reduce
the prediction erfors. Furthermore, in order to improve the compression performance, the
residual errors of a macroblock are rearranged into a block with no significant increase of
high order DCT coefficients. As a result, both the prediction efficiency and the
compression efficiency are improved. Finally, a foreground/background video coding
system is developed for application of the videophone. We have also incorporated
information about the facial features in our moving region based coding algorithm in

order to provide a better picture quality perceptually.
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CHAPTER 1
INTRODUCTION

The main objective of this chapter is to discuss the importance of video compression
and its applications, and the different video coding techniques that are available. This

Chapter serves as a broad introduction to the rest of the chapters of this thesis.

1.1 Motivation of Digital Video Compression

The demand for digital video communication applications such as video conferencing,
video-on-demand, digital video broadcasting, high-definition television (HDTV), and
multimedia image/video database services has increased considerably. However, the
representation of uncompressed image and video requires a very large number of bits. An
uncompressed digitized NTSC video signal with 720 pixels times 480 lines, 8 bits per
pixel for each colour component, and 30 frames per second requires a bandwidth of
720x480%x8x3x30=249M bits per second for transmission. To store one hour of
uncompressed video signal, it requires 112G bytes space. Here it is not efficient to store
and transmit the huge amount of video data. Therefore, the goal of image and video
compression is to reduce the number of bits as much as possible, and to reconstruct a

faithful duplicate of the original picture.



1.2 Introduction to Video Compression Techniques

Digital data compression algorithms can be classified into two categories: lossless
compression and lossy compression. A lossless compression algorithm is a method that
the identical source data can be reconstructed from the compressed data. Huffman coding
and arithmetic coding are examples of lossless compression techniques. However,
lossless compression often has a low compression ratio. Sometimes the compression is
insignificant in some applications which require a high compression ratio. The lossy
compression techniques can achieve a higher compression ratio than the lossless
compression. A lossy compression algorithm is a method that the decompressed data is
not identical to the original signal but instead is reasonably close to it. Therefore, for
purpose of efficient storage and transmission of digital video signals, the lossy techniques
are commonly used.

Various lossy approaches for video coding have been proposed, such as block-based
motion compensated prediction coding, model-based coding, vector quantization coding,
wavelet-based coding, and fractal-based coding. These encoding approaches are designed
to discard information that is not perceptible to humans or information that is redundant.
In fact, the block-based approaches are being widely used for video coding. There are
many important and commonly recognized world-wide standards for image and video
coding that make use of the block-based techniques, such as JPEG, Motion JPEG, ITU-T
H.261[1], H.263[2], H.263+[3], ISO/IEC MPEG-1, MPEG-2, and MPEG-4[4]. These
standards address a wide range of applications and they have different requirements in
terms of bit rate, picture quality, complexity, error resilience, and delay. Model-based

coding is one of the developing schemes for targets of very low bit-rate. This approach to



video coding assumes a parameterized model for each object of an image. The parameters

to each object will be coded and transmitted.

1.3 Investigated Approaches

The objective of this research is to investigate and develop an efficient very low bit-
rate 'video coding system. The human face is the most important component for many
applications such as video-phone and video-conferencing. The perceptual picture quality
can be improved if more bandwidth or more bits are spent on the human face region, and
less bits are used to represent the background scene. Hence, in this research work, an
efficient very low bit-rate video coding system based on the properties of the face region
and its facial features has been developed.

The system consists of three major parts: an automatic human face detection and facial
feature extraction, facial feature tracking, and video coding algorithm based on moving
regions and the properties of the facial features. In the first part, the location of the human
face and its respective facial features are extracted by means of eigenface techniques.
After the face region and the facial features have been detected in the first frame, the
detected face region and its respective facial features are tracked on the subsequent
frames. Finally, the locations of the facial features are passed to the encoding system for
compression. The resulting picture quality of the object and the encoding time is superior

to that produced by the conventional video coding methods.



1.4 Organization of the Thesis

The rest of this thesis will introduce the face segmentation techniques and their
applications, the existing video coding techniques, and our proposed algorithms for face
detection and video coding.

Chapter 2 focuses on the specific problems of face segmentation and its applications to
videoconferencing. Various approaches to face segmentation and facial feature extraction
will be also introduced. Chapter 3 describes the basic principle of the block-based motion
compensated prediction coding approaches. It includes many techniques such as motion
estimation and compensation, rate control scheme for video coding, and the existing
international video coding standards. In Chapter 4, an efficient approach for human face
detection and feature extraction using the eigenface technique and the genetic algorithm
will be introduced. This approach is used in the first part of the proposed
foreground/background coding method described in Chapter 6. In Chapter 5, we proposed
a very low bit-rate video coding algorithm by using pre-defined patterns. In comparing
the proposed method with the H.263, our experiments show that the coding performance
of the proposed is better than that of the H.263 scheme. In Chapter 6, a
foreground/background coding method for videophone applications is proposed. It
combines our research work on face detection, facial feature tracking, and video coding
algorithms. Finally, a summary of the major developments and the conclusion of this

research work are provided in Chapter 7.



CHAPTER 2

FACE SEGMENTATION AND
FACIAL FEATURE EXTRACTION

2.1 Introduction

Digital images and video are becoming more and more important for multimedia
applications. The human face is one of the most important objects in an image or video.
Detecting the location of human faces and then extracting the facial features in an image
is an important capability with a wide range of applications, such as human face
recognition, surveillance systems, human-computer interfacing, video-conferencing, etc.
In an automatic face recognition system, the first step is to segment the face in an image
or video regardless of whether the background is simple or cluttered. For model-based
video coding, the synthesis performance is quite dependent on the accuracy of the facial
feature extraction process. In other words, a reliable method for detecting the face regions
and locating the facial features is indispensable to such applications. In this chapter,

various approaches for face segmentation and facial feature extraction are reviewed.

2.2 Problems of Face Segmentation and Facial Feature
Extraction

The task of finding a person’s face and its corresponding facial features in an
unconstrained image is a challenging process. It is very difficult to locate accurately the

position of faces in an image. Several variables affect the detection performance, such as



the presence of glasses, skin color, gender, facial hair, and facial expression. Furthermore,
being a 3-D object, the human face might be under a distorted perspective and uneven
illumination. As a result, the true face may not be detected. Moreover, facial feature
extraction is a time-consuming process due to the lack of constraint on the number,

location, size, and orientation of faces in an image or a video scene.

2.3 Face Segmentation

Various approaches are available for solving the problems of face segmentation.
They are the shape analysis approach, knowledge-based approach, color analysis
approach, or more often, a combination of them. Each of the approaches to face

segmentation is discussed in this section.

2.3.1 Shape Analysis Approach

One of the common methods for human face detection is ellipse fitting. Since the
appearance of a typical human face takes on an oval shape, face detection in an image can
be performed by detecting objects with an elliptical shape. An elliptical model for face
segmentation is shown in Fig. 2.1, in which an ellipse is defined by its center (X, ), its
orientation @ and the length a and b of its minor and major axes. The main purpose of the

ellipse fitting approach is to find the X,y , 6, a and b parameters that best represent the

shape of the head.



Fig. 2.1 An elliptical face location model

The ellipse fitting process can be applied after the possibie outline of a face region has
been extracted. In [5]{6], the edge of an image is extracted for the processes of ellipse
fitting. In [7], the human face is detected by extracting the elliptical shape regions using
color information. However, the ellipse fitting process for face detection requires a high

degree of computational complexity.

2.3.2 Knowledge-based Approach

A hierarchical knowledge-based algorithm for face detection in a complex
background was proposed [8]. The algorithm consists of three levels. The higher two use
mosaic images of different resolutions. The third one extracts edges of facial components.
Domain knowledge and rules are applied at each level. A true face will be declared if the
input region fulfils all the rules at each level. However, this method cannot detect rotated
faces and it has difficulty in locating face regions accurately.

A fast approach for detecting human faces using the characteristic of the eye region has

been proposed [9]. All the valley regions in an image are detected and tested for the



possibility of being the human eyes. Pairs of eye candidates are grouped to form possible
face candidates which are then verified as human faces or not by means of the symmetry
property of human face. The processing time required for this approach is in the order of

a second.

2.3.3 Example-based Learning Approach

Sung and Proggio [10] proposed an example-based learning approach to locate the
vertical frontal views of human faces in complex scenes. An initial database of about
1,000 face images was used to construct a distribution-based generic face model with all
its permissible pattern variations in a high-dimensional image vector space. A decision
procedure was trained based on a sequence of “face” and “non-face” examples. As a
result, six face clusters were found according to 4,150 normalized frontal face patterns,
and six clusters for non-face were also obtained. Based on the face and non-face clusters,
faces can be detected by matching the window pattemns at different image locations and
scales against the distribution-based face model. The reported detection performance of
this approach is good, but it is very time consuming to construct a database contains a

huge number of training patterns.

2.3.4 Color Analysis Approach

The use of color information has been studied for face segmentation. Some
techniques [7][11]-[14] have been reported that although skin color differs from person to

person and race (o race, it is distributed over a very small area on the chrominance plane.



Fig. 2.2 shows the skin-tone color distribution on a Cr-Cb chrominance plane. It
demonstrates that human faces have a special color distribution that differs significantly
from those of the background objects. As a result, the possible human face region can be

segmented by using simple thresholding techniques.

Fig. 2.2 Skin-tone color distribution on Cr-Cb chrominance piane

The use of color for skin segmentation is implemented and the segmented result of the
“Claire” image is shown in Fig. 2.3. The expenimental result, reveals that the skin color
segmentation method can provide accurate and reliable results if a good contrast exists
between the skin color of the face and the color of the background objects. However, if
the color characteristics of the background are similar to that of the skin, the frequency of

false alarms will be increased.

Fig. 2.3 Claire image and the result of color segmentation



2.4 Facial Feature Extraction

The location of facial feature such as the eye, nose, and mouth in a human face is
basically the same among different people. Based on this characteristic, some research
[15]-[19] defined a head model for extracting the facial feature after the face region has
been formed. An example[15] of defined geometry for facial feature is shown in Fig. 2.4.
Based on the approximated position of the facial features in a head model, various
approaches can be applied to extract the actual location of the facial features. One of the
approaches is extraction of the minimum point by computing the horizontal projection
and vertical projection [7][15]{19]. This is due to the fact that the pixel intensities in the
eye, nose, and mouth regions appear darker, a minimum always occurs at the locations of
the eye, nose, and mouth regions. Another approach [16](17] finds facial feature points is
by determining the edge information. However, these methods work properly only under
well-lit conditions. Hence, the pre-processing step of reducing the lighting effect is very

important for these methods.

Fig. 2.4 An example of defined facial feature geometry [15]
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Facial features can also be extracted by the use of deformable templates [20][21].
Since the general shapes of the human eye and mouth are more or less fixed, it is possible
to use specified templates to extract the eye and mouth features. An example of the eye

template and the mouth template [20] 1s shown in Fig. 2.5(a) and 2.5(b), respectively. The

deformable eye template consists of a pair of parabolic curves (W,”,W,) and a circle with
radius r/. h’ is the pupi]-po'int, h/and h’ are the eye comer points, and L’ is the width
of the eye, and o/ and o/ are the opening heights of the eyelids. The deformable mouth
template consists of four parabolic curves (W,,W,, W, ,W,). A" and A" are the mouth
corner points, L” is the width of the mouth, 4" and 4" are the lip thickness, and o and
o, are the opening heights of the lips. An energy function is defined which contains

terms attracting the template to salient features such as the peaks, valleys, edges, and
image intensity itself. The final size, shape and orientation of the eye and mouth
templates are obtained by determining the local mimimum of the respective energy

functions. However, it is time consuming to determine all the parameters from which the

minimum energy function is devised.

Fig. 2.5 (a) Deformable eye template {20]
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Fig. 2.5 (b) Deformable mouth template [20]

2.5 Applications

Face segmentation and facial feature extraction have important applications to
human-to-human and human-to-machine communications. It is an important step in many
applications, such as face recognition, object tracking, and image/video coding. Some of

the major applications of face segmentation are discussed below.

2.5.1 Face Recognition

Face recognition can be applied to a wide variety of operations, including
identification systems, security systems, and human-computer interaction. Various
approaches to face recognition have been reported [22]-[24]. However, the first step
towards developing a face recognition system is to find the locations of human faces in an

unknown image or sequence. This is an important step for any face recognition system

12



due to the fact that the accuracy of the system depends directly on the results of face

segmentation and facial feature extraction.

2.5.2 Coding Area of Interest with Better Quality

The human face is a major components for video conferencing and video phone. In
order to improve the subjective quality of an encoded videophone sequence, many of the
proposed methods [25][26] allow the facial area to be coded at a higher quality than the
non-facial regions. Hence, the picture quality of the less important regions such as the
background is reduced. Accordingly, face segmentation is a very important process for

the foreground/background coding techniques.

2.5.3 Model-based Video Coding

Model-based video coding [27][28] is one of the very low bit-rate coding techniques.
Model-based coding uses a 3D model to synthesize the motion of the object by means of
a number of parameters. Since the major object in videophone applications is the human
face, the first step in these applications is extraction of the face region as well as the facial
feature points in order to fit a generic 3D face model to the face images according to
several features on the face. A number of 3D face models for video coding have been
proposed [27]{29][30]. Fig. 2.6 illustrates the implemented result derived from using the
“CANDIDE” |27] wire-frame model that is fitted onto the “Miss America” face image.
Different head motions as well as facial expressions can be synthesized by controlling the

global motion and local motion parameters. The parameters of the head motion can be
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obtained by tracking the facial feature points [31]. Hence, the coding performance
depends on the accuracy of feature point extraction. The results of a synthesized image

using the “CANDIDE 'model are shown in Fig. 2.7.

Fig. 2.6 The “"CANDIDE" wire-frame model fitted onto the “Miss America” image

(a) (b)

Fig 2.7 Synthesized image by rotating 3D model: (a) Frontal view, and (b) side view



2.6 Summary

Face segmentation and facial feature extraction are important steps in many
applications, such as face recognition, object tracking, image coding, and video coding.
However, locating the positions of faces and their corresponding facial features in an
unknown image is a difficult task. The detection performance is affected by several
variables, such as the presénce of glasses, skin color, gender, facial hair, and facial
expression. In order to solve these problems, various approaches to face segmentation and
facial feature extraction have been introduced. These include the ellipse fitting method,
knowledge-based method, example-based learning method, and skin color segmentation
method. In the ellipse fitting method, the shape of a head is assumed to be of elliptical
and hence an ellipse with a specific size and orientation angle is used to obtain the
elliptical shape in an image. In the knowledge-based method, some prior knowledge and
rules regarding human faces are defined for face segmentation. A human face region is
declared if the input image fulfils all the rules. As for the example-based learning method,
a huge number of face and non-face images are used for obtaining the distribution in a
face image. The input image is classified into the face clusters or non-face clusters
according to the training results. Another popular face segmentation method is color
segmentation. Based on the chrominance plane distribution of the human skin, a human
face is segmented by using a simple thresholding technique to detect the skin like color
region.

For facial feature extraction, an approach based on the properties of pixel intensity of
facial features has been introduced. Since facial features appear darker in pixel intensity

than the non-facial features, the location of the feature points on the x-axis and y-axis can
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be determined by finding the minimum projected locations on the x-axis and the y-axis.
The approach using the eye and mouth templates for feature extraction has also been
discussed. Based on a defined energy function, the respective final template for the
different facial features can be obtained by finding the value of the parameters that
achieve the local minimum of the energy function. However, finding an optimal solution

under the templates approach is highly complex computational-wise.



CHAPTER 3

MOTION COMPENSATED
PREDICTIVE-TRANSFORM
CODING TECHNIQUES

3.1 Introduction

Nowadays, digital video compression techniques play an important role in ‘the
multimedia information era. Several video coding techniques, such as block-based motion
compensation coding, model-based coding, vector quantization (VQ) coding, fractal-
based coding, and wavelet-based coding, have been introduced. These video coding
techniques aim to achieve a high compression ratio while maintaining the desired visual
quality.

In this chapter, the block-based motion compensation techniques and the international
standards for very low-bit rate video coding will be reviewed. We will describe the basic
principle of the hybrid DCT/DPCM video coder in Section 3.2. This coder is the most
popular coding technique for video sequences. It can operate in either an intraframe or
interframe coding mode. With intraframe coding, spatial redundancy reduction techniques
are applied for image coding. With interframe coding, both the temporal redundancy
reduction and the spatial redundancy reduction techniques are empioyed. Temporal
redundancy reduction can be done by motion estimation and compensation. However, the
computational complexity of traditional motion estimation is too high for real-time

applications. Therefore, fast motion estimation algorithms are necessary for such



applications. In Section 3.3, the matching criteria for motion estimation and the fast
algorithms for motion estimation are reviewed.

The ITU-T H.261[1]/H.263 [2] and H.263+[3] are the successful worldwide video
coding standards over ISDN. The working principle and the performance of these coding
schemes will be discussed in Section 3.4. In order to improve both of the image quality
and the compression efficiency, various algorithms for video coding based on these
standards have been proposed. We will present these algorithms in Section 3.5. In
addition, rate control is also important for video coding: it controls the bit rate generation
as well as the time delay. The key to bit rate generation lies in controlling the quantization
step size and the macroblock type. In Section 3.6, we will describe the rate control
methods for video coding. Finally, a summary of the various video coding techniques is

provided in Section 3.7.

3.2 Hybrid Video Coding Techniques

Redundancy reduction is an efficient technique for reducing the amount of data that
needs to be encoded. For image and video compression, motion compensated prediction
and transform coding are popular techniques for redundancy reduction. The temporal
redundancy between pictures can be reduced by the motion compensated prediction
techniques, and the spatial redundancy of an tmage can be reduced by the transform
coding techniques. When combined, the two coding techniques can improve the
compression performance, and is commonly referred to as hybrid motion compensated

predictive transform coding.
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3.2.1 Motion Compensated Prediction

Motion compensated prediction is a powerful prediction technique that reduces the
temporal redundancies between frames. The concept of motion compensation is based on
the estimation of motion between frames, from which a prediction frame that is similar or
equal to the input frame is generated. If the scene remains unchanged, the motion between
frames can be described by motion vectors due to the small differences between frames.
The motion compensated frame can be generated according to the description of the
motion vectors. However, it is unnecessary to encode the motion vectors of each pixel in
an image. Usually, one motion vector is used to represent the motion of a marcoblock
{16x16 pixels). This means that the input images are usually scpgrated into disjoined
macroblocks for the processes of motion estimation and compensation. A more detailed
description of motion estimation and compensation is provided in section 2.3. The
prediction errors between the motion compensated frame and the actual frame with the

motion vectors are usually entropy coded and transmitted to the receiver.

3.2.2 Transform Coding

Transform coding is another very popular compression technique for reducing the
spatial redundancy of an image. The JPEG standard is an example of image compression
that uses the transform coding techniques. The purpose of transform coding is to de-
correlate the image content and then encode the transform coefficients. It is more efficient

to encode the coefficients than the original pixels of the image. Usually, the input image



is split into disjoined blocks (NxN pixels), and transformation will then be applied in
each block. As a result, the NxN coefficients will be obtained for each block.

Discrete cosine transform (DCT) is one of the successful methods for still image and
video coding. DCT based implementations are used in most image and video coding
standards due to their high de-correlation performance and the availability of fast DCT

algorithms that are suitable for real-time applications.

3.2.3 Hybrid DCT/DPCM Coder

The hybrid DCT/DPCM coder [32][33] is an efficient and popular video coding
method that uses the block matching techniques. The coder structure of video coding
standards such as H.261/H.263, and MPEG is based on the hybrid DCT/DPCM coder.
Since each of the motion compensated prediction technique and the transform coding
method has its own advantages and disadvantages, the general approach is to combine the

techniques of transform coding and predictive coding to achieve a better compression

performance.
Intra
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Fig. 3.1 Block diagram of an hybrid DCT/DPCM video coder
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The block diagram of an hybrid DCT/DPCM video coder is shown in Fig. 3.1. This
coder can operate on either intraframe or interframe mode. For intraframe (I-frame)
coding, the transform coding methods is applied. Each input marcoblock is segmented
into four 8x8 blocks, and then transformed into the frequency domain by using 2D-DCT.
The insignificant coefficients are discarded by the “quantizator” unit. The quantized DCT
coefficients will be entropy encoded by variable length coding (VLC). For interframe (P-
frame) coding, both the predictive coding and transform coding methods are applied. The
prediction errors between the previous reconstructed frame and the motion compensated
frame will be transformed into the DCT domain. The quantized DCT coefficients and the
motion vectors will be entropy encoded by the VLC. The reconstructed frame is stored in
frame memory to be used as a reference frame for motion estimation and compensation.
The reconstructed frame is reconstructed by adding the decoded predicted errors to the
compensated frame. Decoding of the prediction errors can be achieved by inverse
quantization and inverse DCT. The compensated frame is generated according to the

estimated motion vectors from the “motion estimator’” unit,

Video Out

Bit stream VLC | Inverse
Decoder Quantizer IDCT

Motion Vectors | Motion
Compensator

4

Frame
Memory

Fig. 3.2 Block diagram of an hybrid motion compensated DCT video decoder
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The decoder of an hybrid coder is shown in Fig.3.2. Firstly, the motion vectors and the
coefficients are decoded by the VLC decoder. The predicition errors are recontructed by
inputting the decoded coefficients into the “inverse quantizer” and “IDCT” units for
inverse quantization and inverse transform, respectively. According to the decoded
motion vectors and the previously reconstructed frame, a motion compensated frame is
generated by the “motion compensator” unit. As a result, the current frame is
reconstructed by adding the prediction errors to the motion compensated frame.
Furthermore, the decoded current frame is stored in the frame memory to form the new

reference frame.

3.3 Motion Estimation and Compensation

Motion estimation and compensation is an important process for video coding. Motion
compensated prediction provides a significant gain in compression. In video coding,
block-based motion estimation and compensation techniques are likely to be used to

reduce the temporal redundancy.
The traditional full search method for motion estimation is very time consuming,
hence fast motion estimation algorithms are very important for real-time implementation.

In this section, the criteria of block matching techniques and the various fast algorithms

for motion estimation will be reviewed.
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3.3.1 Basic Principle of Block Matching Methods

The block matching methods are the most popular motion estimation methods, which
are adopted by various video coding standards. The methods assume that a block of pixels
has the same translational motion from frame to frame. Fig. 3.3 illustrates the basic
principle of block-based motion estimation and compensation. A current frame is divided
into small rectangular blocks. For each block in frame N, a motion vector (MV) is
obtained by finding the displaced coordinate of a match block within the searéh window
of the reference frame. Supposing that the block size is NxN pixels and the maximum
displacement of a motion vector is td in both the horizontal and vertical directions, a

motion vector (u,v) is obtained by finding a match block within a search window of size

(2d+1)x(2d+1) in the reference frame.

Location of Block  Blockin
in Frame N Reference Frame

Z

Current Frame N

Search Window

Reference Frame

Fig. 3.3 Block-based motion estimation

The motion vector for the block matching techniques can be obtained by minimizing a
cost function. The cost function is used to measure the differences or similarities between

two given blocks. The smaller the values returned by the cost function, the more similar
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the two blocks are to each other. There are many choices [32] for the matching criterion,
such as mean absolute difference (MAD), mean squared difference (MSD), and cross
correlation function (CCF). Among the criteria, the MAD is the most popular one because

it does not require any multiplication and performs in a manner similar to the MSD. The

matching criterion is defined as:

MAD(dx, dy) = —— 2 ME|F(;:, J)—G(i+dx, j+dy) (33-1)

N i=ont2 j=emi2

where F(i,j) represents a (mxn) macroblock from the current frame, G(i,f) represents the
same macroblock from a reference frame, and (dx,dy) is a vector representing the search

location.

3.3.2 Various Approaches for Motion Estimation and Compensation

The most straightforward block matching algorithm is the full search method. The full
search method finds a global optimal motion vector from all the motion vector candidates
within the search window. If the maximum displacement of a motion vector is *d, it will
require (2d+1)? block distortion measure calculations. However, it is not suitable for real-
ttme implementations due to its high computational complexity. Many fast block
matching algorithms for motion estimation have been developed and evaluated in the
literature [34][35]. They include exhaustive search, three-step search, 2-D logarithmic
search, and conjugate direction search. These conventional block matching algorithms,
such as the three-step search, use a uniformly allocated search pattern in their first step.
However, experimental results [36][37] show that the block motion field of a real world

image sequence is usually gentle, smooth, and varies slowly. This indicates that the global

24



optimum motion vector distribution is highly biased at the central area. As a result, these
conventional block matching algorithms are not efficient for capturing small motions that
appear in stationary blocks. Several algorithms based on the characteristic of center-
biased motion vector distribution have been proposed [36]-[39]. A new three-step search
algorithm is proposed in [36]. In this approach, the original three-step search method is
employed, but eight extra checking points are added to the first step. The eight points are
the neighbors of the search window center. If the minimum block distortion measure
point in the first step is one of the eight neighbors of the window center, the search in the
second step will be performed only for the eight neighboring points of the checked
minimum point, after which the search will end. Otherwise, the search window size for
the next step is reduced by half and the process is the same as that of the three-step
search. In [37], asmaller search window is employed in the first step. The search size of
the next step depends on the location of the minimum cost function point. If the minimum
cost function point is close to the center, the search window or the search step size will be
reduced. Otherwise, the search size remains unchanged. In conclusion, the common target
of these methods is to reduce the computational complexity of motion estimation by using
a smaller search window in the first step to capture the center-biased motion. As a result,
the computational requirement of the center-biased methods is reduced when compared to
the conventional search algorithms that are used for capturing small motions, but the
computational requirement may be increased for activity motion blocks.

An hybrid adaptive search algorithm for solving the above problems has been reported
[40]. Since some algorithms are better at searching large motions while others are better

at searching small motions, the idea of the approach is to combine two kinds of search

25



algorithms to capture more efficiently both small and large motions. Based on the
threshold techniques, the input block is classified as stationary motion, small motions, or
large motions block. Depending on the motion type of the block, different search
algorithms are employed for motion estimation. As a result, the computational
requirement for capturing the small motions and large motions is reduced when compared
to that of the center-biased approaches.

In fact, the local minima sticking problem is always present when the conventional
motion estimation methods are used. In order to solve this problem, genetic
algorithms(GA) [41] are applied to perform block-based motion estimation [42][43]. The
main advantage of this GA-based block-matching algorithm is its small initial population
which leads to a reduction of the computational time. In order to increase the chance of

capturing different kinds of motion, the initial chromosomes are distributed equally in the

search space as shown in Fig. 3.4.
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Fig. 3.4 Initial chromosomes distribute equally in the search space
The traditional GAs involve a crossover process, which is not employed in this
approach because the efficiency of crossover for small population is not great.
Furthermore, the probability of a mutation process is usually low, but the setting in this

approach is very high. As a result, more search points can be reached. The experimental
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result shows that the image quality is much higher than that of the three-step search, and
the prediction performance is close to that of the full search method.

Most of the motion estimation approaches are based on the assumption that all pixels
within each block are moved by the same amount, but this may not be the true motion

vector when the cost function reaches its minimum. For example, if MADp;,= MAD(x,
vo) #0, there is a chance that MAD(x;, y;)>MAD(xy, yo), but (x;, y;) might still be the true

motion vector. The larger the MAD,,;,, the higher the chance that this will happen. In
other words, if less pixels are used to find the motion vector, the value of the cost
function will get smaller, thereby reducing the chance of finding a wrong motion vector.
An adaptive pixel selection method for motion estimation according to the image activity
in the spatial domain has been proposed [44]. The number of selected pixels can be varied
according to the image details. Fewer pixels will be used if the block has uniform
intensity. In high activity blocks, more pixels will be employed for the matching criterion.
The expertmental result shows that the computation is reduced by a factor of four when
compared with the exhaustive search. Moreover, the measured MSD of the adaptive pixe!
decimation is also smaller than that of the exhaustive search.

In all of the above discussions on motion estimation, we restricted the motion vector
estimation to integer pixel grids. Thus, the motion vector would be pixel or pel-accurate.
With fractional or sub-pixel precision motion estimation, the quality of the reconstructed
images will be improved. The international video coding standard H.263 is one of the
standards that permit motion vectors to be specified to a half-pixel accuracy.

Motion vector estimation with half-pixel accuracy can be easily found by interpolating

the current and reference pictures by a factor of two using any of the motion estimation
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methods. However, the computational complexity and the storage requirements of this
method are intensive. To reduce the computational complexity, the following steps are
usually preferred.

Step 1. The mo.tion vector with integer-pixel accuracy is found by using any of the
motion estimation methods.

Step 2. The 8 surrounding half-pixels of the detected motion vector in step 1 are
determined by bilinear interpolation as shown in Fig. 3.5(a). The one with the
minimum block distortion measure is the half-pixel accuracy motion vector as
shown in Fig. 3.5(b).

The performance of this half-pixel accuracy in motion estimation and compensation is
better than that of integer-pixel accuracy, hence the experimental result also shows that
both the compression ratio and the quality of the reconstructed images are improved.
A B @ Integer pixel position
L NON (O Half pixel position
Oc O d a= A

b= (A+B+)/2

@ ¢ c=(A+CH)2

C D d = (A+B4C+D+2)/4

Fig. 3.5(a) Half-pixel precision using bilinear interpolation

Integer-pixel accurate
—-——=—"" motion vector

Half-pixel accurate
mothon vector

Fig. 3.5(b) Half-pixel accurate motion vector estimation
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3.4 Digital Video Coding Standards

Block-based motion estimation and compensation are the most popular approaches in
digital video coding standards. ITU Recommendation H.261 is one of the international
standards for video compression using block-based motion compensation techniques.
However, the general model used in this standardized coding algorithm provides only a
basic and incomplete description of the video scenes. In general, a very good picture
quality is obtained at several megabits per second. Furthermore, H.261 generates
annoying blocking artifacts below 64kbps, resulting in low a temporal resolution and end-
to-end delay. Hence, additional coding standards have emerged, such as H.263 and

H.263+, which aims at reaching an acceptable picture quality at a low bit rate.

3.4.11TU-T H.261and H.263 Video Coding Schemes

ITU-T H.263 is one of the successful video compression standards employed in video
conferencing and video phone services over the ISDN at rates below 64 kbps. A block
diagram of an H.263 baseline encoder is shown in Fig.3.6. The architecture of the
baseline encoder is the same as that of the hybrid DCT/DPCM coder. Motion
compensation prediction first reduces temporal redundancies. Discrete cosine transform
(DCT)-based algorithms are then used for encoding the motion compensated prediction
errors. The quantized DCT coefficients, motion vectors, and side information are entropy

coded using variable length codes (VLC).
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Fig.3.6 Block diagram of an H.263 baseline video enceder

The coding structure of H.263 is based on H.261, but it provides a better picture

quality at low bit rates with little added complexity. The key differences between these

two video coding schemes are the target bit rate, picture format, precision of motion

compensation, loop filter, VLC table and motion vector coding. Table 3.1 summarizes the

key differences between them.

Codec H.261 H.263
Target bit rate px64 kbits/s below 64 kbits/s
Picture format CIF, QCIF sub-QCIF,QCIF, CIF, 4CIF, 16 CIF

Precision of
motion estimation
and compensation

integer pixel accuracy

half-pixel accuracy

Loop filter

present

absent

Motion vector
coding

the difference between the
motion vectors of the
previous macroblock and
the current macroblock is
encoded

the difference between the median of
the motion vectors of three previously
coded blocks and the motion vector of
the current macroblock is encoded

VLC table

2-dimensional variable
length codes

3-dimensional variable length codes

Table 3.1 Key differences between H.261 and H.263
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H.261 employs a spatial-domain loop filter in the coding loop to reduce the blocky
effects due to the use of block-based motion estimation. However, H.263 does not employ
such a filter since the bilinear interpolation used in H.263 for half-pixel motion
compensation introduces some low-pass filtering as a side-effect. Furthermore, the H.263
VLC table relies on the probabilistic nature of a run/length combination being at the end
of a block which results in a saving of approximately 2 bits per block. Bits are also saved
for coding the motion vectors in H.263. The difference between the median of the motion
vectors of the three neighboring macroblocks and the motion vectors of the current
macroblock is encoded. Fig. 3.7 indicates the motion vector prediction for H.263. The
result is a smaller average vector difference that needs to be coded. Therefore, the overall

performance of the compression ratio of H.263 is much better than that of H.261.

MV : Current motion vector
MV2IMV3 MV1 : Previous motion vector
vil vy MV2 : Above motion vector
M1 M3 Above nght motion vector
MY2|MV3 MVI1|MVI MV2 0,0
0,0 MV MV MV MV MV

................ - Picture or GOB border

Fig. 3.7 Motion vector prediction

In order to improve its compression performance, H.263 has 4 optional modes:
unrestricted motion vectors, advanced prediction, P-B frames, and syntax based

arithmetic coding. The first two modes are used to improve inter picture prediction. The
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P-B frames mode improves temporal resolution with a small amount of bit rate increase.
When the syntax-based arithmetic coding mode is enabled, arithmetic coding replaces the
default VLC coding. These optional modes allow the developers a trade-off between
compression performance and complexity. The 4 optional modes are briefly described
below:

1) Unrestricted motion vector mode (UMV): In baseline H.263, motion vectors can
only-reference pixels that are within the picture area. As a result, macroblocks at the
border of a picture may not be well predicted. When the unrestricted motion vector mode
is used, motion vectors can take on values in the range of [-31.5, 31.5] instead of [-16,
15.5], and are allowed to point outside the picture boundaries.

2) Syntax-based arithmetic coding mode (SAC). Baseline H.263 employs variable-
length coding as a means of entropy coding. In this mode, syntax-based arithmetic coding
is used instead of variable-length coding, and the bit rate can be reduced by
approximately 5%.

3) Advanced prediction mode (AP): This mode allows for the use of four motion
vectors per macroblock, one for each of the four 8x8 luminance blocks. Furthermore,
overlapped block motion compensation is used for the luminance macroblocks, and
motion vectors are allowed to point outside the picture as in the unrestricted motion
vector mode. This mode improves inter picture prediction, and a significant improvement
in subjective picture quality is achieved for the same bit rate by reducing the blocking
artifacts.

4) PB-frames mode (PB): In this mode, the frame structure consists of a P picture and a

B picture. The quantized DCT coefficients of the B and P pictures are interleaved at the
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macroblock layer such that a P picture macroblock is immediately followed by a B
picture macroblock. Therefore, the maximum number of blocks transmitted at the
macroblock layer is 12 rather than 6. The P picture is forward predicted from the
previously decoded P picture, and the B picture is bidirectionally predicted from the
previously decoded P picture and the P picture currently being decoded.

A more detailed description of the H.261 and H.263 video coding schemes can be
found in [33][45]-[50). Table 3.2 shows the compression ratio and the PSNR for the
“Salesman” sequence based on the H.261 and H.263 schemes [51]. The experimental
result shows that the P-B frames mode achieves the maximum compression ratio, and the

advanced prediction mode achieves the maximum PSNR.

Q Step=28 Q Step=16 Q Step=24
Codec/mode | Compression | PSNR | Compression | PSNR | Compression | PSNR
ratio (db) ratio (db) ratio (db)

H.261 45.15 34.02 86.55 29.67 110.41 27.59
H.263 87.37 32.99 217.17 29.17 343.13 27.37
(base level)

H.263 95.17 33.09 218.86 29.31 312.67 27.54
(AP+UMV)

H.263 (PB) 121.41 32.81 273.51 29.11 374.36 2742
H.263 (SAC) 91.00 32.99 223.81 29.17 349.09 27.37
H.263 138.43 32.87 286.82 29.27 349.47 27.56
(all 4 modes)

Table 3.2 Performance of H.263 and H.261 schemes [51]

3.4.2. ITU-T H.263+ Video Coding Scheme

H.263+ is an extension of H.263, providing 12 new negotiable modes and other
additional features. The objective of H.263+ is to broaden the range of applications and to

improve the compression efficiency. It allows the use of scalable bit streams, enhanced
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performance over packet switched networks, support custom picture size and clock
frequency, and external usage capabilities. The 12 new optional coding modes including
the modification of H.263’s unrestricted motion vector mode are summarized below:

1} Unrestricted motion vector mode (UMV): When this mode is enabled, new
reversible VLCs (RVLCs) are used for encoding the difference motion vectors. The idea
behind RVLCs is that decoding can be performed by processing the received motion
vector part of the bit stream in the forward and reverse directions. This improves the error
resilience of the bit stream. Furthermore, the motion vector range is extended to up to
1256.

2) Advanced intra coding mode (AIC): This mode improves the compression
performance of coding intra macroblocks. In this mode, intra-block prediction from the
neighboring intra blocks, a modified inverse quantization of intra DCT coefficients, and a
separate VLC table for intra coded coefficients are employed.

3) Deblocking filter mode (DF): This mode introduces a block edge filter within the
coding loop. The main purpose of the block edge filter is to reduce the blocking artifacts.
The filtering is performed on 8x8 block edges.

4) Slice structured mode (SS): A slice structure instead of a GOB structure is employed

in this mode. This allows the subdivision of a picture into segments containing variable

numbers of macroblocks.

5) Supplemental enhancement information mode (SEI): In this mode, supplemental
information is included in the bit stream in order to offer display capabilities within the
coding framework. This information includes support for picture freeze, picture snapshot,

video segmentation, progressive refinement, and chroma keying.
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6) Improved PB-frames mode (IPB): This mode is an enhanced version of the H.263
PB frames mode. The main difference is that the H.263 PB-frames mode allows only
bidirectional prediction to predict B-pictures in a PB frame, but the IPB-frames mode
permits forward, backward and bi-directional predictions.

7) Reference picture selection mode (RPS): In order to suppress temporal error
propagation due to inter picture coding, it is possible to select the reference picture for
prediction in this mode. Multiple pictures must be stored at the decoder, and the encoder
should signal the necessary amount of additional picture memory by external means.

8) Temporal, SNR, and spatial scalability mode: This mode specifies a syntax to
support temporal, SNR, and spatial scalability capabilities. Temporal scalability provides
a mechanism for enhancing perceptual quality by increasing the picture display rate. SNR
scalability is achieved by using a finer quantizer to encode the difference picture in an
enhancement layer. Spatial scalability allows for the creation of multi-resolution bit
streams to meet various display requirements for a wide range of applications.

9) Reference picture resampling mode (RPR): This mode describes an algorithm to
warp the reference picture prior to its use for prediction. It can be useful for resampling a
reference picture having a different source format from that of the picture being predicted.

10) Reduced resolution update mode (RRU): This mode allows the encoder to send
updated information for a picture encoded at a lower resolution, while maintaining a
higher resolution for the reference picture, to create a final image at the higher resolution.

11) Independently segmented decoding mode (ISD): In this mode, picture segment
boundaries are treated as picture boundaries in the sense that no data dependencies across

the segment boundaries are allowed.
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12) Alternative inter VLC mode (AIV}): In this mode, the intra VLC table designed for

encoding the quantized intra DCT coefficients in the AIC mode can be used for inter

block coding.
13) Modified quantization mode (MQ): The modified quantization mode allows

modification of the quantizer to any value thus providing the rate control methods with

more flexibility.

W FOREMAN AKIYO
Mode 32kbps 128kbps 8kbps 32kbps
Baseline 30.44 dB 35.83dB 33.90 dB 39.26 dB
UMV +0.61 +0.64 -0.01 -0.04
SAC +0.08 +0.06 -0.12 +0.08
AP +0.28 +0.58 +0.19 +0.33
PB B-picture -0.57 -1.64 +0.51 +0.61
P-picture +0.11 +0.37 +0.60 +1.05
AIC +0.04 0.00 +0.14 -0.03
DF +0.18 +0.48 -0.24 -0.23
IPB B-picture -0.17 -1.21 +0.54 +0.74
P-picture +0.36 +0.62 +0.61 +1.12
AIV +0.02 +0.06 -0.02 +0.01
MQ +0.40 +0.20 +0.40 -0.05

Table 3.3 Summary of improvement in PSNR (dB) for H.263 and H.263+

A summary of the compression improvements resulting from the use of individual
modes is given in Table 3.3 [52][53]. Results are presented for low and high bit rates
using two QCIF video sequences at 10 fps: an active video sequence, Foreman, and a
typical head-and-shoulder videophone sequence, Akiyo. It can be observed that a given
mode is not always suitable for all bit rates or all sequences. For example, the alternate
inter VLC mode achieves compression gains only at high bit rates. Moreover, the

deblocking filter mode may yield a decrease in PSNR, but the resulting picture subjective
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quality is usually better. Another observation is that the modified quantization mode does
not lead to compression gains at high bit rates for low motion sequences. The unrestricted
motion vector mode shows PSNR improvements for sequences with motion across

picture boundaries, or at CIF and larger resolutions.

3.5 Advanced Video Coding Algorithms

Although the compression performance of H.263 or H.263+ seems very good, these
block-based motion estimation metheds do not take into account the arbitrary shape or
structure of objects in a picture. Its prediction efficiency will not be as large as expected
when these objects have different motions. Furthermore, the texture coding performance
for arbitrary shaped objects using conventicnal DCT methods is not efficient. Since the
image quality and the compression performance both depend on the texture coding
techniques employed, we will review the texture coding algorithms and some efficient

video coding algorithms in this section.

3.5.1 Texture Coding Algorithms

Padding techniques is an efficient method for arbitrary shaped image coding. Moon et
al. {54] proposed a texture coding method which enhances the coding efficiency of
conventional DCT with padding techniques for arbitrary shaped objects in video coding.
Firstly, the macroblock within a separated object is divided into four sub-blocks. The two
sub-blocks, sub-block-1 and sub-block-2, will be merged if there are no overlapping

pixels between the shape of sub-block-1 and the 180° rotated sub-block-2. Merging
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processes can be done in the horizontal, vertical and diagonal positions. Fig. 3.8 shows
the merging types of luminance sub-block pairs in a macroblock. Finally, the background
pixels of the merged sub-blocks are filled with the average of the collocated padding
values of the two sub-blocks. This method may reduce the number of blocks to be
encoded. However, the first step of this approach is extraction of the boundary of an
object in an image and then sending the shape information of the extracted object to the

receiver; hence a good compression ratio may not be obtained if the number of shape

information to be sent is large.

Fig. 3.8 Merging types of luminance sub-block pairs in a macroblock

Filling zero values or mean values to the region that is outside the object boundary
may increase the values of the high order transform coefficients. In order to reduce the
higher frequency components, an extension-interpolation method for arbitranily shaped
texture coding has also been proposed [55]. The idea is that with the block length N,
interpolate the N pixels with the object segment with length M and replace the whole
block with the interpolated N pixels. The experiment results show that the high order
transform coefficients are reduced because the frequency in the spatial domain of the

interpolated block is reduced.
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3.5.2 Video Coding Using Pre-defined Patterns

Fukuhara et al. [56] proposed a very low bit-rate video coding method based on H.263.
They used four kinds of rectangular-shaped partitions to roughly represent the object’s
shape. According to the four pre-defined patterns, each macroblock is divided into two
partitions, and motion estimation is performed on each partition separately. Thus, a
macroblock may have one or two motion vectors to be coded. In addition, two forward
reference frames are used for motion estimation and compensation: a short-term frame
memory (STFM) and a long-term frame memory (LTFM). These processes reduce the
prediction errors, hence both the compression ratio and the image quality are improved.
However, the disadvantage of this method is its high computational complexity. We

therefore propose a simple but efficient method based on H.263 to improve both the

compression ratio and the image quality (see Chapter 5).

3.5.83 Foreground/ Background Video Coding Algorithms

In a video phone or video conferencing system, the main object of the image is the
human face. Users pay more attention to the face region and the facial expression. A
number of researches on efficient coding of the face region have been reported
[25](57][58]. In [25], the face is segmented by using the skin color segmentation
approach (see Chapter 2). In this approach, the quantization step size for the face region is
much smaller than that of the non-face region. Hence, the subjective quality of the face
region is improved. In [57], a method for reducing the prediction errors with respect to

the face region is proposed. Affine transformation is applied to estimate the motion of the
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face region, eye region, and mouth region. As a result, the prediction errors of the face
region are reduced, and the PSNR of the face region is increased. Furthermore, encoding
speed is also important for video phone and video conferencing applications. Ding et al.
[58] proposed two methods to reduce encoding time. The first method assumes that the
motion vectors of regions such as the forehead and hair areas are basically the same as the
motion vectors of the mouth and eye regions, and the motion vectors of the non-face
region are assumed to be stationary. Thus, the motion vectors of the forehead and hair
regions can be predicted according to the motion vectors of the eye and mouth regions,
and the motion vectors of the background region are assumed to be zero. Therefore, the
time spent on motion estimation is greatly reduced. The second method reduces the
computation of the DCT by reducing the transformation size. Since the head movement
does not change quickly from frame to frame, a lot of zero coefficients in the higher
frequency components will occur. Therefore, using 6x6 points DCT instead of the
conventional 8x8 points DCT is significant for the facial region. The remaining
coefficients of the block are filled by zero value. For less detailed regions such as the
background, shoulders and hair, using either 2x2 or 4x4 points DCT is satisfactory. As a
result, the reported frame rate is increased and there is less degradation of the image
quality. However, the time spent on facial feature extraction and tracking has not been

reported. The encoding speed may be affected by these detection processes.

3.5.4 2D/ 3D Hybrid Video Coding Algorithms

In standard block-based video coders, motion compensation is performed on the

assumption that the scene contents can be modelled using 2D rectangular blocks.
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Blocking artifacts always occur at the block boundaries due to the block-based motion
estimation and the omission of high order DCT components. Model-based coding in
which the scene is modelled using irregular shapes and sizes is introduced to solve this
problem. However, the performance is poor for large rotational motions due to a lack of
3D structure and failures of object tracking. Hence, the switching coder [59]-[62] is
proposed to solve the proB]ems of model-based and block-based video ceders. Both the
model-based and H.261/H.263 coders are employed for encoding the video in the
switching coder. The working principle is that switching between the two coders
generates a compensated image for encoding. As a result, these switching coders might

outperform the H.261/H.263 coder that works by itself.

3.6 Rate Control Scheme

In a video coding system, each of the video frames generates different amounts of data
according to its activity. The rate control schemes must therefore to handle the bit rate
generated by the source coder in order to preserve a constant image quality. In general,
rate control schemes can be classified into forward and backward rate control methods. In
video coding systems with a forward rate control, the quantization parameter(QP) and all
of the rate control variables are determined by examining the input image’s activity such
as its variance, number of object, etc. On the other hand, in backward rate control scheme,
the bandwidth of the transmission line, buffer size, and amount of data generated for the
previous frames are criticai factors for deciding of the coding parameters. The backward

rate control method is the most popular rate control scheme due to its implementation
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simplicity. The block diagram of a backward rate control scheme is shown in Fig. 3.9. In

this section, we will devote our attention to such rate control schemes.

Coding Contral
r . .
Video Source Video Multiplex - Transmission Transmission Coded
Signal Coder Coder Buffer Coder Bitstream

Fig. 3.9 Block diagram of backward rate control scheme

3.6.1 Macroblock Type Decision

In block-based motion compensation coding, blocks can be coded in INTRA, INTER
or SKIPPED modes depending on the contents of the block. Since the output image
quality and the bit rate of these modes are different, an efficient mode selection method
can improve both the image quality and the output bit rate.

Generally, if the buffer is empty, the INTRA/INTER mode will be selected to fill up
the buffer. If the buffer is full, the SKIPPED mode will be selected. In [63], the INTRA
or INTER mode is selected according to the mode decision curve. The curve is obtained
according to the target bit rate, the relationship between the SAD of the motion
compensated frame and the SAD without motion compensation. For the block without
sufficient change, the SKIPPED mode will be selected. This means that there will be no
need for motion compensation and encoding.

Video Codec Test Model, Near-Term, Version 8 (TMNS8) [64] is the rate control
scheme for H.263. The criterion for the INTRA/INTER mode decision is defined as:

16,16
A= Z| original — MB _mean (3.6-1)

i=1, j=1
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where MB_mean is the average pixel value of the macroblock. The INTRA mode will be
chosen if A<(MAD{x,y)-500). Otherwise, the INTER mode will be chosen. Egn. (3.6-1)

implies that if the difference between the original and the previous decoded macroblock is

large, INTRA mode coding will be more efficient.

3.6.2 Quantization Step Size

One of the popular methods of controlling the output bit rate at a constant image
quality is by controlling the quantization step size. Oehler et al. [65] proposed a method
that chooses the quantization step according to the target MSD. However, this method
dose not consider the effect of buffer fullness. Since the encoded bit stream is stored in
the buffer before transmission, the time delay will be long if the buffer is empty. If the
buffer is full, bits will be lost and a degraded image quality will result. A linear rate
control method is proposed to solve the above problems. The quantization step of the
linear rate control strategy is linearly related to the buffer occupancy as shown in Fig.
3.10(a). The relationship is defined as:

An)=b(n-1) (3.6-2)
where Afn) is the normalized quantization step size of the n'™ macroblock, and b(n-1) is
the normalized rate buffer occupancy at the (n-1)™ macroblock. However, linear rate
control has a high risk of underflow or overflow. To overcome this, a non-linear rate
control scheme using a non-linear relationship between the buffer occupancy and

quantization parameter QP is proposed [66]. The relationship is defined as:

“lpeo o awk ; —
a@’b(n-10)¢, if 0<b(n-D<a (3.6-3)

A(")={ . e
I-(-a)(1-a) ' A-b(n-1)), fasbn-1)<I1
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where k is the steepness factor, and « is a real number between 0 and 1. Fig. 3.10(b)
shows thre relationship between the buffer occupancy and QP. When the buffer occupancy
is close to 1, the predicted QP will be increased rapidly. This means fewer bits will be
generated when the buffer is close to full. If the buffer occupancy is close to 0, the
predicted QP will be small. This will cause a high output bit rate, which in turn will fill up

the buffer faster. As a result, the time delay which is a function of buffer occupancy will

be reduced.

H ]
& a
g g
(7] 7]
| = [ =
o o
g 4
£ £
3 3
o &
-] °
o o
N N
® |
E E
[~] . o
Z -4
0 02 0.4 08 08 1 0 0.2 0.4 06 0.8 1
Mormalized Buffer Occupancy MNormzlkzed Buffer Occupancy
(a) (b)

Fig. 3.10 The relationships between the buffer occupancy and QP using (a) linear rate
control scheme, and (b) non-linear rate control scheme
To determine the QP value, both the linear and non-linear methods are dependent on
buffer occupancy without considering the input video characteristics. In [67][68],
quantization algorithms for adjustment of step size according to the activity of the block
are proposed. In [67], the quantization step size of the macroblock is determined by using
TMS5 [69], and then refined according to a factor “ratio”. The “ratio” factor is computed
by comparing the average SAD of the macroblock to the average SAD of the image. This

means that if the computed SAD of the current macroblock is below the average, the ratio
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will be smaller than 1. Oh er al. [68] proposed an adaptive rate control method which
controls the QP according to the bit-rate generated from the previous frame. The most
popular QP is obtained from the history of the relationship between the QP and the
amount of bit generated at that quantization value. The QP for the n"™ macroblock QP(n)

is determined by:

QP(n) =min{ QP |C(n-1)+ f(QP)—mb < BSx(1- )} 3.6-4)

Cn)=C(n-1)+B(n)—mb (3.6-5)
where QP(n) is the quantization parameter for the n™ macroblock, C(n-1) is the amount-of
buffer content up to the (n-1)™ macroblock, mb is the mean of the outgoing bit rate for a
macroblock, BS is the physical buffer size, u represents the buffer utilization factors,
f{OP) is the amount of bit to be generated, and B(n) is the number of bits generated by the
source coder for the n® macroblock. From eqn. (3.6-4), the minimum value of the QP can
be selected without buffer overflow. The amount of bits in the QP-bitrate table is updated
using the most recently used QP and the related amount of bit generated during the video
coding. This process of updating the QP-Bitrate table reduces the prediction errors of the
bit generation at a specified QP. Moreover, two QP-Bitrate tables are used: the first one
for intra mode prediction, and the second one for inter mode prediction. As a result, the
amount of bits to be generated more accurately, and performé much better than the linear

and non-tinear methods.
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3.7 Summary

Different hybrid DCT/DPCM video coding techniques have been described in this
chapter. These approach combines the motion compensated prediction and transform
coding techniques. The encoder architecture of most video coding standards such as ITU-
T H.263 and MPEG is based on the hybrid DCT/DPCM coder. We have also described
the coding structure of H.261, H.263 and H.263+. The key differences between the
coding schemes of H.261 and H.263 lie in the target bit rate, picture format, precision of
motion compensation, loop filtering, VLC table and motion vectors encoding.
Furthermore, H.263 has four additional optional modes for improving the image quality
and the compression performance. These four optional modes are the unrestricted motion
vector, syntax-based arithmetic coding, advanced prediction, and PB-frames. The H.263+
is an extension of H.263, and provides 12 new negotiable modes and additional features.
Experiment results show that the overall compression performance of H.263+ is better
than that of both H.261 and H.263. However, the computational complexity requirement
for the optional modes in H.263+ is higher than that of H.263 and H.261. Hence the trade-
off is between computational complexity and compression performance.

The goal of motion estimation and compensation is to find the motion vectors that best
describe the motion between frames with the least complexity. We have discussed the
cenler-based search algorithms, the pixel decimation search algorithm, the GA-based
block matching algorithm, and the half-pixel precision techniques for motion estimation.
The basic principle of the center-based search algorithms is to use a smaller search
window in the first step to capture small motions of a block. For the pixel decimation

search algorithm, the essential idea is to select some pixels within the macroblock instead
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of using the whole macroblock information for motion estimation. The GA-based block-
matching algorithm is designed to solve the local minima sticking problem using
conventional fast search algorithms. We have been described the half-pixel precision
technique for motion estimation and compensation.

The efficiency of texture coding is also very important for video compression. Some
efficient arbitrarily shaped texture coding techniques such as padding and interpolation
methods have been viewed. The main idea of the padding method is to reduce the high
order DCT coefficients by filling some values to the background region. The interpolation
method interpolates the object segment to the size of the block to reduce the frequency in
the spatial domain. Moreover, some of the advanced video coding algorithms such as the
block partitioning coding method, facial region video coding method, and switching
model-based coder have been introduced. The block partitioning coding method is
designed for improving the whole image quality, while the facial region coding methods
are designed for improving the image quality of face region only. For the switching coder,
both the block-based coder and the model-based coder are employed for motion
compensation. Hence, the image quality can be improved with additional complexity.

Finally, we have reviewed some rate control schemes. In general, we have described
the mode decision and the quantization step size for rate control. A block or a frame can
be coded in intra, inter or skipped modes. It is very important for controlling the image
quality and the bit rate generated. An efficient mode selection method using TMN8 has
been introduced. In addition, some algorithms for efficient control of the quantization step
size have also been described. The refinement of the quantization step size is generally

dependent on the buffer fullness, the previous decoded image quality, and the activity of
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the sequence. The experimental results shown that video coding systems with rate control

have a reduced output bit rate; hence also an improved image quality.
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CHAPTER 4
AN EFFICIENT ALGORITHM FOR
HUMAN FACE DETECTION AND
FACAIL FEATURE EXTRACTION
UNDER DIFFERENT CONDITIONS

4.1 Introduction

In Chapter 2, we have addressed the problem of face segmentation and its applications.
Various approaches to human face segmentation and facial feature extraction, such as
shape analysis approaches, knowledge-based approaches, and color analysis, have been
considered with a view to solving the problem. In this chapter, a reliable algorithm for
face detection and facial feature extraction using the genetic algorithm and the eigenface
techniques will be introduced.

In our approach, the possible eye candidates in a gray-level image with a complex
background are identified by means of valley features on the human eyes. A genetic
algorithm is applied in order to pair the possible eye candidates to form possible face
region. The fitness value of the possible face region is determined by means of eigenface
techniques. The facial features are then extracted from the detected face regions. In order
to improve the level of detection reliability, the lighting effect is also considered and
alleviated for the possible face regions. This method is tested with the MIT face database

and some other complex images. Experiment results show that faces can be detected more
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reliably and efficiently now compared with our previous work [9]. The details of our

approach for face and facial feature detection will be described in the following sections.

4.2 Human Face Detection using the Genetic Algorithm and
Eigenface Technique

Our method for detecting and extracting the facial features in a gray-level image is
divided into two stages. Firstly, the possible human eye regions are detected by testing all
the valley regions in an image. A pair of eye candidates are selected by means of the
genetic algorithm [41] to form a possible face candidate. The fitness value of each
candidate is measured based on its projection on the eigenfaces [22]. In order to improve
the level of detection reliability, each possible face region is normalized for illumination
and the shirmming effect, when the head is tilted, is also considered. After a number of
iterations, all the face candidates with a high fitness value are selected for further
verification. At this stage, the face symmetry is measured and the existence of the
different facial features is verified for each face candidate. The facial features are
determined by evaluating the topographic relief of the normalized face regions. The facial
features extracted include the eyebrow, the iris, the nostril, and the mouth corner.

Genetic algorithm is an optimization technique that operates on a population of
individual solutions. It has been successfully applied for many purposes, such as object
recognition [70], human face detection [5]{6], facial feature extraction [71], and motion
estimation for video coding [43]. In our approach, genetic algorithm is also applied to
search for possible facial regions in an image. The first step in locating the face regions in

our approach is to select a pair of eye candidates using genetic algorithms. The fitness
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value for each face candidate is calculated by projecting it onto the eigenfaces space.

Since eigenfaces is a successful approach for face recognition, we therefore adopt it as a

fitness function.

4.2.1 Possible Eye Candidates Detection

In our approach, the possible eye regions are located by detecting the valley points in
an image. Since the human iris in a gray-level image is of low intensity, a valley exists at
an eye region. The valley field, ®v, can be extracted using morphological operators [72].
The equation for valley field extraction is
®, = f(x,y)eB- f(x,y) (4.2-1)
where f(x,y) is the image and B is the structuring element. The valley image is obtained by
performing a closing operation, which is then subtracted by the original image. A pixel at
(x,y) is considered as a possible eye candidate if the following criteria are satisfied.
flx,y)<t, and D, (x,y)>1t, 4.2-2)
where ¢, and ¢, are thresholds. Figure 4.1(a) and 4.1(b) show the original image and its
corresponding possible eye regions, respectively. The segmented possible eye regions are
then reduced to a point or a number of points by choosing the good candidates in each
region. The good eye candidates are those having large values in the functions, F1(x,y)

and F2(x,y). The two functions are defined as follows:

Fl{x,y) = Wl.l( [x2y) ; frr 2y $1a(x,¥) )+W|_2(D“(x, ¥)

F2(x,y) =W, ( f(x‘3’y);’f(”3’ Y S, (xy) )+ W,,®,,(xy) 4.2-3)
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where W’s are the weighting factors, S, ,(x,y) and S, ,(x,y) are the average gray-level
intensities of the region under 3x3 and 5x5 windows, respectively. @, (x,y) and @, ,(x,y)

are the average value of the valley field under the 3x3 and 5x5 windows, respectively.
This arrangement allows us to detect the eyes according to different scales. Fig. 4.1(c)
illustrates those good eye candidates for the segmented regions in Fig. 4.1(b). The
locations of the possible eye candidates are stored in a buffer. In the genetic algorithm,
two entries are selected from the buffer to form a possible face candidate. Therefore, the

search space is limited to the possible eye candidates, which can then greatly reduce the

required runtime.

(c)

Fig 4.1 Eye candidates detection: (a) original image, (b) possible eye regions, and (c)
the good candidates for the detected eye regions.

4.2.2 Structure of a Chromosome

Each generated solution for a problem using the genetic algorithm is called a
chromosome or string, which is represented in binary format. In our approach, two
components are used to specify a face region in a chromosome. The two components
which represent the position of the left eye (L) and the right eye (R.,.) are the index

numbers to the buffer. The structure of the chromosome is illustrated in Fig. 4.2. The
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number of bits required to represent the Ley, Or Rey, is B logle where N is the total
number of detected eye candidates. Thus, the total number of bits in each chromosome is

2B.

B-bits B-bits

chromosome Leye Reye

Fig. 4.2 Structure of a chromosome

Since the size of a human face is proportional to the distance between the two eyes (d.,,),
a possible face region which contains the eyebrows, eyes, nose, and mouth can be formed
based on this relationship. In our method, a square block is used to represent the detected
face region. Fig. 4.3 shows an example of a selected face region based on the location of
an eye pair. The line passing through the centers of the eye pair is called the base line.
The extracted possible face regions are subsampled and interpolated to a resolution of
28x31. A low resolution has been proved to be sufficient for face identification.
Moreover, the required computation is also reduced due to the fact that fewer pixels need
to be manipulated. The relationships between the eye pair, the face size, and the

orientation angle @ between the base line and the x-axis are defined as follows:

P =1.8d, (4.2 4da)
|

heye - g hfnre (42 - 4b)

w,, =0225h,,, (4.2 - 4c)
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Fig. 4.3 The defined geometry of our head model

Based on the locations of the eye pairs, a population of possibie face regions of different
locations, sizes, and orientations can be generated. An initial population of the
chromosomes is generated by pairing the possible eye candidates, depicted as white dots
in Fig. 4.1(c}). If the total number of detected eve candidates is , the total number of
pairing combinations for the initial chromosomes is N(N-1)/2. Therefore, members of the

initial population are produced by selecting randomly from the N(V-1)/2 chromosomes.



4.2.3 Normalization of the Possible Face Regions

The orientation angle of a face candidate can be determined based on the gradient of
the eye pair. However, the human face is not a rigid object; it will suffer from a shirring
effect if the head is rotated too much, as illustrated in Fig. 4.4. In Fig. 4.4(a), if the face
region is considered to be rectangular, the extracted face will be distorted. However, if the
face region is a parallelogram, as shown in Fig. 4.4(b), the shirring effect is alleviated and
a more upright face can be extracted. In our approach, the shirring effect will be
compensated when the rotation angle @ >10°. In this case, the shirring is estimated to be
/3, which is based on the measurement of over 50 rotated human faces. If the rotation
angle is less than 10°, the shirring effect may be neglected. If the rotation angle 1s larger
than 10°, two possible face candidates will be generated for a chromosome in calculating
the fitness values. One candidate uses a rectangular face region, while the other one is
adjusted based on the shirring angle of the face. The shirring angle, ¢, is defined as shown
in Fig. 4.5. This normalization process for the shirring effect is performed using the

following transformation.

|:xr} _ [tanq& -sin@ + cos@ —tan¢ -cos8 +sin@ ][x] 42-5)

yr —secg -sinf sec - cosf ¥

where xr and yr denote the coordinates of x and y after compensating for the shirring

effect. The derivation of this equation is shown in Appendix L.
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(b
Fig. 4.4 (a) A normal face candidate, and (b} adjusted possible face candidate.

base line

Fig. 4.5 Shimming angle approximation

The detection performance is also affected by the external environment, such as the
direction of the lighting source. The uneven lighting conditions make a face become
asymmetrical; a true face may not be detected. In order to reduce the lighting effect, the
possible face candidates would be normalized by transforming their histograms to the
histogram of a reference face image (73] before calculating the fitness value. This can be
achieved due to the fact that all human faces have basically the same shape and general
illumination properties. The advantage of the histogram normalization is that the size of
the reference face image and the input region can be unequal. Thus, it is unnecessary to

resample the face candidate to the size of the reference face. Fig. 4.6 shows an example



of the histogram normalization of a face region. After the shirring effect and the
histogram normalization processes, the fitness value of the face region will then be

computed.

Figure 4.6 (a) Reference face image, (b) original face image with half in shadow,
and {c) the histogram normalized face image.

4.2.4 The Fitness Function

To determine whether the normalized face candidate is a face or not, the fitness values
of the possible face regions are computed by means of the eigenfaces. The eigenfaces are
obtained by extracting the principle components from a training-set of pre-processed face
images. The training images are also pre-processed by a histogram normalized to reduce
the lighting effect. The normalized possible face region is then projected onto the
eigenface space in order to calculate the fitness. The fitness function is a measure of the
distance between its projection and that of the training-set face images. The distance

betrween the mean adjusted faces @ of the training images and the projection of the mean

adjusted input region P(n) for the n" chromosome on the face space is calculated by:

e(n) =@ - @, () (4.2-6)



The value of &(n) is 2 measure of the distance between the input candidate and the
training tmages. Thus, the fitness function of the possible face region for the n"

chromosome is defined as:

f(n)= _L_ 42-7)
g(n)

From eqn.(4.2-7), it follows that a chromosome with a smaller distance will have a larger
fitnesslva]ue. A new population s then generated by means of the genetic operations:
selection, crossover, and mutation. A chromosome with a higher fitness value will have a
better chance of being chosen for the next generation. In the crossover process, two
chromosomes are selected from the mating pool. In our method, the two-point crossover
method is employed. Two cutting points are selected randomly within the chromosome
for exchanging the contents. The crossover process is illustrated in Fig. 4.7. Since the
probabilities of a chromosome being selected for the crossover and mutation processes
are proportional to its computed fitness value, so those good offspring will probably be
passed to the next generation. In order to increase the successful rate, the best candidate
in one generation can pass directly to the next generation. After a number of iterations,

those good candidates will be further verified as to whether they are human faces. The

[N | S

Chromosome 2 | ! New chromosome 2

Fig. 4.7 The crossover process
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parameter settings used in our approach are shown in Table 4.1. The extracted good face

candidates are then input to the next stage for further verification and facial feature

extraction.

Population Size 100

Selection Probability 0.9

Crossover Probability 0.8

Mutation Probability 0.08

Chromosome length 2B bits

Table 4.1 Parameter settings

4.2.5 Verification of Face Regions and Facial Feature Extraction

Those possible face candidates with a high fitness value are passed on to the second
stage. The functions of the second stage are to verify whether the candidates are human
faces or not, and to extract the respective facial features in the face region. The
verification process is based on the characteristics of the projected face images.

At this stage, the symmetry of a face candidate is measured. As every face region is
normalized for the shirring effect and the illumination effect, the difference between the
left half and the right half of a face region should be small due to its symmetry. In our
method, the size of a face region is normalized to 28x31, and the symmetrical measure is

calculated as follows:

1 o 13

S|y - F2T=x,y) (4.2-8)

T, =
3455
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where flx,y) represents a possible face candidate. If the value of T, is smaller than a

threshold, the face candidate will be selected for further verification. With any
overlapping regions, the one with the lowest value of T is chosen.

After measuring the symmetry of a face candidate, the existence of the different facial
features is also verified. The position of the facial features is determined by analyzing the
projection of the normalized face candidate region. The facial feature regions will exhibit
a low value on the projection. A normalized face region is divided into three parts; each
of which contains the respective facial features. In our method, the y-projection is
performed in each part to determine the vertical position of the facial features. The y-
projection 1s the average of the gray-level intensities along each row of pixels in a
window. In order to reduce the effect of the background in a face region, only the white
windows as shown in Fig. 4.8 are considered in computing the projections. The two top
windows contain the eyebrows and the eyes; the middle window contains the nose; and
the bottom window contains the mouth. In each of the windows, the position where the
projection value is a minimum is identified. For each of the two top windows, two
significant minima will be detected due to the eyebrow and eye, respectively. These
minima indicate the vertical position of the eyebrow and the eye. Similarly, the minima in
the middle and the bottom windows represent the vertical position of the nostril and the
mouth, respectively. The results of the y-projection for the windows in Fig. 4.8 are shown
in Fig. 49. A valid minimum i1s identified by measuring the difference between the
minimum and its neighboring maximum. If the vertical position of any of the facial
features cannot be found, the face candidate is then declared as a non-facial image, and 1s

rejected from the x-projection process.
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Fig. 4.8 Windows for facial feature extraction

Having obtained the vertical position of the respective facial features, the horizontal
position of the facial features is then determined by the x-projection. The x-projection is
computed by averaging the gray-level intensities on each column in a window. The
position of the eyes can be estimated by performing an x-projection around their vertical
position and identifying the location of the two minimal points of the projection. For the
eyebrows, sudden changes in the x-projection values signify the end points of the
eyebrows. To detect the horizontal position of a nostril in the middle window, two
significant minima and a2 maximum between the two minima will be obtained. The first
minimum represents the horizontal position of the left nostril, while the second minimum
represents the right nostril. Fig. 4.10(a) shows the x-projection for determining the

nostrils. For the bottom window, the mouth comer can be detected based on two
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assumptions; the mouth corners are close to the horizontal position of the corresponding
iris and the gray-level intensity changes significantly at the mouth corner. Fig. 4.10(b)
illustrates the x-projection and the determination of the detected mouth comners. The
detection result for the respective facial features is shown in Fig. 4.11. Similarly, if any
horizontal position of the facial features cannot be located, the candidate is assumed to be
a non-facial image. Otherwise, a true face region is declared, as are the different facial

features being located.
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(b) (c)
Fig. 4.9 The y-projection results of (a) eye region, (b) nose region, and (c) the mouth
region
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Fig. 4.10 The x-projection results of (a) nose region, and (b) the mouth region

Fig. 4.11 An example of facial feature extraction by analyzing the projection of
normalized face region

4.3 Experiment Results

In our approach, if the fitness value of the chromosome ts greater than a threshold, it is
assumed to be a possible face candidate. These possible face candidates will pass into the
second stage for further verification. In the second stage, the symmetry of a face

candidate will be calculated. If the difference between the left-half and right-half regions
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of the candidate is greater than a threshold, it is declared a non-facial image. Otherwise,
the projection processes will be applied to detect the respective facial features. If the
projection results of the face candidate do not fulfill the defined rules for facial features,
the face candidate will also be declared a non-facial image.

The detection performance of our method is tested using the face database from MIT
and some images with a number of faces. In the experiment, the training set images are
different from the test images. Table 4.2-shows both the hit rate and the miss rate of our
method of face detection under different conditions. This approach can achieve an overall
hit rate of 100% without head tilt and under head-on lighting. When the heads tilt to the
left or right, the hit rate is 95.3%. When the light source to the faces is 45°, the hit rates
for the upright and tilted faces are 87.5% and 82.8%, respectively. When the lighting is
90°, the hit rate for the upright face is 93.75% and the hit rate for the tilted face is
81.25%. The experiment shows that the hit rates for a titled face after performing shirring
normalization have a great improvement over our previous work [5] on face detection.

The hit rates for facial feature detection are tabulated in Table 4.3. In this part, only
those faces detected successfully are considered. The reasons for the failure in detecting
the facial features can be summarized as follows: facial images with glasses may affect
the determination of the eyebrows; nostril detection is highly affected by the lighting
conditions; and a moustache in a facial image covers the mouth comers. Fig. 4.12 shows
the detection results under different lighting conditions and different angles of rotation,
while Fig. 4.13 illustrates some errors in locating the facial features.

Our method is extended to the detection of multiple faces in an image. A user may

choose to make either a single-face or a multiple-faces detection. The respective
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processes for detecting a single face and multiple faces are very similar. The major
difference is in the threshold setting in stage one: the threshold value for single-face
detection is greater than that for multiple-faces detection. This means that more face
candidates may pass into the next stage in multiple-faces detection. Thus, false alarms
will happen in this case. We have tested 20 images with multiple-faces (2 to 3 faces in
each of the image). The total number of false alarms is 6, while the hit rate is 92%. The
experiments were performed on a Pentium IT 400MHz computer. The average processing
time for locating faces and the facial features in a picture of size 128x120 is about 2.18s.

In conclusion, this method outperforms those used in our previous work.

Lighting | Head on 45° 90°
Head tilt | no | tilt | no | tilt | no | tilt
Full hit 16 |30 [15 |26 |16 |26
scale miss 0 2 | 6 0 6
Mediu hit 16 | 31 | 13|27 | 14 | 26
m scale miss 0 | 3 5 2 6

Table 4.2. Experiment results for face detection

Lighting Head on 45° 90°
Head tilt no | ikt no tilt no tilt
hit rate of first part 16/16 | 30/30 | 15/15 | 25/26 | 16/16 | 25/26
Full (eyebrow and iris)
scale hit rate of middle part 16/16 | 29/30 | 15/15 | 24726 | 15/16 | 23/26
(nostril)

hit rate of bottom part 15/16 | 28/30 | 14/15 | 24/26 | 14/16 | 22726
{mouth corner)
hit rate of first region 16/16 | 31/31 | 13/13 | 26/27 | 13/14 | 24126

Medium (eyebrow and iris)
scale hit rate of middle part 16/16 | 31/31 | 12/13 | 26/27 | 13/14 | 23726
(nostril)

hit rate of bottom part 15/16 | 29431 L1713 § 24727 12/14 | 22/26
(mouth comer) :

Table 4.3 Experiment results for the facial feature extraction
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4.4 Conclusion

In this chapter, we have proposed a more reliable face detection approach based on the
genetic algorithm and the eigenface technique. Firstly, possible eye candidates are
obtained by detecting the valley points. Based on a pair of eye candidates, possible face
regions are generated by means of the genetic algorithm. Each of the possible face
candidates is normalized by approximating the shirring angle due to head movement.
Furthermore, the lighting effect is reduced by transforming their histograms into the
histogram of a reference face image. The fitness value of a face candidate is calculated by
projecting it onto the eigenfaces. Selected face candidates are then further verified by
measuring their symmetries and determining the existence of the different facial features.
The advantages of our approach are that a tilted human face can still be detected robustly
even if the face is shirred, under shadow, of a different scale, under bad lighting
conditions, and is wearing glasses. In conclusion, this method can achieve a high
performance level in detecting human faces and extracting facial features in complex and

simple backgrounds.
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Fig. 4.12(c) Experiment results when the lighting is 90°
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Fig. 4.13 Error in facial feature extraction
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CHAPTER 5
AN EFFICIENT LOW BIT-RATE
VIDEO CODING ALGORITHM
FOCUSING ON MOVING REGION

5.1 Introduction

As the existing block-based motion compensated prediction coding schemes, such as
H.263, do not take into account the arbitrary shape of moving objects, their level of
prediction efficiency will not be as high as expected. In Chapter 3, various approaches to
solving the above mentioned problem have been introduced. However, the computational
complexity of the algorithms may be too high for real-time applications. Hence, an
efficient encoding method is proposed which has less complexity by using eight pre-
defined patterns.

In fact, motion estimation is the most important process for video coding. A precise
motion predictor can achieve a good performance with image quality as well as a high
compression ratio. However, motion estimation is the most time-consuming process, so a
fast and precise motion predictor is necessary. A number of fast motion estimation
algorithms, which have been reviewed in Chapter 3, can achieve better results than that of
the conventional fast search algorithms such as the three-step search, the 2-D logarithmic
search, the conjugate direction search, etc. In our approach, an efficient method for

motion estimation that focuses on moving regions is devised.
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The basic encoding and decoding structures of our approach are based on H.263. It
includes motion estimation and compensation, DCT transformation and quantization. In
our approach, the moving regions in a frame are detected and then partitioned into
macroblocks. One of the eight pre-defined patterns will be used to represent the moving
regions for the purpose of motion estimation and compensation. The residual errors of the
macroblock will be rearranged intc a block without a significant increase in high order
DCT coefficients. However, if the patterns are insufficient to represent the moving
regions in a macroblock, the conventional DCT-based coding method will be employed.

Experimental results show that both the picture quality and the run-time are improved.

5.2 Low Bit-rate Video Coding Using Patterns

A frame in a sequence may consist of moving regions and static regions. It is
unnecessary to encode the static regions in a frame, as they can be obtained from the
reference frames directly. The moving regions should be encoded precisely; this is
important for visual quality. In our approach, the moving regions in a frame are detected,
and one of the pre-defined patterns is used to encode the moving region in a macroblock.

The details of our algorithm are described as follows.
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Fig. 5.1 Defined patterns: (a) the eight patterns for moving region approximation,
and (b) the training patterns

5.2.1 Moving Region Detection

The pre-defined eight patterns which approximate the moving region in a2 macroblock
are shown in Fig. 5.1(a). The white areas represent the moving region, while the black
areas are the static region. The eight pre-defined patterns were selected from 66 patterns
(see Fig. 5.1(b)) based on four head-and-shoulders video sequences. In our approach, the
eight most popular pre-defined patterns appeared in the training video sequences were
selected to represent moving regions. The moving region in a frame is detected by
comparing the current frame C(x,y) to its previous frame P(x,y). The moving region
M(x,y) in a frame is obtained as follows:

M(x,y)=(T|C(x,y) ¢ B~ P(x,y) B|) (52-1)

where T(.) is a thresholding function and B is the structuring element of morphological
operations [73]{74]. After applying the morphological operations to the current and
previous frames, smail holes and narrow breaks are eliminated. This is a useful and
efficient pre-processing step in our approach for extracting the moving regions. From

eqn.(3.2-1), the computed value of the static regions in a frame is zero, while the value of
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the moving regions is non-zero. The processed frame is then divided into macroblocks
(MB) for further classification. Three types of MB are defined in our approach: static MB
(SMB), active MB (AMB), and active-region MB (RMB). If the contents of the MB are
all zero or the size of moving region is smaller than a threshold, it is assumed to be a
SMB. Otherwise, the MB will be divided into four sub-blocks for further classification. If
the contents of all the sub-blocks have a non-zero value, the MB is defined as an AMB.
The remaining MBs are assumed to be candidates of RMB. In this case, one of the eight
pre-defined patterns will be used to approximate the moving regions. The best match
pattern is obtained by finding a pattern that has the minimum value of Dy, as shown in

the function below:

1 15 15

Dy ===, XM G, j) - Py G, j)| 52-2)
2563 j=0

where M, represents the K" macroblock in the being processed frame M(x.y), and P,(i,j)
represents the pre-defined pattern number N. The value of the patterns for moving
regions is defined as one, while that of the static regions is zero. If the computed D, , is
greater than a threshold, this implies that the patterns are not good enough to represent
the moving region. In this case, the MB is assumed to be an AMB, and the conventional
motion estimation and DCT-based methods will be employed. Otherwise, the MB is
declared to be a RMB, and one of the pre-defined patterns will be used for encoding. The

rule for classifying the types of macroblocks is shown in Table 5.1.
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Table 5.1 The rule for classifying the types of macroblocks

The My, , M, , M, , and M., in Table 5.1 represent the four sub-blocks of M, , Ty and T,
are the thresholds for macroblock type classification. The function of Ty, is to verify if there is
no significant movement inside a MB, while T,,,, is used to determine a suitable pre-defined

pattern for approximating the moving region. Examples of an AMB and a RMB are iliustrated

in Fig. 5.2(a) and (b), respectively.

Moving
Area

(@)

Fig. 5.2 Block type selection: (a) an AMB, and (b) a RMB approximated by pattern (1)
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5.2.2 Architecture of the Encoder and Decoder

The block diagram of the proposed video encoder is shown in Fig. 5.3. The structure
is similar to a conventional video encoder, but includes additional features for encoding
the moving regions:

1. Type of Macroblock (MB): A MB will be classified according to the results of
moving region detection. Different encoding methods will be applied for different
types of macroblock. If a SMB is detected, it is encoded as a skipped MB, which is
supported by H.263. For the AMB, the conventional block-based encoding method is
used. This includes block motion estimation, motion vector encoding, and residual
error encoding. If RMB is detected, the best match pre-defined pattern will be

extracted by the “Pattern Matching ” unit for motion estimation and compensation.
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2. Pattern Matching: The function of the “Pattem Matching” unit is to find a pre-
defined pattern which is the best representation of the moving region in a RMB. The
PMB (pre-defined pattern information) will be generated from this unit, and then
encoded by VLC.

3. Block Rearrangement: If the input is a RMB, the switch S1 will be connected to the
“Block Rearrangement” unit to rearrange the residual errors of the moving regions
into a block of size 8x8. Hence, fast DCT algorithms can be used to encode the
block. Similarly, the output from the IDCT will be rearranged in an inverse manner
by connecting the switch S2 to the “Inverse Rearrangement” unit.

4. Motion Estimation: The respective prediction procedures for AMB and RMB are
different. The switch S3 is connected to the upper path for AMB, while it is
connected to the lower path for RMB, to which moving regions prediction is applied.
The block predictor employs the conventional block-based motion estimation for
encoding the AMBs. For RMB, the proposed moving region predictor as described in
Section 5.2.3 is used for finding the motion vector which best represents the motion
of the moving region. The static region is obtained directly from the reference frame.

According to the MPMODE (motion predictor mode), the switch 54 will select the
compensated image from either the block predictor or the moving region predictor.

The MPMODE together with the motion vector are encoded by the VLC,

The architecture of the decoder is shown in Fig. 5.4. When the MPMODE indicates
the current input MB to be a RMB, the switch S1 will connect to the “Region Moving
Predictor” to generate the compensated image. The éwitch 52 will also select the upper

path, the “Inverse Rearrangement” unit, to rearrange the residual error. For the AMB, the
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conventional block predictor will be employed, and the residual error will be decoded by

inverse quantization, and then inverse DCT.
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Fig. 5.4 Block diagram of the decoder

5.2.3 Motion Estimation and Compensation

The coding performance, which includes the picture quality, the run-time, and the
compression ratio, is affected by the motion estimation and compensation process. In our
approach, the contents of SMB are copied from the reference frame directly. For the
AMB, the conventional motion estimation and DCT-based methods are used. For RMB,
both moving and static regions exist, but it is not necessary to use the static region in
motion estimation. In [75], an efficient method was proposed for reducing the missing
edge effect by using the edge information. In our approach, the motion vectors for the
RMB are obtained by considering the moving regions only, which can reduce the

complexity of the motion estimation process as well as prevent the missing edge effect.
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Fig. 5.5 An example of pattern approximation for the sequence “News”: (a) Detected
moving regions, and (b) results of pattern approximation

The matching process is more precise as the static region is neglected in motion
estimation.

The mean-absolute difference (MAD) criterion function is employed for motion
estimation. The motion vector for the moving region in a RMB can be obtained by

finding the minimum value of the function defined as follows:

MAIXdx, dy) = 1 ¥ [Cl, H~Gli+dx, j+dy)] (5.2-3)
YPy(i.))
=l

where G(ij) represents the MB from a reference picture, and (dx,dy) is a vector
representing the search location. From eqn. (3), the total number of points used for
calculating the MAD is reduced. For example, in each search location using conventional
methods, 256 “minus” operations, 255 “sum” operations, and 256 “absolute” operations
are required. With our approach, it requires only 64 “minus” operations, 63 “sum”
operations, and 64 “absolute” operations. For the motion estimation and compensation of

a RMB, the contents of the static region are directly copied from the previous frame,

while the motion vector of the moving region is determined by using eqn.(5.2-3). The
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determination of the best matched pattern in a video sequence and the principle of
interframe coding for RMB are illustrated in Fig. 5.5 and Fig. 5.6, respectively. As a

result, both the prediction errors and the complexity required for motion estimation are

reduced.
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Fig. 5.6 The principle of interframe coding for RMB

5.2.4 Prediction Error Encoding

The encoding of residual errors for an AMB is based on the conventional DCT-based
coding methods. However, if this conventional method is applied directly for encoding a
RMB, two blocks will have to be processed. In our approach, the prediction errors of the
moving region in a RMB are rearranged to a block of size 8x8, and DCT transform is
then employed. Based on the distributions of the residual errors, the rearrangement
method is devised without a significant increase in the high order transform coefficients.
As a result, only a block is needed to encode for a RMB, and the compression ratio 1s
increased. The rearrangements of the residual errors in the spatial domain for four of the
patterns are illustrated in Fig. 5.7. The arrows in the diagrams indicate the rearrangement
order in 2 MB. The rearrangements for patterns 5-8 are not illustrated, as they are already

n the form of a block.
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In our coding method, two extra codewords, “MPMODE” and “PMB”, are needed.
The “MPMODE” uses 1 bit to represent the prediction mode: the conventional block-

based prediction or the moving region prediction. The “PMB” uses 3 bits to indicate the

pattern being selected for moving region prediction.
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Fig.5.7 Rearrangement of the residual errors
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5.3 Simulation Results

The performance of the proposed algorithm is evaluated based on a variety of image
sequences, which include typical head-and-shoulders video sequences, smooth motion
sequences, and active motion sequences. The results of our proposed method are
compared to the H.263. Full search motion estimation and the TMN-8 [64] rate control
method are employed for obtaining the encoding results. Table 5.2 and Fig. 5.8 illustrate
the encoding results of the first 100 frames using our approach, as well as the H.263
scheme. It can be observed that our proposed method generally gives better image quality
than that of the H.263 for low and high bit rates. However, its performance regarding
motion-intensive video (e.g. Foreman) is reduced. There is no prediction gain for such
sequences using our approach. This is due to the fact that these kinds of video sequences
result in a small number of RMBs, while our approach requires additional bits to
represent the MB type. Consequently, there is no advantage of encoding high motion-
intensive sequences using our approach. Table 5.3 shows the improvement in the
encoding time and the total number of detected RMBs in the first 100 frames.
Experiment results show that the encoding time of our approach is much less than that of
the H.263. The amount of time saved for encoding a frame for head-and-shoulders or
smooth motion sequences varies from 8.69% to 53.53%. For encoding the active
sequence “Foreman”, the approximating simulation time is 2.69% longer than that using
the H.263. As a small number of RMBs are detected in this sequence, so the time saved
on motion estimation is insufficient to compensate for the time spent on the pre-
processing step in our approach. In general, when the number of RMBs detected

increases, the required encoding time will also decrease, while the PSNR will increase.
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However, the run-time will become longer and the PSNR will be reduced slightly when

fewer RMBs are detected.

Average bit per frame Average PSNR (dB)

Picture Target bit

Sequence format rates H.263 Proposed 1263 Proposed
method method
Akiyo QCIF 8kbps 735.67 734.73 35.15 35.39
Salesman QCIF Bkbps 844 81 842.05 31.27 31.35
Akiyo QCIF 10kbps 014.02 913.11 36.80 36.99
Claire QCIF 10kbps 940.65 935.75 35.83 36.07
Salesman QCIF 10kbps 1020.90 1020.86 32.42 32.46
Akiyo CIF 16kbps 1508.11  1510.84 33.02 33.19
Miss America QCIF 16kbps 1474.58 1463.46 38.42 38.53
Mother-daughter QCIF 16kbps 1518.28 1515.08 32.60 32.68
Akiyo CIF 24kbps 2216.69 2211.39 35.75 35.82
Mother-daughter QCIF 24kbps 2313.95 2310.36 3545 35.49
Foreman QCIF 24kbps 2372.27 2409.95 30.59 30.57
News CIF 32kbps 3183.74 3198.74 30.25 30.44
Foreman QCIF 48kbps 4700.82 4730.65 34.50 34.45
News CIF 48kbps 4805.11 4801.83 3355 33.58
Table 5.2 Stmulation results

Picture Target Total pumber of Encoding time

Sequence format bit rates RMB in the first 100 | saved per
frames frame

Akiyo QCIF 8kbps 1803 18.01%
Salesman QCIF 8kbps 4359 42.31%
Claire QCIF 10kbps 3226 53.53%
Miss America QCIF 16kbps 3545 3871%
Mother-daughter QCIF 16kbps 1976 8.69%
Akiyo CiF 24kbps 6009 32.13%
News CIF 32kbps 9669 34.07%
Foreman QCIF 48kbps 737 -2.69%

Table 5.3 Encoding time saved per frame compared to H.263
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Fig. 5.8 PSNR of the first 100 frames for the video sequence “Akiyo” (target bit-rate=8kbps)

We have also selected four pre-defined patterns only, patterns 1 to 4, to encode the
sequence “Akiyo”. The experiment results are shown in Fig. 5.9. It can be observed that
the PSNR using 8 patterns is higher than that of using 4 patterns and the H.263 scheme at
the same bit-rates; the maximum prediction gains using 8 patterns compared to the H.263
scheme and the 4-pattern approach are about 0.6dB and 0.5dB, respectively. However,
the H.263 scheme outperforms the 4-pattern approach at high bit-rates. This is due to the
fact that the four patterns are insufficient to approximate the moving regions, so the
prediction gain is not as good as when using eight patterns or the H.263. In conclusion,

the coding efficient using 8 pattemns is better than that of using 4 patterns as well as the

H.263 scheme.
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Fig. 5.9 Simulation results for the video sequence “Akiyo” with different bit-rates

5.4 Conclusion

We proposed an efficient very low bit-rate video coding scheme for the applications
of video-conferencing and video-phone. Eight pre-defined patterns were chosen by
experiments to represent moving regions. Based on the pre-defined patterns, the
computation required for motion estimation 18 reduced. The encoding time of our
approach ts much less than that for H.263 for smooth motion sequences. Furthermore, in
order to reduce the size of a MB to be encoded, we devised a rearrangement method to

compact the residual errors of « MB into a block of size 8x8. The simulation results show

that our approach can produce the same image quality with faster encoding speed




compared to the H.263 scheme for the head-and-shoulders and smooth motion sequences.
However, the total number of detected RMB will decrease in motion-intensive video
sequences, in which its performance will be degraded and close to that of the H.263. In
conclusion, this approach outperforms the H.263 in terms of the run-time for sequences

of smooth motion.
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CHAPTER 6

FACE SEGMENTATION AND
FACIAL FEATURE TRACKING FOR
VIDEOPHONE APPLICATIONS

6.1 Introduction

In the previous chapters, we introduced the applications of face segmentation for
foreground/background video coding, pattern recognition, indexing, and object tracking.
In this chapter, the applications of face segmentation and facial feature tracking for video-
conferencing systems will be presented.

In traditional block-based video coding, blocky artifacts always occur in pictures at
low bit rates. Hence, our objective is to devise a video coding algorithm which can
produce a better perceptual quality of the encoded picture. In our approach, the important
objects such as the human face and its respective facial features will be extracted. More
bits are then allocated to these important objects, while fewer bits will be reserved for the
non-face region.

In this video coding approach, the encoding structure is based on the proposed method
as described in Chapter 5. The major difference between the two lies in the use of
different qunatization step sizes in the face region, the facial feature region, and the
background scene. The first step in our approach is to segment out the face region and its
respective facial features. In Chapter 4, we proposed a method for extracting the face
region and the facial features by using the eigenface and the genetic algorithm. Based on

this face segmentation method, a modified method will be proposed which can extract the
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face region and its respective facial features more efficiently. As for facial feature
tracking, a fast and robust methed has also been developed and implemented. Finally, the
location of the facial features is passed into the encoder for compression. Qur experiment

shows that both the subjective and the objective image quality of the face region are

improved.

6.2 Efficient Coding Method for the Face Region

The computational complexity and the accuracy of the facial feature tracking process
are important issues to be considered. They affect the encoding time and the coding
performance with respect to the face region. A modified approach for face segmentation
based on the method proposed in Chapter 4 will be introduced in the next section.
Furthermore, a fast and robust method for tracking the facial feature using a “star’” pattern

will be described. The details of our approach are described below.

6.2.1 Face Detection and Facial Feature Extraction

In Chapter 4, we proposed a method for face detection. Firstly, the possible human eye
regions are detected, and then pairs of eye candidates are selected by means of genetic
algorithms to form possible face candidates. A fitness function based on the eignface
technique is defined to determine whether the input candidate is a face image or not. This
approach will perform well if these are numerous possible eye candidates. However, the
use of genetic algorithm to search for face regions will not be efficient if the number of

possible eye candidates is not large. In order to improve the runtime and the detection
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performance, the number of possible eye candidates is used to determine the search
method to be used. If the total number of possible eye candidates is smaller than a
threshold, the genetic algorithm approach will not be used. All the possible eye
candidates will be investigated to determine possible face candidates. On the other hand,
if the total number of possible eye candidates is larger than the threshold, the genetic
algorithm approach will be employed, and the initial population size will be defined as

below:

total number of possible eye candidates 6.2-1)
n

initial population size =

where n is 2 number whose value depends on the maximum number of iterations to be
allowed. With this formulation, the initial population size will be set at a large value if the
possible population is large, and it will be set at a smaller value if the number of iterations
allowed for searching is large. This arrangement adapts the population size to be used to
the problem situation, hence making more efficient the searching process. If a large
number of possible eye candidates are detected, more possible face candidates will be
generated which will in turn increase the chance of finding the best solution. If a smali
number of possible eye candidates are detected, a smaller number of chromosomes will
be generated and the searching time can be reduced.

The approach for facial feature detection is the same as that proposed in Chapter 4. All
the face candidates with a high fitness value are selected for further verification. The
facial features are determined by evaluating the topographic relief of the normalized face
regions. Fig. 6.1 shows a detected face region and its respective facial feature points in
the first frame of the “AKIYO” sequence. In this coding approach, the extracted facial

features include the two eyes, and the two mouth comers.
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Fig. 6.1 Detected face region and its respective facial feature points

6.2.2 Face and Facial Feature Tracking

Tracking the facial feature points is an important process in our approach. The
accuracy and the detection time for the facial feature points would affect the perceptual
quality of the encoded picture and the encoding time. In [76]{77], the facial feature points
are tracked by using the principle components analysis. However, the computational
complexity may be too high for real-time applications. In this approach, a less complex

methed for feature point tracking is introduced.
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Fig. 6.2 Defined “star” pattern for facial feature tracking

In [7], a block of NxN pixels is used for tracking the feature points within a search
window. However, the computational complexity of this method may be too high, and the
errors generated during the tracking process may be cumulative. In our approach, we
choose some of the important points within a block for the tracking process by using a
“star” pattern, as shown in Fig.6.2. This means that a “star” pattern instead of the whole
block is used for searching the new position of the feature point within a search window.
An advantage of using the defined pattern is that the computational complexity required
for matching can be reduced. Lines 1 to 8 containing [ pixels each, as shown in Fig. 6.2,
represent the structure of the “szar” pattem, and the darkest pixel represents the centre. In
this pattern, the pixel density near the point under consideration is denser than that far
away from the point. The facial features are extracted in the first frame by means of the
proposed method as described in Section 6.2.1. A new feature point is then obtained by
minimizing a cost function. This cost function consists of two parts: the first part, L,
measures the similarity between the extracted facial feature in the first frame and the

possible facial feature in the current frame with displacement (dx,dy) , the second part, S,

determines the symmetrical properties of the possible facial feature with displacement
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(dx,dy) . The purpose of the first part is to prevent the accumulation of errors during the
tracking process, while the purpose of the second part is to track the eye and mouth
regions robustly regardless of whether the eye and mouth are open or close. The cost

functions for tracking the iris F, (dx,dy), and the left mouth comerF_ , (dx,dy) are

eye

defined as follows:

1 8

F,, (dx,dy) = 3 2 L,(dx,dy)+S,,, (dx,dy) (6.2 —2a)
8

F,,..(dx,dy)= él-z L (dx,dy)+S,,,, (dx,dy) (6.2 - 2b)
n=1

i
L, = %ZIN., (k) - P, (k)| (6.2-2c)
k=t

where N, (k) and P, (k) represent the pixel intensity in the current frame and the first frame
at position k of line n, respectively. [ is the length of the line, and L (dx, dy) represents the

absolute difference between line n of the first frame and line » of the current frame with
disptacement (dx, dy). The pixel intensities of the lines should be related to each others
according to the characteristics of iris and mouth corners. For example, the differences
between the lines 1 and 35, the lines 6 and 8, and the lines 2 and 4 of the mouth corners
should be small. Hence, the second term in the cost functions for the eyes and the two

mouth comers are defined as follows:

[ d
0y =_472(,]3‘[(111)—ﬂ(m)l‘f'lpz(m)-ﬂi(m),

eye
ar=0

+|Py (m) = P, ()] +| P, (m) — Py (m)]) (6.2 -3q)

1 i
Smnu.'h = § Z 0131 ("1) - P5 (’")l +|])6 (fn) - Pg (m)l
m=0

+P, (m) — P, (m)|) (6.2 - 3b)

90



where P (m) is the pixel intensity at line n and position m. Fig. 6.3 shows the tracking

process using the “star” pattern. In our approach, a 5x5 search window 1s used.
Furthermore, the length of the line in the pattern can be changed according to the distance
between the left and the right iris. This means that the length of the line will be changed
according to the face size. A larger “star” pattern will be used for a larger face. Some
results generated by the proposed tracking method are illustrated in Fig. 6.4. In our
approach, an open eye, close eye, open mouth and close mouth can be tracked robustly.
All the tracked facial feature points will be passed into the encoder for purposes of

controlling the quantization step sizes for these regions.

Fig. 6.3 Facial feature tracking using the “star” pattern on (a) eye region
and (b) mouth region

Fig 6.4 Results of facial feature tracking
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6.2.3 Quantization Step Sizes for the Face and Non-face Regions

The coding approach is based on the proposed method as described in Chapter 5.
Firstly, moving regions are extracted and represented by using a number of pre-defined
patterns. Motion estimation is performed based on the patterns, and the prediction errors
of an MB are rearranged to a block size. Under this coding approach, more bits are spent
on the detected face region; and fewer bits are used for encoding the non-face regions
such as the background scene. This can be done by using smaller quantization step sizes
for the facial feature region, and larger quantization step size for the background region.
The proposed quantization step sizes for the facial region, face region, and non-face

regions are shown in Table 6.1.

facial feature region | use the finest quantization Qi=Qp
Active region | face region use second finer quantization Q2=Qp+4

other active region use the coarsest quantization Q3=Qp+14
Static region | background skip

Table 6.1 The proposed quantization step size for the face, facial feature, and
background regions

6.3 Simulation Results

kAl

The performance of the proposed algorithm was evaluated using the “AKIYO"” video

sequence with a CIF size. Our proposed face detection and facial feature extraction
algorithm are used to separate each input frame into facial feature regions, face region,
and background region at block level. The results of the segmented regions are shown in

Fig. 6.5.



(a)

(b) (c)

Fig. 6.5 Segmentation results: (a) eye and mouth regions, (b) face region, and (c)
background region.

The smallest quantization step size Q1 is applied to encoding the extracted eye and
mouth regions. As for the buckground region, the largest quantization step size Q3 1s used
for this less important region. The quantization step size for the face region is defined
between i and Q3. The “AKIYO" sequence with CIF size is used to evaluate the
performance of our approach. Table 6.2 and Fig. 6.6 illustrate the coding results based on

our approach and the H.263 scheme for the first 100 frames. The encoding image quality
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is improved for the facial feature regions and face region, while the quality for the
background region is reduced. With the same targeted bit-rate, the average PSNR of the
picture quality using our approach is smaller than that of H.263. However, the subjective
quality of the picture is better than that of H.263. The quality of the encoded image using
our approach and H.263 is shown in Fig. 6.7(a) and Fig. 6.7(b), respectively. Fig. 6.7 (c)

and Fig. 6.7(d) illustrate ihe magnified face region in Fig. 6.7(a) and Fig. 6.7(b),

respectively.
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Fig. 6.6 The PSNR of “AKIYO"” sequence with CIF size

Average bits/frame | Average PSNR of the | Average PSNR of
whole image face region
Our approach 721.57 32.62 31.97
H.263 739.69 34.16 29.65

Table 6.2 Simulation results
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Fig. 6.7 The quality of encoded image: (a) encoded image using our approach, (b)
encoded image using H.263, (c) magnified image of (a), and (d) magnified image of (b)

6.4 Conclusion

In this Chapter, we have proposed an algorithm which can improve the quality of
important regions in a video for videophone application. Firstly, the face region and its
respective facial feature regions are extracted. The segmented regions are then passed into
an encoder for encoding. More bits are allocated to the facial feature regions and the face
region, while fewer bits are used for encoding the background scene. This is
accomplished by using a smaller quantization step size to encode the facial feature
regions and the face regions, while a larger quantization step size is employed for the
background region. Our experiment shows an improved perceptual picture quality over

that of H.263.



CHAPTER 7

CONCLUSION AND
FUTURE WORK

7.1 Conclusion

In this thesis, we have introduced various techniques for face segmentation, facial
feature extraction, and video compression. For face segmentation, the shape analysis
approach, the knowledge-based approach, the example-based learning approach, and the
color analysis approach have all been reviewed. From the experiment results, we may
conclude that the computational complexity of the shape analysis approach and the
example-based approach are too high for real-time applications. The required runtimes for
both these approaches are in the order of minutes. The detection speed of the color
analysis approach and the knowledge-based approach is faster. However, the color
analysis approach can work properly only under well controlled lighting conditions or
with a simple background.

For facial feature extraction, we have reviewed some algorithms such as the
projection method and the deformable templates. The experiment results have shown that
the projection method is simple and easy for implementation, but the performance is quite
dependent on the accuracy of the extracted face region as well as the lighting conditions.
The computational complexity required by the deformable templates techniques is too

high. The edge information is used as a component of the energy functions for the
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templates. Hence, the pre-processing step for reducing the lighting effect is important for
these approaches.

We have also described various approaches for video coding. The block-based motion
compensated prediction coding is one of the most popular techniques for video
compression. Many successful coding standards, such as H.261/H.263, and MPEG, are
based on the block-based motion compensated prediction coding techniques. However, in
block-based video coding method, blocking artifacts always occur in the areas of the
picture that are annoying to the viewers. Hence, many advanced video coding algorithms
such as the foreground/background coding scheme and 2D/3D hybrid video coding
methods have been examined for improving the perceptual quality of the encoded picture.

In this research, we have devised a reliable algorithm for face detection and facial
feature extraction. Possible face regions are formed by means of genetic algorithm.
Eigenface techniques is employed for determining whether the input region is a face
image or not. Finally, the projection method is applied to detect the facial feature points.
The advantages of our approach are that a tilted human face can still be detected robustly
even if the face is shirred, under shadow, of a different scale, under bad lighting
conditions, and is wearing glasses. Furthermore, we have implemented the H.263 scheme
and devised a coding method based on it. Since the H.263 does not take into account the
arbitrary shape of an object in coding, we pre-defined eight patterns to represent the
arbitrary shape region, and used those patterns for motion estimation and compensation.
As a result, both the computation for motion estimation and the prediction errors are

reduced. However, additional information is required to represent the selected pattern. In
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order to further improve the performance, we have proposed a rearrangement method for
the residual errors that will reduce the required block size for coding.

Finally, a foreground/background video coding system has been developed that
combines our research work on human face detection, facial feature extraction, facial
feature tracking, and the video coding algorithm based on patterns. Firstly, the face and
the respective facial features in an image are segmented. The facial features are tracked
frame by frame, and then the detected location of the feature points is passed to the
encoding system. In the encoder, more bits will be allocated to the face region and the
facial feature regions, while fewer bits are used for the background scene. As a result, the

perceptual picture quality can be improved.

7.2 Future Work

In the previous chapters, we introduced various approaches to video coding. The
demand for digital video communication applications such as video conferencing,
videophone, and high-definition television has increased considerably. We found that the
2D/3D hybrid video coding scheme can achieve a better performance for both objective
and subjective picture qualities in these applications. Hence, in future work, we will focus
on the 2D/3D hybrid video coding scheme.

For a 2D/3D hybrid video coder in videophone applications, a 3D head-and-shoulders
model for the synthesis of the face image is necessary. The synthesis process relies on the
accuracy of the face and the feature points extracted. Therefore, both a fast and robust
face detection and facial feature extraction method, and a less complex face and facial

feature tracking method are necessary. Since we have developed a face detection
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algorithm, a facial feature tracking method, and a block-based video coding system, the
next step will be to develop a 2D/3D hybrid video coder and to devise a 3D head-and-
shoulders model for synthesising the motion of a face as well as the facial expressions.

Finally, we will combine all the developed modules to form an efficient 2D/3D hybrid

video coder.
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Appendix |

A face region under shirring effect is illustrated in Fig. I(a), where 0 and ¢ are the angle
of rotation and the shirring angle, respectively. Rotating the region about the point O by

an angle 9, the rotation transformation is as follows:
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Fig. I(a) Fig. I(b)

The rotated region is illustrated in Fig. I(b). Let pt1 be the point before normalization and
pt2 be the point after shirring normalization, then
xl_x||
yl
(yn)l =12 - y12+(xr_xu)2
(')’ = () +(x'—(x—-y'tan 9))*
= y'= y'sec¢
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From(1), we have
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