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Abstract 

Colour images of the ocular fundus, or retinal images, captured using digital fundus 

cameras reveal to us the retinal, ophthalmic, systemic diseases such as diabetes, 

hypertension, and arteriosclerosis and provide a non-intrusive way to screen 

retinopathy. Automated segmentation of colour retinal images can help 

ophthalmologists, oculists, or eye-care specialist to screen larger populations. The 

meaningful objects to be segmented include the main regions of the retina and the 

lesions caused by certain diseases. The appearance of certain lesions can be the sign 

of certain retinal diseases and systemic diseases. The main regions of the retina are 

the optic disc, fovea, and blood vessels. The identification of these regions can help 

in the analysis of diseases that affect these regions preferentially, such as glaucoma 

and proliferative diabetic retinopathy. The locations of these regions can then in turn 

also help in locating other lesions. 

The work in this thesis is in two parts. The first part addresses the segmentation of 

blood vessels, which are critical diagnostic features. The second part of this thesis 

proposes a system for segmenting the main regions and lesions of colour retinal 

images obtained from patients with diabetic retinopathy (DR). 

Retinal vessel segmentation: Automated retinal segmentation is difficult due to 

the fact that the width of retinal vessels can vary from very large to very small, and 

that the local intensity contrast of vessels can be weak and unstable. In this thesis, we 

will present a simple but efficient multiscale scheme, Multiscale Production of the 

Matched Filter (MPMF), that uses responses as the multiscale data fusion strategy. 

The proposed MPMF vessel extraction scheme includes: (1) multiscale matched 

filtering and scale multiplication in the image enhancement step; and (2) double 
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thresholding in the vessel classification step. The fact that vessel structures have 

stronger responses to the matched filters at different scales than background noise 

means that multiplying the responses of matched filters at several scales enhances 

vessels while suppressing noise.  

Another difficulty of vessel segmentation is from the affection of lesions. For 

example, if we need to find the dark lines in an image, the edges of bright blobs will 

be the major source of false line detection. Consequently, some blobs (bright lesions 

and the optic disc) in the retinal image may cause false detection of vessels. In this 

thesis, we propose a modified matched filter to suppress the false detection caused 

by bright blobs. The proposed modified matched filter does not respond to non-line 

edges and so significantly reduces the false detection of vessels. 

Diabetic Retinopathy (DR) image segmentation: The objects useful for DR 

diagnosis include retinal lesions such as red lesions (intraretinal hemorrhages, 

microaneurysms), bright lesions (hard exudates and cottonwool spots) and retinal 

main regions such as vessels, optic disc, and fovea. Colour retinal image 

segmentation to assist DR diagnosis has attracted many researchers these years. But 

few works have been designed to extract all of these objects in one efficient scheme.  

The major disadvantages of current colour retinal image segmentation works are 

(1) they do not take into account the correlation among different objects and this 

leads to many false positives; (2) the algorithms are too time-consuming so that the 

online application is impossible. In this thesis, we propose one efficient scheme that 

segments all useful objects for DR diagnosis. Our segmentation scheme answers 

these issues by organizing the segmentation all objects in one efficient workflow. 

This scheme suppresses false positives effectively and improves segmentation speed. 
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The segmentation speed is further improved by algorithm optimization and by 

keeping the algorithm as simple as possible. 
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Chapter 1 Introduction 

The retina is a light-sensitive tissue at the back of the eye. When light enters the eye, 

the retina changes the light into nerve signals. The retina then sends these signals to 

the brain. Images of the ocular fundus, also known as retinal images, can tell us 

about retinal, ophthalmic, and even systemic diseases such as diabetes, hypertension, 

and arteriosclerosis. All such retinal or systemic diseases which manifest by a sign in 

the retina can be referred to as retinopathies.  

 

(a) 
 

(b) 

 
(c) 

  
(d) 

Figure 1.1 Retinopathies [1]. (a) Healthy retina, (b) Coat’s, (c) Diabetes and (d) 
Hypertension 
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Figure 1.1 shows images of healthy retina and pathological retina (images 

downloaded from the website of [1] [2]). Figure 1.1(a) shows a healthy retina.  

Figure 1.1(b) shows a retina with Coat’s disease. Figure 1.1(c) and (d) show two 

images with retinopathies caused respectively by diabetes and hypertension, two 

very common systemic diseases. 

The colour retinal images captured using digital fundus cameras are widely used 

in clinics because they are a non-intrusive way to screen for retinopathies. A fully 

automated segmentation of colour retinal images can greatly help in the management 

of certain diseases, especially diseases such as diabetic retinopathy and hypertensive 

retinopathy which require the screening of large populations. Automated 

segmentation of colour retinal images can help eye-care specialists screen larger 

populations. The first project for automated fundus diagnosis, STARE (STructured 

Analysis of the REtina), was initiated in 1975 by Dr. Michael Goldbaum and his 

research team in the USA [2] [3]. They built a publicly available database STARE 

and did a lot of important work in fundus diagnosis. In 1989, they designed a 

“matched filter” for vessel segmentation [3] and it remains today the most reliable 

retinal vessel detector. In 1996, they published a paper on ICIP [4], which covers 

most of fundus diagnosis research, including image segmentation, object 

classification, and diagnosis using classified features. They provided the following 

framework for fundus diagnosis: 

Step 1: Extract objects (main regions of retina such as vessel, optic disc, and fovea; 

lesions caused by certain diseases) in retina by image segmentation; 

Step 2: Find all manifestations (abnormalities in the retina such as vein dilation, 

cherry red spots and cotton wool spots) in retina through object classification; 

Step 3: Make diagnoses using manifestations. 



 

 3

Figure 1.2 Influence diagram for fundus diagnosis proposed by R. Pai et al. [5][6].  

They also published work on diagnosis using evidential reasoning [5][6], which 

built a theoretical foundation for automated fundus diagnosis. Figure 1.2 [5][6] 

shows an influence diagram that they proposed where the ovals represent the 

manifestations and the squares represent the diagnoses. The human retina can 

manifest hundreds of diseases and their system can make 13 diagnoses based on 39 

manifestations. While this system is less detailed and complex than a human expert 

diagnoses, as we can see in the diagram, automated fundus diagnosis even in 

restricted form is still very complex. 

The Eyecheck fundus diagnosis project EyeCheck was launched in Europe by Dr. 

Michael D. Abràmoff and his team [7][8]. They provided another public available 
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database, DRIVE, and did important work in areas such as vessel segmentation and 

red lesion segmentation [9][10]. 

Most recent research in fundus diagnosis has focused on retinal image 

segmentation [3][9][16]--[53][65]--[84][86]--[113] because it is the first step in 

fundus diagnosis and segmentation alone can identify many patients with 

retinopathies. The meaningful objects to be segmented include the main regions of 

the retina and the lesions caused by certain diseases. The appearance of certain 

lesions can be the sign of certain retinal diseases and systemic diseases. For example, 

a bright lesion is a sign of Diabetic Retinopathy (DR) [11]--[15]. The main regions 

of the retina are the optic disc, fovea, and blood vessels. The identifications of these 

regions assists in the analysis of diseases that affect these regions preferentially, such 

as glaucoma, which can dilate the optic disc, and proliferative diabetic retinopathy, 

which can cause new vessel growth [11]--[15]. A further advantage is that locating 

these regions assists in locating other lesions. 

Diagnosis relies on the outward appearance of blood vessels. Automated 

segmentation of blood vessels in retinal images can help eye-care specialists screen 

larger populations for vessel abnormalities caused by retinal diseases or systemic 

diseases. The importance and usefulness of using retinal vessels to help screen 

Diabetic Retinopathy (DR) has been reported in [9][16] and the diagnosis of 

Retinopathy of Prematurity (ROP) by retinal vessel information has been reported in 

[17][18]. A lot of vessel segmentation algorithms have been proposed [3][9]--[40] 

but the results have not been very satisfactory. 

While there are thousands of retinopathies that can affect the human eye, for a 

number of reasons, most researchers are working on the diagnosis of Diabetic 

Retinopathy (DR): because DR is a serious disease that causes blindness and even a 
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sign of death [11]--[15]; because it affects many people [11]--[15] and because it can 

be detected early and successfully treated [11]-[15]. The objects useful for DR 

diagnosis include retinal lesions such as red lesions (intraretinal hemorrhages, 

microaneurysms), bright lesions (hard exudates and cottonwool spots) and retinal 

main regions such as vessels, optic disc, and fovea [11]-[15]. It is difficult to build a 

system to segment all of these objects because the contents of retinal images are very 

complex. The major difficulty comes from the fact that retinal objects-pathological 

and physical- mutually affect each other, producing false positives for one feature or 

another.  

In this thesis, we describe the major difficulties in retinal vessel segmentation and 

propose two novel vessel segmentation methods. Our attention is largely directed to 

the use of retinal image segmentation for screening for DR in large populations. We 

propose a robust and efficient retinal image segmentation system for segmenting the 

main regions of the retina and the major lesions caused by DR.  

The rest of this thesis is organized as follows. Chapter 2 provides the background 

and a review of the color retinal image segmentation including the main regions of 

the retina and the segmentation of DR lesions. Chapter 3 describes the design of our 

own two novel retinal vessel algorithms. Chapter 4 proposes a robust and efficient 

retinal image segmentation system for screening for DR. Finally, Chapter 5 offers 

our conclusion, contributions, and some future research directions. 
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Chapter 2 Background and Literature Review 

2.1 Medical Background 

Generally, there are two groups of objects to be segmented for fundus diagnosis: 

main regions of the retina (optic disc, fovea, and blood vessels) and the lesions 

caused by certain diseases. The identifications of the main regions assists in the 

analysis of diseases that affect these regions preferentially, such as glaucoma, which 

can dilate the optic disc, hypertension, which can cause vessel tortuosity, and 

proliferative diabetic retinopathy, which can cause new vessel growth [11]--[15]. A 

further advantage is that locating these regions assists in locating other lesions. The 

appearance of certain lesions can be the sign of certain retinal and systemic diseases. 

In this chapter, we review the segmentation of images showing signs of Diabetic 

Retinopathy (DR), a potentially blinding complication of diabetes.  

The objects useful for DR diagnosis include retinal lesions such as red lesions 

(intraretinal hemorrhages, microaneurysms), bright lesions (hard exudates and 

cotton-wool spots) and retinal main regions such as vessels, optic disc, and fovea 

[11]--[15]. The identification of the main regions can help to analysis DR that 

preferentially affects these regions. For example, proliferative diabetic retinopathy 

(PDR) can cause new vessel growth [11]--[15]. A further benefit of locating these 

regions is that the consequences of certain manifestations are worse when they are 

closer to some regions. For example, lesions in the fovea or new vessel growth 

around the optic disc can cause blindness. Dr. Michael Goldbaum and his team 

proposed a retinal coordinate system to locate all manifestations [4]. Figure 2.1 

illustrates those main regions. Figure 2.1(a) shows the optic disc and fovea (green 

circles). The bright object in which many blood vessels converge is the optic disc, 
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the connection between the brain and the eye. The dark area in the middle of the 

image is the fovea, which is in charge of making an image from the incident light. 

Figure 2.1(b) shows the manually segmented retinal blood vessels which are in 

charge of the blood and oxygen supply to the retina. 

(a) (b) 
Figure 2.1 Main regions of retina. (a) Optic Disc and Fovea, (b) Blood vessels. 

 

 
  

Figure 2.2 Retinal coordinates system [4]. 

 

Figure 2.2 shows this coordinate system, which is based on the optic disc and 

fovea.  

In the following we briefly introduce DR. DR can be roughly classified according 

to severity into four stages [11]--[15].  
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(a) 
 

(b) 

(c) 
 

(d) 

(e) 
 

(f) 

(h) 
 

(i) 
Figure 2.3 Four stages of DR1. 

                                                 
1 The images were collected from the patients in the Ophthalmologic Department, the First Affiliated Hospital of 
Henan Medical College, Henan Province, China. 



 

 9

Stage 1: Mild non-Proliferative Diabetic Retinopathy (NPDR). In this stage, only 

microaneurysms or very small intraretinal hemorrhages appear. Figures 2.3(a) & (b) 

shows an example. 

Stage 2: Moderate NPDR. In this stage, bright lesions appear beside red lesions. But 

the damaged area of the retina is small and there is no severe damage to the fovea 

and optic disc. Figures 2.3(c) & (d) show an example. 

Stage 3: Severe NPDR. In this stage, more retinal areas have been damaged and 

severe damage may appear on the fovea and optic disc. Figures 2.3(e) & (f) show an 

example. 

Stage 4: Proliferative Diabetic Retinopathy (PDR). In this stage, new vessels 

(neovasculars) grow from the damaged vessels. This is a severe stage of DR. The 

Neovasculars bleed easily and cause blindness. Neovasculars are predictive of death 

within 5-10 years. Figures 2.3(h) & (i) show an example. 

DR is normally visible in the retina. That makes the automated diagnosis of DR 

through image segmentation possible. The following briefly introduces the state of 

the art of automated retinal image segmentation. 

2.2 Segmentation of Main Regions 

2.2.1 Retinal Vessel Segmentation 

Vessel segmentation is a specific line detection problem and hence many vessel 

extraction algorithms originated from the line detection techniques [54]--[60]. 

Generally speaking, there are two steps in vessel segmentation: vessel enhancement 

and vessel classification (some methods may go directly to the second step). 

Step1) Vessel enhancement In this step, vessels are enhanced and noise is 

suppressed. Vessel enhancement is usually implemented locally by using a 

window centered at the pixel to be enhanced. This class of techniques 
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originated from the classical image processing problem: finding parallel edges 

and ridges in an image [54]--[60]. Line detectors include high-pass filters 

[55][56], band-pass filters [57][59][60], and mathematical morphology filters 

[54]. There are two basic line models Figure 2.4, the bar-shaped model that is 

used to find parallel edges and the Gaussian-shaped model used to find ridges 

[59]. 

(a) 
 

(b) 
Figure 2.4 Line models: (a) bar-shaped; (b) Gaussian-shaped. 

The bar-shaped line is defined by Equation 2.1 where h is the height of the line 

and w is the width of the line [59]. 

 
,

0,b

h x w
f x

x w

   
                              (2.1) 

The Gaussian-shaped line is defined by Equation 2.2 where   is the standard 

derivation of Gaussian [58]. 

 
2

22

x

f x e 



                                  (2.2) 

In [54], Koller et al. found the parallel edges of the bar-shaped line using a pair 

of high-pass filters defined in Equation 2.3, where   is the standard 

derivation of Gaussian and s is the shift of the filter. As shown in Figure 2.5, in 

order to detect a line of width w, the best enhancement is achieved at 
2

w   

[56]. 
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In [59], Steger detected the bar-shaped line using the second derivative of 

Gaussian, which is a band-pass filter and defined by Equation 2.4. As shown in 

Figure 2.6, in order to detect lines of arbitrary widths, this filter has to be 

iterated in scale space. The constraint 
2

3

w   has to be satisfied to produce a 

maximum response at the center of the line of width w. 

 
2

2
2 2

'' 2
52

x
x

G x e 






                           (2.4) 

 
Figure 2.5 A pair of high-pass filters. 

 

 
Figure 2.6 The second derivative of Gaussian. 

 

The 2-D Gabor filter [62] is a band-pass filter being widely used in image 

processing because of its tunable orientations, radial frequency bandwidths and 

center frequencies and optimal joint resolution in space and spatial frequency. 
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In [60], Deemer and Buf proposed an edge and line detection scheme using 

Gabor filters. In most cases, only the real part of the Gabor filter is used for 

convolution with the modulation axis parallel to the envelope axis, which is 

expressed by Equations 2.5 - 2.7 where   is the filter direction,   is the 

standard deviation of Gaussian envelope, and f is the frequency of cosine wave. 

For convenience, the modulating Gaussians of filters are set to have the same 

direction as the complex sine grating so that there is only one direction 

parameter. Liu et al. [61] has proved that to produce a single peak response on 

the center of a line of width w using Gabor filters rotated in n directions the 

parameters can be set as Equations 2.8 - 2.10 where  1,1.5  ,  0.5,1  , 

2 ln 2  , and 0.85  . Figure 2.7 shows an example of 1-D Gabor 

filters of the same   but different f. We can see that the response of a line of 

a particular width is highly dependent on the parameter f , and the ability to 

denoising is highly dependent on the parameter . 

   
'2 '2

'
2 2

, exp cos 2
x y

x y
g x y fx  

 

                         (2.5) 

' cos sinx x y                          (2.6) 

' sin cosy x y                          (2.7) 

f w                               (2.8) 

x
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(a) Cosine period = 64  (b) Cosine period = 32 (c) Cosine period = 16 
Figure 2.7 A series of Gabor filters of Gaussian window width = 64. 

If it is to detect lines of arbitrary widths, this filter has to be iterated in scale 

space. Figure 2.8 (a) shows a family of 2-D Gabor filters along scale space. 

Figure 2.8 (b) illustrates the spatial frequency responses. 

 
(a) 

 
(b) 

Figure 2.8 A family of the Gabor filters with the spatial frequency responses. 

In spite of those time-frequency analysis, a morphological Top-hat operation 

[54] is also an effective way to find lines in images. The Top-hat operation is 

used to separate foreground from background. Mathematically, it can be 

defined as Equation 2.11 or 2.12, where  represents morphological closing, 

  represents morphological opening, cS  represents the structural elements 

used for closing, and oS  represents the structural elements used for opening. 
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( ) cTopHat I I S I                            (2.11) 

( ) oTopHat I I I S                            (2.12) 

 
(a)  

 
(b)  

 
(c)  

Figure 2.9. Top-hat operation. (a) Original image; (b) Background estimated by 
closing; (c) Foreground produced by calculating the difference between original 
image and background. 

As shown in Figure 2.9, the background is estimated by a morphological 

closing operation, and then the foreground is generated by calculating the 

difference between the original image and the background. 

In [27], Can et al. enhanced the vessels by using a pair of high-pass filters for 

the left and right edges of vessels. The Gabor filters were reported to enhance 

vessels in [16][22]. In [3], the use of a matched filter was proposed as a way of 

detecting retinal vessels. The matched filter is an effective technique for 

enhancing vessels by exploiting the prior information that the cross-section of 

a retinal vessel is Gaussian-shaped. The matched filter is defined by Equation 

2.13 where   represents the scale of the filter; 

  2 23

3
exp / 6m x dx




 


    is used to normalize the mean value of the filter 

to 0, which is actually a band-pass filter in Gaussian shape. 

   2 2, exp , for  3 , 2g x y x m x y L                     (2.13) 

The use of mathematical morphology filters to enhance vessels was reported in 

[23][36]. In [23], Mendonça proposed a modified Top-hat operation which is 

defined by Equation 2.14, where the closing operation is used to smooth the 
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original image so that the small background intensity fluctuations can be 

eliminated and the minimum operation is used to eliminate the small intensity 

fluctuations in the difference image. 

  ( ) min ;c oTopHat I I I S S I                    (2.14) 

The Hessian based methods were reported in [33][34][37]. In [33][34], 

Martinez et al. proposed a vessel segmentation method based on gradient 

magnitude and principle curvature. The gradient magnitude is defined by 

Equation 2.15 where   represents partial derivatives. The principle curvature 

is derived from Hessian matrix which is defined by Equation 2.16. The partial 

derivatives of an image can be estimated by convolving the image with 

derivatives of a Gaussian kernel. Thus, it can be regarded as a combination of 

high-pass filter and band-pass filter. 

   22

x yI I I                            (2.15) 
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  
    

                         (2.16) 

The combination of filters is also reported in other works. In [23], the images 

are processed using high-pass filters and morphological filters. In [18], the 

vessels were enhanced through combing morphological filter and the second 

order derivative operator (band-pass). 

Step 2 Vessel classification. After vessel enhancement, the pixels are classified 

as vessel pixels and non-vessel pixels. Methods for classification can be 

summarized as supervised methods [9][16][19][50] and un-supervised methods. 

Supervised methods need a manually produced training set. The use of Neural 

networks is reported in [19][50]. In [8], A KNN-classifier is proposed by Staal 
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at al. [9], which is defined by Equation 2.17, where  p vessel  is the 

posteriori probability to be a vessel pixel, k means k neighbors, and n of k 

neighbors are labeled as vessels. 

  n
p vessel

k
                         (2.17) 

In [16], Soares applied a GMM classifier on the images enhanced by Gabor 

filter. This GMM classifier is actually a Bayesian classifier in which each 

class-conditional probability density function is described as a linear 

combination of Gaussian functions [63][64]. As a two-class classification 

problem, this Bayesian classifier is defined as Equation 2.18 [16] where 

 | ip v C  is the class-conditional probability density function and  iP C  is 

the prior probability of class iC . The class-conditional probability density 

function is described in Equation 2.19 where ik  is the number of Gaussians 

modeling  | ip v C  and each  | , ip v j C  is a Gaussian distribution of 

weight ijP . 

       1 1 1 2 2

2

| |

.

DecideC if p v C P C p v C P C

otherwise decide C


          (2.18) 

   
1

| | ,
ik

j
i i ijp v C p v j C P



                      (2.19) 

Unsupervised methods are much more popular in vessel segmentation. The 

easiest way for vessel segmentation is to find an optimal threshold to classify 

the pixels according to their intensities. The classification results can be 

improved at a price of more computation. A threshold probing of the matched 

filter was proposed in [20] to improve the accuracy by analyzing the 

region-based attributes of the vessel network structure. In [24], a 
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multi-threshold probing algorithm was applied directly to the original retinal 

images for classification. The snakes and tracking based methods, which 

utilize not only the intensity information but also the geometrical and 

topological information, were reported in [18]-[31] . In [26], a vessel tracking 

algorithm based on fuzzy clustering was proposed. In [27], the vessels were 

segmented through tracking parallel edges. In [31], an intensity ridge traversal 

based method was proposed with the optimization of some major elements in 

ridge tracking (initialization, noise, singularities, and scale). A region growing 

scheme was proposed in [33][34] with the analysis of both spectral information 

(gradient and curvature) and spatial information. 

2.2.2 Optic Disc Segmentation 

All vessels converge at the optic disc which connects the retina and the brain. In a 

normal retina, the optic disc is the brightest region. Current optic disc detection 

methods can be divided to intensity-based [50][65][66], template-based [67]--[73], 

shape-based [75][76], and vessel-based [77]--[84].  

The optic disc normally is the brightest region in the retina. Thus, the intensity 

information can be used to detect the optic disc. In [50][65], Sinthanayothin et al. 

detected the optic disc by locating the region with the highest average intensity 

variation because normally many dark blood vessels converge at the bright optic disc. 

In [66], Walter and Klein detected the optic disc as the largest and brightest object in 

the retina by assuming that all bright lesions are much smaller than the size of the 

optic disc. 

Template matching is a classical way to find the target object in an image [54]. In 

[67][68][69], Li and Chutatape employed PCA [63][64] to extract features of the 

optic disc. They first manually cut sub-images around the optic disc region from the 
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training images [67][68][69] and then used PCA to obtain the “eigen-discs” that 

describing “disc-space”. Figure 2.10 shows some examples of eigen-discs. Using a 

template moving throughout a retinal image, the candidate sub-images were 

projected onto the disc-space and the candidate sub-image with the smallest 

reconstruction error was regarded as the optic disc [67][68][69]. In [71][72][73], 

Osareh et al. proposed to locate the optic disc by using a template matching 

approach based on a normalized correlation coefficient. The images were normalized 

at first, and then the optic disc region from 25 normalized images was averaged to 

produce a template. Finally they used the normalized correlation coefficient to find 

the most perfect match between the template and all the candidate sub-images. In 

[70], Lalonde et al. proposed a Hausdorff-based template matching. First, a 

multiresolution processing was employed through pyramidal decomposition. Small 

bright lesions were eliminated at lower resolutions, which speeds searching of the 

optic disc because it reduces the number of false candidates. A confidence value was 

calculated for all the candidate regions, then the Canny edge detector [55] was 

applied on the green channel image regions corresponding to the candidate regions to 

construct a binary edge map. Finally, the Hausdorff distance was used to match the 

edge map regions to a circular template of various different radii.  

 
Figure 2.10. Eigen-discs.  
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The fact that the optic disc appears as a large circular shape in the retina makes it 

possible to detect it using the Hough transform, which is capable of detecting 

geometric shapes in an image [75][76]. In [76], Abdel-Ghafar et al. detected the 

optic disc using the circular hough transform (CHT). First the retinal vessels were 

suppressed using a morphological closing operator. Then the Sobel operator [54] was 

used to extract the edges in the image. Finally the CHT was applied to the edge map, 

and the the optic disc was identified as the largest circle. 

Since all vessels converge at the optic disc, it is also possible to identify the optic 

disc by vasculature features [77]--[84]. In [77][78], Hoover and Goldbaum proposed 

a fuzzy convergence technique for identifying the optic disc as the convergence point 

of the retinal vasculature. First, the retinal vessels were segmented using the matched 

filter [3] then each vessel branch was modeled using a fuzzy segment to form a 

convergence image. The intensity of each pixel on the convergence image is equal to 

how much of the fuzzy segment crossed that pixel. The strongest convergence point 

was regarded as the retinal vasculature convergence. Figure 2.11 shows an example 

of this fuzzy convergence [77][78]. In [4][80], the optic disc was located using three 

optic disc features: (1) the blood vessels convergence at the optic disc; (2) the optic 

disc appears as a bright disc; (3) the large vessels entering the OD from above and 

below. In [81][82][83], the optic disc was located using vasculature-related features: 

(1) probability distributions describing the luminance across the retina; (2) the 

density of the vasculature; (3) average thickness of the vasculature; (4) average 

orientation of the vasculature. In [81], Tobin et al. located the optic disc using a 

Bayesian classifier [64] trained using fifty images. In [82][83], Abràmoff and 

Niemeijer used the KNN regression [64] trained using hundreds of images. In 

[79][84], the optic disc was located based on the fact that the retinal vasculature 
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originates from the optic disc following a similar directional pattern in all retinal 

images. 

 
Figure 2.11. Fuzzy convergence [77][78].  

Figure 2.12 illustrates this directional pattern [84]. In [79], Foracchia et al. located 

the optic disc using a geometrical model of the retinal vessels structure. First, the 

main vessels originating from the optic disc were geometrically modeled using two 

parabolas, enabling the center of the optic disc to be located as the common vertex of 

the two parabolas. In [84], Youssif et al. located the optic disc using a proposed 

vessel direction matched filter. First, the retinal vessels were segmented using a 2-D 

Gaussian matched filter. Then the same segmentation algorithm was used to obtain a 

map of the directions of the vessels of the segmented retinal vessels. The segmented 

vessels were then thinned to represent the candidate centers of the optic discs. They 

then measured the difference between the proposed vessel direction matched filter 

and the directions of vessels at the surrounding area of each of the candidate center 

of the optic disc. The center of the optic disc center is the candidate with the 

minimum difference. 
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Figure 2.12. Vessel’s direction pattern [84].  

2.2.3 Fovea Segmentation 

Fovea segmentations are relatively less studied. There are two groups of fovea 

segmentation/detection methods: (1) template-based [50][65]; (2) vasculature-based 

[68][69][83]. 

The fovea appears as a large dark disc and is centered at the image approximately 

2.5 times the optic disc diameter from the optic disc. This motivated Sinthanayothin 

[50][65] et al. to detect fovea using a template matching approach. The template was 

defined as a 2D Gaussian to approximate a typical fovea. Equation 2.20 described 

this template. The location with the maximum correlation coefficient between the 

template and the image was chosen as the location of the fovea, restricted to the 

condition that it should be an acceptable distance from the optic disc. They reported 

accuracy 80.4% on 100 images. 
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Figure 2.13. ASM used for fovea detection [68][69]. (a) An example of 30 
landmark points; (b) An example of parabola fitting.  

The fovea are supposed to be in the middle of the two large vessel trunks 

emanating from the optic disc and it can be detected using  vasculature-related 

features [68][69][83]. In [68][69], Li and Chutatape extracted the main courses of the 

blood vessels using a modified Active Shape Model. ASM [85] consists of building a 

point distribution model (PDM) from a training set and an iterative searching 

procedure to locate instances of shapes in a new image. The main courses of blood 

vessels were described using 30 landmark points. They used eight landmark sets to 

train the PDM then the fovea was located by fitting the main courses on a parabola. 

Figure 2.13(a) shows an example of landmark points; Figure 2.13 (b) shows an 

example of parabola fitting. In [83], Niemeijer and Abràmoff proposed a PDM to 

detect the optic disc, vessel arch, and the fovea together. This PDM was defined by 

16 points as illustrated in Figure 2.14. This PDM was derived from a set of 500 

training cases. 
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Figure 2.14. PDM for the detection of the optic disc, vessel arch, and the fovea 
[83]. 

2.3 Segmentation of Lesions 

2.2.1 Bright Lesion Segmentation 

The appearance of bright lesions including hard exudates and cotton wool spots is a 

very important sign of DR. Bright lesion segmentation is an easier task once the 

optic disc is segmented. Previous work on bright lesion segmentation can be divided 

into four groups: thresholding-based [4][86]--[91]; region growing based 

[50][68][69]; edge detection based [53]; and supervised [73][74] [92]--[94]. 

Bright lesions are bright objects in the retina. The most straightforward way to 

segment them is thresholding. In [4], Goldbaum et al. found the vessels first and then 

the bright lesions were found in the green channel image where the intensity is more 

than 1.2 times the mean vessel intensity. Due to the large illumination invariance in 

the retinal image, it is impossible to find a global threshold for segmenting all bright 

lesions. In [88], Liu et al. proposed a dynamic thresholding algorithm which 

calculates a local threshold according to a local histogram. In [90], Sagar et al. 
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proposed a dynamic thresholding scheme based on Otsu’s algorithm [95]. First, 

because the colour of bright lesions varies widely across patients and images, the 

images were normalized to a reference image using histogram specification. Then 

the images were enhanced through local contrast enhancement. Then the dynamic 

thresholding was applied on the green channel of the image. The image was divided 

into blocks of 64x64 pixels each and there was 50% overlap between adjacent pairs 

so that each pixel belongs to four blocks as shown in Figure 2.15. If the histogram of 

a block were unimodal, a high threshold value was set. Otherwise Otsu’s 

thresholding algorithm [95] was used to find the threshold for the block. The 

threshold t of a candidate pixel is interpolated from the threshold values of the four 

blocks to which it belongs as described by Equation 2.21. 

  
  

  
  

  
  

  
  

2 2 1 2

2 1 2 1 2 1 2 1

1 1 2 1

2 1 2 1 2 1 2 1

1 2

3 4

x x y y x x y y
t t t

x x y y x x y y

x x y y x x y y
t t

x x y y x x y y

   
   

   

   
   

   

            (2.21) 

 
Figure 2.15. Dynamic thresholding [90]. 
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Region growing is the classic technique for finding connected regions in an image 

[54]. In [50], Sinthanayothin proposed a recursive region growing segmentation 

(RRGS) algorithm to segment hard exudates based on the fact that adjacent pixels in 

an exudate should have fairly homogeneous grey scale properties. Using an initial 

pixel as a seed, the difference between the seed and its neighbors was calculated. If 

the difference was small, the neighbor was set as a seed. This procedure was 

repeated until no more neighbors could be merged as seeds. Once the whole image 

was completely segmented into different regions, the regions were thresholded as 

exudate or non-exudate using the median intensity of the region. In [68][69], Li and 

Chutatape proposed a region growing to segment exudates based on the fact that 

adjacent pixels in an exudate should have fairly homogeneous color properties. First 

the retinal image was divided into 64 subimages. Then, in each subimage, the pixels 

adjacent to seeds were tested, and the region was allowed to grow from the seeds 

until reaching a strong edge. 

A strong edge is a significant feature of bright lesions, especially for hard 

exudates. In [90], Sagar et al. used edge information to distinguish exudates from 

non-exudates in the thresholded image. In [68][69], Li and Chutatape used the edge 

information as a constraint to stop the region growing. In [46], Walter et al. used 

edge information to locate candidate exudates. First, because most of the vessels 

have strong edges, all vessels in the retinal images were erased using morphological 

closing. The variation in the local intensity of each pixel within a local window 

 W x  is calculated using Equation 2.22 where 1e  is the vessel erased image,   

is the mean intensity. The local intensity variation was produced by thresholding the 

edge map of the bright objects and then the regions inside edges were filled to obtain 

exudates candidates. Next, all candidates in the original image were filled using 



 

 26

morphological reconstruction to generate the background image. Finally the exudates 

were segmented by thresholding the difference between the original image and the 

background image. Figure 2.16 illustrates this procedure. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

Figure 2.16. Bright lesion segmentation by edge detection and morphological 
reconstruction [53]. (a) Original image; (b) Vessel erased image; (c) Local 
intensity variation; (d) & (e)exudate candidates; (f) Background image. 
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Using manually segmented bright lesion samples, it is also possible to segment 

bright lesions using supervised methods [73][74] [92]--[94]. Wang et al. [92] 

segmented bright lesions by applying a Bayesian statistical classifier and using color 
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features as a feature space. In [73][74], Osareh et al. proposed a two step 

segmentation: unsupervised clustering followed by supervised classification. First, a 

Fuzzy C-Means clustering [97] was used to segment the candidate exudates. Then a 

neural network was applied to classify the exudates from non-exudates. In [93][94], 

Sanchez et al. proposed to segment the hard exudates by using a multilayer 

perceptron (MLP) classifier. First the retinal image was segmented to coarsely find 

all exudate candidate regions. Then, 24 features including the mean RGB values 

inside the region, the region size, the region edge strength were extracted from the 

candidate regions. The feature selection was carried out using a 

classifier-independent technique called logical regression (LR). Finally, the selected 

features were used as inputs of the MLP classifier with one hidden layer and trained 

with the backpropagation algorithm [96]. In [49] Zhang and Chutatape proposed a 

bottom-up strategy for bright lesion segmentation and classification. First, the 

Improved Fuzzy C-Means clustering was proposed and applied in Luv color space to 

segment all candidate bright-lesion regions. Then the SVM classifier was used to 

classify all candidates as bright lesions or non-lesions. SVM is a statistical learning 

method that can map the input vector x into a high dimensional feature space by 

choosing a nonlinear mapping kernel [98]. The optimal separating hyperplane in the 

feature space is given by Equation 2.23 where iy  are the labels, K is the kernel 

function, b is the bias, i  are the Lagrange multipliers. Using 2 features (edge 

strength and color difference between inside region and surrounding region) 

extracted from candidates regions, the candidates were classified to bright lesions or 

non-lesions. Finally the bright lesions were classified as hard exudates or cotton 

wool spots using 4 features (edge strength, color difference between inside region 

and surrounding region, region size, and u and v of Luv color space). 
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2.2.1 Red Lesion Segmentation 

Red lesions such as intraretinal hemorrhages and microaneurysms are major signs of 

DR. Microaneurysms appear as small reddish isolated patterns of circular shape in 

fundus images such as color fundus images and fluorescein angiographies (FA) [11]. 

The diameter of a microaneurysm is normally smaller than 125 m . Microaneurysms 

are situated on capillaries and capillaries are not visible in color fundus images and 

FA. Microaneurysms normally appear as isolated patterns. FA can be used to more 

accurately detect microaneurysm. They are not popular because they are invasive, 

costly, and may provoke allergic reactions. Most recent research works concentrated 

on color fundus images. Hemorrhages are much more difficult to segment than 

microaneurysms because they are unpredictable in size and shape and many are 

connected to blood vessels in fundus images. 

Previous work on red lesion detection and segmentation can be grouped into 7 

categories: (1) thresholding based [4][89]; (2) region growing based [50]; (3) circular 

Hough transform based [99]; (4) matched filter based [100]; (5) mathematical 

morphology based [101]--[110]; (6) block classification based [49][111][112]; (7) 

pixel classification based [113]. 

Red lesions appear as local minima in gray scale images and they can be 

segmented by thresholding. In [4], Goldbaum et al. first segmented blood vessels 

then from images extracted red lesions scaled between zero and 1.2 times blood 

vessel intensity. In [89], Ege et al. first estimated the background using a median 

filter then segmented the red lesion candidates by using a threshold setting below the 

background. Finally, they used three different classifiers, Bayes classifier, 
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Mahalanobis distance classifier, and KNN classifier [64] which were trained to 

classify the candidates as hemorrhages, microaneurysms, or non-lesions.  

Region growing is a classic way to segment connected regions in an image [54]. 

In [50], Sinthanayothin et al. proposed segmenting all red lesion candidates using 

recursive region growing. Since red lesions are similar to blood vessels in color, this 

region growing method segmented vessels and red lesions together and then neural 

networks is used to remove all blood vessels. 

Microaneurysms appear as red circular patterns in fundus images. They can be 

detected by their shape information. In [99], Abdelazeem proposed a Circular Hough 

Transform based method for segmenting all microaneurysms. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 2.17. Spencer and Frame Scheme for microaneurysm segmentation 
[101][102]. (a) Original image; (b) shade corrected image; (c) vasculature 
removed by top-hat operation; (d) microaneurysms enhanced by the matched filter.
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Microaneurysms can be regarded as 2D Gaussians in gray scale fundus 

images,moreover. They can be found by some filters “matching” them. In [100], 

Spencer et al. used the 2D Gaussian as the matched filter to find microaneurysms. 

Their work was done on FA images. In [101][102], Spencer et al. and Frame et al. 

first removed blood vessels by using morphological filters. Then the matched filter 

was used to enhance the contrast between background and red lesions. (See Figure 

2.17 for more details) This work was also done on FA images. 

Red lesions appear as morphological “holes” in fundus images, they can be found 

by a mathematical morphological operation. In [103], Øien and Osnes proposed a 

method for finding microaneurysms using morphological hit and miss operation. 

This was the first publication dealing with microaneurysm detection on color fundus 

images. In [101][102], Spencer et al. and Frame et al. proposed a microaneurysm 

segmentation scheme based on the fact that microaneurysms appear as small circular 

patterns but vasculature appears as a linear structure. A morphological top-hat 

transformation was used to discriminate between circular, non-connected red lesions 

and the elongated vasculature. First a shade correction was applied on the green 

channel of the image by subtracting the estimated background from the original 

image to “correct” the intensity variation on the background. Then the top-hat 

operation applied based on morphologically opening a FA image using a linear 

structuring element at 12 different orientations. The length of the structuring element 

should be larger than the largest microaneurysm. Therefore, microaneurysms were 

erased at all opened images. But the vasculature can remain in at least one opened 

image in which parts of the vasculature has the same orientation with the linear 

structuring element. Taking the maximum pixel value at each pixel location in all 12 

images made it possible to obtain a map of only the vasculature. Finally 
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microaneurysms were enhanced using the 2D Gaussian matched filter. In [113], 

Niemeijer et al. extended this Spencer-Frame scheme on color fundus images. Bright 

lesions do not appear on FA images but they do appear on color fundus images. This 

can give rise to false positives. They first applied the shade correction and then 

removed all bright lesions by removing all pixels with a positive value from the 

shade corrected image. In [110], Fleming et al. segmented microaneurysms using the 

similar morphological operation. Their work focused on that how image contrast 

normalization can improve the ability to distinguish between microaneurysms and 

other dots that occur on the retina. A watershed transform based region growing was 

used to derive a region that contains no vessels or other lesions. False positives can 

also appear on the vasculature because there are many red dots on the vasculature 

due to the intensity variation. Finally, a local vessel detection technique was used to 

reject false detected microaneurysms on vessels. Because of the limited number of 

orientations considered by the morphological operations mentioned above, tortuous 

vessel like patterns that cannot contain a structuring element may be recognized as 

microaneurysms. In [107][108][109], criteria based closings were proposed to 

overcome this problem. In [53], Walter et al. defined diameter opening and diameter 

closing. Defining the diameter of a connected region as its max extension allows the 

diameter opening to be written as the supremum of all openings with structuring 

elements having a diameter greater than or equal to a threshold. The diameter closing 

was defined in the same way on the inverted image. First they applied the diameter 

closing on the green channel of the image and all microaneurysm candidates were 

thresholded. Then a trained KNN classifier was used to classify all candidates as 

microaneurysms or non-microaneurysms. Finally, vasculature was segmented to 

further reduce false positives. 
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Figure 2.18. Example of the first 10 eigen-red-lesions. 

 

Block classification based methods [49][111][112] are effective ways to locate the 

center of microaneurysms. In [111], Gardner et al. proposed a neural network based 

technique for detecting red lesions. Each image was divided into 20 × 20 pixel 

blocks. Then each block was individually classified. In [112], Pallawala et al. 

proposed an eigenvector [64] based technique to extract microaneurysms. In [49], 

Zhang, and Chutatape defined the input pattern to the trained classifier as a 15 × 15 

pixel window centered at the location of interest. The dimension of the input vector 

is 3N N   in color retinal images. PCA [64] was applied to reduce the dimension 

of the input space. The SVM [64] classifier was trained to locate the center of a red 

lesion. Finally the level set based technique was used to segment the red lesions. 

A pixel classification based technique was proposed by Niemeijer et al. [113] to 

segment red lesion candidates, which is a possible solution to the problem caused by 

limited sizes considered by the methods mentioned above. Gaussian derivatives with 

different scales at each pixel were used as the input vector to the trained KNN 

classifier defined by Equation 2.24, where  p redlesion  is the posteriori 

probability that a sign is a red lesion, k means k neighbors, and n of k neighbors are 

labeled as red lesions. 

  n
p redlesion

k
                         (2.24).  

Then the probabilistic map generated by the KNN classifier was thresholded to 

obtain all red lesion candidates. To avoid false negatives, the Spencer-Frame 
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scheme [101][102] was combined with pixel classification. Finally all 

candidates were classified using KNN [64] classifier through 21 features, such 

as area, circularity, compactness, generated from the candidates. 
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Chapter 3 Segmentation of Retinal Vessels 

Images of the ocular fundus, also known as images of the retina, can tell us about 

retinal, ophthalmic, and even systemic diseases such as diabetes, hypertension, and 

arteriosclerosis [11][12]. These diagnoses often depend upon the appearance of 

blood vessels in the ocular fundus. One rather common retina-damaging 

complication of diabetes is prolifetive diabetic retinopathy (PDR), one sign of which 

is the appearance of neovascular (new vessel growth) [11][12]. The best approach to 

protecting against PDR is to screen for it and diagnosis it early. Retinal vessel 

information has been used in screening for Diabetic Retinopathy (DR) [9][10] and in 

diagnosing Retinopathy of Prematurity (ROP) [17][18] and we believe that the 

development of an efficient algorithm for the automated segmentation of blood 

vessels in retinal images would help eye-care specialists to screen larger populations 

for vessel abnormalities. 

Many retinal vessel extraction methods have been proposed [3][4][9][10][16]-[40] 

yet retinal vessel extraction is still not as accurate as we might wish. The difficulty of 

accurate automated retinal segmentation is largely associated with the fact that (1) 

the width of retinal vessels can vary from very large to very small. To illustrate, 

consider that we manually cut many vessel cross-sections from the STARE [2] and 

DRIVE [4] database to observe the width of vessels and found that it varied from 3 

pixels to 15 pixels); (2) the local intensity contrast of vessels can be weak and 

unstable; (3) different kinds of retinal lesions, especially bright lesions, may cause 

false positives in vasculature detection.  

The rest of this chapter is organized as follows: Section 3.1 will describe a vessel 

segmentation technique using Multiscale Production of Matched Filters (MPMF) to 
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overcome the difficulties of vasculature width variance and weak contrast. Section 

3.2 will describe a vessel segmentation technique that reduces false positives by 

using Modified Matched Filter with Double-Side Thresholding (MMFDST) to 

suppress the false positives caused by lesions. Section 3.3 will offer a conclusion. 

3.1 Segmentation of Retinal Vessels Using MPMF 

In this section, we describe the retinal vessel segmentation using Multiscale 

Production of Matched Filters (MPMF). Vessel segmentation is a specific line 

detection problem and hence many vessel extraction algorithms originated from line 

detection techniques [54]--[60]. In order to segment vessels, we usually need to 

enhance vessels at first. Vessel enhancement is usually implemented locally by using 

a window centered at the pixel to be enhanced. This class of techniques originated 

from the classical image processing problem: finding edges and lines in an image 

[54]--[60]. In [3], the matched filter was first proposed to detect retinal vessels. The 

matched filter is an effective technique for enhancing vessels by exploiting the prior 

information that the cross-section of the vasculature is Gaussian-shaped. However, 

the matched filter at a single scale cannot effectively enhance all the vessels of 

variant widths. Even when multiple filters with multiple scales are used, some small 

and weak vessels still cannot be detected due to the low density contrast and 

relatively heavy background noise. The Gabor filters were also employed [16][22] to 

enhance vessels. The use of mathematical morphology filters to enhance vessels was 

reported [23][36]. The Hessian based methods were reported in [37][33][34]. In [18], 

the vessels were enhanced through combing morphological filter and second 

derivative operator. Among above methods, the matched filter with threshold probing 

[20] provided good performance with relatively low complexity. 
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The matched filter is based on the prior knowledge that the cross-section of a 

retinal vessel is Gaussian-shaped. Therefore a Gaussian-shaped filter can be used to 

“match” the vessel. If there exists a vessel and its width matches the scale of the 

filter, a strong response will appear and then the vessel can be detected. Another 

advantage of the Gaussian-shaped matched filter is that it can smooth noise. In [20], 

a single scale matched filter was used to detect vessels in the retinal image and the 

scale of the filter was determined by experience. The matched filter with a single 

scale, however, cannot produce strong responses to all vessels in the retinal image 

when the width variance is large. To solve this problem, multiscale filters should be 

introduced. 

Some multiscale schemes have been proposed for vessel detection 

[16][23][32][33][34]. In [16], the 2-D Gabor filters are applied to retinal images at 

different scales in order to account for vessels of different widths. In [23], a modified 

top-hat transform was applied to retinal images using circular structuring elements of 

different radius to detect vessels of different widths. In [32][33][34], the multiscale 

filter responses were synthesized by taking maximum responses along all scales after 

optimal normalization of filter responses at each scale. Those multiscale schemes 

synthesize the responses of several scales together as the final map of vessels. 

However, some small and weak vessels still cannot be detected because they are not 

successfully enhanced at any of the multiple scales. 

In this section, we propose a new multiscale vessel extraction scheme that uses 

Multiscale Production of the Matched Filter (MPMF) responses as the multiscale 

data fusion strategy. The proposed MPMF vessel extraction scheme includes: (1) 

multiscale matched filtering and scale multiplication in the image enhancement step; 

and (2) double thresholding [55] in the vessel classification step. Considering that 
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the vessel structures will have relatively strong responses to the matched filters at 

different scales but the background noise will not, multiplying the responses of 

matched filters at several scales will further enhance the vessels while suppressing 

the noise. The vessel pixels can then be detected and fused in the scale production 

domain. This scale multiplication strategy has three advantages. One is that the 

vessels of variant widths can be detected concurrently because it can incorporate the 

multiscale information. Another is that it can detect the small and weak vessels 

which cannot be detected by other methods because the weak vessels could be better 

enhanced (while the noise being significantly suppressed) in the scale production 

domain. The third advantage of the proposed method over some snakes and tracking 

based classification methods [25]--[31][33][34] is that it is much easier to implement 

and has much lower complexity. 

The rest of this section is organized as follows. Section 3.1.1 analyzes the 

problems in traditional matched filter. Section 3.1.2 defines our MPMF scheme. And 

the experimental results are given in section 3.1.3 to evaluate the performance of our 

MPMF scheme. 

3.1.1 The Matched Filter and Its Problems in Vessel Enhancement 

Since vessels are line-like structures, the retinal vessel enhancement methods 

originate from the classical image edge/line detection schemes [54]--[60]. Traditional 

line detection methods proceed either by finding parallel edges [56] or by finding 

ridges [57][58][59]. The major problem in traditional line detectors is that their 

performances are limited by the variances of line width. Parallel edge detection 

usually makes use of a bar-shaped model of lines. In [56], a pair of edge detectors 

(the first derivative of Gaussian) was used to detect the left and right edges of a line. 

Ridge-based detection methods usually use Gaussian-shaped line model. In 
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[57][58][59], the ridges were defined as the points on the image where the curvature 

reaches maximum. The second derivate of Gaussian is often used as a line detector 

in the ridge-based methods. The performances of all of those methods are limited by 

the selection of filter scale. To generate a single maximum response on the center of 

a line, the widths of the filter and the line should be constrained in a proper ratio. In 

order to detect lines of arbitrary widths, it is often necessary to iterate the detection 

procedure in the scale space. 

The matched filter for retinal vessel detection was first proposed in [3] because it 

has been observed that the cross-section of the vessels in a retinal image is similar to 

a Gaussian function. A Gaussian-shaped filter can be used to “match” the vessels, to 

which strong filtering responses will be expected. The 2D matched filter is defined 

as a Gaussian function along the x-axis and this function is repeated in a 

neighborhood along the y-axis. Mathematically, the matched filter is defined by [3] 

   2 2, exp , for  3 , 2g x y x m x y L                    (3.1) 
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normalize the mean value of the filter to 0 so that the smooth background can be 

removed after filtering; L  is the length of the neighborhood along y-axis to smooth 

noise. In practice, we will rotate  ,g x y  to detect the vessels of different 

orientations and the maximum filter response of all orientations is retained as the 
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  

                           (3.2) 

The setting of angular resolution is a relatively easy task. Based on the research in 

[3], the angular resolution larger than /12  will not improve the detection 
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significantly. We use the same orientation setting as in [3], which ranges from 

0 ~ 11 12  in the step of 12 . Same with classical line detector [54]--[60], how to 

set the scale,  , of the matched filter is a key problem. In [3], the scale   was set 

as 2 by experience. However, the widths of retinal vessels can vary from very large 

to very small and using just one scale 2   cannot accurately detect all the 

vessels. 

 
(a) Gaussian-shaped line 

 

 
(b) Bar-shaped line 

Figure 3.1. Matched filter response to a line model along scale space. 
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Figure 3.2. Multiscale matched filters and scale production. s is the original signal; f 
is the noisy measurement of s; R1, R2 and R3 are the matched filter responses to f at 
different scales. Max means the maximum values among R1, R2 and R3. P1,2 is the 
scale production of R1 and R2, and P2,3 is the scale production of R2 and R3. 
(Referring to Section 3.1.1 about P1,2 and P2,3.) 

To analyze the scale of the matched filter, we denote by  2 2( ) exp lineG x x     

the cross-section of a line model and denote by    2 2exp filterg x x m     the 

matched filter. Here we skip the neighboring dimension y  for the convenience of 

expression and discussion. The response of the line to the matched filter is 

( ) ( ) ( )R x G x g x  , where * represents convolution. To generate a strong response 

in the center of the line, the scale of the filter, i.e. filter  should be properly 

selected. With a fixed line width, i.e. fixing line , in Figure 3.1 we show the 

matched filter responses ( )R x  by changing the filter scale filter . We can see that 

for both bar-shaped and Gaussian-shaped line not every scale can lead to a strong 
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response. Only filters with particular scales can produce strong responses to the lines 

with particular widths. 

In order to detect lines of variant widths, it is often necessary to iterate the 

detection procedure in the scale space instead of using only one scale as in [3][20]. 

Figure 3.2 simulates vessel detection using multiple matched filters. Original signal s 

consists of the cross-sections of several lines of different width. Noisy signal f is the 

measurement of s by adding background noise. iR  is the response of the matched 

filter to f at scale i . As shown in Figure 3.2, small scale matched filters can detect 

the lines of small widths but they cannot detect the lines of big widths and cannot 

remove noise effectively. On the other hand, big scale matched filters can detect 

wide lines but they fail to detect the thin lines because the thin lines are smoothed 

too much. However, as the vessels in a retinal image can vary from very large to very 

small, it is rarely possible to find a single scale which is suitable for detecting all 

vessels. 

Multiscale line detectors can be used to overcome the difficulty of single scale 

detector. We apply multiple filters at different scales to the signal and obtain multiple 

responses. Then a fusion strategy is used to synthesize the multiscale responses. The 

maximum rule is commonly used to fuse multiscale responses [16] [32][33][34] [37]. 

However, as seen in Figure 3.2, although both the big and small width vessels can be 

identified, too much noise is preserved and this noise will greatly degrade the final 

segmentation result. 

3.1.2 The Multiscale Matched Filters using Scale Production 

In [114], Mallat and Zhong illustrated mathematically that signals and noise have 

different singularities and that edge structures will present observable magnitudes 

along the scales, while noise will decrease rapidly. This property has been used by 
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Bao and Zhang [115][116] in the applications of noise reduction and edge detection. 

They used scale multiplication as a strategy to enhance edges and suppress noise. We 

adopt this idea to vessel detection and propose a multiscale matched filter scheme. 

The proposed method could be able to detect large and small vessels concurrently. It 

also offers an efficient way to suppress noise, making it possible to detect some 

small weak vessels with low local contrast. 

3.1.2.1 Scale Production of the Multiscale Matched Filters  

The effectiveness and efficiency of matched filters have been demonstrated in 

[3][20], where the retinal vessels are enhanced and extracted from noisy background 

using a single filter at a single scale. The matched filter is adopted in our multiscale 

scheme because it well exploits the prior knowledge that the cross-section of a 

retinal vessel is Gaussian-shaped. We re-write the function of the matched filter 

defined in Equation 3.1 as  

   2 2, exp , for  3 , 2i i i i ig x y x m x y L                     (3.3) 

where i  is the standard deviation of the Gaussian function at scale. 

Correspondingly,  2 23

3
expi

i
i im x x dx







   , and  is the length of the filter in y 

direction at that scale. The rotation of  ,ig x y  with angle   is then implemented 

by using    i ig x', y' g x, y  , where x' xcos y sin    and y' y cos x sin   . 

Figure 3.3 (a) plots the 1D cross section of a matched filter and Fig. 3.3 (b) shows 

the 2D matched filters at 3 different scales and in 8 directions. 
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(a) 

 
(b) 

Figure 3.3. (a) The 1-D cross section of a matched filter. (b) The 2-D matched filters at 3 
different scales and in 8 directions. 

Without loss of generality and for the convenience of expression, we only discuss 

the multiscale matched filter in the horizontal direction. The filters in other 

directions can be derived similarly. The response of a matched filter ( , )ig x y  to an 

input image  ,f x y  can be expressed by 

     , , ,i iR x y g x y f x y                         (3.4) 

The scale production is defined as the product of filter responses at two different 

scales 

     , , , ,i j i jx y R x y R x y                         (3.5) 

Referring to Figure 3.2, examples of the scale multiplication of the matched filters 

are shown. 1,2  is the production of the filter responses at scales 1 and 2, while 2,3  

is the production of the filter responses at scales 2 and 3. Obviously, the filter 

responses to vessels of all widths can be better enhanced in 1,2  and 2,3  than in 

1R , 2R  and 3R . The noise is also better suppressed in 1,2  and 2,3 . The width of 

thin vessels will be enlarged by large scale filters, such as 2g  and 3g . Interestingly, 

this distortion could be corrected to some extent by employing a smaller scale filter 

in the scale production, as we can see in 1,2 . Finally, the vessels of variant widths 
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and noise can be more easily discriminated in the scale production than in the 

original filter responses by using a simple thresholding strategy.  

Based on the above observation and discussion, in our multiscale matched filters, 

the production 1,2  is used to extract small, thin vessels and the production 2,3  is 

used to extract big, wide vessels after thresholding. We will then get two binary 

vessels maps and they are directly fused by using an “OR” logic operation to yield 

the final vessel map. Two key issues in our scheme are multiscale selection and 

thresholding. 

3.1.2.2 Multiscale Selection  

In our multiscale matched filter scheme, three filters at three scales (small, middle, 

and big) are employed and hence two scale productions are computed. The selection 

of scales is very important. In the case of retinal images, the widths of vessels vary 

from 3 to 15 pixels (STARE and DRIVE databases). To determine the reasonable 

scales of the three filters, there are two issues required to be figured out: (1) Small 

vessels are overwhelmed by Gaussian noises; (2) High frequency signal with high 

energy can pass low frequency band of a band-pass filter so that small vessel’s width 

can be over-estimated. Our objectives are to generate good signal-to-noise ratio and 

good width information. We analyze the scale selection using both Gaussian model 

vessel and bar model vessel. The bar model is defined by Equation (3.6) where w is 

the width of a vessel. The Gaussian model is defined by Equation (3.7) where is the 

  standard derivation and the width is estimated by 3 . We re-defined matched 

filter using the second derivative of Gaussian in Equation (3.8) and (3.9). Equations 

(3.6)-(3.8) are illustrated in Figure 3.4.   

,
( )

0,

h x w
v x

x w

   
                        (3.6) 
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





             (3.9) 

 

 
(a) 

 
(b) 

 
(c) 

Figure 3.4. Vessel modelled using Gaussian (a) and bar (b), and the matched filter 
defined using second derivative of Gaussian. 

 

Matched filter response described using bar model is 

 

''

''

'' '' ''

' '

( , , , ) ( ) ( )

( ) ( )

( ) 0 ( ) ( ) ( ) 0

( ) ( )

x w x w

x w x w

r x w h g x v x

g t v x t dt

g t dt g t h dt g t dt

h g x w g x w





  

 






  

  

 

 

      

   


    (3.10) 

where 

2

2' 2
3

( )
2

x
x

g x e 





                   (3.11). 

By solving 

(0, , , )
0

r w h





                     (3.12), 
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we have r to exhibit a local maximum at center of a bar if 
3

w  . Width is 

estimated as the zero-crossings of the filter response r. The zero-crossings can be 

found by solving Equation (3.13) 

2

2
' '( )  ( )     

xw
x w

g x w g x w e
x w


 


    

      (3.13). 

This Equation can only be solved numerically as illustrated in Figure 3.5. We can see 

that the best width is estimated by 
3

w   . The larger scale makes the worse width 

estimation.  

 
Figure 3.5. Filter peak responses to the thinnest and widest vessels along scale space.

 

Following we analyze the filter response normalization according to this observation. 

Filter response is required to be normalized because it decreases along scales. Here 

we re-write the classical ridge normalization multiplier derivation by Lindeberg [122] 

for Gaussian model. Equation (3.14) is the center filter response produced by 

convolving the second derivative of Gaussian whose standard variation is   with 

the Gaussian whose standard variation is  0 . 
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   
0 1 2 3 2

0

1
(0, , )

2

lindr  
  




             (3.14) 

The filter response normalization is defined in Equation (3.15) using a multiplier.  

0 0(0, , ) (0, , , ) 
norm

lindr r h

                 (3.15) 

The peak of Equation (3.15) can be found by solving Equation (3.16). 

 

0

(0, , , ) 2
0

3 2
norm

lindr w h   
 


  

 
           (3.16) 

We have 
3

4
   by setting 0=  . 

Because the vessel is not really Gaussian, we derive the normalization 

multiplier using bar model. Equation (3.17) is the center filter response produced by 

convolving the second derivative of Gaussian whose standard variation is   with 

the bar whose width is w .  

 ' '(0, , , ) ( ) ( )r w h h g w g w                     (3.17) 

The normalization is defined by Equation (3.18). The peak of Equation (3.18) can be 

found by solving Equation (3.19). 

(0, , , ) (0, , , )normr w h r w h
                   (3.18) 

 

(0, , , )
0

3
normr w h w  

 


  
 

         (3.19) 

We have 2   if w  .  

In fact, vessel is bar smoothed by Gaussian, so the normalization should be set 

in 
3

2
4

  . Small   can not give large scale filter enough compensation but 



 

 48

large     will over-estimate width. In our experiments, we empirically found that 

setting   around 5/4 is a good balance between filter peak response and width 

estimation. 

Good normalization is helpful to width estimation, but the fact that retinal 

vessel width varies a lot makes the multiscale selection difficult. We propose a 

solution based on a middle scale which (1) will denoise for small vessel; (2) will not 

over-estimate small vessel width much; (3) will give reasonable response for large 

vessel. Following we describe how to find this middle scale. The center matched 

filter response described using bar model is defined in Equation (3.20). 

 
2 2

2 2

2

2

' '

2 2
3 3

2
3

(0, , , ) ( ) ( )

2 2

2

2

w w

w

r w h h g w g w

w w
h e e

hw
e

 

 





 



 



  

   
 
 



       (3.20) 

For retinal vessels in STARE and DRIVE database, w 1 7 . Therefore the middle 

scale can be found by solving Equation (3.21). 

2

2 2

1 7

2 2
7

7 0
3

e e and  
 

               (3.21) 

Because the bar-model may not describe vessel perfectly, we find the middle 

scale by learning the retinal database. We manually cut 100 cross-sections of the 

smallest/largest vessels and use the averaging as model to describe smallest/largest 

vessel. And then we use the learned vessel model to produce filter response 

(0, ,1,1)normr   and (0, ,7,1)normr  . Finally the middle scale can be numerically 

solved by finding the cross of (0, ,1,1)normr   and (0, ,7,1)normr  . This procedure 

is illustrated in Figure 3.6.  
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Figure 3.6. Filter peak responses to the thinnest and widest vessels along scale space.

 

 
(a)  

 
(b) 

 
(c) 

 
(d)  

 
(e) 

Figure 3.7. Multiscale filtering of a retinal image. (a), (b), and (c) are the matched filter 
responses to the retinal image at three scales; (d) is the scale production of (a) and (b); (e) is the 
scale production of (b) and (c). 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 3.8. (a) and (b) are cropped and enlarged images from Figures 3.5 (a) and (b); (c) is 
the scale production of (a) and (b); (d) is the maximum of all the three scales (a), (b) and (c) 
in Figure 3.5. 
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Figure 3.9. Fusion of multiscale line responses. First row gives the original images. 
Second row and third row are line responses at different scale. Fourth row gives the 
maximum of multiscale line responses. Last row gives the scale products of multiscale 
line responses. 
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We see that the matched filer ig  will get the highest response to the thin vessel if 

its scale parameter is set as 1(0.8)i r  . On the other hand ig  will get the highest 

response to the wide vessel if its scale parameter is set as 3 (2.6)i r  . The two 

curves cross at 2 (1.8)i r  . Guided by Figure 3.4, we set the scales of the three 

matched filters as 1 1r  , 2 2r   and 3 3r  , respectively. Correspondingly the 

three filters are denoted as 1g , 2g  and 3g . We detect the small, thin vessels in the 

scale production 1,2  of the responses of 1g  and 2g , and detect big, wide vessels 

in the scale production 2,3  of the responses of 2g  and 3g . Figure 3.7 shows an 

example of the proposed multiscale filtering scheme. Figure 3.7 (a)-(c) are the filter 

responses 1R , 2R , and 3R  at scales 1 1r  , 2 2r   and 3 3r  . Fig. 3.7 (d) is the 

scale production 1,2  and Figure 3.7 (e) is the scale production 2,3 . We see that 

1,2  and 2,3  suppress most of the noise and well enhance the thin and wide vessels 

respectively. For a better visualization to show the effectiveness of scale production, 

we crop and zoom-in part of the images in Figure 3.8. Figure 3.8 (a) and (b) are 

cropped and enlarged from Figure 3.7 (a) and (b). Figure 3.8 (c) is cropped and 

enlarged from Figure 3.7 (d). For the purpose of comparison, in Figure 3.8 (d) we 

show the result by applying the max rule on the three response images. It is seen that 

scale production can better discriminate vessels from background noise while the 

max rule can introduce many false vessel pixels. Figure 3.9 gives more examples to 

show the performance of scale production. 

3.1.2.3 Thresholding 

We determine the three matched filters of variant scales and then apply them to the 

retinal image and obtain three responses. The responses are multiplied to obtain two 
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scale production images, one in which the responses to vessel structures are enlarged 

in the other the responses to noise are weakened. 

(a) 
 

(b) 

 
(c) 

Figure 3.8. Amplitude distribution of the matched filters response of a retinal image. 

A simple single-thresholding or double-thresholding [55] operation could 

effectively distinguish vessels from noise. Since double-thresholding can better 

suppress noise while preserving the connectivity of lines and edges, we adopt this 

strategy as in [55] and apply it to both 1,2  and 2,3 . Take 1,2  for example, with 

double-thresholding a low threshold lt  and a high threshold 2h lt t  are imposed 

on 1,2  and then two vessels maps lV  and hV  are obtained. The final vessel map 
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will be formed by selecting vessels in lV  that link to the vessels in hV . We 

implement double-thresholding through morphological reconstruction.  

Following we discuss how to find lt . Generally, there are two kinds of strategies 

to determine the thresholding parameter: (1) Learning the database to obtain an 

“optimal” lt ; (2) Selecting lt  according to users’ requirement. We introduce 2 

learning methods here. In the experiments of this work, we find the “optimal” lt  by 

exhausting all possible values. A simple way to determine lt  is to use the fact that 

the background area is normally the same for human beings. Figure 3.8 gives an 

example of the amplitude distribution of the matched filter responses. Figure 3.8(a) 

is an original image (  ,f x y ; Figure 3.8(b) is its scale products of Gabor responses 

(  ,jsP x y ; Figure 3.8(c) is the cumulative histogram of (b). By observing retinal 

images of large populations, the vessels occupy 10% - 15% of a retina, which means 

the background is 85% - 90%. Therefore we can set lt  and ht  based on the 

percentage of background area. 

Another way is based on the fact that filter responses to noise and vessels should 

have different distributions. Suppose the background noise in retinal image  ,f x y  

is Gaussian white noise ( , )n x y  with zero mean and standard deviation   where 

  is learned from retinal images. The filters’ responses to ( , )n x y  at two scales are 

     1 1, , ,x y g x y n x y    and      2 2, , ,x y g x y n x y   . 1  and 2  are 

smoothed noise images and their standard deviations are respectively 1 1g   

and 2 2g  , where 2( , ) ( , )g x y g x y dxdy   is the norm of the filter. 1  

and 2  are jointly Gaussian distributed with correlation coefficient 
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                 (3.6) 

If the input image is pure noise ( , )n x y , the scale production will be 

1,2 1 2( , ) ( , ) ( , )x y x y x y    . The probability density function (PDF) of 1,2  is 

[117] (p. 42) 
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where 
 
0

1)( duuet tu  is the Gamma function and 0K  is the modified Bessel 

function of the second kind with order zero. The standard deviation of 1,2  is  

2 2
1,2 1 2[ ] 1 2z                               (3.8) 

We take lt c  as the low threshold to suppress 1,2  in 1,2 , where c  is a 

constant. The values in 1,2  below lt  are removed as noise and the remaining 

values are extracted as vessel map lV . 2ht c  is then used to obtain another map 

hV . Selecting the vessels in lV  that link to the vessels in hV  leads to the vessel map 

according to 1,2 . The same procedure goes to 2,3  and the final vessel map is 

made by fusing the outputs of 1,2  and 2,3  with “OR” logic operation.  

3.1.2.4 Post-processing 

The MPMF works well for normal retinal images but not for abnormal (pathological) 

retinal images because retinal lesions may cause false positives. Therefore some 

post-processing operations are used to improve the segmentation accuracy. Figure 

3.9 (a) and (b) shows an abnormal retinal image segmented by the proposed MPMF 

scheme. We can see that there are 2 major problems: (1) the false positives caused by 
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bright lesions; and (2) some unlinked small vessels. In this section, we implement 

some simple post-processing procedures to solve the two problems. 

 

(a) 
 

(b) 

(c) 
 

(d) 
Figure 3.9. The vessel segmentation of a retinal image with bright lesion. (a) The 
original image with bright lesions in STARE database; (b) Vessel segmentation 
result by MPMF; (c) Suppress false positives caused by bright lesions; and (d) 
link small broken vessels. 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 3.10. (a) and (c) are cropped and enlarged images from Figure 3.9 (a); (b) 
and (d) are cropped and enlarged images from Figure. 3.9 (d). 

Eliminating the false positives caused by bright lesions 

The matched filter responses not only to Gaussian-shaped lines but also to step edges; 

the bright lesions can cause false positives. In [27], the vessels were extracted by 

tracing parallel edges. In their model, each vessel pixel should have two edge pixels 

along the normal direction, and the gradient direction of each edge pixel should be 
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the opposite of the other (both of them should normally point outward). This idea 

was adopted by [32] to suppress the matched filter response to bright lesions. We 

adopt this parallel-edge vessel model in the post-processing of the proposed MPMF 

scheme. For each vessel pixel classified by the MPMF, i.e. for each white pixel in 

Figure 3.9 (b), we find the pair of boundary pixels along the normal direction of the 

vessel. The normal direction is defined as the direction with the maximum matched 

filter response. The boundary pixels are simply generated by subtracting Figure 3.9 

(b) from its dilated version. The gradient map is generated using a canny operator. If 

the gradient direction of both the two boundary pixels is pointing outward normal, 

the current vessel pixel is classified as a true positive. Otherwise it is a false positive. 

Figure 3.9 (c) shows the false positive eliminating result of Figure 3.9 (b). 

Linking broken vessels 

The broken vessels in Figure 3.9 (b) are caused by the vessels with discontinuous 

intensities, especially the small vessels whose intensities are very close to 

background. Even though the matched filter has already smoothed the intensity along 

the direction of the tangent of vessels, the matched filter responses of some pixels 

are still too weak to distinguish them from noise. Although the tacking based 

methods [31] can somewhat improve the segmentation result, they are iterative and 

very time consuming. Here we use an anisotropic morphological operation to link 

the broken vessels segmented by MPMF. First, we segment the scale production 

using a very low threshold vl lt t , where   is a constant (we set 0.3  ). The 

pixels within interval  ,vl lt t  are defined as potential vessel pixels to be linked. At 

each potential vessel pixel, we apply morphological closing using a linear structure. 

The direction of the linear structure is perpendicular to the direction of the maximum 

matched filter response. In the experiments we set the length of the linear structure 
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are 9 pixels. Figure 3.9 (d) shows the vessel linking result of Figure 3.9 (c). To make 

it easier to see, we have cropped and zoomed-in part of the images in Figure 3.9 and 

show them in Figure 3.10. 

 

3.1.2.5 Computational complexity 

In this section, we discuss the computational complexity of MPMF. MPMF consists 

of convolution and thresholding. The convolution complexity of MPMF is  O n  

where n is the image size. The thresholding complexity of MPMF is  O n r  where 

r is the parameter to control morphological reconstruction. The convolution 

complexity of Hoover’s method [20] is also  O n . But the thresholding of Hoover’s 

method is  O n r k   where k is the parameter to probe thresholds. Mendonça’s 

method [23] consists of modified top-hat operation and multiscale thresholding. The 

top-hat operation is  O n  and the multiscale thresholding is  O n r s   where s is 

the parameter to control scales. Generally k is much larger than s so that Hoover’s 

method [20] is most time consuming and MPMF is most efficient. 

3.1.3 Experimental Results 

In this section we describe two sets of experiments. In the first set, the proposed 

scheme was applied to retinal images we collected for diabetic retinopathy (DR) 

screening. In the second set, we applied it to the STARE and DRIVE retinal image 

databases so as to make comparisons with other vessel extraction schemes.  
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3.1.3.1. Experiments on the diabetic retinal images 

We apply the proposed method to retinal images with DR to evaluate its performance 

in DR screening. These images2 were collected using a Kowa VK-3 fundus camera 

at 45o field of view (FOV) and stored in a 24-bit digital format. The spatial 

resolution of the images is 800608 pixels. The appearance of Neovascularization 

(new vessels growth) stands for proliferative diabetic retinopathy (PDR) [11][12], 

which is a very severe stage of DR. Neovasculars are small, thin vessels. If they can 

be automatically detected, it will be particularly helpful to the eye-care specialists in 

PDR diagnosis. 

We compared the proposed MPMF scheme with three other state of the art 

schemes: the traditional matched filter developed by Chaudhuri et al [3]; the scheme 

developed by Hoover et al [20]; and a scheme that applies the max rule to the 

multiscale responses. 

Figure 3.11 (a) shows a PDR retinal image; (b) shows the extracted vessel image 

using the matched filter [3]; (c) is the output of method [20]; (d) is the result 

obtained by using the max rule on three scales; and (d) is the vessel map obtained by 

using the proposed MPMF. We see that the MPMF extracts many weak, thin 

neovascular vessels, which cannot be detected by the other three schemes. To allow a 

better view, we cropped and zoomed-in part of the images, as in Figure 3.12. It can 

be clearly seen that the abnormal fine. Neovascular structures could be effectively 

detected by using MPMF. Figure 3.13 and 14 show another example of PDR. 

                                                 
2 The images were collected from the patients in the Ophthalmologic Department, the First Affiliated Hospital of 

Henan Medical College, Henan Province, China. 
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(b) (c) 

 
(a) 

(d) (e) 
Figure 3.11. (a) An original PDR image; the extracted vessel images using schemes (b)
[3]; (c) [20]; (d) the max rule with post-processing; and (e) the proposed MPMF with 
post-processing. 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

Figure 3.12. Zoom-in images of Figure 3.11. (a) Original image; (b) manually 
segmented image; (b) method [3]; (d) method [20]; (e) the max rule; and (f) the 
proposed MPMF. 
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(b) (c) 

(a) 
 

(d) (e) 
Figure 3.13. (a) An original PDR image; the extracted vessel images using schemes 
(b) [3]; (c) [20]; (d) the max rule with post-processing; and (e) the proposed MPMF 
with post-processing. 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

Figure 3.14. Zoom-in images of Figure 3.13. (a) Original image; (b) manually 
segmented image; (b) method [3]; (d) method [20]; (e) the max rule; and (f) the 
proposed MPMF. 

3.1.3.2. Experiments on STARE and DRIVE databases 

In this section we test the proposed automated vessel segmentation method on the 

open STARE and DRIVE databases. The STARE database consists of retinal images 

captured with a TopCon TRV-50 fundus camera at 35○ FOV, which were digitized at 

24-bits and a spatial resolution of 700605 pixels. We used a total of 20 images, ten 
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from healthy ocular fundi and ten from unhealthy fundi. The database also provides 

hand-labeled images as the ground truth for vessel segmentation so that the 

algorithms can be evaluated for comparison. The DRIVE databases consists of 40 

images captured with a Canon CR5 camera at 45○ FOV, which were digitized at 

24-bits with a spatial resolution of 565584 pixels. Seven of the images are 

pathological. Hand-labeled images are also available in this database. 

It is not possible to make a valid comparison of the four methods in question here 

by simply directly matching the segmented vessel map with the ground-truth. This is 

because large vessels are both easier to detect and make up most of the white pixels 

in the ground truth and some methods may be better at the task of identifying large 

vessels but not small vessels. So, in order to create a task in which the methods must 

be able to detect both large and small vessels, we carried out the matching only after 

thinning the segmented and ground truth images. We then calculated the sensitivity 

against predictive value [46], which is defined as following.  

The same vessel may not be matched in the precision of one pixel after thinning. 

Thus, we dilate the thinned images for matching, which means that the true positives 

(TP), vessel pixels correctly classified, are defined as   

 # ( )B
m cTP S v v                             (3.9) 

where # means “the number of”, S(f) is the support of f, ( )B f  means dilating f 

using structure element B,   is the logical “and” operation, mv  is the manually 

segmented vessel, and cv  is the automated segmentation result. Here we set B as a 

disc with 1 pixel radius. The false positives (FP), background pixels classified as 

vessel pixels, and false negatives (FN), vessel pixels classified as background pixels, 

are defined as [46] 
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   # \ ( )B
c m cFP S v S v v                          (3.10) 

   # \ ( )B
m m cFN S v S v v                         (3.11) 

where \ is the set difference. In the thinned images, the FP will be always very small. 

We plot sensitivity against predictive value to evaluate the performance. The 

sensitivity and predictive value [46] are defined as  

TP
sensitivity

TP FN



                          (3.12) 

 
TP

predictive value
TP FP




                       (3.13) 

The sensitivity is the rate of correctly classified vessel pixels. The predictive value is 

the probability that a pixel that has been classified as a vessel really is a vessel. We 

compare MPMF with single scale matched filter [3] and multiscale matched filters 

fusing by maximum rule. All of these three kinds of filter responses are thresholded 

by double-thresholding without any postprocessing so that we can clearly see the 

improvements to be had from different fusion strategies. 

The 10 normal images in STARE database and the ground truth generated by the 

second human expert (labels-vk) are used to plot the sensitivity against predictive 

value shown in Figure 3.15 (a). The 16 normal images in DRIVE database and the 

ground truth generated by the second human expert (2nd_manual) are used to plot 

the sensitivity against predictive value shown in Figure 3.15 (b). The different values 

of sensitivity and predictive values are generated by varying the value of lt . (Scale 

production is a strategy to improve signal-to-noise ratio but the matched filter 

produce high responses to lesions. Therefore we only use normal images in this 

experiment to demonstrate the efficiency of scale production.) 
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(a) 

  
(b) 

Figure 3.15. Sensitivity vs. predictive value. (a) STARE database; (b) DRIVE database. 

Tables 3.1-3.3 compare our method (MPMF plus postprocessing) with the 

state-of-the-art schemes [9][16][20] [23][33] by using three performance measures 

(1) detection accuracy, and the corresponding (2) true positive rate (TPR) and (3) 

false positive rate (FPR) at that accuracy. The detection accuracy is defined as the 

ratio of the total number of correctly classified pixels (the vessel pixels classified as 

vessel pixels and the non-vessel pixels classified as non-vessel pixels) to the number 

of pixels inside FOV. The TPR is defined as the ratio of the number of correctly 

classified vessel pixels to the number of total vessel pixels in the ground truth. The 

FPR is defined as the ratio of the number of non-vessel pixels inside FOV but 
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classified as vessel pixels to the number of non-vessel pixels inside FOV in the 

ground truth.  

Table 3.1 presents the performance of our method on the STARE database. The 

performance measures of Staal [9], Mendonça [23], and Martínez-Pérez [34] were 

obtained from their papers. The performance measures of Soares et al. [16] and 

Hoover et al. [20] were calculated using the segmented images obtained from their 

websites. The FOV used for STARE database is generated using the code provided 

by Soares et al. [16]. All 20 images are used for the experiment. The images 

hand-labeled by the first human expert (labels-ah) are used as ground truth.  

Table 3.2 presents the performance of our method for DRIVE database. The 

performance measures of Staal et al. [9] and Soares et al. [16] were calculated using 

the segmented images obtained from their websites. The performance measures of 

Mendonça et al. [23] and Martínez-Pérez et al. [34] were obtained from their papers. 

The DRIVE database provides FOV. All 20 images in the test set are used for the 

experiment. The images hand-labeled by the first human expert (2nd_manual) are 

used as ground truth.  

Table 3.3 presents the different performances of our method for normal and 

abnormal images in STARE database. The performance measures of Soares et al. [16] 

and Hoover et al. [20] were calculated using the segmented images obtained from 

their websites. The performance measure of Mendonça et al. [23] was obtained from 

that paper. 

From Tables 3.1-3, we can see that the proposed MPMF method is competitive 

with those state-of-the-art methods. It achieves very high TPR, especially for the 

normal retinal images. The MPMF achieves the best results for retinal images 

without bright lesions. The performance of MPMF become lower when bright 
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lesions exist but it is still competitive. It should be noted that the proposed MPMF 

method is much easier to implement and has much lower complexity than the snake 

and tracking based classification methods [20][25]--[31] and the supervised methods 

[9][16]. This makes the building of a real-time system possible. The execution time 

for processing one retinal image is around 20 seconds (Matlab programming 

environment without optimization, Pentium III 1.0 GHz CPU, and 512 MB 

memory). 

Table 3.1 Extraction Results for 20 Images in STARE Database 

 
Method Accuracy TPR FPR 

2nd Human observer  0.9354 0.8949 0.0610 
Hoover  0.9267 0.6751 0.0433 
Staal  0.9516 0.6970 0.0190 
Soares  0.9485 0.7211 0.0235 
Mendonça  0.9479 0.7123 0.0242 
Martínez-Pérez  0.9410 0.7506 0.0431 
MPMF  0.9436 0.7390 0.0289 

 

Table 3.2 Extraction Results for 20 Images (Test Set) in DRIVE Database 

 
Method Accuracy TPR FPR 

2nd Human observer 0.9473 0.7761 0.0275 
Staal  0.9442 0.7194 0.0227 
Soares  0.9466 0.7283 0.0212 
Mendonça  0.9463 0.7315 0.0219 
Martínez-Pérez  0.9344 0.7246 0.0345 
MPMF  0.9396 0.7368 0.0262 

 

Table 3.3 Extraction Results for 20 Images in STARE Database (Normal versus 
Abnormal Cases) 

 
Method Accuracy TPR FPR 

Normal cases 

2nd Human observer  0.9283 0.9646 0.0764 
Hoover  0.9324 0.6766 0.0338 
Soares  0.9467 0.7325 0.0261 
Mendonça  0.9531 0.7366 0.0178 
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MPMF 0.9546 0.8130 0.0263 

Abnormal cases 

2nd Human observer  0.9425 0.8252 0.0456 
Hoover  0.9211 0.6736 0.0528 
Soares  0.9504 0.7096 0.0206 
Mendonça  0.9426 0.6801 0.0306 
MPMF 0.9327 0. 6650 0. 0314 

Figure 3.16-17 show the vessel segmentation results on two retinal images 

(im0077, and im0255) in the STARE database using the four schemes: [20], [16], the 

max rule and the proposed MPMF. The segmented results of [20] and [16] were 

obtained from their websites. We varied the threshold to achieve the greatest 

sensitivity at the smallest cost of accuracy. The proposed MPMF achieves the 

highest sensitivity at accuracy similar to other schemes. It can be seen that the 

matched filter scheme in [20] misses many thin vessels; the multiscale scheme with 

the max rule extracts some thin vessels but also introduces some false vessels due to 

noise; the proposed MPMF scheme can find many weak and thin vessels which 

cannot be found by the other three schemes. It also does a good job of suppressing 

false vessels caused by background noise. 

To provide a better view on the results of the proposed scheme, we cropped 

several parts of the images in Figures 3.16-17 and zoomed-in in Figure 3.18. The 

first row shows the original cropped images; the second row shows their 

corresponding ground truth vessel maps; the third row shows the vessel extraction 

results when using the matched filter scheme in [20]; the fourth row shows the 

results using Soares’ supervised method [16]; the fifth row shows the results by 

using the Max rule over three scales; the bottom row shows the results of MPMF. We 

see that MPMF scheme can extract both thin and wide vessels simultaneously. The 

low contrast weak vessel can also be extracted from the noisy background using 

MPMF. In addition, MPMF can also preserve better vessel width information. 



 

 67

 

 

 

 

 

(a) (b) (c) 

(d) (e) (f) 
Figure 3.16. (a) The original image im0077 in the STARE database; (b) the ground 
truth vessel map; the extraction results by (c) Hoover [20], Accuracy = 0.8984, 
Sensitivity = 0.5652, Predictive = 0.9399; (d) Sores [16], Accuracy = 0.9282, 
Sensitivity = 0.5917, Predictive = 0.9410; (e) the max rule, Accuracy = 0.9272, 
Sensitivity = 0.7259, Predictive = 0.8972; and (f) the proposed MPMF, Accuracy =
0.9229, Sensitivity = 0.7482, Predictive = 0.9069. 
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(a) (b) (c) 

(d) (e) (f) 
Figure 3.17. (a) The original image im0255 in the STARE database; (b) the ground 
truth vessel map; the extraction results by (c) Hoover [20], Accuracy = 0.8932, 
Sensitivity = 0.4664, Predictive = 0.9322; (d) Sores [16], Accuracy = 0.9117, 
Sensitivity = 0.5144, Predictive = 0.9461; (e) the max rule, Accuracy = 0.9218, 
Sensitivity = 0.6957, Predictive = 0.8991; and (f) the proposed MPMF, Accuracy =
0.9204, Sensitivity = 0.7169, Predictive = 0.9060. 
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Figure 3.18. Zoom-in subimages in Figures 16-17. The first row shows some 
cropped blocks from the original images; the second row shows their 
corresponding ground truth vessel maps; the third row shows the vessel extraction 
results using method by Hoover [20]; the fourth row shows the results using 
method by Soares [16]; the fifth row shows the results using the multiscale max 
rule; and the sixth row shows the results using the proposed MPMF method. 
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Figures 3.19-20 show the vessel segmentation results on two retinal images 

(01_test, and 02_test) in the DRIVE database using four schemes: [9], [16] the max 

rule and the proposed MPMF. The segmented results of [9] and [16] were obtained 

from their websites. The cropped and zoomed-in images of Figures 3.19-20 are 

shown in Figure 3.20. 

 
(a) (b) 

 
(c) 

 
(d) (e) 

 
(f) 

Figure 3.19. (a) The original image 01_test in the DRIVE database; (b) the ground 
truth vessel map; the extraction results by (c) Staal [9], Accuracy = 0. 9495, 
Sensitivity = 0. 8143, Predictive = 0. 9696; (d) Sores [16], Accuracy = 0. 9495, 
Sensitivity = 0. 7939, Predictive = 0. 9542; (e) the max rule, Accuracy = 0. 9441, 
Sensitivity = 0. 8601, Predictive = 0. 8681; and (f) the proposed MPMF, Accuracy =
0. 9406, Sensitivity = 0. 8806, Predictive = 0. 8649. 
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(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

Figure 3.20. (a) The original image 02_test in DRIVE database; (b) the ground 
truth vessel map; the extraction results by (c) Staal [9], Accuracy = 0. 9564, 
Sensitivity = 0. 8273, Predictive = 0. 9678; (d) Soares [16], Accuracy = 0.9529, 
Sensitivity = 0. 7777, Predictive = 0. 9582; (e) the max rule, Accuracy = 0. 
9467, Sensitivity = 0. 8618, Predictive = 0. 8450; and (f) the proposed MPMF, 
Accuracy = 0. 9426, Sensitivity = 0.9025, Predictive = 0.8622. 
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Figure 3.21. Zoom-in subimages in Figures 19-20. The first row shows some 
cropped blocks from the original images; the second row shows their 
corresponding ground truth vessel maps; the third row shows the vessel extraction 
results using method by Staal [9]; the fourth row shows the results using method in 
[16]; the fifth row shows the results using the multiscale max rule; and the sixth 
row shows the results using the proposed MPMF method. 
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3.2 Segmentation of Retinal Vessels Using MMFDST 

The importance and effectiveness of using retinal vessels in screening Diabetic 

Retinopathy (DR) have been reported in [9][16]. As a serious stage of DR, 

Proliferative Diabetic Retinopathy (PDR) is a common complication of diabetes that 

damages the eye’s retina and an early diagnosis of PDR is critical to protecting 

patients’ vision. The appearance of neovascular (new vessel growth) stands for PDR 

[11][12]. The false positives of vessels will distort the diagnosis a lot. In this section, 

we will describe a retinal vessel segmentation scheme using Modified Matched Filter 

and Double Site Thresholding (MMFDST), which can suppress the false positives 

efficiently. 

By now, many retinal vessel extraction methods have been proposed [9]--[40] yet 

neovascular extraction is still a difficult problem in terms of accuracy. The matched 

filter proposed in [3] is a line detector for finding valleys in an image and is one of 

the most successful retinal vessel extraction methods. It employs the prior 

information that the cross-section of a retrial vessel is Gaussian-shaped; therefore, a 

Gaussian filter can be used to “match” the vessel. However, like other line detectors 

such as the second derivative of Gaussian [59] and Gabor filters [16] [22][60], the 

matched filters respond not only to vessels but also to non-vessel edges. For example, 

if we need to find the dark lines in an image, the edges of bright blobs will be the 

major false detections for line detection, which is a curse for all band-pass filters. 

Consequently, some blobs (bright lesions and the optic disc) in the retinal image may 

cause false detection of vessels. If there are several lesions tangled together, they 

may be detected as a neovascular net and hence lead to a false diagnosis of PDR.  

The post-processing technique that we proposed in Section 3.1.2.4 can deal with 

this but it is not easy to implement and may give rise to false negatives to vessel 
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segmentation. In [23], a vessel detection scheme was proposed that used the first 

derivative of Gaussian and a modified top-hat operation. The use of the first 

derivative of Gaussian can suppress the false detections caused by bright blobs. But 

the preprocessing of small line enhancement and the later morphological 

reconstruction will produce more false detections. In [35], Lam and Yan proposed a 

technique based on Gradient Vector Field (GVF) [118][119][120]. Their technique 

works well for avoiding false positives in pathological images. But their technique is 

very time consuming and cannot describe very well the boundary and width of 

vasculature, which is important information for neovasculars.  

In this section, we propose a modified matched filter that suppresses the false 

detections caused by bright blobs. Instead of subtracting the local mean from the 

response for removing background and then thresholding to detect vessels as in the 

traditional matched filter, we first enhance the retinal image by using Gaussian filters 

and then analyze the local structures of filtering outputs by a double-side 

thresholding operation. The proposed modified matched filter could avoid 

responding to non-line edges, which would significantly reduce the false detection of 

vessels. 

The rest of this section is organized as follows. Section 3.2.1 analyzes the 

problems in vessel segmentation in pathological images. Section 3.2.2 defines our 

MMFDST scheme. And the experimental results are given in section 3.1.3 to 

evaluate the performance of our MMFDST scheme. 

3.2.1. Problems with Using the Matched Filter on Pathological Images 

The fact that the cross-section of the vessels in a retinal image has the shape of a 

Gaussian function means that a Gaussian-shaped filter can be used to “match” the 
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vessels, to which strong filtering responses are expected. Mathematically, the 

matched filter can be described as in Equation 3.1 and 3.2. 

 

(b-1) (b-2) 

(a) (c-1) (c-2) 
 

(d-1) (d-2) 
Figure 3.22. Responses of different line detectors to a Gaussian line cross-section and an 
ideal step edge. (a) a Gaussian line cross-section and an ideal step edge; (b-1) the second 
order derivative of Gaussian and (b-2) its filter response; (c-1) Gabor filter and (c-2) its 
filter response; (d-1) matched filter and (d-2) its filter response. 

One major problem of the matched filter is that it responds not only to lines but 

also non-line edges. This problem also exists in other line detectors such as the 

Gabor filter and the second order derivative of a Gaussian function. Figure 3.22 

illustrates this by showing the responses of different filters to a Gaussian function 

(i.e. the cross-section of a vessel) and an ideal step edge. We can see that all three 

filters have strong responses to both the line cross-section and the non-line ideal step 

edge. Figure 3.23 shows the response image of the matched filter to a retinal image. 

Therefore, in pathological images, the strong responses to the vessels are clear, as 
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well as the edges of the bright lesions. After thresholding, both the vessels and the 

edges of lesions will be detected.  

 
(a) 

 
(b) 

Figure 3.23. (a) A retinal image with NPDR; (b) the matched filter response to the 
image in (a). 

3.2.2 Modified Matched Filter with Double-Side Thresholding 

Our Modified Matched Filter with Double-Site Thresholding is defined in this 

section. 

3.2.2.1 Modified Matched Filter 

In the definition of matched filter in Equation 3.1, the mean value m  is subtracted 

from the Gaussian function to remove the smooth background in the filtering output. 

Then a thresholding operation can be used to detect the vessel pixels. However, as 

we have seen in Section 3.2.1 shown in Figure 3.23, the matched filter will also give 

strong response to non-vessel edge structures (bright lesions, dark lesions) and the 

thresholding cannot distinguish them well from the vessel structures. In this section, 

we present a new scheme to solve this problem. We don’t subtract the mean from the 

Gaussian filter and modify the matched filter in Equation 3.1 as 

   2 2, exp , for  3 , 2g x y x x y L                       (3.14) 

This 2D modified matched filter in Equation 3.14 is a truncated Gaussian function in 

x direction and the Gaussian function repeats in y direction. Figures 3.24 (a) and (b) 

show the 1D cross-section of the filter and the 2D filter along 4 different directions. 
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Figures 3.24 (c) and (d) show a 1D noisy signal, which contains a Gaussian function 

and a step edge, and its filtering response.  

For the convenience of analysis, the modified matched filter will be applied to the 

complement of the original retinal image, in which the vessels are brighter than the 

background. The image will be filtered by  ,g x y  along 8 directions. Each of the 8 

filtering responses will be thresholded to generate a vessel map. Finally the 8 vessels 

maps are fused through a logical ‘OR’ operation. Next we introduce the proposed 

thresholding strategy. 

  

   
(a) (b) 

(c) (d) 
Figure 3.24. The modified matched filter in 1D (a) and 2D (b); (c) a Gaussian function 
and a step edge with noise; (d) the modified matched filter’s response to the signal in (c).

3.2.2.2 Double-Site Thresholding 

After image enhancement by using the modified matched filters, the pixels must be 

classified as either vessel or non-vessel pixels. To classify pixels with suppressing 

the false positives of vessels, we propose here a local double-side thresholding 
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scheme to segment the retinal image. To simplify the analysis of filter responses for 

thresholding, we consider the 1D case, i.e. a 1D signal  f x  is convolved with the 

1D matched filter  g x . Referring to Figure 3.24 (d), we can see that if ( )r x  is the 

peak point of a Gaussian shaped cross-section of a vessel, it should be greater than 

both its left and right neighboring points. If ( )r x  is from the non-vessel edges, it 

will not be much greater than its neighbors in both sides. Based on this observation, 

the vessels and non-vessel edges can be distinguished. 

Taking this into account, we define that a point ( )r x  is a vessel point if it is 

greater than its neighbors ( )r x d  and ( )r x d  with a threshold T . 

Mathematically, there is: 

( ) ( )

( ) ( )

r x r x d T

r x r x d T

  
   

                               (3.15) 

where d is a parameter concerning the width of the vessel to be detected and T is a 

threshold to evaluate the vessel points. 

Obviously, one key issue in Equation 3.15 is the determination of parameters d  

and T . These two parameters are not independent. We use a matched filter  g x  

with standard deviation (std)   to detect the vessels whose Gaussian-shaped 

cross-sections have std around  . Thus we can set  

dd c                                     (3.16) 

where dc  is a constant. In this work, we set it about 2. 

Suppose the std of the Gaussian-shaped vessel cross-section ( )f x  to be detected 

by  g x  is also  , the filtering output ( )r x  will still be a Gaussian function, and 

its std will be 2 2 2r      . Denote by 0x  the peak point of ( )r x . It can 

be easily calculated that  
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
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   

 
, for a point 1x  in the neighborhood of 0x , 

we can see that 1 1( ) ( )r x r x d     and 1 1( ) ( )r x r x d    . Thus to detect point 

0x  and its neighbors, which are considered as vessel points, we set the threshold T  

in Equation 3.15 as 

TT c                                     (3.18) 

where Tc  is a constant and 1Tc  . In this work, we choose 0.5 0.8Tc  . 

One way of producing better segmentation results is to adopt the 

double-thresholding strategy as in [55]. A low threshold l TT c    and a high 

threshold 2h lT T  are set and then two vessels maps lV  and hV  are obtained. The 

final vessel map will be formed by selecting vessels in lV  that link to the vessels in 

hV . Another way is to use multiple filters  ,g x y  at multiple scales to detect 

vessels of different widths. For example, we can use two filters, 1g  with std 1  

and 2g  with std 2 , to implement the vessel detection procedure described above. 

This gives us two vessel maps, denoted by 1V  and 2V , which we can fuse using the 

“OR” logic operation to produce a more robust vessel map. 

3.2.2.3 Computational complexity 

In this section, we discuss the computational complexity of MMFDST. MMFDST 

consists of convolution, double side thresholding, and double thresholding. The 

complexity of these procedures are  O n ,  O n , and  O n r , respectively. 
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Therefore MMFDST is more efficient than Hoover’s method [20] is and Mendonça’s 

method [23].    

3.2.3 Experimental Results 

This section gives the experimental results of our method. Two databases, ZUEYE 

and STARE, are used for our experiments. The indices that used to quantitatively 

measure the performance of different algorithms include: (1) detection accuracy 

(ACC); (2) the corresponding true positive rate (TPR) and (3) the false positive rate 

(FPR) at that accuracy. The ACC is defined as the ratio of the total number of 

correctly classified pixels (the vessel pixels classified as vessel pixels and the 

non-vessel pixels classified as non-vessel pixels) to the number of pixels inside FOV; 

the TPR is defined as the ratio of the number of correctly classified vessel pixels to 

the number of total vessel pixels in the ground truth; the FPR is defined as the ratio 

of the number of non-vessel pixels inside field of view (FOV) but classified as vessel 

pixels to the number of non-vessel pixels inside FOV in the ground truth. 

3.2.3.1 Evaluation on the ZUEYE database 

We evaluated the performance of proposed MMFDST scheme on screening PDR by 

applying it to the ZUEYE database, which consists of retinal images from DR 

patients3. The color fundus images were captured by using Kowa VK-3 fundus 

camera at 45o field of view (FOV) and they were stored in 24-bits digital format. The 

resolution of the images is 800608. There are 20 retinal images with DR in ZUEYE, 

including 15 NPDR and 5 PDR. Figure 3.25 and 3.26 present 2 examples of vessel 

extraction by applying the proposed method to one PDR and one NPDR retinal 

images in ZUEYE. The improved matched filter developed by Hoover [20] is used 

                                                 
3 The images were collected from the patients in the Ophthalmologic Department, the First Affiliated Hospital of 

Zhengzhou University, Henan Province, China. The ground truth maps of vessels were manually labeled by the 
experts in that hospital.  
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for comparison. In the experiments, we set 1 1   to extract small vessels and 

2 1.7   to extract large vessels. By varying the values of hT , different true positive 

ratios and false positive ratios can be obtained. Table 3.4 lists the most accurate 

results obtained using the the Hoover’s method [20] and our MMFDST. 

Figure 3.25 (a) shows an NPDR retinal image. Figure 3.25 (b) is the hand-labeled 

ground truth of vessel map and Figures 3.25 (c) and (d) show the vessel maps 

extracted using respectively the Hoover’s method [20] and the proposed MMFDST 

method. We see that the proposed MMFDST method can eliminate most of the false 

detection of vessels caused by the strong edges of bright lesions. To make this easier 

to seem, we have cropped and zoomed-in part of the images in Figures 3.25 (e) - (h).  

Figure 3.26 (a) shows a PDR retinal image, (b) is the hand-labeled ground truth of 

vessel map, (c) - (d) show the extracted vessel maps using the Hoover’s method [20] 

and the proposed method. We see that the proposed method can detect most of the 

neovasculars (new vessels) and eliminate most of the false detection of vessels 

caused by the strong edges of bright lesions. We crop and zoom-in part of the images 

and show them in Figures 3.26 (e) - (h). It is seen that the false vessels caused by 

bright lesions (top left) in Figure 3.26 (g) are reduced greatly in Figure 3.26 (h) 

while the abnormal fine neovascular structures (bottom) being well detected. 

Observing Figure 3.25 (d) (NPDR case) and Figure 3.26 (d) (PDR case), it is 

possible to distinguish PDR from NPDR because the PDR image tends to have more 

vessels in a local window and the neovasculars tend to have a large curvature 

[11][12]. As shown in Figure 3.26 (d), most of the neovasculars were extracted by 

our method and few false vessel detections were produced by our method. However, 

if we applly Hoover’s method as shown at Figure 3.25 (c), we can see that the edges 
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of lesions could be misclassified as neovasculars because they have large local 

densities and large curvature. 
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(a) 

 
(e) 

 
(b) 

 

 
(f) 
 

 
(c) 

 
(g) 

 
(d) 

 
(h) 

Figure 3.25. (a) An original NPDR image in ZUEYE database; (b) hand-labeled 
ground truth; (c) the extracted vessel map by the scheme by Hoover [20]: FPR = 
0.0373, TPR = 0.7816; ACC = 0.9449; (d) the extracted vessel map by the proposed 
method: FPR = 0.0320; TPR = 0.7915; ACC = 0.9506; (e) - (h) are zoom-in images 
of (a) - (d). Note that the false vessel detection caused by strong edges of lesions in 
(g) is reduced greatly in (h). 
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(a) 

 
(e) 

 
(b) 

  
(f) 

 
(c) 

 
(g) 

 
(d) 

 
(h) 

Figure 3.26. (a) An original PDR image in ZUEYE database; (b) hand-labeled 
ground truth; (c) the extracted vessel map by the scheme by Hoover [20]: FPR = 
0.0479, TPR = 0.6754; ACC = 0.9243; (d) the extracted vessel map by the proposed 
method: FPR = 0.0324, TPR = 0.7959; ACC = 0.9502; (e) - (h) are zoom-in images 
of (a) - (d). Note that the false vessel detection caused by strong edges of lesions in 
(e) is reduced greatly in (h) and most of the neovasculars are extracted by the 
proposed method. 
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3.2.3.2 Evaluation on the public STARE database 

In this section, we tested the ability of the proposed MMFDST scheme to suppress 

lesions, comparing its performance with the performance of two state-of-the-art 

schemes, those of Hoover [20] and Mendonça [23]4. The STARE database consists 

of retinal images captured by the TopCon TRV-50 fundus camera at 35○ FOV, 

digitized at 24-bits with a spatial resolution of 700605 pixels. In [20], Hoover 

selected 20 images for experiments, ten images of healthy ocular fundus and ten 

images of pathological fundus  As ground truth, we used images hand-labeled by 

the first observer (labels-ah). We set 1 1   to extract small vessels and 2 2   to 

extract large vessels. The best averaging accuracies for normal images and 

pathological images are listed in Table 3.5. 

 
(a) 

         
(b) 

 
(c) 

 
(d) 

Figure 3.27. (a) An pathological image in the STARE database; (b) the hand-labeled 
ground truth; (c) the extracted vessel map by the scheme [4]: Accuracy = 0.9198, 
TPR = 0.5937, FPR = 0.0402; (d) the extracted vessel map by the proposed method: 
Accuracy =0.9302, TPR = 0.6619, FPR = 0.0368. 

 

                                                 
4 The results of [23] in Tables II and III are copied from the original paper. That paper tested different color 
spaces for vessel extraction and found that the   channel gives best result. We copied that best result for 
comparison. To comparing with [20] as shown in Figure 3.27 and 3.28 and in Tables 3.V and 3.VI, we 
downloaded the segmented images on their website and calculated the quantitative assessments using those 
images.   
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(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 3.28. (a) A normal image in the STARE database; (b) the hand-labeled 
ground truth; (c) the extracted vessel map by the scheme in [4]: Accuracy = 0.9320, 
TPR = 0.6992, FPR = 0.0393; (d) the extracted vessel map by the proposed method: 
Accuracy = 0.9487, TPR = 0.7625, FPR = 0.0283. 

The Hoover’s method in [20] tries to eliminate the false positives caused by 

lesions through threshold-probing and the Mendonça’s method described, in [23] 

tries to eliminate the false positives caused by lesions through combing the centerline 

detection and a modified top-hat operation. Figure 3.27 (a) shows a pathological 

image from the STARE database, (b) shows the ground truth as manually labeled by 

the first observer (labels-ah), (c) shows an image of a vessel extracted using the 

scheme [20] and (d) shows the vessel map extracted using the proposed method. The 

proposed method not only detects more small vessels than methods proposed by 

Hoover and Mendonça, [20] [23] else and does so at a lower FPR, it also makes 

many fewer false detections. These advantages are very important because the edges 

of bright lesions have large curvatures as shown at Figure 3.27 (c) so it is easy to 

misclassify them as neovascular.  

Figure 3.28 (a) shows a normal image from the STARE database, (b) shows the 

ground truth as manually labeled by the first observer (labels-ah), (c) shows an 
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image of vessels extracted using the Hoover’s method [20] and (d) shows the vessel 

map extracted using the proposed method. We see that the proposed method can 

detect more small vessels than Hoover’s method [20].  

Table 3.5 lists the results of ACC, TPR and FPR for the STARE database 

extracted by different methods. Table 3.6 compares the running time of the proposed 

method with those state-of-art methods. From Tables 3.IV and 3.V, we can see that 

the proposed method gets the highest TPR on the pathological images at a very low 

FPR. It also has a much lower computational complexity than that of Hoover’s 

method [20] and Mendonça’s method [23] 5. 

Table 3.4 Extraction Results of ZUEYE Database 

Method Accuracy TPR FPR 
Hoover [20] 0.9380 0.7462 0.0408 
Proposed method 0.9536 0.7954 0.0311 

 

Table 3.5 Extraction Results of STARE Database 

Method Accuracy TPR FPR 
Normal cases 

2nd Human observer  0.9283 0.8252 0.0456 
Hoover [20] 0.9324 0.6736 0.0528 

Mendonça [23] 0.9531 0.7366 0.0178 

Proposed method 0.9497 0.6611 0.0152 

Pathological cases 

2nd Human observer  0.9425 0.8252 0.0456 
Hoover [20]  0.9211 0.6736 0.0528 

Mendonça [23] 0.9426 0.6801 0.0306 

Proposed method 0.9416 0.7286 0.0372 

 

Table 3.6 Running Time per Image in STARE Database 

Method System Environment Running Time
Hoover [20] P-III 1.5GHz, 512 Mb RAM, Windows executable 0.5 minute 
Mendonça[23] P-IV 3.2GHz, 960 Mb RAM, Matlab 3 minutes 
Proposed method P-III 1.5GHz, 512 Mb RAM, Matlab 0.5 minute 

                                                 
5 Note that the running time of the algorithm [20] listed in Table III is not very long because it ran as a Windows 
executable file, while the other two schemes ran in Matlab programming environment.  
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3.3 Conclusion 

This chapter has described the major difficulties in vasculature segmentation and the 

two proposed segmentation techniques to overcome some of the difficulties. This 

chapter makes two major contributions as follows. 

First, we demonstrated that scale production is an efficient strategy for fusing 

multiscale vessel responses by identifying vessel pixels in the scale production 

domain. This scale production makes it possible to enhance vessels while 

suppressing noise because the vessels will have relatively strong responses to the 

matched filters along scale space while the background noise decreases rapidly. The 

experimental results show that the proposed method can extract both wide and thin 

vessels concurrently with low computational complexity. 

Second, the matched filter does not work well on pathological images and 

therefore, we presented a modified matched filter approach that detects vessels in a 

retinal image while suppressing non-vessel edge structures. The modified matched 

filter does not remove the image background but uses a local double-side 

thresholding to avoid responding to non-line edges. The experiments on retinal 

images demonstrated that the proposed method does a good job of detecting the 

neovasculars and eliminating many non-vessel edges caused by bright lesions. This 

is a desirable property in PDR screening because the edges of bright lesions have 

large curvatures which make them easy to misclassify as neovasculars. 
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Chapter 4 A Top-Down Retinal Image Segmentation 
System for Diabetic Retinopathy Screening 

Automated segmentation of colour retinal images can help eye-care specialists 

screen Diabetic Retinopathy (DR) in large populations. An automated retinal image 

segmentation system should have the ability to segment the images based on both 

pathological and physical features so that the DR could be diagnosed using the 

segmented results. DR may be diagnosed using either pathological or physical 

features. The pathological would include features such as red lesions (intraretinal 

hemorrhages, microaneurysms), bright lesions (hard exudates and cottonwool spots) 

while the physical would include features such as vessels, optic disc, and fovea 

[11]--[15]. In this chapter, we design an automated segmentation system which can 

segment most of the features so that most of the DR could be diagnosed. 

The automated segmentation of red lesions was reported in 

[4][49][50][89][99][100] [101]--[110][111][112][113]. The automated segmentation 

of bright lesions was reported in [4][50][53][68][69] [73][74][86]--[91][92]--[94]. 

The automated segmentation of vessels was reported in [3][4][9][10][16]-[40]. As 

for non-pathological or physical features, the automated segmentation of optic disc 

and fovea was reported in [50][65][66][67]--[73][75][76][77]--[84].  

Despite all of this work, retinal image segmentation remains a difficult task. The 

major difficulty comes from the fact that retinal objects-pathological and physical- 

mutually affect each other, producing false positives for one feature or another. For 

example, the extraction of vessels may be affected by bright lesions and red lesions; 

the extraction of bright lesions may be affected by the optic disc; and the extraction 

of the optic disc may be affected by bright lesions and vessels. There have been a 
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number of proposals made to obviate these phenomena. In [46], Walter et al. 

proposed a local contrast and water-shed based method that suppressed the effect of 

the optic disc when extracting bright lesions. In [90], a PCA based method was used 

to extract optic disc so as to avoid false positive bright lesions. However, both of 

these methods are less effective if there are many bright lesions. In [77][78], Hoover 

and Goldbaum detected the optic disc by finding vessel convergences but the false 

positives of vessels will cause this method less effective. In [16], Soares et al. 

proposed a supervised method for extracting vessels that demonstrated good 

performance that produced fewer false positives but still had problems processing 

the area close to bright lesions. In [35], Lam and Yan proposed a GVF based method 

that extracted vessels and was good at suppressing false positives caused by bright 

lesions but the vessel width information was not extracted well. 

In [9], Staal et al. suggested removing all lesions before vessel extraction. In [34], 

Elena et al. also suggested that a method to eliminate all lesions has to be 

implemented for better vessel extraction. Since both the physical features and 

pathological features are all useful for diagnosis, a scheme to extract all these 

features in a flow with consideration on the affections among these features will be 

more efficient and more effective. The automated detection of vessels, optic disc, 

fovea, hemorrhages, microaneurysms, and hard exudates was reported in [50]. 

However, the information among features has not been sufficiently used by their 

scheme. This chapter proposes a Top-Down scheme to extract the features to 

diagnosis DR. The proposed scheme can suppress the affection among features 

during feature extraction. Figure 4.1 shows our Top-Down Scheme. As shown in 

Figure 4.1, the proposed scheme will segment all bright objects and red objects first. 

Then the bright objects will be classified into bright lesions and the optic disk. After 



 

 91

the erasing of all bright objects, the red objects will be classified into vessels and red 

lesions. Notice that in this Top-Down scheme the fovea is not defined as red objects 

simply because it is too large to be found by our “red objects finder”. The fovea is 

finally located with the help of the location of the optic disk. As shown in Figure 4.1, 

the segmentation of bright objects will help the segmentation of vessels, and then the 

segmentation of vessels will help the segmentation of the optic disk, and then the 

segmentation of the optic disk will help the segmentation of the bright lesions and 

the fovea. Therefore the relations among different objects in retina have been 

efficiently used by our scheme. 

 

Figure 4.1. Proposed scheme to segment retinal images for DR diagnosis. 
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Our retinal image segmentation scheme is described in details in the rest of this 

chapter. Section 1 describes the segmentation of bright lesions and the optic disc. 

Section 2 describes the segmentation of red lesions and vessels. Section 3 describes 

the extraction of the fovea. Section 4 describes our experiments and results. Section 

5 offers our conclusion. 

4.1 Bright Object Segmentation 

Retinal bright objects include bright lesions and the optic disc. As shown in Figure 

4.1, we will segment all bright objects first. Then the optic disc will be separated 

from bright lesions. 

4.1.1 Finding All Bright Objects 

The size and brightness of bright objects can vary a lot in a retinal image with DR. 

Edge is the most robust feature to find all bright objects. We adopt the method 

proposed by Walter et al. [46] with some improvement, which is briefly described as 

follows: 

Step 1): Eliminating vessels. Vessels produce strong edges. These strong edges must 

be eliminated before edge detection. In [46], Walter et al. applied a morphological 

closing before the edge detection. But the closing operation will generate many 

disc-like structures, which means the image will be not as smooth as before. These 

disc-like structures may result in false detection of bright lesions.  

The morphological “erode followed by reconstruction” operation will usually 

produce smoother results than closing. But it may cause over-reconstructed images. 
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(a) (b) 

(c) (d) 

Figure 4.2. Eliminating vessels. (a) the inversed green channel gI , (b) 1I : 

eroded (b), (c) 2I : reconstructed 1I , (d) 2I : inversed 2I  

We propose a controlled reconstruction here. First, the vessels are eliminated by 

erode defined by Equation 4.1: 

1 1g SI I B                                (4.1) 

where gI  is the complement of the green channel of the original image,   is 

erode, 1SB  is a disc structure with radius S1 pixels. S1 should be large enough to 

eliminate all vessels. After that, with initializing 2 1I I , the eroded image will be 

reconstructed by 

 2 1 2min , ;gR I B I I R                           (4.2) 
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where   is dilate, 1B  is a disc structure with radius 1 pixel. The minimum of 

dilated 2I  image and gI  is assigned to R. Equation 4.2 will be repeated N times 

where N is larger than S1. Figure 4.2 shows this step.  

Step 2): Detecting edges. Once the vessels are eliminated, all edges remained on the 

image should be caused by bright lesions. We apply canny edge detector on 2I at 

two different scales and use scale multiplication to enhance the detection [116]. The 

edge detection filter used here is FDOG. 

  2 / 2xf x x e                           (4.3). 

The dilation of  f x  by scale s is  

  2 2/ 2 2/x sf x x e s                         (4.4). 

A small scale 1s  and a large scale 2s  are used to detect edges. The responses of 

canny edge detector at two scales can be denoted as 
1
( )sR x  and 

2
( )sR x . The scale 

multiplication is defined as the product of 
1
( )sR x  and 

2
( )sR x  

     
1 2s sP x R x R x                         (4.5). 

The double thresholding [55] strategy is used to threshold the canny filtering 

results. Double-thresholding imposes a low threshold lt  and a high threshold 

2h lt t  are imposed on  x , which produces two edge maps lE  and hE . The 

final edge map is formed by selecting edges in lE  that link to the edges in hE .This 

strategy is good at avoiding broken edges. Figure 4.3 shows this step. Figure 

4.3(a)-(c) shows the effect of scale multiplication. The improvement from single 

scale to scale multiplication is obvious. Figure 4.3(d)-(e) shows the effect of double 



 

 95

thresholding. The segmented result has few broken edges and many fewer false 

edges. 

 
(a) 

 
(e) 

 
(b) 

 
(f) 

 
(c) 

 
(g) 

Figure 4.3. Detecting edges. (a) & (b) canny edge detector at two different scales, 
(c) scale production of (a) & (b), (e) thresholding (c) with a high threshold, (f) 
thresholding (c) with a low threshold, (g) 3I : link (e) to (f). 

Step 3): Finding the contours of bright objects. The method proposed by Walter et al. 

[46] is employed here to locate the final contour of the bright objects from among a 

selection of bright object candidates. After filling of the holes in 3I , the filled 

objects will be regarded as bright object candidates. The exact contour of the bright 

lesions will be extracted by morphological reconstruction. The marker image 4I  is 

generated by setting all the candidates to 0 in the green channel of the original image 

gI . The mask image is gI . The difference between the reconstructed image 5I  and 
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gI  is double thresholded to generate the bright objects 6I . Figure 4.4 shows this 

step. 

 
(a) 

 
(b) 

 
(e) 

 
(f) 

Figure 4.4. Finding contour of bright lesions. (a) reconstruction marker, (b) 
reconstructed image 5I , (c) difference between 5I  and gI , (d) thresholding. 

4.1.2 Extracting the Optic Disc and Bright Lesions 

After bright objects have been extracted, they have to be classified into bright lesions 

and the optic disc. In this section, we propose a method for extracting the optic disc, 

which provides better accuracy. A major difficulty in optic disc segmentation is from 

the bright lesions, which are easy to be recognized as optic discs. Figure 4.5 shows 

an example using an image from the STARE database [20]). 
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(a) 

 

(b) 

Figure 4.5. Optic disc extraction. (a) PCA based method [67][68][69][90]; (b) our 
method. 

In [67][68][69][90], the optic disc is located using a PCA based method. In 

[77][78], the optic disc is located as the convergence of vessels. Both of these 

methods are greatly affected by bright lesions. The PCA based method may be fail 

because the bright lesions and optic disc are all bright objects. The vessel 

convergence method may fail if the gaps between bright lesions may be recognized 

as vessels. To find the correct vessel convergence, we first erase all bright objects 

and then improve accuracy by combining the vessel convergence based method and 

the PCA based method together. The details are as follows. 

Step 1): Erasing bright objects by digit inpainting.  To find the vessel convergence, 

it is first necessary to find the vessels. The matched filter [3][20] can produce good 

vessel segmentation and avoid broken vessels. The optic disc must be at the 

convergence of large vessels. We use a matched filter with large   to ignore small 

vessels. One problem of a matched filter is that it produces strong responses to the 

edges of bright objects. To avoid false positives of vessels, bright objects should be 

erased before applying a matched filter. A simple way to erase the bright objects is to 

pad the holes using morphological reconstruction as shown in Figure 4.4(a) & (b). 

But the edge of the area padded by this method is not smooth enough. We choose the 

exemplar-based inpainting described in [121] to pad the holes. 
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Inpainting depends upon a bright object being regarded as a single object, but a 

bright object that is split by vessels may be taken for background, so the first step in 

inpainting is to implement a closing. First a morphological eroding is applied to the 

closed image to ensure that the area surrounding bright objects is regarded as 

background. And then The eroded image and the original image can be used to 

generate the inpainting mask as shown in Figure 4.6(a). Finally, the inpainting can be 

applied based on that inpainting mask to generate the image 7I  that has no bright 

objects.  

Figure 4.6(b) shows the result of inpainting. The edges are very smooth, which 

means that vessel false positives can be better suppressed. One problem of this 

method, however, is that it will make the vessels which is crossing bright objects 

grow to wrong orientations. As shown in Figure 4.6(b), some vessels crossing the 

optic disc have been extended. The orientations estimated by inpainting are not the 

same as the original but they are sufficiently similar that it does not affect the 

identification of vessel convergence. 

 

(a) 

 

(b) 

Figure 4.6. Erasing bright objects. (a) The mask for inpainting, (b) inpainting 
result. 
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Step 2): Finding vessel convergence. Large vessels and those with a high local 

contrast can be extracted by applying a matched filter [3] with large   (Figure 4.7 

(a)). Regions of vessel convergence can be located by applying the fuzzy 

convergence proposed in [77][78]. Figure 4.7 (b) shows the vessel convergence. 

These regions of vessel convergence can be used as candidate optic disc. 

 

(a) 

 

(b) 

 

(c) 

Figure 4.7. Finding optic disc. (a) vessels, (b) regions of vessel convergence, (c) 
optic disc located. 

Step 3): Locating optic discs. The centers of regions of vessel convergence are used 

as initial points where we apply the PCA based method described in [67]. First, we 

manually cut some optic discs of the images are to obtain the training data. We then 

calculate the eigen vectors of the covariance matrix of the training data, which we 

then refer to as eigen optic discs. We next iteratively move a square window on the 

retinal image using the initial points obtained above as the initial position of the 

iteration. The sub-image inside the square window is projected onto the optic disc 

space and the reconstruction error is calculated. The sub-image with the minimum 

reconstruction error will be classified as the optic disc. We denote the radius of an 
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optic disc by OD  so that the optic disc center is located at the initial point’s N by N 

neighborhood, where 2* ON D . Figure 4.7 (c) shows the located optic disc. The 

optic disc of average radius is indicated with a green circle. 

 

Figure 4.8. 8I : Bright lesions. 

Step 4): Extracting bright lesions. Once the optic has been located, all bright objects 

outside the green circle shown in Figure 4.7(c) will be extracted as bright lesions 

which are shown in Figure 4.8. 

4.2 Red Object Segmentation 

The retinal red objects include red lesions and vessels. There are kinds of red lesions. 

We only focus on the segmentation of microaneurysm which is a major sign of DR 

and appear as small round objects. As shown in Figure 4.1, first, the bright lesions 

will be erased to avoid false detections. Then the microaneurysms and vessels are 

separated using the mathematical morphology based method proposed by Spencer et 

al. [41] and Frame et al. [42]. Finally, the microaneurysms are segmented based on 

the matched filter proposed by Spencer et al. [41] and Frame et al. [42]; and the 

vessels are segmented based on the matched filter proposed by Chaudhuri et al. [3]. 

This procedure is described as follows. 
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Step 1): Erasing bright objects by nearest neighbor interpolation. Bright objects will 

affect the detection of red objects and they should be erased before red object 

extraction. In Section 4.1, the bright objects were erased using exemplar based 

inpainting [121]. The problem of this technique is that it makes the vessels which are 

crossing bright objects grow to wrong orientations. This will not affect the finding of 

vessel convergence, but will affect vessel extraction. To erase the bright objects, we 

use nearest neighbor interpolation, which is similar to the technique in [16] for 

padding the area outside region of interest. First, the image to be padded is generated 

by impose the image without vessels 2I  (Figure 4.2(d)) on the bright lesion image 

8I . The bright lesions are used as markers for padding. We erase all vessels here so 

that only background is used to pad the marked area. The optic disk has not been 

erased because the padding of the optic disk generally cause the lost of vessels inside 

it. Second, pixels which are inside the marked area and within the 4-neighborhood of 

the pixels outside the marked area are replaced with the mean value of their 8 

neighbors outside the marked area. This procedure is repeated until the marked area 

is full. Third, the minimum of this padded image and gI  (the green channel of the 

original image) is used to generate the image 9I  for following red object extraction. 

Figure 4.9 (a) shows the padding markers; Figure 4.9 (b) shows the padding result; 

Figure 4.9 (c) shows 9I ; Figure 4.9 (d), (e) and (f) are blocks of the gI , padded 

result, and 9I , respectively. 
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(a) 

 

(d) 

(b) 

 

(e) 

(c) 

 

(f) 

Figure 4.9. (a) Image to pad; (b) Image padded; (c) 9I : image for red objects 

extraction; (d), (e) and (f) are blocks of the gI , padded result, and 9I , 

respectively. 
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Step 2): Microaneurysms and vessels separating. Spencer et al. [41] and Frame et al. 

[42] have proposed a modified morphological top-hat transformation to discriminate 

between circular, non-connected red lesions and the elongated vessels in FA images. 

In order to use their modified top-hat transformation, 9I  has to be complemented 

first (shown at Figure 4.10 (a), denoted as 9I ). A morphological opening with a 

linear structuring element at 12 different orientations is applied to 9I . Using the 

maximum of the 12 opened images, we obtain an image vesselI  which only contains 

vessels. We then subtract vesselI  from 9I to obtain an image containing 

microaneurysms. Figure 4.10 shows this step. 

 

(a) 

(b) (c) 

Figure 4.10. (a) 9I ：implement of 9I ; (b) vesselI : image contains vessels; (c) maI : 

image contains microaneurysms. 
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Step 3): Vessel extraction using MPMF. We segmented the vessels in the image 

vesselI  by applying the MPMF proposed in Chapter 3.1. Figure 4.11 shows this step. 

 

(a) 

 

(b) 

Figure 4.11. (a) enhanced vessels; (b) segmented vessels. 

Step 4): Microaneurysm extraction based on the matched filter proposed by Spencer 

et al. [41] and Frame et al. [42]. This matched filter is a 2-D Gaussian. 

Microaneurysms are enhanced and segmented as shown in Figure 4.12. 

(a) (b) 

Figure 4.12. (a) enhanced microaneurysms; (b) segmented microaneurysms. 

4.3 Fovea extraction 

To extract the fovea, we apply a 2D Gaussian filter with zero sum and   20 pixels 

to an image without vessels 2I  (Figure 4.2(d)) so as to avoid the interference from 

vessels. The filter is defined as 
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   2 2 2, exp ( ) 2 , for  3 , 3G x y x y m x y                   (4.6) 

where   represents the scale of the filter; 

   
3 22 2 2

3

3

3
(exp ( ) 2 ) / 6m x y dxdy








 


      is used to normalize the mean value of 

the filter to 0 so that the smooth background can be removed after filtering. 

 

(a) 

 

(b) 

 

(c) 

Figure 4.13. Finding fovea. (a) filter response, (b) fovea candidates, (c) fovea 
detected. 

The filter response (Figure 4.13 (a)) will be thresholded to identify the candidate 

regions as shown in Figure 4.13(b). We already have the location of the optic disk. 

The distance between the center of optic disk and fovea should be 4* OD . The 

candidate region which can satisfy this constraint will be regarded as the fovea. This 

constraint can further ensure the accuracy of fovea detection. 
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4.4 Experimental Results 

In this section we evaluate the performance of the proposed system by applying it to 

retinal images of ZUEYE database constructed from DR patients6 . We use 20 

images captured by using a Kowa VK-3 fundus camera at 45o field of view (FOV). 

The images were stored in 24-bit digital format. The resolution of the images is 

800608. We asked ophthalmologists to manually segment the images as the ground 

truth. All 20 images have microaneurysms and 15 display bright lesions.  

We evaluated the images in two ways, according to how many lesions were 

correctly classified and according to how many image pixels were correctly 

classified. 

Pixel based evaluation was used to evaluate the performance of vessel 

segmentation and bright lesion segmentation. To evaluate the extraction of vessels 

and bright lesions, we use the same evaluation measures as were used in [46] True 

positives (TP), that is, vessel pixels correctly classified, are defined as 

 # ( )B
m cTP S O O                          (4.7) 

where # means “the number of”, S(f) is the support of f, ( )B f  means dilating f 

using structure element B,   is the logical “and” operation, mO  are the manually 

segmented objects, and cO  is the computerized segmentation. Here we set B as a 

disk of 1 pixel radius. We define false positives (FP), that is, background pixels 

classified as vessel pixels, and false negatives (FN), vessel pixels classified as 

background pixels, as 

   # \ ( )B
c m cFP S O S O O                            (4.8) 

                                                 
6 The images were collected from the patients in the Ophthalmologic Department, the First Affiliated Hospital of 

Zhengzhou University, Henan Province, China. 
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   # \ ( )B
m m cFN S O S O O                            (4.9) 

where \ is the set difference. We plot sensitivity against predictive value to evaluate 

the performance. The structure element B used in our experiments is a disk of 1 pixel 

radius. With this dilation, some pixels on the edge of the targeted objects will be 

ignored in the evaluation. Those pixels are easy to be misclassified but are not 

important for clinicians. The performance measures are defined as  

TP
sensitivity TPR

TP FN
 


                         (4.10) 

TN
specificity TNR

TN FP
 


                         (4.11) 

 
TP

predictive value
TP FP




                          (4.12) 

As all microaneurysms are of a similar size, we use lesion based evaluation to 

evaluate their extraction. The performance measures are the same with those defined 

above but do not apply the dilation operation. 

4.4.1. Experiments on bright lesion extraction 

 

Figure 4.14. Bright lesion segmentation evaluation. 

Figure 4.14 and Table 4.1 show the bright lesion extraction performance in terms of 

plot sensitivity against predictive value. While it is difficult to compare results on 
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different databases, our method compared well with Walter’s [46] and 

Sinthanayothin’s [50] We achieved a sensitivity of 89.5% and a predictive value 

91.2% while the Walter’s achieved a sensitivity of 88.4% and a predictive value 

89.3%. The results reported by Sinthanayothin et al. [50] are a sensitivity of 88.5% 

and a predictive value of 82.6%. The improvement in accuracy provided by our 

bright lesion extraction method is satisfactory. We attribute it to improvements in 

controlled reconstruction, scale production, and double thresholding. 

Table 4.1 Bright lesion segmentation 

Method Database Sensitivity Predictive value 
Walter [46] ZUEYE 88.4% 89.3% 
Sinthanayothin [50] St Thomas’ Hospital 88.5% 82.6% 
Proposed method ZUEYE 89.5% 91.2% 

 

4.4.2. Experiments on microaneurysm extraction 

 

Figure 4.15. Microaneurysms extraction evaluation. 

Figure 4.15 and table 4.2 show the performance of our approach to microaneurysm 

extraction in terms of plot sensitivity against FP per image. Our microaneurysm 

extraction is, based on a simple method proposed by Frame and Spencer [41][42], 

which was actually designed for FA images. Again we compare the results of our 

method with that of Walter et al. [53]. Their method achieved a sensitivity of 88.47% 
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at 2.13 FP per image. Our method achieves a sensitivity of 68.3% at 2.81 FP per 

image. While our method does not compare in terms of performance, it does show 

that a simple method normally used on FA images [41][42] can be applied to color 

retinal images after appropriate preprocessing and can provide segmentation that is 

useful for clinicians. It also efficiently suppresses false positives. 

Table 4.2 MA detection 

Method Database Sensitivity FP 
Walter [53] Walter’s 88.4% 2.13 
Niemeijer [10] DIARETDB1 85.6% 2 
Proposed method ZUEYE 68.3% 2.81 

 

4.4.3. Experiments on vessel extraction 

 

 

(b) 

 

(c) 

Figure 4.16. An example of vessel extraction. (a) hand labeled ground truth; (b) 
Hoover’s result : sensitivity=0.924, predictive value=0.846 (c) our result: 
sensitivity=0.937, predictive value=0.888. 

 

Figure 4.16 shows an example of vessel extraction using our method. Figure 4.17 
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and Table 4.3 show the results for the extraction of red lesion in terms of plot 

sensitivity against predictive value comparing with Hoover’s vessel extraction [20] 

method. Our method has erased bright lesions and thus, gets fewer false positives. 

Table 4.3 Vessel segmentation 

Method Database Sensitivity Predictive value 
Hoover [20] ZUEYE 85.1% 93.5% 
Proposed method ZUEYE 90.2% 93.4% 

 

 

Figure 4.17. Vessel segmentation evaluation. 

 

4.4.4. Experiments on optic disk 

We evaluated the performance of our system at detecting the optic disk using STARE 

database. To compare with the PCA based method proposed by Li and Chutatape 

[67], we implemented their algorithm. We used a leave-one-out scheme in which 19 

images were used for training and one for testing. On STARE database, all 20 optic 

disks were accurately located by our method while 19 optic disks were accurately 

located by Li and Chutatape [67], which we attribute to the erasure of bright lesions 

preventing the false detections. 
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Table 4.4 OD detection 

Method Database Accuracy 
Li [67] ZUEYE 100% 
Proposed method ZUEYE 100% 
Li [67] STARE 95% 
Proposed method STARE 100% 

 

4.4.5. Experiments on fovea 

On our database, all 20 images present fovea clearly. On the experiment, all 20 

foveae are accurately located because the correct location of optic disc provides a 

useful constraint for fovea detection. 

Table 4.5 Fovea detection 

Method Database Accuracy 
Li [69] Singapore national eye center 100% 
Proposed method ZUEYE 100% 

 

4.5 Conclusion 

In this chapter, we described a color image segmentation system that can extract 

major features of the retina for use in the diagnosis of diabetic retinopathy. The 

system accuracy is satisfied in DR screening in large populations. There are two 

advantages of our scheme. First, it can suppress the interaction among features 

during feature extraction. Second, it is efficient because it extracts all features in a 

single flow, which allows us to use earlier extracted features such as bright lesions 

and red lesions in the extraction of features later in the flow such as vessels, optic 

disks, and foveae. The experimental results show first erasing bright lesions and red 

lesions improves the extraction of vessels and that erasing bright lesions and accurate 

segmentation of vessels improves the extraction of optic disks. Further, the correct 

location of optic disks can provide a useful constraint for the foveae location and 

extraction.
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Chapter 5 Conclusion and Future Work 

5.1 Conclusion 

Images of the ocular fundus, also known as images of the retina, can tell us about 

retinal, ophthalmic, and even systemic diseases such as diabetes, hypertension, and 

arteriosclerosis. The use of colour retinal images captured with digital fundus 

cameras provides a non-intrusive way of screening for retinopathy. A fully automated 

segmentation of colour retinal images can greatly help in the management of certain 

diseases, especially diseases like diabetic retinopathy which require the screening of 

large populations.  

This thesis focuses on two major features that can assist in the diagnosis of DR: 

retinal blood vessel segmentation and segmentation of the major lesions caused by 

DR. The major contributions of this thesis have first been to describe the major 

difficulties in vessel segmentation and to propose two novel vessel segmentation 

methods and second to propose a novel system for segmenting the main regions and 

lesions of colour retinal images obtained from patients with diabetic retinopathy 

(DR), as described in the following. 

5.1.1. Analysis and two novel vessel segmentation methods 

Two initial difficulties in retinal vessel segmentation are first that there is great 

variation in the width of vessels and second that the contrast of small vessels is weak. 

To deal with these problems, we proposed a multiscale retinal vessel segmentation 

scheme, Multiscale Production of Matched Filters (MPMF), that multiplies the 

responses of matched filters at several scales. Since the vessels will have relatively 

strong responses to the matched filters along scale space while the background noise 
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decreases rapidly, scale production can enhance vessels while suppressing noise. We 

have demonstrated that scale production approach of picking up vessel pixels in the 

scale production domain is an efficient way to fuse multiscale vessel responses. We 

have also proposed a simple but effective retinal vessel detection scheme which can 

segment both wide and thin vessels concurrently with very low computational 

complexity. 

A further difficulty of vessel segmentation is the effect that anatomical (e.g. the 

optic disc) and pathological features (e.g. lesions) have on each other. Some blobs in 

the retinal image (such as bright lesions and the optic disc) can lead to the false 

detection of vessels. This work has proposed a modified matched filter that can 

suppress false detections caused by bright blobs. Instead of using the traditional 

matched filter approach, which removes background by subtracting the local mean 

from the response and then detects vessels by thresholding, we first enhance the 

retinal image by using Gaussian filters and then use a our proposed double-sided 

thresholding operation, Modified Matched Filter with Double-Side Thresholding 

(MMFDST to analyze the local structures of the filtering outputs. The proposed 

modified matched filter does not respond to non-line edges, which greatly reduces 

the false detection of vessels. The proposed method has been shown to be able to 

effectively detect the neovasculars while eliminating many non-vessel edges caused 

by bright lesions. This is a most desirable property in PDR screening because the 

edges of bright lesions have large curvatures and can be easily misclassified as 

neovasculars. 

Here we summery the advantages and limitations of MPMF and MMFDST. 

MPMF is good for small vessel segmentation and vessel width estimation. It is fast 

so that it is suitable for real time applications such as image mosaicking during 



 

 114

surgery. MPMF is not robust to pathological images but can be used on the 

well-preprocessed images. MMFDST is robust to pathological images so that it can 

bed used for the diagnosis of vessel tortuosity and PDR. MMFDST needs further 

improvement to segment small vessels so that mild PDR can be detected.   

5.1.2. A novel system for segmenting the main regions and lesions of 
colour retinal images obtained from patients with diabetic retinopathy 
(DR). 

This work has also proposed a novel system for segmenting the main regions and the 

lesions in colour retinal images obtained from patients with diabetic retinopathy 

(DR). This system for segmenting major objects would be of use in the diagnosis of 

DR, especially for screening DR in large populations. With sufficiently considering 

the interaction among different objects, this system organized one efficient working 

flow to segment all targeted objects. 

The proposed system offers two particular advantages. First, it can suppress the 

interaction among different objects so that false positives can be suppressed. Second, 

it is efficient because it extract all features in a single flow so that the extraction of 

bright lesions and red lesions can help the extraction of vessels, optic disks, and 

foveae. The experimental results show that the extraction of vessels is improved by 

our scheme because it erases bright lesions and red lesions. Our scheme also 

improves the extraction of optic disks by erasing bright lesions and accurately 

segmenting vessels. Further, it improves the extraction of foveae is improved 

because the correct location of optic disks can provide a useful constraint for the 

location of foveae. 

In summery, our top-down scheme is good for detection of bright lesion, OD, 

vessel, and fovea but not robust for detection of MA. It provides an image 

preprocessing method based on digit inpainting which can benefit all present vessel 
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segmentation methods. But the exemplar based inpainting may not be suitable under 

very rare circumstance when there is a very large bright lesion and the background 

illumination varies a lot. 

5.2 Future work 

In future work, we will continue to focus on retinal vessel segmentation and DR 

image segmentation. 

First of all, we need build a good retinal database. Retinal diagnosis is a 

medication-related research area where most of works are reported on un-opened 

code and un-opened database. Therefore the comparison between different methods 

is difficult. Currently we are working on build a public database with large number 

of retinal images. 

Another concern is the evaluation of retinal vessel segmentation. For a 

comprehensive testing of the proposed algorithm, it would be more convincing to 

conduct experiments covering both subjective evaluation and quantitative measures.  

In fact, the sole quantitative evaluation is not enough for retinal segmentation 

because it relies on a human labeled “ground truth” and this “ground truth” is not 

real truth. Therefore the visual inspection is very important for reliable segmentation. 

Unfortunately such visual inspection cannot be measured quantitatively easily. 

Currently, many researchers working on retinal vessel segmentation have noticed 

this problem. Currently we are working on exploring some statistical significance 

tests that will help assess the impact and significance of the experimental results. 

Our future work on retinal vessel segmentation will attempt to improve the ability 

of our MPMF scheme to deal with bright lesions in pathological images and of our 

MMFDST scheme to segment small vessels. We hope to do this with a novel 

filtering scheme that we are currently working on that should be able to combine the 
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complementary strengths of MPMF and MMFDST. We also hope to advance our 

current vessel classification process which, as it uses only a simple double 

thresholding, may not make the most of the filtered images. To do this, we are trying 

to adapt our MPMF and MMFDST to some tracking based [12]--[18] and supervised 

methods [9][16][19][50]. 

Our current DR image segmentation scheme can accurately extract vessels, optic 

discs, foveae, and bright lesions but it does not do so well in extracting 

microaneurysms. This is in part because the Frame and Spencer scheme [41][42] that 

we apply after erasing of bright lesions is effective on FA images but no as good on 

color retinal images. To improve the extraction of microaneurysms, we will focus on 

the segmentation of hemorrhages, red lesions of unpredictable size and shape. The 

extraction of hemorrhages should provide more useful diagnostic features and 

appropriate learning methods. 

Currently we are working on producing a fundus diagnosis system by combing 

and improving the techniques discussed in this thesis. Figure 5.1 illustrates this 

system. The Black boxes are finished work and the blue boxes are works on-going.  
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Figure 5.1. Future work. 
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