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Abstract

A cooperative communication system is generally referred to as a wireless commu-

nication system in which the transmission between a source node and a destination

node is improved by the participation of one or more relay(s). The main interest

of the academia and the industry on cooperative communications is to optimally

harness the available relays to enhance the robustness of the desired transmission to

fading and interference. For a single-relay system, the simplest relaying protocols are

the decode-and-forward (DF) and amplify-and-forward (AF) protocols. These well-

known relaying schemes are usually fulfilled in the time-division-duplexing platform.

Specifically, in the first time slot, the source node broadcasts a frame of information

signals to the relay and the destination; then the relay processes the received signal

by amplifying it in the AF scheme or re-encoding the decoded result of the received

signal in the DF scheme, and goes on to transmit the processed signal frame to the

destination in the second time slot. Finally the destination decodes the information

frame based on the combination of the received signals from the source node and

the relay node.

In this thesis, we will explore the relaying schemes for single-relay networks,

multi-relay networks, and multi-relay two-way networks, and further analyze the

performance of those schemes. Firstly, two new relaying protocols will be proposed

for single-relay systems, namely incremental selection amplify-and-forward (ISAF)

and jointly incremental selection relaying (JISR) protocols. It will be shown that

both protocols improve the reliability of the desired transmission compared with

existing relaying protocols.

Secondly, we will systematically study a multi-relay network in which only

one of the relays that satisfies a selection criterion will be allowed to re-transmit

the signal in the second time-slot. If the AF, DF, selection decode-and-forward

(SDF), IAF, ISAF or JISR protocol is further used, the relaying scheme is called

opportunistic AF, (OAF), opportunistic DF (ODF), opportunistic SDF (OSDF),
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opportunistic IAF (OIAF), opportunistic ISAF (OISAF), and opportunistic JISR

(OJISR), respectively. We will derive closed-form expressions of the asymptotic

outage performances for all these opportunistic relaying schemes and compare their

capabilities. We will also show that the OIAF, OISAF and OJISR schemes outper-

form the OAF, ODF and OSDF schemes in terms of diversity-multiplexing tradeoff

(DMT). Moreover, the OISAF and OJISR schemes have accomplished better outage

performance than the OIAF scheme.

Thirdly, we will analyze the performance of the channel-state-information-

assisted OAF (CSI-assisted OAF) scheme in terms of outage performance, ergodic

achievable rate and average symbol error rate. Previous analysis of the CSI-assisted

AF scheme has approximated (γ̄2xy)/(γ̄x + γ̄y + 1) by (γ̄2xy)/(γ̄x + γ̄y) , where

γ̄ represents the signal-to-noise ratio (SNR); x and y are the squares of the magni-

tudes of the channel fading coefficients. However, this approximation is invalid for

the CSI-assisted OAF system. In this part, we will derive more accurate upper- and

lower-bounds of the performance of the CSI-assisted OAF system.

Finally, we will extend the opportunistic relaying notion to multi-relay two-way

networks. In a two-way relaying system, the channel accommodates the transmis-

sions from the source to the destination and vice versa simultaneously. In this kind

of system, the source and the destination are usually called Source One and Source

Two. Suppose that there is no direct link between the sources, and that multi-

ple relays are located between the sources. To reach a high overall throughput in

the two-way system, a pair of information frames is exchanged during two time

slots by using physical-layer network coding. During the first time slot, both the

sources broadcast their information frames to the relay nodes. Then during the

second time slot, the relays broadcast some network-coded and temporally aligned

information-bearing frames back to the sources. Subsequently, the sources decode

the information frame from their counterparts based on the received frames from the

relays. Here, we will propose a new relaying protocol, namely opportunistic two-way

relaying (O-TR), in which only the best/opportunistic relay is active in performing

the relaying duty. It will be proved that the proposed O-TR outperforms the case

when all the available relays are used to construct the distributed space-time code.
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FFT Fast Fourier transformation
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MAC Medium access control

Mb Megabit

MC-CDMA Multi-carrier code division multiple access
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PEP Pairwise error probability
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QAM Quadrature amplitude modulation
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Set
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C Complex number
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with mean µ and variance σ2

Pr(A) Probability of an event A

5



pX(x) Probability density function of RV X

6



Chapter 1

Introduction

The first cellphone in human history, Motorola DynaTAC 8000X, which was built

in 1973 but not available for sale until 1983, weighed two pounds with the size of

a brick and cost $3995 per piece. Nevertheless, it only provided the voice service

through the first generation (1G) wireless network, in particular, via the analog

modulation technique. Now, merely three decades later, cellular technology has

come to its fourth generation (4G). In the next few years, the 4G network will be

deployed worldwide, and subscribers can watch high-definition television (HDTV),

play online games, check real-time stock information, and keep connected everywhere

all the time, of course wirelessly. In the 4G network, any mobile device can achieve

a downlink speed up to 1 Gb/s if it is stationary with respect to the base station,

or up to 100 Mb/s if it is moving in high speed. In contrast to the booming of the

transmission rate, the size and cost of mobile devices actually plunge, thanks to the

advanced very-large-scale integration (VLSI) technology.

The striking progress of wireless technology is really a tribute to the break-

through work of Shannon in 1948 [1]. In this work, Shannon shown that the capac-

ity, or the maximal achievable rate, of an additive white Gaussian noise (AWGN)

7



channel is given by

C =
1

2
log2

(
1 +

P

N

)
(1.1)

where P is the received signal power and N is the noise power, the unit of C can

be bits/s/Hz, or bits/sample [2], or bits/transmission [3], or bits/channel use [3], or

bits/symbol [4]. Here, Shannon’s world-famous formula tells us that given an AWGN

channel and a fixed signal-to-noise ratio (SNR), there is a transmission rate limit

which we can never beat. However, nowadays the data transmission rate supported

by cellular networks is still increasing year-after-year. Consequently, a question that

one may ask is: “When we will reach the limit of the transmission rate, if there is a

transmission-rate limit according to the Shannon’s theorem?”

The answer to the above question is likely to be: The Shannon limit of point-

to-point (P2P) channels has almost been achieved, however, the transmission-rate

limits of many multi-node networks are to be determined.

We say that the Shannon limit has been nearly achieved for P2P channels

because the latest low-density parity-check (LDPC) coding technique can almost

reach the Shannon limit, with a gap as small as 0.0045 dB [5]. As a reference,

according to the Shannon’s formula, the minimum signal-to-noise ratio (SNR) to

achieve a transmission rate of 0.5 bits/s/Hz is 0.188 dB. However, the capacities

of many multi-point channels, except multiple access channels, broadcast channels

and multiple-input multiple-output channels, are still unknown. For instance, in the

network shown in Fig. 1.1, what is the capacity of the channel connecting the source

S and the destination D? Clearly, if we consider only the link directly connecting S

and D, the conditional capacity is that of a traditional P2P fading channel and is

given by

C(h) =
1

2
log2

(
1 + |h|2 P

N

)
(1.2)

where h is the channel coefficient of the S−D link. However, if we further take the
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Figure 1.1: A source-destination S − D transmission pair with two intermediate
nodes R1,R2.

two nodes R1 and R2 into consideration, two questions will follow.

Question (i): What is the capacity of the S− {R1,R2} − D channel?

Question (ii): Will the transmission between S and D benefit from the involve-

ment of R1 and R2?

Question (i) was first tackled back in the 70’s of the last century by van der

Muelen [6] and Thomas Cover [7]. In [7], only an upper bound of the capacity of a

P2P channel with one intermediate node has been obtained. The intermediate node

is generally called a relay node, or simply a relay. Consequently, the P2P chan-

nel associated with one intermediate node is usually called a single-relay network,

while the network shown in Fig. 1.1 is called a multi-relay network. Unfortunately,

the exact capacity of a single-relay channel has been an unsolved problem. While

Question (i) has attracted a broad range of attention, a lot of scholars attempt

to comprehend this special kind of channel from the perspective of engineering via

answering Question (ii) [8–11]. Having found out that the answer to the question

is positive, they further raise the third question: “How can the intermediate relay

nodes R1 and R2 contribute to the transmission between S and D?” The answer to

this question is critical to understanding how the overall throughput of a multi-node

network can be improved by utilizing the relaying notion.
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1.1 Relay Channels

According to the conventional shortest-path routing scheme, the transmission from

S to D in Fig. 1.1 should be fulfilled via the direct S−D link since this path has the

least number of hops compared to the other paths such as the S−R1−D link and the

S−R2−D link. However this shortest-path routing scheme is not robust to channel

fluctuation. For instance, if the direct link S−D suffers from deep fading, then the

transmission to the destination node will be highly impaired, i.e., the power of the

received signal at the destination may be so low that the error rate of the received

signal is well above the required level.

However, the intermediate nodes R1 and R2 can provide a solution to circum-

vent the drawback of the shortest path strategy. At the moment when the direct

link is deeply distorted, there is a certain possibility that one of the S−R1−D and

S − R2 − D links is good enough to allow reliable transmission to the destination

node. Intuitively, transmitting the information frames via all the three paths, i.e.,

S− D, S− R1 − D and S− R2 − D, will be more robust to channel fading than via

the path S − D solely. This is the motivation to raise a new transmission strategy.

This kind of new transmission strategy is frequently called “cooperative communi-

cations” or “cooperative diversity” or “relaying”. In Fig. 1.1, the relays R1 and R2

can be idle mobile units in the cellular networks, or users in the ad-hoc networks,

or transmit units in the sensor networks.

In [8,9] the first cooperative communication system was studied. In this cooper-

ative system, two adjacent users transmit their information packets to the common

destination. The two users transmit alternately by using time-division multiple

access (TDMA). When one user transmits, the other user listens and records the

received signal. Afterwards, the other user will transmit the first data frame from its

buffer and suffixes the frame with the signal received previously from its peer user.
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In this way each data frame is received twice at the destination, one from its source

user, one from the other user. The implementation issues and the performance of

such a user-cooperative communication has also been discussed and studied in the

literature.

Almost in the same period, Laneman et.al. studied the cooperative commu-

nication system from the information theoretic point of view [10, 11]. They mainly

studied a single-relay cooperative system consisting of a source node, a destination

node and a relay node. They also proposed two relaying protocols, namely amplify-

and-forward (AF) and decode-and-forward (DF) protocols. In the AF protocol, the

source transmits one information frame, which is listened by both the relay and the

destination, during the first time slot. On the reception of the information frame

from the source, the relay amplifies the received signal according to its power con-

straint. Then during the second time slot, the relay forwards the amplified signal

to the destination, while the source keeps idle. Finally, the destination decodes the

information frame based on the received signal from the source and that from the

relay. It has been proved that the AF protocol achieves the full cooperative diver-

sity, i.e., diversity of two for a single-relay system with the direct S − D link. In

the DF protocol, after receiving the frame from the source, the relay decodes the

received signal, and then re-encodes the output of the decoder. During the second

time slot, the relay forwards the re-encoded frame to the destination. The diversity

of the DF protocol is only one for a single-relay system. However, some derivatives

of the DF protocol, e.g., the selection decode-and-forward (SDF) protocol [10], can

achieve the full diversity.

In this thesis, we will study the relaying schemes for single-relay one-way net-

works, multi-relay one-way networks, and multi-relay two-way networks. In a one-

way network, the channel only accommodates the directional information flow from

the source to the destination. In a two-way network, the channel accommodates the
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bidirectional information flowing from the source to the destination and vice versa

at the same time. For simplicity, in the rest of this thesis, a single-relay network

refers to a single-relaying one-way network, and a multi-relay network refers to a

multi-relay one-way network, unless otherwise mentioned.

1.2 Thesis Organization

The rest of this thesis is divided into six chapters.

In Chapter 2, the motivation for studying cooperative relaying systems will be

reviewed. Essentially, one of the challenges of designing efficient communication sys-

tems over wireless channels is to mitigate the impairment caused by fading. We will

first present several fading-mitigation methods, and describe the similarity between

the multiple-input multiple-output (MIMO) and relaying from the aspect of fading-

mitigation. This similarity gains academic attention, and leads to the mounting

studies on the relay channels. Then the relaying networks which will be considered in

this thesis will be introduced. They are single-relay networks, multi-relay networks

and multi-relay two-way relaying networks. The relaying methods for these scenar-

ios will also be briefly reviewed. They are amplify-and-forward (AF), decode-and-

forward (DF), selection decode-and-forward (SDF) and incremental amplify-and-

forward (IAF) protocols for single-relay networks; orthogonal relaying, distributed

space-time relaying and opportunistic relaying protocols for multi-relay networks;

distributed space-time relaying for multi-relay two-way relaying networks.

In Chapter 3, we will study single-relay cooperative systems. We will pro-

pose two new relaying protocols, namely incremental selection amplify-and-forward

(ISAF) and jointly incremental selection relaying (JISR) protocols. Both of them

can achieve the full diversity and can accomplish better outage performance than

the IAF scheme.
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In Chapter 4, we focus on the opportunistic relaying protocols for multi-relay

systems. Instead of coordinating a number of relays to forward the received sig-

nals, an opportunistic relaying protocol always selects a “best” relay according to

certain criteria, and allows only this relay to forward its received signals. We will

study the performance of several opportunistic relaying protocols with the maxmin

selection criterion. These opportunistic relaying protocols include opportunistic

decode-and-forward (ODF), opportunistic amplify-and-forward (OAF), opportunis-

tic selection decode-and-forward (OSDF), opportunistic incremental amplify-and-

forward (OIAF), opportunistic incremental selection amplify-and-forward (OISAF)

and opportunistic jointly incremental selection relaying (OJISR) protocols. We will

show that the OIAF, OISAF and OJISR schemes outperform the OAF, ODF and

OSDF schemes in terms of diversity-multiplexing tradeoff (DMT). Moreover, the

OISAF and OJISR schemes have accomplished better outage performance than the

OIAF scheme.

In Chapter 5, we will study the performance of the channel-state-information

assisted (CSI-assisted) opportunistic amplify-and-forward (OAF) relaying proto-

col associated with the maxmin relay selection criterion. In previous works that

evaluate the performance of the CSI-assisted AF protocol, the amplification term

(γ̄2xy)/(γ̄x + γ̄y + 1) is always approximated by (γ̄2xy)/(γ̄x + γ̄y) so as to simplify

the performance analysis, where γ̄ is the average signal-to-noise ratio (SNR), x and

y are randomly distributed channel gains. However, we will demonstrate that this

approximation fails to predict accurately the outage probability performance of the

CSI-assisted OAF with maxmin relay selection. To the best of our knowledge, there

is also a lack of such an analysis for the associated opportunistic relaying protocol,

i.e., CSI-assisted opportunistic OAF relaying protocol. In this chapter, we will de-

rive the upper and lower performance bounds of such a relaying protocol. Moreover,

we will study the asymptotic performance of the protocol.
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In Chapter 6, we will go on to study the multi-relay two-way relaying systems

with no direct link connecting the source node and the destination node. In a two-

way relaying system, the destination node also needs to transmit its information to

the source node. This two-way transmission can be easily fulfilled with four time

slots. During the first two time slots, the source transmits and the relay performs

the relaying transmission to the destination. Then during the other two time slots,

the destination and the relay collaboratively convey the transmission to the source.

However, this simple transmission scheme is poor in spectral efficiency. Recently, a

method called physical-layer network coding has been proposed to improve the spec-

tral efficiency of the two-way transmission. In the physical-layer network coding,

the source node and the destination node send out their information frames simul-

taneously during the first time slot while the relay node receives the signals. Then

the relay network-encodes the received frames from the source and the destination,

and broadcasts the network-coded frame to the source and the destination during

the second time slot. The source and the destination finally decode the informa-

tion frame of the other party based on the coded-frame from the relay. Here, we

will propose a new two-way relaying scheme which integrates the physical-layer net-

work coding and the opportunistic relaying scheme. Subsequently, we will evaluate

the performance of the new relaying protocol, and compare it with other two-way

relaying protocols.

Finally, Chapter 7 concludes this thesis and outlines some possible future di-

rections.
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Chapter 2

Cooperative Relaying

In this chapter, we first review some fading mitigation methods for use in wireless

communications as well as some performance measures of such channels. Then we

introduce the relaying notion — an attractive approach to suppress the impairment

of channel fading. We will further present research works on cooperative relaying

networks, including single-relay networks, multi-relay networks and multi-relay two-

way networks, which are the focuses of this thesis. At the same time, the motivation

of our study will be given.

2.1 Fading Channel

When a wireless communication channel suffers from a flat fading, the error rate

of the communication link will usually increase. Yet, there are ways to reduce the

effect of fading. In the following, we introduce several such methods, including chan-

nel coding, diversity, adaptive modulation, and multi-input multi-output (MIMO)

method.

Channel coding The essence of channel coding is to correct or detect the bit
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errors at the receiver by adding some redundancy bits in the transmission.

The simplest channel coding method is the repetition coding. In repetition

coding, a frame of symbols is transmitted repeatedly for a number of times.

Assume that the channel coefficient varies from frame to frame. By taking the

average of all the received frames, the fading effect can be reduced and there

is a good chance that the decoded result becomes correct. Well-known and

good channel codes include Reed-Solomon (R-S) codes, convolutional codes,

turbo codes and low-density parity-check (LDPC) codes. However, channel

coding can only correct or detect errors which occupy only a small fraction

of the entire frame. If a large part of the frame is erroneous, like error burst

caused by a slowly fading channel, channel coding may not work satisfactorily.

Therefore, channel coding is quite effective in mitigating the fast-fading effect,

but may not be so when combating slow fading.

Diversity The basic idea of diversity is to transmit several duplicates of the same

frame of symbols. Since each duplicate experiences different channel fading,

the effect of deep fading can be compensated by the strong signals in other good

channels. This technique is usually employed to tackle slow fading. General

diversity methods are time diversity, frequency diversity and spatial diversity.

However, time and frequency diversity will reduce the spectral efficiency of

the channel. Therefore, spatial diversity is more attractive in practice. One

of the well-known diversity technique is the reception diversity provided by

maximal-ratio-combining (MRC) the independently received signals arriving

at the multiple antennas of the receiver.

Adaptive modulation In adaptive modulation, the modulation scheme changes

according to the channel condition. If the channel is in a good condition, one

can transmit with a higher-order modulation scheme such as quadrature am-

plitude modulation (QAM) so as to increase the spectral efficiency. However,
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when the channel suffers from a deep fading, a lower-order modulation such

as binary phase-shift-keying (BPSK) should be used to reduce the error rate.

MIMO/space-time coding The notion of MIMO was inspired by the proposal of

transmit diversity by Alamouti [12], and also by the study of the capacity of

multi-antenna systems by Foschini [13] and Telatar [14]. Multi-input multi-

output transmission technique is indeed a systematic application of spatial

diversity. With the introduction of the space-time coding method [12, 15–17],

the MIMO concept has been made much more feasible. As of today, MIMO

technique is the most attractive method to suppress slow fading impairment.

Consider a communication link with a fading channel, the instantaneous signal-

to-noise ratio (SNR) at the receiver, denoted by γ, varies with time and space. To

measure the performance of such a communication link, two metrics, namely the

outage probability and the average symbol error rate (SER) are commonly used

[18]. In addition, diversity order can be used to further characterize the link perfor-

mance at the high SNR region. In the following, we briefly describe each of these

characteristics.

2.1.1 Outage probability

In wireless communications, if the channel coherence time Tc is much larger than

the symbol duration Ts, i.e. Tc À Ts, a deep fade will generate a burst of error

symbols, which is very difficult for channel codes to correct. The percentage of time

that the received SNR falls under a certain threshold γth, i.e. γ < γth, is called the

outage probability and is expressed as

Pout(γth) = Pr(γ < γth) =

∫ γth

0

f(γ)dγ (2.1)
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where f(γ) is the probability density function (pdf) of the random variable RV γ.

We can also define the outage probability from the information-theoretic per-

spective. Suppose that a capacity-approaching channel code is exploited in the fad-

ing channel. Since the instantaneous SNR γ is a time-varying RV, the instantaneous

mutual information I(γ) is also time varying. If the required transmission rate R is

fixed, then a reliable transmission is not achievable at the instance when the mutual

information is less than the required transmission rate R. Note that the channel

coefficient is assumed to be constant within the channel coherence time. Therefore,

each time when the mutual information falls below the required transmission rate

R, it will last for the duration of the channel coherence time, i.e., Tc. Consequently,

the probability that the mutual information I(γ) is smaller than the required trans-

mission rate R can be regarded as the outage probability. Mathematically, it is

expressed as

Pout = Pr(I(γ) < R) = Pr(γ < I−1(R)). (2.2)

Comparison between (2.2) and (2.1) clearly shows that both definitions are equiva-

lent.

2.1.2 Average symbol error rate (SER)

On the other hand, if Tc ≈ Ts, the detection error for each symbol is independent,

and a burst of errors occurs with a very low probability. In this case, channel coding

is an effective way to recover the fading-induced symbol errors of a codeword. We

denote the instantaneous symbol error rate by Pser = e(γ), where e(·) is determined

by the modulation scheme being used over AWGN channel. For instance, e(x) =

Q(
√

2x) for the binary phase-shift-keying (BPSK) modulation scheme where Q(·)
denotes the Q-function. Here, the appropriate figure-of-merit is the average SER,
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which can be evaluated using

P̄ser =

∫ ∞

0

e(γ)f(γ)dγ. (2.3)

2.1.3 Diversity order

Diversity order is a metric which measures how fast the outage probability or the

average SER decreases with the SNR at the high SNR region. Mathematically, the

diversity order d is defined as

d = − lim
γ̄→∞

log Pout(γ̄)

log γ̄
or d = − lim

γ̄→∞
log Pser(γ̄)

log γ̄
(2.4)

where γ̄ = P/N0 with P being the transmitted power and N0 the power density of

additive white Gaussian noise (AWGN) at the receiving end.

2.2 MIMO and Relaying

The MIMO technique can not only improve the reliability of the channel between the

transmitter and the receiver [12, 15–17], but also boost the capacity of the channel

[13]. It can further achieve diversity and multiplexing flexibly so as to meet the

demands of different users [19]. Due to its promising features, the MIMO technique

has been adopted in the IEEE 802.11n (Wireless Local Area Networks, WLANs)

and the IEEE 802.16 (Worldwide Interoperability for Microwave Access, WiMAX)

standards.

The use of the MIMO technique normally requires the installation of multiple

antennas as well as a large amount of processing power. Consequently, small-size

and/or power-limited devices such as mobile phones, personal digital assistants and

sensors may not be able to make use of the MIMO technique. Alternatively, by
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Figure 2.1: Comparison of a MIMO channel and a relay channel.

forming a “virtual” MIMO network, even devices with a single antenna can enjoy the

benefits of a MIMO system. Fig. 2.1(a) shows the model of a MIMO channel with Nt

transmitting antennas and Nr receiving antennas; while Fig. 2.1(b) shows the model

of a virtual MIMO channel consisting of a transmit cluster with one transmitter

and Nt transmit relays, and a receiver cluster with one destination and Nr receive

relays. Furthermore, in Fig. 2.1(b), each device is equipped with a single antenna.

In the virtual MIMO network, the transmitter can first transmit the information

to the relays in the transmit cluster. Assuming that these relays can successfully

decode the received signal, the transmitter can then work in collaboration with these

relays to perform beamforming or space-time coding. At the same time, the receive

cluster will form a virtual multi-antenna array to coordinate the signal reception
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process. Such a virtual MIMO network can technically fulfill the functions of a

MIMO channel, but in a distributed way. As we can observe, the virtual MIMO

network is very much similar to a relay channel, which was first studied three decades

ago [7]. Consequently, the development of MIMO technologies early this century

have re-drawn academic interest to the study of relay channels.

Moreover, in a portable device, the power of the transmitted signal is tens of

dB higher than that of the received signal. Therefore, receiving incoming signals

and transmitting signal simultaneously requires a very high isolation between the

receiving RF module and the transmitting RF module. This is very difficulty and

expensive to achieve, if not impossible. For most portable devices, the price and

the circuit complexity are the main concerns. It is especially true for simple devices

like sensor nodes. Therefore most portable devices do not support simultaneous

transmission and reception in the same bandwidth. This constraint is conventionally

called the half-duplex constraint. To overcome this constraint, the transmission and

the reception tasks are fulfilled orthogonally in time, like time-division (TD), or in

frequency, like frequency-division (FD).

Mainly focusing on small devices with simple communication circuits, most

relaying-related research works assume that all nodes including sources, relays and

destinations are only equipped with a single antenna, and all the antennas work

on the half-duplex mode. The same assumption is applied in this thesis, unless

mentioned otherwise. We also assume that the source sends information frame by

frame, and the time period occupied by the transmission of an information frame

is denoted as one time slot. Based on the above assumptions, direct transmission

(DT) and direct repeat-transmission (DRT) are defined as follows.

Direct transmission (DT) Direct transmission refers to the transmission of one

information frame via the direct source-destination link during one time slot.
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Direct repeat-transmission (DRT) Direct repeat-transmission refers to the trans-

mission of one information frame via the direct source-destination link during

one time slot followed by a retransmission of the same information frame via

the direct link in a consecutive time slot. Subsequently, the destination de-

codes the information frame based on the maximum-ratio-combining (MRC)

of the received signals from both time slots.

2.3 Relaying Methods

Even though the channel capacity of general relaying channels is still an open prob-

lem [7], researchers have found that by making use of the relays, which are located

somewhere between the source and the destination, the reliability of the transmis-

sion from the source to the destination can be improved, and the transmission range

of the source will be increased [8–10]. The present research concerning the relaying

networks has been mainly focused on the design of the forwarding method in the

relay. In the following we will briefly review some of the relaying methods designed

for relaying networks.

2.3.1 Relaying methods for single-relay networks

We consider a single-relay network consisting of a source, a destination and a relay,

as shown in Fig. 2.2. We suppose that the source needs to send information frames

to the destination. According to the conventional shortest-path(hop) routing scheme

of Ad hoc networks, the information transmission should be allocated via the direct

S − D link. However, the shortest-path transmission scheme may not be robust to

channel fading. For instance, the S − D link may undergo a deep fading and the

received signal-to-noise ratio (SNR) at the destination side becomes lower than the
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Figure 2.2: The system model of a user-cooperation system with one relay. S denotes
the source, R denotes the relay and D denotes the destination. All terminals are
equipped a single antenna.

minimum required SNR for successful signal-frame decoding. Subsequently, the au-

tomatic repeat-request (ARQ) protocol at the destination will signal the source to

retransmit the same frame repeatedly, until the frame can be decoded successfully

at the destination. If the deep fading of the S − D link lasts for a long time, the

re-transmissions via the deep fading link will continue, thus reducing the spectral

efficiency of the communication system. In the relaying notion, the source can make

use of the relay to forward the information frame to the destination. The transmis-

sion from the source and the forwarding from the relay accomplish a diversity of

two, which is more robust than the direct transmission which has a diversity of only

one.

We further review some relaying methods which consume make use of a single

relay to assist forwarding the information frame to the destination. It is assumed

that the source broadcasts one information frame in the first time slot, and both

the relay and the destination listen to the broadcast, as illustrated in Fig. 2.3.

Decode-and-forward (DF) In the decode-and-forward protocol, the relay attempts

to decode the received signal from the source during the first time slot. It then

re-encodes the decoded frame (may or may not decoded successfully) and for-

wards it to the destination in the second time slot.

Amplify-and-forward (AF) In the amplify-and-forward protocol, the relay am-
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Figure 2.3: Signal flowing of a single-relay network. Solid line represent the signal
flow during the first time slot; dashed line represent the signal flow during the second
time slot.

plifies the received signal and forwards it to the destination in the second time

slot.

Selection decode-and-forward (SDF) In the selection DF (SDF) protocol, ei-

ther DF or DT is chosen in the second time slot according to the link quality

between the source and the relay. Specifically, if the S−R link is good so that

the relay can successfully decode the received signal frame in the first time

slot, then the relay forwards the information frame to the destination in the

second time slot. If the relay fails to decode the received frame, the source

will retransmit the same information frame to the destination directly in the

second time slot. Fig. 2.4 illustrates the flow of the SDF protocol.

The relaying methods mentioned above consume two time slots to transmit

one information frame. Consequently, the effective information rate reduces to half

of the transmission rate. To achieve a higher information rate, the incremental

amplify-and-forward protocol has been proposed [10].

Incremental amplify-and-forward (IAF) In the incremental AF (IAF) proto-
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second time slot

Yes

Figure 2.4: The flow chart of the SDF relaying protocol.

col, the source performs broadcasting during the first time slot. Then, de-

pending on the destination being or not being able to decode the received

frame correctly, the destination will broadcast a one-bit information message,

success or failure, to the source and the relay. It is assumed that this feedback

message is encoded with low-rate codes such that it can always be correctly

decoded by the source and the relay. In particular, if the destination is unable

to correctly decode the received frame during the first time slot, it sends out a

“failure” feedback. After receiving the “failure” feedback from the destination,

the relay will amplify-and-forward what it has received from the source to the

destination. Otherwise, the destination sends out a “success” message. After

receiving the “success” feedback, the relay does nothing during the following

time slot while the source will make use of the time slot to transmit the next

information frame to the destination. Since there are occasions that some in-
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Figure 2.5: The flow chart of the IAF relaying protocol.

formation frame might be successfully transmitted during the first time slot,

the second time slot can be spared, resulting in a better spectral efficiency.

Fig. 2.5 shows the flow chart of the IAF protocol.

2.3.2 Relaying methods for multi-relay networks

Under some conditions, such as in dense sensor networks, each source-destination

pair is surrounded by a number of nodes. These nodes are potential relays as long as

they locate within the transmission ranges of both the source and the destination.

The multiplicity of relays adds more challenges to design efficient, effective and

relatively simple relaying methods that can allow simple detecting method to be

used at the destination. In particular, the following factors should be taken into

consideration when designing the protocols.
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Figure 2.6: The system model of a user-cooperation system with multiple relays. S
denotes the source, Ri, (i = 1, . . . , L) denotes the relays and D denotes the destina-
tion. All terminals are equipped a single antenna.

1. Diversity order that the relaying scheme can achieve.

2. Spectral efficiency of the relaying scheme.

3. Complexity of the signal detection and combining methods used at the relays

and the destination.

4. Robustness to synchronization errors.

5. Interference among the transmissions from the source and the relays.

6. Power allocation among the relays.

In the following, we will review some relaying protocols designed for a multi-

relay system with L relays, such as the one shown in Fig. 2.6. In the figure, the
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Figure 2.7: The temporally orthogonal relaying scheme for a multi-relay system.
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Figure 2.8: Distributed space-time coding for a multi-relay system.

relays are indexed; specifically, Ri, (i = 1, . . . , L) denotes the ith relay.

Orthogonal relaying The simplest way to exploit the L relays is to assign orthog-

onal transmission slots – time slots or frequency slots – to the relays to avoid

any transmission interference. For instance, the L relays can sequentially for-

ward the information frame in L consecutive time slots. In this relaying mode,

each transmission occupies L + 1 time slots with the first one assigned to

the source and the other L time slots assigned to the L relays, as shown in

Fig. 2.7. This protocol, known as orthogonal relaying, is simple but has very

poor spectral efficiency [11,20–28].

Distributed space-time coding One way to maintain the same spectral efficiency

as a single-relay system is that the L relays transmit simultaneously based on

the distributed space-time coding technique [29–36]. As shown in Fig. 2.8, dur-
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Figure 2.9: The opportunistic relaying for a multi-relay system.

ing the first time slot, the source broadcasts one information frame; during the

second time slot the L relays encode the received signals into L frames, which

form a distributed space-time codeword, and then transmit the L frames si-

multaneously to the destination. Finally, the destination decodes the received

signals by using similar decoding techniques for conventional space-time cod-

ing. The key challenge here is to ensure synchronization among the relays. Re-

cently, some distributed space-time coding robust to the asynchronous multi-

relay channels have also been proposed and studied [37–42].

Opportunistic relaying Another way to improve the spectral efficiency is to en-

dorse only the “best” relay to transmit for each transmission. Specifically,

during the second time slot, only the “best” relay can forward the received

information frame to the destination, while the other relays remain idle, as

illustrated in Fig. 2.9. This relaying strategy is called opportunistic relaying.

Bletsas et. al. [43, 44] conceived a best-relay selection algorithm which can

be easily implemented in a distributed maner. Since then, the opportunistic

relaying methods have been further studied [45–53]
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2.3.3 Relaying methods for multi-relay two-way communi-

cation networks

Compared to the MIMO communication method, the cooperative relaying not only

preserves the benefits inherent from the MIMO technique, but also possesses a few

more remarkable advantages. However, implanting the benefit of the MIMO systems

to the relaying systems is not a trivial work because of the technical challenges faced

by the relaying methodology, such as relaying methods, synchronization, resource

allocation, and encoder and decoder design. As described previously, distributed

space-time codes [31, 34, 54–58] and opportunistic relaying [43, 52, 59, 60] are initia-

tives that tackle these challenges and possess the inherent advantages.

At the same time, network coding is a promising technique aiming to improve

the throughput of communication systems [61–63]. Motivated by this innovative

throughput-boosting method, physical-layer network coding has been proposed to

improve the information transmission efficiency in wireless communication systems

[64, 65]. The improvement of system throughput can be demonstrated by a simple

example. Referring to Fig. 2.10, we assume that S and D have one information frame

for each other. Subject to the conventional medium access control (MAC) strategy

of wireless communications, S will send its frame to the intermediate node R first,

then R forwards the frame to D. Afterwards, D sends its frame to R, and R passes

it to S. In this way, to fulfill the two-way transmission, totally four time slots will

be consumed. The overall throughput is 0.5 frame/time slot. In the transmission

scheme when network coding is used, S and D will send their information frames

simultaneously to R in the first time slot. Then having received the superposition

of these two frames, R broadcasts it back to both S and D. Subsequently, S and D

can decode the information frame from the other party based on this broadcasted

signal. Such a transmission scheme requires only two time slots to send one frame.
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Without network coding

With network coding

Figure 2.10: The two-way transmission without network coding versus the two-way
transmission with network coding.
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Figure 2.11: The system model of a user-cooperation system with one relay. S
denotes the source, R denotes the relay and D denotes the destination. All terminals
are equipped a single antenna.

Thus, it achieves an overall throughput of 1 frame/time slot, which is two times

higher than that of the transmission scheme without network coding. With an aim

to integrating the benefits of relaying and network coding, distributed space-time

coding (STC) with modular network coding for two-way relaying systems has been

proposed [66].

2.4 System Model and Performance

We re-draw Fig. 2.2 as Fig. 2.11. Referring to Fig. 2.11, ai,j represents the chan-

nel coefficient between terminal i and terminal j. We assume that as,d, as,r and

ar,d are independent of one another and are Rayleigh distributed1, i.e., ai,j follows

1In this thesis, all channel amplitudes |ai,j | are assumed to be Rayleigh distributed random
variables unless specified otherwise.
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Figure 2.12: Signal flowing of a single-relay network. Solid line represent the signal
flow during the first time slot; dashed line represent the signal flow during the second
time slot.

CN (0, σ2
i,j). Thus, |ai,j|2 are exponentially distributed random variables with param-

eter σ−2
i,j . Let the received SNR be γi,j = |ai,j|2γ̄i,j, where γ̄i,j denotes the received

SNR when |ai,j|2 = 1, i.e., no channel gain. Let Ps be the transmitted power of the

source, and Pr be the transmitted power of the relay. We assume that the variance

of the zero-mean complex AWGN at the receiver side (the relay/the destination)

is N0. Then the SNRs γ̄i,j can be explicitly expressed by γ̄s,r = γ̄s,d = Ps/N0 and

γ̄r,d = Pr/N0. For simplicity, we set γ̄s = γ̄s,r = γ̄s,d.

2.4.1 Single-relay networks

We re-draw Fig. 2.3 as Fig. 2.12. As shown in Fig. 2.12, signal frames are sequentially

broadcasted from the source S, and transmitted through the S − D link and the

S − R − D link. We assume that the transmission from the source and the signal

forwarding from the relay are fulfilled during two consecutive time slots (except for

the IAF protocol).

During the first time slot, the source broadcasts the first buffered signal frame.

32



This transmission is also called direct transmission (DT). We assume that each

signal frame contains N symbols and we denote the frame by the column vector

x = [x(1), x(2), · · · , x(N)]T , where the element x(j) represents the jth transmitted

symbol (such as a QPSK symbol) in baseband form. Denoting the received vector

at the relay by y = [y(1), y(2), · · · , y(N)]T , we have

y(j) = as,r

√
Psx(j) + n(j), for j = 1, 2, . . . , N (2.5)

where n(j) is a complex AWGN with distribution CN (0, N0). The relay will process

the received signal frame and then, dependent on the protocol used, may or may

not forward the processed signal frame to the destination in the second time slot.

2.4.1.1 Decode-and-forward (DF) protocol

After the broadcasting of x from the source S, the relay R is required to decode the

received frame of symbols if it is operated in the DF mode. We assume that the

channel state information is known to the receiver. Then, each received frame is

decoded with the maximal-likelihood detection, and the decoded frame at the relay

x̂ = [x̂(1), x̂(2), · · · , x̂(N)]T is determined in the favor of

x̂ = arg min
x∈XN

‖y − as,r

√
Psx‖2

2 (2.6)

or

x̂(j) = arg min
x∈X

|y(j)− as,r

√
Psx| (2.7)

where X is the modulation constellation of each input signal, ‖x‖2 represents the

l2-norm of the vector x , and |x| denotes the amplitude of x. Then in the second

time slot, the relay R forwards the detected signal packet x̂ to the destination D.

At the end of the second time slot, the destination D will perform decoding
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based on the two received frames from the source S and from the relay R. The

received signal from S is given by

s(j) = as,d

√
Psx(j) + u(j) (2.8)

and the received signal from R is given by

r(j) = ar,dt(j) + w(j) = ar,d

√
Prx̂(j) + w(j) (2.9)

where t(j) =
√

Prx̂(j) is the forwarded signal from the relay, u(j) and w(j) are

independent and identically distributed AWGNs with the distribution CN (0, N0).

Denoting the decoded frame at the destination by x̃ = [x̃(1), x̃(2), · · · , x̃(N)]T ,

the optimal detection rule, which is the maximum likelihood (ML) detection and

minimizes the symbol error rate, is [67]

x̃(j)

= arg max
x∈ X

{
p(|as,r|2γ̄s) exp

(
− [(a∗s,ds(j) + a∗r,dr(j))− (|as,d|2

√
Psx− |ar,d|2

√
Prx)]2

2σ2

)

+(1− p(|as,r|2γ̄s)) exp

(
− [(a∗s,ds(j) + a∗r,dr(j))− (|as,d|2

√
Psx + |ar,d|2

√
Prx)]2

2σ2

)}
.

where p(|as,r|2γ̄s) is the detection error of x̂(j) at the relay, the ∗ sign denotes the

conjugate operation, and σ2 = (|as,d|2+ |ar,d|2)N0. However, the optimal detection is

difficult to realize. Instead, simpler demodulation methods are employed to detect

the transmitted symbol. These methods are unified by [67]

x̃(j) = arg min
x∈X

|ks,ds(j) + kr,dr(j)− ks,das,dx− kr,dar,dx| (2.10)

where ks,d and kr,d are the decoding weights to be designed.
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2.4.1.1.1 ks,d = a∗s,d and kr,d = a∗r,d : The simplest way is to assign ks,d = a∗s,d

and kr,d = a∗r,d. Then the instantaneous mutual information is given by [10]

IDF =
1

2
min{log(1 + γs,r), log(1 + γs,d + γr,d)} (2.11)

and the outage probability is equal to

Pout,DF = Pr(IDF < R/2) = Pr(min{γs,r, γs,d + γr,d} < 2R − 1)

∼ σ−2
s,r

γth

γ̄s

(2.12)

where γth = 2R− 1, and the ∼ sign denotes the asymptotic equivalence 2. Since two

consecutive time slots are occupied by the transmission of one information frame, the

effective information rate is half of the transmission rate of each time slot, i.e., R/2.

The equation (2.12) implies that an outage event occurs whenever the instantaneous

mutual information cannot maintain the effective information rate, i.e., IDF < R/2.

Clearly, the simple detection method of assigning ks,d = a∗s,d and kr,d = a∗r,d is not

able to achieve the full diversity of two [67][25].

2.4.1.1.2 ks,d = a∗s,d and kr,d = min{|as,r|2, |ar,d|2}/ar,d : To utilize the full diver-

sity advantage, Wang et. al. [67][25] proposed a suboptimal demodulation method,

namely cooperative maximal-ratio-combining (C-MRC) detection. In C-MRC, the

weights are set to ks,d = a∗s,d and kr,d = a2
eq/ar,d, where a2

eq = min{|as,r|2, |ar,d|2}.
The instantaneous mutual information is then

IDF,C-MRC =
1

2
log(1 + γs,d + min{γs,r, γr,d}) (2.13)

2Since the outage probability Pout is a decreasing function of average SNR γ̄, it can be expanded
into a polynomial of 1/γ̄, that is, Pout =

∑∞
i=d ci(1/γ̄)i with cd > 0 and ci ≥ 0 for i ≥ d+1. When

γ̄ is large, Pout would be dominated by the first term cd(1/γ̄)d. Therefore, we say cd(1/γ̄)d is the
asymptotic equivalence of Pout, denoting as Pout ∼ cd(1/γ̄)d.
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and the outage probability is given by

Pout,DF,C-MRC = Pr(IDF,C-MRC < R/2) ∼ (σ−2
s,r + σ−2

r,d )σ−2
s,d

γ2
th

γ̄s
2

(2.14)

Furthermore, when BPSK modulation scheme is employed, the average bit error

rate (BER) P̄ber,C-MRC is bounded above by [67]

P̄ber,C-MRC ≤ f(γ̄) ∼ (kC-MRC · γ̄s)
−2 (2.15)

where kC-MRC is a constant dependent on σ2
s,d, σ2

s,r and σ2
r,d.

2.4.1.2 Amplify-and-forward (AF) protocol

In the AF protocol, the received signal at the relay is merely amplified and then

forwarded. The amplification is determined such that the transmitted power from

the relay meets the power constraint. Recall that the frame received by the relay is

denoted by y = [y(1), y(2), · · · , y(N)]T . In the AF relaying mode, the signal frame

forwarded by the relay is expressed as

t(j) =

√
Pr

αPs + N0

y(j) (2.16)

where α equals |as,r|2 for the CSI-assisted AF relaying method [10, 20, 68, 69], or

equals a constant for the fixed-gain AF relaying method [70, 71]. The fixed-gain

AF relaying is further classified into two categories — blind relaying and semi-blind

relaying. In the blind relaying, α is an arbitrary positive constant [72]; while in the

semi-blind relaying, α equals E[|as,r|2].

Combining (2.5) and (2.16), the received signal r(j) at the destination during
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the second time slot can be expressed as

r(j) = ar,dt(j) + w(j)

= ar,d

√
Pr

αPs + N0

as,r

√
Psx(j) + ar,d

√
Pr

αPs + N0

n(j) + w(j). (2.17)

Denoting γr as the equivalent SNR of the received signal r(j), we can obtain [68]

γr =
|ar,d|2Pr|as,r|2Ps

(|ar,d|2Pr + αPs + N0)N0

=
γr,dγs,r

γr,d + αγ̄s + 1
. (2.18)

The instantaneous mutual information is then given by [10]

IAF =
1

2
log(1 + δs,dγs,d + γr) =

1

2
log(1 + γsrd) (2.19)

where δs,d = 1 if the direct S− D link is available, otherwise δs,d = 0; and

γsrd = δs,dγs,d + γr (2.20)

denotes the equivalent SNR of the single-relay network. Furthermore, the outage

probability can be calculated by

Pout,AF = Pr(IAF < R/2) = Pr(γsrd < 2R − 1) = Pr(γsrd < γth) (2.21)

where γth = 2R − 1.

2.4.1.2.1 Case I: CSI-assisted AF relaying scheme is employed and the

direct link is not available : The equivalent SNR γsrd becomes

γsrd,I =
γr,dγs,r

γr,d + γs,r + 1
≈ γr,dγs,r

γr,d + γs,r

(2.22)
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and the outage probability can be derived using [68][20]

Pout,AF,I = 1− 2γth√
γ̄sγ̄r,d

K1

(
2γth√
γ̄sγ̄r,d

)
exp

(
−γth

γ̄s + γ̄r,d

γ̄sγ̄r,d

)
(2.23)

where K1(·) is the first order modified Bessel function of the second kind [73]. Fur-

thermore, by using the approximation
γr,dγs,r

γr,d+γs,r+1
≈ γr,dγs,r

γr,d+γs,r
, the moment generation

function (MGF) of the equivalent SNR γsrd,I has been derived as [68]

Mγsrd,I
(s) =

16

3γ̄sγ̄r,d

(
1
γ̄s

+ 1
γ̄r,d

+ 2√
γ̄sγ̄r,d

+ s
)2

×

 4( 1

γ̄s
+ 1

γ̄r,d
)

(
1
γ̄s

+ 1
γ̄r,d

+ 2√
γ̄sγ̄r,d

+ s
) 2F1

(
3,

3

2
;
5

2
;

1
γ̄s

+ 1
γ̄r,d

− 2√
γ̄sγ̄r,d

+ s

1
γ̄s

+ 1
γ̄r,d

+ 2√
γ̄sγ̄r,d

+ s

)

+ 2F1

(
2,

1

2
;
5

2
;

1
γ̄s

+ 1
γ̄r,d

− 2√
γ̄sγ̄r,d

+ s

1
γ̄s

+ 1
γ̄r,d

+ 2√
γ̄sγ̄r,d

+ s

)]
(2.24)

where 2F1(·, ·; ·; ·) is the Gauss hypergeometric function [73]. Note that a similar

result can be found in [20], but not expressed in terms of the Gauss hypergeometric

function.

For the BPSK modulation scheme, the average SER can then be calculated by

exploiting the MGF Mγ(·) of the equivalent SNR and using

Pser =
1

π

∫ π/2

0

Mγ

(
− 1

sin2 θ

)
dθ. (2.25)

For other sophisticated modulation schemes, please refer to Sections 5.1 and 8.2 of

[74] for the detailed relationship between the average SER and the MGF of the SNR.

(Note that under the same approximation
γr,dγs,r

γr,d+γs,r+1
≈ γr,dγs,r

γr,d+γs,r
, the outage perfor-

mance and the MGF of the equivalent SNR for the same system over Nakagami-m

fading channels have also been studied in [69].)
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2.4.1.2.2 Case II: Fixed-gain AF relaying scheme is employed and the

direct link is not available : The equivalent SNR becomes

γsrd,II =
γr,dγs,r

γr,d + αγ̄s + 1
(2.26)

and the outage probability is given by [70]

Pout,AF,II = 1− 2

√
(αγ̄s + 1)γth

γ̄sγ̄r,d

K1

(
2

√
(αγ̄s + 1)γth

γ̄sγ̄r,d

)
exp

(
−γth

γ̄s

)
. (2.27)

Further, the MGF of the equivalent SNR γsrd,II is calculated by [70]

Mγsrd,II
(s) =

1

γ̄ss + 1
+

(αγ̄s + 1)γ̄ss exp( (αγ̄s+1)
γ̄r,d(γ̄ss+1)

)

γ̄r,d(γ̄ss + 1)2
Ei

(
(αγ̄s + 1)

γ̄r,d(γ̄ss + 1)

)
. (2.28)

By substituting (2.28) into (2.25), the average BER of the system can be found

under BPSK modulation.

2.4.1.2.3 Case III: CSI-assisted AF relaying scheme is employed and the

direct link is available : The equivalent SNR is given by

γsrd,III =
γr,dγs,r

γr,d + γs,r + 1
+ γs,d. (2.29)

Recall that the pdf of γs,d is expressed as p(γs,d) = 1
γ̄s

exp
(
−γs,d

γ̄s

)
. Using (2.21) and

(2.23), we can obtain the outage probability as

Pout,AF,III =

∫ γth

0

[
1− 2(γth − γ)√

γ̄sγ̄r,d

K1

(
2(γth − γ)√

γ̄sγ̄r,d

)
exp

(
−(γth − γ)(γ̄s + γ̄r,d)

γ̄sγ̄r,d

)]

× 1

γ̄s

exp

(
− γ

γ̄s

)
dγ (2.30)
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Note that the result is derived by exploiting the approximation
γr,dγs,r

γr,d+γs,r+1
≈ γr,dγs,r

γr,d+γs,r
.

Further, the equivalent SNR γsrd,III equals γsrd,I + γsd. Since γsd and γsrd,I are

independent, the MGF of γsrd,III can be calculated by

Mγsrd,III
(s) = Mγsd

(s)Mγsrd,I
(s) =

1

1 + γ̄ss
Mγsrd,I

(s). (2.31)

By substituting (2.31) into (2.25), the average BER of the system can be found

under BPSK modulation.

2.4.1.2.4 Case IV: Fixed-gain AF relaying scheme is employed and the

direct link is available : The equivalent SNR is given by

γsrd,IV =
γr,dγs,r

γr,d + αγ̄s + 1
+ γs,d. (2.32)

Similar to the derivation of (2.30), by using the pdf of γs,d and (2.27), we obtain the

outage probability as

Pout,AF,IV =

∫ γth

0

[
1− 2

√
(αγ̄s + 1)(γth − γ)

γ̄sγ̄r,d

K1

(
2

√
(αγ̄s + 1)(γth − γ)

γ̄sγ̄r,d

)

× exp

(
−(γth − γ)

γ̄s

)]
1

γ̄s

exp

(
− γ

γ̄s

)
dγ (2.33)

Since the equivalent SNR γsrd,IV = γsrd,II + γsd, and γsrd,II and γsd are independent,

the MGF of γsrd,IV is given by

Mγsrd,IV
(s) = Mγsd

(s)Mγsrd,II
(s) =

1

1 + γ̄ss
Mγsrd,II

(s). (2.34)

By substituting (2.34) into (2.25), the average BER of the system can be found

under BPSK modulation.
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2.4.1.3 Selection decode-and-forward (SDF) protocol

The SDF protocol is the selective combination of the DF relaying and the DRT.

Therefore, the mutual information of the SDF protocol is derived based on those of

the DF and the DRT. The mutual information of the DF protocol is given by (2.11),

i.e.,

IDF =
1

2
min{log(1 + γs,r), log(1 + γs,d + γr,d)}

=
1

2
min{log(1 + γ̄s|as,r|2), log(1 + γ̄s|as,d|2 + γ̄r,d|ar,d|2)} (2.35)

while the mutual information of DRT can be calculated using

IDRT =
1

2
log(1 + 2γ̄s|as,d|2). (2.36)

The switching between the DF relaying and the DRT depends on the qualify of the

S−R link. Specifically, if the relay can successfully decoded the received signal, i.e.,

log(1 + γ̄s|as,r|2) > R, the DF relaying will be applied. Otherwise, the DRT will be

used. Thus, it can be readily shown that the instantaneous mutual information of

SDF is given by [10]

ISDF =





IDF, if |as,r|2 ≥ g(γ̄s)

IDRT, if |as,r|2 < g(γ̄s)

(2.37)

where

g(γ̄s) =
2R − 1

γ̄s

. (2.38)

In (2.37), |as,r|2 ≥ g(γ̄s) is derived from log(1 + γ̄s|as,r|2) > R. It represents the

scenario that the SNR of the received signal frame at the relay is strong enough for

the relay to successfully decoded the received frame. The outage probability of SDF

41



is hence given by [10]

Pout,SDF = Pr(ISDF < R/2) ∼ 1

2σ2
s,d

σ2
s,r + σ2

r,d

σ2
s,rσ

2
r,d

(
2R − 1

γ̄s

)2

(2.39)

2.4.1.4 Incremental amplify-and-forward (IAF) protocol

The IAF protocol is the selective combination of the AF relaying and the DT trans-

mission. The mutual information of the DT transmission is given by

IDT = log(1 + γ̄s|as,d|2) (2.40)

and the mutual information of the AF relaying is given by (2.19) when the direct

link is available, i.e.,

IAF =
1

2
log(1 + γs,d + γr). (2.41)

The quality of the direct S − D link determines the switching between these two

transmission schemes. If the DT transmission fails, i.e., IDT < R, the AF relaying is

activated. Therefore, the instantaneous mutual information of IAF is expressed by

[10]

IIAF =





IDT, if |as,d|2 ≥ g(γ̄s)

IAF, if |as,d|2 < g(γ̄s)

(2.42)

and the outage probability is given by [10]

Pout,IAF = Pr(IIAF < R/2) ∼ 1

2σ2
s,d

σ2
s,r + σ2

r,d

σ2
s,rσ

2
r,d

(
2R − 1

γ̄s

)2

. (2.43)

In the IAF protocol, whenever the destination fails decoding the received signal

in the first time slot, the relay is asked to amplify-and-forward the received signal

to the destination in the second time slot. However, there is a possibility that one
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Figure 2.13: The system model of a user-cooperation system with multiple relays.
S denotes the source, Ri, (i = 1, . . . , L) denotes the relays and D denotes the desti-
nation. All terminals are equipped a single antenna.

round of re-transmission of the same information frame from the source will provide

enough extra information for the destination to achieve successful decoding. In this

case, the DRT scheme should be used. Motivated by this observation and based

on the IAF protocol, we have proposed two new relaying protocols, namely the

incremental selection amplify-and-forward (ISAF) and joint incremental selection

relaying (JISR), which will be described and analyzed in Chapter 3.

2.4.2 Multi-relay networks

We re-draw the multi-relay network in Fig. 2.6 as Fig. 2.13. In Fig. 2.13, as,i and ai,d

denote the channel coefficients of the S − Ri link and the Ri − D link, respectively

(i = 1, 2, . . . , L).
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2.4.2.1 Orthogonal relaying

In the orthogonal relaying, the L relays transmit orthogonally. In this simplest

relaying scheme for use in multi-relay systems, each relay occupies one exclusive

time slot or frequency slot.

2.4.2.1.1 Orthogonal DF relaying : When the orthogonal relaying scheme

uses DF, the outage probability is given by [11]

Pout,DF,⊥ = Pr(IDF,⊥ <
R

L + 1
) =

∑

D(r)

Pr(D(r)) Pr

(
IDF,⊥ <

R

L + 1
|D(r)

)
(2.44)

where D(r) is the set of relays which can successfully decode the signal received

from the source during the first time slot. The mutual information conditioned on

D(r) is further given by

IDF,⊥ =
1

L + 1
log


1 + γs,d +

∑

i∈D(r)

γi,d


 (2.45)

where γi,d is the SNR of the Ri − D link. The asymptotic outage probability of

this relaying scheme, which is derived as (12) in [11], indicates that this scheme can

achieve the full diversity. Apart from the asymptotic analysis, an exact expression of

the outage probability has been provided in [23]. In this relaying scheme, each relay

has to be intelligent enough to determine whether it can successfully decoded the

received signal or not. Furthermore, the destination should be informed to ignore

the received signals during the corresponding time slots assigned to those relays

which cannot decode unsuccessfully.

To make a complete use of the information of all relays, two other full-diversity-

achieving DF relaying methods have been proposed [25, 27]. For example, in [25],

the L relays make a hard decision on each of the symbols in the received frame
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and forward them to the destination without checking whether successful decoding

is achieved or not. Then the destination decodes the received signals by assigning

each received signal a relay-associated weight and using maximal ratio combining

(MRC). Such a relaying scheme is called cooperative MRC (C-MRC) reception (cf.

Sect. 2.4.1.1.2). In this relaying scheme, the duty of each relay is much simpler

because there is no need to distinguish the decodability of the received frame.

2.4.2.1.2 Orthogonal AF relaying When each relay uses the AF relaying, the

equivalent SNR of the MRC received signal at the destination is given by [24]

γAF,⊥ = γs,d +
L∑

i=1

γi

= γs,d +
L∑

i=1

γs,iγi,d

γi,d + αiγ̄s + 1
(2.46)

where γi is the equivalent SNR of the S − Ri − D link; and αi = |as,i|2 for the

CSI-assisted AF relaying method, αi = E[|as,i|2] for the semi-blind fixed-gain AF

relaying method, and αi is an arbitrary constant for the blind fixed-gain AF relaying

method. Since γi (i = 1, 2, . . . , L) are independent, the MGF of γAF,⊥ is given by

MγAF,⊥(s) = Mγs,d
(s)

L∑
i=1

Mγi
(s). (2.47)

For the fixed-gain AF scheme, Mγi
can simply be calculated using (2.28). With

the approximation
γi,dγs,i

γi,d+γs,i+1
≈ γi,dγs,i

γi,d+γs,i
, Mγi

is given by (2.24) for the CSI-assisted

AF scheme [20, 68, 69]. Then, based on the MGF of the equivalent SNR γAF,⊥, the

average BER could be easily evaluated using (2.25) in the case of BPSK modulation.

In addition, the outage probability can be obtained by making use of the inverse

Laplace transform, i.e.,

Pout = L−1(Mγ(s)/s)|γth
. (2.48)
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where L−1(·) is the inverse Laplace transform operator.

Furthermore, for the CSI-assisted AF scheme, the equivalent SNR γAF,⊥ can

be approximated by its upper bound, i.e.,

γAF,⊥ ≤ γs,d +
L∑

i=1

min(γs,i, γi,d). (2.49)

With this approximation, the MGF of γAF,⊥ is more tractable. This approximation

has been used to derive the MGF of the equivalent SNR over Nakagami-m fading

channels [24]. Besides an upper bound, a lower bound is also found and is equal to

[20]

γs,d +
L∑

i=1

1

2
min(γs,i, γi,d) ≤ γAF,⊥ ≤ γs,d +

L∑
i=1

min(γs,i, γi,d) (2.50)

Note that these bounds are satisfied only under the approximation γi ≈ γi,dγs,i

γi,d+γs,i
.

Also, for the CSI-assisted AF relaying scheme, a simple method has been proposed

[22] to calculate the asymptotic outage probability if the underlying fading chan-

nel gain has a non-zero probability density at the value 0, i.e. p(|ai,j| = 0) > 0.

Examples satisfying such a condition include Rayleigh distribution and Rician dis-

tribution. However, the method does not work for Nakagami-m distributed fading

channels because Nakagami-m distribution does not guarantee p(|ai,j| = 0) > 0.

2.4.2.1.3 Serial orthogonal relaying : In the orthogonal relaying, suppose

the relay Ri can receive not only the signal transmitted from the source, but also

the signals forwarded by other relays before the transmission by Ri. In this way, the

relay Ri can decode the information frame from the source based on more signals,

improving the error performance of the network [21,26,28]. This kind of orthogonal

relaying is usually called serial relaying. However, the serial relaying still suffers

from the same low spectral efficiency as other orthogonal relaying schemes.
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Figure 2.14: Distributed space-time coding for a multi-relay system.

2.4.2.2 Distributed space-time coding

Here, we re-draw Fig. 2.8 as Fig. 2.14, which shows a multi-relay system using dis-

tributed space-time coding. As shown in Fig. 2.14, the frame of symbols transmit-

ted from the source is denoted by x = [x(1), x(2), . . . , x(N)]T , the received signal

at the relay Ri (i = 1, 2, . . . , L) is represented by y i = [yi(1), yi(2), . . . , yi(N)]T ,

the transmitted signal from the relay Ri after some signal processing is given by

t i = [ti(1), ti(2), . . . , ti(N)]T ; and the received signal at the destination is denoted

as r = [r(1), r(2), . . . , r(N)]T .

2.4.2.2.1 Distributed DF relaying In the distributed DF relaying space-time

coding scheme [11], during the first time slot the source broadcasts one information

frame to the relays and the destination (if the direct link is available). During the

second time slot, each of the relays that can successfully decode the received signal

transmits a space-time codeword to the destination. Then the destination decodes

the information frame based on the received codewords [17, 54]. To construct the

space-time codes, it is assumed that all relays work under a centralized control, or
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each relay is fully aware of the channel states of the entire network. Given a fixed

set of channel states, the mutual information of the distributed-space-time relaying

system is given by [11]

IDF,DST =
1

2
log

(
1 +

2

L
γs,d

)
+

1

2
log


1 +

2

L

∑

i∈D(r)

γi,d


 (2.51)

where D(r) is the set of relays which can successfully decode the signal received

from the source during the first time slot. The outage probability can therefore be

calculated using

Pout,DF,DST = Pr(IDF,DST < R) =
∑

D(r)

Pr(D(r))× Pr(IDF,DST < R|D(r)). (2.52)

In this discussion, no specific channel coding method has been taken into account,

and the outage probability has been obtained from the information-theoretic point

of view. To gain the same transmit diversity as the MIMO communications, a lot

of distributed space-time codes have been constructed [29–32].

For single-relay networks, the distributed Alamouti space-time code has been

investigated. Specifically, the source and the relay collaborate to form a distributed

Alamouti space-time code. Maximum-likelihood (ML) detection, which is the opti-

mal detection and provides full diversity order, is then applied at the destination.

However, in order to perform the ML detection, the destination needs to know the

error probability at the relay, which is not practical. Also, the ML detection be-

comes too complicated to implement when the number of relays is large. In [30],

another distributed Alamouti code with DF relaying called Error Aware Distributed

Space-Time (EADST) codes has been proposed. In this scheme, the detected error

rates at the relays are monitored to determine whether the relays are healthy or

not. If a relay is healthy, it will be signaled to forward a Alamouti code, otherwise
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it will be asked to remain idle. Even though the scheme promises full diversity, it

only works for single-relay and two-relay networks.

In [31], the space-time code designed for Nc co-located transmit antennas is

used in the L-relay systems with L > Nc. Suppose that there are Ns relays which

can successfully decode the received signal frame from the source, the diversity

order that the distributed space-time coding is given by min(Ns, Nc). To accomplish

the best expected diversity, Nc should be equal to the expectation of Ns. In this

scheme, each relay is pre-assigned a unique Nc× 1 signature vector. Each relay that

has successfully decoded the information frame will multiply the Nc-dimensional

space-time code with its signature vector, and then forwards the output vector to

the destination. Low-complexity coherent, differential and noncoherent detection

methods at the destination have been proposed and they have shown to achieve a

diversity of min(Ns, Nc). Also, the design criteria for the signature vector so as to

achieve the promised diversity have been proposed. Even though the space-time

code for MIMO systems has been intelligently exploited to the distributed relay

scenario with low-complexity detection at the destination, the full diversity L is still

unachievable.

In [32], randomized space-time coding is applied to multi-relay systems. After

receiving the signal from the source, each relay determines whether it can successfully

decode the signal or not. If so, the relay Ri will traditionally map the decoded data

frame to a L-dimension space-time codeword (a matrix with the rank of L), and

will then forward one randomly-selected row vector of the codeword. However,

two distinct relays may choose the same row vector and consequently, the spatial

diversity is reduced. In [32], each successful relay randomly selects a few row vectors

of the corresponding space-time codeword, and then forwards a linear-combination

of these row vectors. It is proved that the diversity achieved is min(L,N), with the

exception that the diversity is fractional if N = L. However, in this scheme, the
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successful relays need to send the destination their random codes, i.e., the indices of

the selected row vectors such that MRC reception can be used at the destination.

2.4.2.2.2 Distributed AF relaying : In distributed AF relaying schemes, each

relay amplifies the received signal subject to its power constraint and forwards it

to destination, instead of attempting to decode the received signal as in the DF

scheme. To coordinate the amplified signal frames of the L relays distributively

so as to achieve the optimal performance has been a very important issue [33–36].

As a simplest and special case of space-time block codes, the Alamouti code [12]

for two transmit antennas has been modified and applied to a single-relay system

associated with the AF relaying scheme [35]. The equivalent SNR at the destination

has been derived [35] and used to analyze the outage probability and average SER

performance.

In [33], a distributed AF relaying scheme is proposed, in which the forwarded

signal frames from the L relays form a distributed space-time codeword. To transmit

a L × N codeword from the relays, the proposed scheme needs L + 1 time slots,

which is much larger than the two time slots consumed by other distributed relaying

schemes [11, 34]. The increase of L will significantly reduce the spectral efficiency.

Moreover, the proposed distributed code does not achieve the full diversity. In [34],

the linear dispersion code has been applied to construct the distributed space-time

code and in [36], a distributed orthogonal space-time block code has been proposed.

Both schemes can achieve the full cooperative diversity, which is L for the L-relay

systems without the direct S− D link, but the maximum spectral efficiency cannot

be guaranteed.
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2.4.2.3 Asynchronously distributed relaying

In [37], it has been proposed that each relay which can successfully decode the re-

ceived signal frame from the source will be assigned a randomly delay chosen from

an intentionally designed delay pool. By exploiting a decision feedback equalizer

(DFE) [75, 76], which combines the signal from the source via a frequency non-

selective fading channel and the signal from the relays via an equivalent frequency

selective fading channel, the destination feedbacks the filter coefficients by optimiz-

ing the minimum mean square error (MMSE) of the detection. Even though the

method can retain some diversity order, the full diversity order, which is L + 1,

cannot be guaranteed. In [39], a distributed Alamouti space-time code based on or-

thogonal frequency division multiplexing (OFDM) has been designed to suppress the

asynchronous impairment. In the special Alamouti-emulating code, each element of

the 2×2 space-time code is an OFDM symbol, in which a cyclic prefix (CP) is delib-

erately designed to eliminate the synchronization error between the two relays. The

OFDM modulator is implemented in the source, while the relay nodes only process

the received signal linearly before forwarding. Full diversity is achieved only for the

two-relay systems but not for other multi-relay systems. In [41], the OFDM method

is combined with the linear dispersion coding scheme [34] at the asynchronous relay

nodes to combat the asynchronous timing errors while conserving the full diversity

order. In particular, a distributed space-time block code (STBC) derived from the

layer structure of universal space-time codes has been proposed to fulfill the aim.

While the AF strategy has been used in the aforementioned methods, the

DF-based distributed space-time codes have also been studied for asynchronous

multi-relay systems to achieve full-diversity relaying [38, 40]. In [40], the authors

systematically construct a family of distributed space-time trellis codes with BPSK

modulation scheme basis on stack construction [77]. The distributed space-time

trellis codes is also generalized to QAM and PSK modulation schemes by using
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unified construction [78]. However, the memory order of trellis coding construction

for the relay nodes increases exponentially with the number of relays. In addition,

the decoding complexity at the destination node increases exponentially with the

memory order. To reduce the memory order and the decoding complexity, the shift-

full-rank distributed space-time trellis code construction for asynchronous multi-

relay systems has been proposed [38]. The minimum memory order of the shift-full-

rank matrices is the same as the number of relay nodes.

Recently, the asynchronous multi-relay systems over frequency-selective fading

channel has further been studied [42]. Based on the code construction strategy [38],

a family of distributed space-time trellis codes has been constructed to achieve the

full cooperative and multipath diversity of the relaying systems when the number

of relay nodes is less than five.

2.4.2.4 Opportunistic relaying

As mentioned previously, the main challenges of distributed space-time coding is the

synchronization among the relays forwarding the information frame. Even though

some of the distributed space-time trellis codes [38, 42] can guarantee the full co-

operative diversity, in order to avoid inter-frame interference, the frame forwarded

by each relay nodes is padded by a preamble with length no less than the maxi-

mum asynchronous timing difference between enrolled relay nodes. This padding

of a dumb-symbol preamble will reduce the spectral efficiency. In addition, for the

asynchronous relaying system with a large number of relay nodes, the associated

large frame length will lead to a high decoding complexity at the destination. In

[43], a simple opportunistic relaying method to achieve the full cooperative diversity

has been introduced. In the opportunistic relaying, only one “best” relay node is se-

lected to forward the information frame while the other relay nodes remain idle, thus

avoiding the synchronization issue which is critical to the success of the distributed
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relaying protocols.

The selected relay node can process the received signal with the AF scheme and

DF scheme, giving rise to opportunistic AF (OAF) protocol and opportunistic DF

(ODF) protocol, respectively. The performance of OAF has been studied in terms

of asymptotic outage probability [79] and asymptotic average SER [80]. The outage

probability of ODF has also been evaluated in [81]. In [59], a selection method

with limited feedback from the destination is investigated with the ODF. The relay

selection is obtained with a centralized strategy at the destination. Specifically, the

selective relaying is implemented with the hybrid-ARQ scheme at the medium access

control (MAC) layer and is designed to achieve the maximum diversity-multiplexing

gain. In [60], assuming that the channel state information (CSI) is available at the

source node, a few selection relaying protocols have been proposed.

Similarly to the notion of IAF and the protocols proposed in [59], we will

propose two new opportunistic relaying protocols, and analyze the performance of

several opportunistic relaying protocols in Chapter 4 and Chapter 5.

2.4.3 Multi-relay two-way networks

2.4.3.1 Two-way relaying with amplify-and-forward

The two-way relay system was first presented and studied in [82–84], and subse-

quently integrated with network coding [65]. For a two-way relay network with a

single relay and the AF relaying scheme, both S1 and S2 broadcast their information

frames to the unique relay in the first time slot. In the second time slot, the relay

amplifies the received signal frame subject to its power constraint and broadcasts the

amplified signal frame back to the sources. The received signal frame at the relay is

the superposition of the channel-distorted frames from both sources plus Gaussian

noise. The two-way AF relaying strategy has been extended to multi-relay two-way
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Figure 2.15: The system model of a multi-relay system with two sources and two-way
communications.

networks, and integrated with distributed space-time codes to achieve the full di-

versity, which equals the number of available relays [66]. However the AF scheme

will amplify the noise signals at each relay and broadcast the amplified noise back

to the sources, which implies ineffective utilization of the relay power and perfor-

mance degradation. The distributed-DF two-way relaying method reviewed in the

following section will circumvent this drawback.

2.4.3.2 Two-way relaying with decode-and-forward

In [66], a distributed space-time coding (STC) with modular network coding for

two-way relaying systems has been proposed and referred to as the “partial decode-

and-forward II (PDF II)” scheme. To reflect the relaying strategy more precisely,

in this thesis, we name such an relaying scheme as the “fully-distributed space-time

two-way relaying (FDST-TR)” scheme. Consider the two-way relay network shown

in Fig. 2.15, where two source nodes S1 and S2 exchange their information with the

help of L relay nodes Ri (i = 1, · · · , L). We assume that all the relays are within

the transmission ranges of both S1 and S2, but there is no direct link connecting S1
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and S2. In the FDST-TR scheme, the two-way relaying is fulfilled in two time slots.

In the first time slot, the two sources broadcast their information frames to

the common relays simultaneously. Then, each relay will decode the received signal

frame using a generalized sphere decoder [85]. Afterwards, the relay will combine

the two decoded signal frames from the two sources into one frame by using modular

network coding. It will also determine if the decoded symbol vectors satisfy certain

conditions. If so, the relay will further linearly transform the networked-coded signal

vector and broadcast the resultant vector back to the two source nodes in the second

time slot. Finally, S1 and S2 decode the sent symbols from its counterpart based on

the received signal vectors sent from the relays.

It has been shown that the FDST-TR scheme can achieve the full diversity

order if the number of symbols in a frame is no less than the number of relays

L. In other words, when L becomes large, the frame length has to be increased

accordingly. This will reduces the probability that the decoded symbol vectors at

the relays satisfying the required conditions and hence degrades the system per-

formance. Besides, whenever there is a new relay joining the active transmission,

all other relays need to change their transformations on the networked-coded signal

vector. Furthermore, the synchronization among all relays becomes more and more

difficult when L is large. These disadvantages of FDST-TR can be avoided in our

proposed opportunistic two-way relaying (O-TR) method, which will be introduced

and analyzed in Chapter 6.

2.5 Summary

As an extension to the MIMO technique, the relaying technique has gained increas-

ing attention recently. By using relays to assist the transmission of information

frames, degradation due to channel fading can be mitigated and throughput can be
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enhanced. In this chapter, we have briefly reviewed a number of relaying protocols

for use in single-relay networks, multi-relay networks and multi-relay two-way net-

works. We have also discuss the pros and cons of such protocols. In the next few

chapters, we will present some new protocols and compare their performance with

existing ones.
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Chapter 3

Two New Relaying Protocols for

Single-Relay Networks

In this chapter, we investigate a cooperative single-relay network. By exploiting a

simple two-bit feedback message from the destination, we propose two incremental

relaying protocols, namely incremental selection amplify-and-forward (ISAF) and

joint incremental selection relaying (JISR) with an aim to balancing the load between

the source and the relay. We also derive the asymptotic outage probabilities of the

two new protocols and find them to be lower than that of the incremental amplify-

and-forward (IAF) protocol, which has been identified as the best protocol so far.

Moreover, the spectral efficiencies of ISAF and JISR match that of IAF. Simulation

results have verified the asymptotic performance of the protocols and have shown

that JISR outperforms ISAF and IAF over all signal-to-noise ratio values.
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Figure 3.1: The system model of a user-cooperation system with one relay. S denotes
the source, R denotes the relay and D denotes the destination. All terminals are
equipped a single antenna.

3.1 System Model and Proposed Protocols

3.1.1 User-cooperation system

Consider the communication system shown in Fig. 3.1, where the source transmits

information packets to the destination with the aid of the relay. All terminals are

supposed to work in half-duplex model. Moreover, it is assumed the medium ac-

cess control employed in the system is using time-division-multiple-access (TDMA)

scheme. Thus, the destination cannot receive packets from the source and the relay

simultaneously. In general, such a cooperative transmission is divided temporally

into two time slots. In the first time slot, the source broadcasts an information

packet to the relay and the destination, whereas in the second time slot, depend-

ing upon the protocol used, various scenarios may occur. For example, the relay

amplifies the received analog signal and forwards it to the destination when the

amplify-and-forward relaying (AF) protocol is implemented. For the decode-and-

forward relaying (DF) protocol, the relay decodes the received packet, encodes it

and sends the encoded packet to the destination; and for the selection DF proto-

col, either DF or direct transmission (DT) is chosen depending on the link quality

between the source and the relay.

Let ai,j be the link coefficient between terminal i (source denoted by s or

58



relay denoted by r) and terminal j (relay r or destination denoted by d). In the

single-relay network, the channel is characterized by as,d, as,r and ar,d. All of them

are modeled as zero-mean, independent, circularly symmetric, complex Gaussian

random variables with variance σ2
i,j. Thus, |ai,j|2 are exponential random variables

with parameter σ−2
i,j . Suppose that the channel experiences slow fading, i.e., ai,j is

assumed to remain the same within one time frame, which contains two timeslots

for the two transmission phases, but vary among time frames.

The baseband-equivalent, discrete-time model of the cooperative relaying chan-

nel is then modeled as follows. In the first time slot, the source broadcast an in-

formation packet, denoted by xs = (xs[1], ..., xs[N/2]), with power P . The received

signals at the relay and the destination are then expressed, respectively, by

yr[k] = as,rxs[k] + ns,r[k]; k = 1, ..., N/2 (3.1)

and

yd,1[k] = as,dxs[k] + ns,d[k]; k = 1, ..., N/2. (3.2)

During the second time slot, depending on the protocol used, the received signal at

the destination can be categorized into

yd,2[k] =





ar,dxr[k] + nr,d[k], for DF, AF

as,dxs[k] + ns,d[k], for DT

k = N/2 + 1, ..., N (3.3)

where xr = (xr[N/2+1], ..., xr[N ]) represents the packet re-transmitted by the relay

with power P , and xs[k] = xs[k − N/2]. Moreover, in the above equations, ns,r[k],

ns,d[k] and nr,d[k] denote the noise samples and are modeled as zero-mean, indepen-

dent, circularly symmetric complex Gaussian random sequences with variance N0.

At the end of second time slot, based on the received signal sequences yd,1[k] and
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yd,2[k], the destination will have to decode the information packet.

In [10], the incremental amplify-and-forward (IAF) protocol has been proposed

as an improvement over the AF protocol. The rationale of the protocol is that the

relay repeating the source transmission will not be needed if the destination can

successfully decode the information packet based solely on the received signal in the

first time slot. In this situation, the protocol is exactly direct-transmission with only

one transmission phase. But if the destination cannot decode the source information

in first time slot, the AF protocol will be exploited to fulfill the re-transmission

task. Compared with DF, AF and selection DF (SDF), the advantage of IAF is the

improvement of the spectral efficiency with the cost of a limited feedback, “success”

or “failure”, from the destination to the relay and the source. In the following, we

will further exploit the feedback from the destination with an aim to enhancing the

performance of the cooperative networks.

3.1.2 Incremental selection amplify-and-forward (ISAF) pro-

tocol

The first proposed protocol, ISAF protocol, assumes that at the end of the first

time slot, the destination will broadcast one of three feedback messages, informing

the source and the relay how successful the destination has decoded the information

frame transmitted by the source. Details of feedback messages are described as

follows.

1. SUCCESS: If the destination can decode the information frame without error

during the first time slot, it will broadcast a “success” message to the source

and the relay. Having received the feedback, the relay will not perform any

transmission and the source will make use of the following time slot to send

the next information frame.
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2. HALF-SUCCESS: Suppose the destination cannot decode the frame success-

fully in the first time slot. However, it realizes that doubling the signal-to-

noise ratio (SNR) will allow a successful decoding of the frame1. Then, it

will broadcast a “half-success” message. Having received this feedback, the

relay will not perform any transmission while the source will send the same

information frame again in the second time slot.

3. FAILURE: Suppose the destination cannot decode the frame successfully in

the first time slot. Moreover, it realizes that doubling the signal-to-noise ratio

(SNR) will not allow a successful decoding of the frame. Then, it will broadcast

a “failure” message. For this feedback, the relay will amplify-and-forward the

information signal it receives from the source to the destination in the second

time slot while the source will not perform any transmission.

The flow chart of ISAF is illustrated in Fig. 3.2.

3.1.3 Joint incremental selection relaying (JISR) protocol

In the ISAF protocol, the channel condition between the source and the relay, which

is known at the relay side, has not been utilized at all. In the proposed joint

incremental selection relaying (JISR) protocol, this piece of information will be

made use of when determining the action to take during the second time slot. Like

the ISAF protocol, the JISR protocol assumes that at the end of the first time slot,

the destination will broadcast one of the three feedbacks, as described in ISAF, to

the source and the relay. Moreover, same actions as in the ISAF protocol will be

1For each information frame, we select some of the information bits, say the last N bits, and
append them to the information frame. Then, we compute the CRC bits of these selected informa-
tion bits. Further, the CRC bits are repeated twice and are appended to the information frame,
which is subsequently sent to the receiver. At the receiver, both the selected information bits and
the CRC bits are received twice. Thus, the SNR of these bits are twice as those bits that have
been sent only once. In consequence, if the CRC check of the selected information bits is passed,
we can foresee that doubling the SNR will allow a successful decoding of the whole frame.
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     Can the destination 

decode the received signal 

frame successfully? 

No

Source broadcasts one 

information frame in 

first time slot

Source broadcasts the 

next information frame

Yes

The relay amplify-and-

forward the received 

signal frame in the 

second time slot

     Can the destination decode the

frame successfully if the source 

retransmits the same frame? 

Yes

The source retransmits 

the same frame

Figure 3.2: The flow chart of the ISAF relaying protocol.

taken by the source and the relay when the “success” or “half-success” feedback is

received. But when the “failure” feedback is received, the source will not perform any

transmission while the relay will take one of the following two actions. If the relay

can successfully decode the information frame it has received from the source during

the first time slot, it will encode the frame and forward it to the destination in the

second time slot. But if the decoding is not successful, the relay will simply amplify-

and-forward the information signal it receives from the source to the destination in

the second time slot. The flow chart of JISR is illustrated in Fig. 3.3.
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frame successfully? 
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Figure 3.3: The flow chart of the JISR relaying protocol.

3.2 Outage Probability Analysis and Expected Spec-

tral Efficiency

Denote the signal-to-noise ratio (SNR) by γ̄ and define it as P/N0. Then the instan-

taneous SNR of the link between terminal i and terminal j can be represented by

γ̄|ai,j|2. Moreover, we denote the spectral efficiency by R when the direct transmis-

sion by the source is successfully decoded at the destination during the first time slot

and the second time slot is omitted. Thus the spectral efficiency becomes R/2 when

the source or the relay needs to transmit in the second time slot. In the following

we will derive the asymptotic outage probabilities of the ISAF and JISR protocols

from the information theoretic perspective.
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3.2.1 Incremental selection amplify-and-forward (ISAF) pro-

tocol

For the ISAF protocol, the maximum average mutual information between the source

and the destination equals

IISAF =





IDT, if |as,d|2 ≥ g(γ̄)

IDRT, if g(γ̄) > |as,d|2 ≥ 1
2
g(γ̄)

IAF, if 1
2
g(γ̄) > |as,d|2

(3.4)

where g(γ̄) = (2R − 1)/γ̄ and (refer to Chapter 2)

IDT = log(1 + γ̄|as,d|2) (3.5)

IDRT =
1

2
log(1 + 2γ̄|as,d|2) (3.6)

IAF =
1

2
log(1 + γ̄|as,d|2 + f(γ̄|as,r|2, γ̄|ar,d|2)) (3.7)

f(x, y) = (xy)/(x + y + 1). (3.8)

Since the protocol operates at a spectral efficiency of R and R/2, respectively, when

the destination can and cannot decode the information successfully in the first time

slot, the outage probability, i.e., the probability that the mutual information is less

than the spectral efficiency, is readily shown equal to

Pout,ISAF(γ̄, R) = Pr(|as,d|2 < g(γ̄)/2, IAF < R/2)

= Pr(|as,d|2 < g(γ̄)/2, rγ̄ < g(γ̄)− |as,d|2) (3.9)
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where rγ̄ = f(γ̄|as,r|2, γ̄|ar,d|2)/γ̄. Moreover, at high SNR region, (3.9) can be sim-

plified into

Pout,ISAF(γ̄, R) ∼
∫ g(γ̄)/2

0

(σ−2
s,r + σ−2

r,d )(g(γ̄)− u)pU(u)du

∼
(

3

8σ2
s,d

σ2
s,r + σ2

r,d

σ2
s,rσ

2
r,d

)(
2R − 1

γ̄

)2

(3.10)

where the random variable (RV) U = |as,d|2 is an exponential RV with parameter

σ−2
s,d . Note that the above expression is derived based on the results in [10] and in

the Appendix.

3.2.2 Joint incremental selection relaying (JISR) protocol

Similar to the ISAF protocol, the mutual information can be readily shown equal to

IJISR =





IDT, if |as,d|2 ≥ g(γ̄)

IDRT, if g(γ̄) > |as,d|2 ≥ 1
2
g(γ̄)

IDF, if 1
2
g(γ̄) > |as,d|2 & |as,r|2 ≥ g(γ̄)

IAF, if 1
2
g(γ̄) > |as,d|2 & g(γ̄) > |as,r|2

(3.11)

where

IDF =
1

2
min{log(1 + γ̄|as,r|2), log(1 + γ̄|as,d|2 + γ̄|ar,d|2)} (3.12)

and all other terms have been defined in the previous section. Since an outage occurs

when the mutual information is smaller than the spectral efficiency, the correspond-

ing probability equals

Pout,JISR(γ̄, R) = Pr(|as,d|2 < g(γ̄)/2, IDF < R/2, |as,r|2 ≥ g(γ̄))
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+ Pr(|as,d|2 < g(γ̄)/2, IAF < R/2, |as,r|2 < g(γ̄))

= PJISR,1 + PJISR,2 (3.13)

where

PJISR,1 = Pr(|as,d|2 < g(γ̄)/2, IDF < R/2, |as,r|2 ≥ g(γ̄)) (3.14)

PJISR,2 = Pr(|as,d|2 < g(γ̄)/2, IAF < R/2, |as,r|2 < g(γ̄)). (3.15)

Making use of the fact that

PJISR,1 ≤ Pr(|as,d|2 < g(γ̄)/2, IAF < R/2, |as,r|2 ≥ g(γ̄)), (3.16)

and substituting it into (3.13), we can obtain

Pout,JISR(γ̄, R) ≤ Pr(|as,d|2 < g(γ̄)/2, IAF < R/2) = Pout,ISAF(γ̄, R), (3.17)

implying that JISR performs no worse than ISAF. Moreover, at high SNR region,

PJISR,1 and PJISR,2 can be approximated, respectively, by

PJISR,1 = Pr
(|as,d|2 < g(γ̄)/2, |as,r|2 > g(γ̄), |as,d|2 + |ar,d|2 < g(γ̄)

)

= exp

(
−g(γ̄)

σ2
s,r

) ∫ 1
2
g(γ̄)

0

σ−2
r,d (g(γ̄)− u)pU(u)du

∼
(

3

8σ2
s,dσ

2
r,d

)
g2(γ̄) (3.18)

and

PJISR,2 ≥ Pr(|as,d|2 < g(γ̄)/2, |as,r|2 < (g(γ̄)− |as,d|2),
f(γ̄|as,r|2/γ̄, γ̄|ar,d|2) < g(γ̄)− |as,d|2)

= Pr(|as,d|2 < g(γ̄)/2, |as,r|2 < (g(γ̄)− |as,d|2)
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∼
(

3

8σ2
s,dσ

2
s,r

)
g2(γ̄) (3.19)

where U = |as,d|2 is exponentially distributed. Note that the above expressions are

also derived based on the results in [10] and in the Appendix. Combining (3.18)

and (3.19), it can be readily shown that at high SNR region, the asymptotic outage

probability of the JISR protocol is lower-bounded by

(
3

8σ2
s,dσ

2
r,d

)
g2(γ̄) +

(
3

8σ2
s,dσ

2
s,r

)
g2(γ̄)

=

(
3

8σ2
s,d

σ2
s,r + σ2

r,d

σ2
s,rσ

2
r,d

)(
2R − 1

γ̄

)2

. (3.20)

But the results from (3.17) and (3.10) further indicates that the asymptotic outage

probability is upper-bounded by the same expression in (3.20). Thus we conclude

that the asymptotic probability equals

Pout,JISR(γ̄, R) ∼
(

3

8σ2
s,d

σ2
s,r + σ2

r,d

σ2
s,rσ

2
r,d

)(
2R − 1

γ̄

)2

. (3.21)

3.2.3 Expected spectral efficiency

Same as the IAF protocol [10], both the ISAF protocol and the JISR protocol possess

an average spectral efficiency of less than R but larger than R/2. Moreover, the value

of the average spectral efficiency, denoted by R̄, can be obtained as

R̄ = R · Pr(|as,d|2 ≥ g(γ̄)) +
R

2
· Pr(g(γ̄) > |as,d|2)

=
R

2

[
1 + exp

(
−2R − 1

γ̄σ2
s,d

)]
. (3.22)
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Table 3.1: Asymptotic outage probabilities of IAF, ISAF and JISR protocols

Protocol Outage Probability Pout(γ̄, R)

IAF [10]
(

1
2σ2

s,d

σ2
s,r+σ2

r,d

σ2
s,rσ2

r,d

)(
2R−1

γ̄

)2

ISAF
(

3
8σ2

s,d

σ2
s,r+σ2

r,d

σ2
s,rσ2

r,d

)(
2R−1

γ̄

)2

JISR
(

3
8σ2

s,d

σ2
s,r+σ2

r,d

σ2
s,rσ2

r,d

)(
2R−1

γ̄

)2

3.3 Simulation Results

The asymptotic outage probabilities of the two proposed protocols, namely ISAF

and JISR, together with that of IAF [10], are listed in Table 3.1. In the following

discussions, we will adopt (γ̄, Rnorm) pairs to parameterize the cooperative systems,

where the normalized spectral efficiency Rnorm is defined [10] as

Rnorm =
R̄

log(1 + γ̄σ2
s,d)

. (3.23)

3.3.1 Symmetric systems

First, we investigate the system with identical fading characteristics between any

two of the terminals, i.e., σ2
s,d = σ2

s,r = σ2
r,d. Without loss of generality, we set

σ2
s,d = 1. Fig. 3.4 plots the analytical asymptotic outage probabilities for different

protocols when the normalized spectral efficiency Rnorm equals 0.1. The results for

SDF was obtained based on (2.39) [10]. The figure indicates that ISAF and JISR,

which have the same asymptotic performance (as shown in Table 3.1), achieve the

best theoretical performance among the different protocols. At a outage probability

of 10−4, ISAF and JISR have about 1.0 dB and 7.5 dB advantages over IAF and SDF

[10], respectively. Note that SDF gives the worst performance when all protocols

are assumed to provide the same normalized spectral efficiency.
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Figure 3.4: Asymptotic outage probabilities versus γ̄ for a cooperative network with
three terminals. Normalized spectral efficiency Rnorm = 0.1. σ2

s,d = σ2
s,r = σ2

r,d = 1.

3.3.2 Asymmetric systems

Next, we examine the case when σ2
s,r > σ2

r,d, i.e., the fading of the source-relay link

is not as severe as that of the relay-destination link. Fig. 3.5 shows the outage

probabilities of IAF, ISAF and JISR protocols for the system with Rnorm = 0.1,

σ2
s,d = 0.1, σ2

s,r = 10σ2
s,d and σ2

r,d = 1.25σ2
s,d. We can observe that the simulation

results of both ISAF and JISR match the theoretical asymptotic results at high

SNR (γ̄) regime. This verifies the accuracy of the theoretical outage probabilities

of both protocols. In addition, we find from the simulation results that JISR has a

much better outage probability performance than ISAF and IAF at low SNR regime

(γ̄ less than 15 dB). Furthermore, ISAF outperforms IAF for all SNR values under

consideration. It is also interesting to note that the simulation results of JISR match

the asymptotic predictions at both the high SNR regime and the low SNR regime.

Finally, we investigate the system with σ2
s,r < σ2

r,d, and the outage probabilities
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Figure 3.5: Asymptotic and simulated outage probabilities of the IAF, ISAF and
JISR protocols versus SNR (γ̄). Rnorm = 0.1. σ2

s,d = 0.1, σ2
s,r = 1 and σ2

r,d = 0.125.
sim: simulated outage probability; ana: asymptotic outage probability.

are plotted in Fig. 3.6. Similar observations as reported in the previous case are

found. In particular, JISR still achieves the lowest outage probability over all SNR

values.

Note that we have only considered the systems when σ2
s,r ≥ σ2

s,d and σ2
r,d ≥ σ2

s,d.

In fact, we are making use of a path loss model in which σ2
i,j ∝ d−κ

i,j , where di,j denotes

the distance between the terminal i and the terminal j, and κ represents the path-

loss exponent [86, 87]. Hence, σ2
s,r ≥ σ2

s,d and σ2
r,d ≥ σ2

s,d imply that ds,r ≤ ds,d

and dr,d ≤ ds,d, respectively. In other words, the constraints require the relay to be

located in a region somewhere between the source and the destination. In practice,

only a relay placed in this region can effectively aid the transmission of the source.
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Figure 3.6: Asymptotic and simulated outage probabilities of the IAF, ISAF and
JISR protocols versus SNR (γ̄). Rnorm = 0.1. σ2

s,d = 0.1, σ2
s,r = 0.125 and σ2

r,d = 1.
sim: simulated outage probability; ana: asymptotic outage probability.

3.4 Summary

In this chapter, we have proposed two new relaying protocols for three-terminal

systems, namely the incremental selection amplify-and-forward (ISAF) protocol and

the joint incremental selection relaying (JISR) protocol. Theoretical asymptotic

outage probability analyses have indicated that both ISAF and JISR are superior

to incremental amplify-and-forward (IAF) for large SNR cases, and that JISR is no

worse than ISAF over all SNR values. Moreover, the asymptotic outage probabilities

have been verified by simulation results. The simulations results also show that ISAF

is slightly better than IAF, and JISR is much better than ISAF at low SNR regime.

Finally, the asymptotic outage probability of the JISR protocol is found to agree

well with the simulation results even at low SNR values.

In contrast to IAF that requires a 1-bit feedback from the destination, both
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JISR and ISAF need a 2-bit feedback. Yet, even after coding used to protect the

feedback information has been considered, the overall spectral efficiencies of the

systems employing IAF, JISR or ISAF are going to be very similar. On the other

hand, gains of JISR and ISAF over IAF are observed at both the high SNR regime

(gain of around 1 dB) and the low SNR region (gain of 2 to 5 dB). Hence, there is

still a net advantage of ISAF and JISR over IAF.

In the next chapter, we will study multi-relay networks and evaluate their

detailed performance when opportunistic relaying protocols with maxmin selection

are used. We will further extend our ISAF and JISR protocols to opportunistic

relaying and compare their performance with existing protocols.

Appendix 3.A

Let X be an exponential RV with parameter λX . Denote its probability density

function by pX(x). For any function g(t) that is continuous at t = t0 and satisfies

g(t) → 0 as t → t0, we have

lim
t→t0

1

g2(t)

∫ g(t)

0

xpX(x)dx =
λX

2
. (3.24)

The above result is readily proven by using the formula (cf. 3.351.1) in [73] and the

Taylor series exp(−x) = 1− x + 1
2
x2 +O(x3) with x → 0.
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Chapter 4

Opportunistic Relaying Protocols

with Maxmin Selection Criterion

In the previous chapter, we have proposed two new protocols, namely incremen-

tal selection amplify-and-forward (ISAF) and joint incremental selection relaying

(JISR), for use in single-relay networks. In this chapter, we will examine in detail a

cooperative network with multiple relays. In particular, we will investigate protocols

that incorporate the opportunistic relaying technique.

In the opportunistic relaying mechanisms, one “best” relay among the multi-

ple relays is selected during a predefined transmission period and only that chosen

relay may forward packets to the destination while the other relays are kept idle.

The “best” relay can be selected with a distributed algorithm [44, 45] that maxi-

mizes (i) the minimum of the source-relay channel gain and the relay-destination

channel gain; or (ii) the harmonic mean of source-relay channel gain and the relay-

destination channel gain [44]. Alternatively, the selection algorithm can be imple-

mented at the destination if all channel gains are known to the destination. In

such cases, the relay that contributes most to the received SNR will be chosen

[88]. Having selected the “best” relay, various protocols, including the opportunis-
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tic decode-and-forward (ODF) protocol, opportunistic amplify-and-forward (OAF)

protocol [44] and selection-AF protocol [88] have been proposed and studied. The

aforementioned protocols have one point in common, i.e., each packet transmis-

sion will involve two or more phases — direct transmission(s) from the source and

re-transmission(s) from the relay. When the signal-to-noise ratio (SNR) is large,

however, the destination may be able to decode the message based only on the

signal from the source. In such cases, a simple feedback from the destination can re-

move the re-transmission phase, thus improving the spectral efficiency. For example,

the incremental transmission relay selection (ITRS) protocol proposed in [59] will

eliminate the relay-retransmission phase if the destination can successfully decode

the transmitted packets during the source-broadcasting phase.

In the following sections, we will extend the IAF protocol to opportunistic re-

laying, forming the opportunistic IAF (OIAF) protocol. Further, we will extend our

ISAF and JISR protocols to opportunistic relaying, forming the opportunistic ISAF

and the opportunistic JISR, respectively. Then, we attempt to study the opportunis-

tic relaying protocols from the information-theoretic perspective. We further derive

the asymptotic outage probabilities of all the aforementioned protocols. Finally, we

compare the analytical asymptotic outage probabilities with the simulation results.

4.1 Opportunistic Relaying Protocols

We consider a wireless communication system with a source (S), a destination (D)

and L relays (Ri; i = 1, 2, . . . , L), as in Fig. 4.1. The role of the source is to send data

packets to the destination. To improve the success rate of the data transmissions,

the relays may aid forwarding the data frames to the destination. To simplify the

study, we assume that all terminals work in half-duplex mode. Moreover, time-

division-multiple-access (TDMA) is used at the medium-access-control layer. As a
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consequence, the destination will not be able to receive frames from both the source

and the relay at the same time.

When the opportunistic relaying technique is used, a “best” relay will be se-

lected for each frame transmission based on some predefined criterion. Such a coop-

erative transmission is normally divided temporally into two time slots with equiva-

lent durations. During the first time slot, the source broadcasts an information frame

to the relays and the destination (direct transmission, DT), whereas in the second

time slot, different transmissions may occur depending on the protocols. In the fol-

lowing, we will describe six different opportunistic protocols, namely opportunistic

DF (ODF), opportunistic AF (OAF), opportunistic selection DF (OSDF), oppor-

tunistic incremental AF (OIAF), opportunistic incremental selection AF (OISAF)

and opportunistic joint incremental selection relaying (OJISR). The first two pro-

tocols, ODF and OAF, have been investigated in [43] and will be briefly reviewed

here. The third and fourth ones, OSDF and OIAF, are the extensions of SDF and

IAF to opportunistic relaying, whereas the last two protocols, OISAF and OJISR,

are extensions of our proposed ISAF and JISR protocols.

4.1.1 No feedback from destination

We first present the ODF, OAF and OSDF relaying protocols, which assume that

no feedback is provided by the destination after the first time slot.

4.1.1.1 Opportunistic decode-and-forward (ODF)

The selected relay1 decodes the received frame, encodes it and sends the encoded

frame to the destination in the second time slot.

1“Selected relay” and “best relay” are used interchangeably in this thesis.
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4.1.1.2 Opportunistic amplify-and-forward (OAF)

The selected relay amplifies the received analog signal from the source and forwards

it to the destination in the second time slot.

4.1.1.3 Opportunistic selection DF (OSDF)

In the OSDF protocol, the link conditions between the source and selected relay

are assumed to be known at the source as well as the selected relay. Thus, to send

some information to the destination, in the second time slot, both the source and

the selected relay know whether the source should perform direct re-transmission

(DRT) of the same frame or the selected relay should forward the received signal

using DF to the destination [10,89].

4.1.2 With feedback from destination

4.1.2.4 Opportunistic incremental AF (OIAF)

In this protocol, the source will perform a DT first. Depending on the destination

being or not being able to decode the information frame correctly, the destination

will broadcast a simple message — success or failure2 — to the source and the

relays. It is further assumed that this feedback message will be encoded using low-

rate coding such that it will be correctly decoded by the source and the relays.

Therefore, if the information sent using DT cannot be correctly received by the

destination, the selected relay will amplify-and-forward what it has received from

the source to the destination. Otherwise, the selected relay does nothing and the

source will be able to make use of the time slot to transmit new information frame to

the destination based on DT. Since there are occasions that the information needs

2In practice, the “success” and “failure” flag indications can be realized by a cyclic redundancy
check (CRC).
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only to be sent once, time slots are saved, resulting a better spectral efficiency.

4.1.2.5 Opportunistic incremental selection AF (OISAF)

In the first proposed protocol, namely opportunistic incremental selection amplify-

and-forward (OISAF) protocol, we assume that at the end of the first time slot,

depending on how successful the destination has decoded the information frame

transmitted by the source, the destination will broadcast one of the following three

feedbacks to the source and the best relay using low-rate encoding.

1. SUCCESS: If the destination can decode the information frame successfully,

it will broadcast a “success” message. Then, the best relay will not transmit

or forward any information frame and the source will start sending the next

information frame.

2. SUCCESS-IF-REPEAT: If the destination cannot decode the whole frame

but finds that doubling the signal-to-noise ratio (SNR) will allow a successful

decoding of the frame, it will broadcast a “success-if-repeat” message. For this

feedback, the best relay will not transmit or forward any information frame

while the source will send the same information frame again in the second time

slot.

3. FAILURE: If the destination cannot decode the frame and finds that doubling

the SNR will not allow a successful decoding of the frame neither, it will

broadcast a “failure” message. Having received this feedback, the best relay

will amplify-and-forward the information signal it receives from the source to

the destination in the second time slot. However, the source will not perform

any work.
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For the “success-if-repeat” cases, the source will repeat sending the same informa-

tion frame to the destination. Having received the same frame twice under the same

channel conditions, the destination will have a much better SNR (doubled or in-

creased by 3 dB), ensuring that the whole frame can be decoded correctly. With

such a differentiation, it is guaranteed that all the “success-if-repeat” packets will

be decoded correctly at the end of the second time slot.

4.1.2.6 Opportunistic Joint Incremental Selection Relaying (OJISR) Pro-

tocol

In OISAF, the channel condition between the source and the best relay has not been

taken into consideration when determining the action to take during the second

time slot. Since this extra piece of information is already available at the best

relay, further enhancement in system performance should be attained when it is

utilized. In the proposed opportunistic joint incremental selection relaying (OJISR)

protocol, it is also assumed that at the end of the first time slot, the destination

will broadcast one of the three feedbacks, as described in the previous section, to

the source and the best relay. Compared with OISAF, OJISR has implemented

two different actions, depending on the source-best-relay channel condition, when

the “failure” feedback is received. Specifically, when the source and the best relay

receive a “failure” message, the source will not perform any work. The best relay,

however, will attempt to decode the information frame it has received from the

source during the first time slot. If the frame is successfully decoded, the relay

will encode the frame and forward it to the destination in the second time slot.

Otherwise, the best relay will simply amplify-and-forward the information signal it

receives from the source to the destination in the second time slot.
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4.2 Performance Analysis

4.2.1 System model

Referring to Fig. 4.1, we define

• as,i as the channel gain between the source and the ith relay (i = 1, 2, . . . , L);

• ai,d as the channel gain between the ith relay (i = 1, 2, . . . , L) and the desti-

nation;

• as,d as the channel gain between the source and the destination;

• as,r as the channel gain between the source and the “best” relay;

• ar,d as the channel gain between the “best” relay and the destination.

Moreover, the channel coefficients as,i, ai,d and as,d, collectively denoted by ak,l, are

modeled as zero-mean independent circularly symmetric complex Gaussian random

variables with variance σ2
k,l, i.e., CN (0, σ2

i,j). Furthermore, we assume that ak,l

keeps constant over one time frame, which consists of two time slots to support two

transmission phases, but varies among time frames.

The baseband-equivalent, discrete-time model of the opportunistic relaying

channel can then be modeled as follows. In the first time slot, the source per-

forms a direct transmission (DT). Then, the received signals at the selected relay

and the destination are expressed, respectively, by

yr[j] = as,rxs[j] + ns,r[j]; j = 1, ..., N (4.1)

and

yd,1[j] = as,dxs[j] + ns,d[j]; j = 1, ..., N (Direct Transmission) (4.2)
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where xs = (xs[1], ..., xs[N ]) denotes the source-transmitted frame with power P . In

the second time slot, the destination received signal is given by

yd,2[j] =





ar,dxr[j] + nr,d[j], for ODF, OAF

as,dxs[j] + ns,d[j], for DRT

j = N + 1, ..., 2N (4.3)

where xr = (xr[N + 1], ..., xr[j]) represents the relay-transmitted frame with power

P 3, and xs[j] = xs[j−N ]. In (4.2) and (4.3), ns,r[j], ns,d[j] and nr,d[j] are modeled as

zero-mean, independent, circularly symmetric complex Gaussian random sequences

with variance N0. Subsequently, the destination will decode the information frame

based on the received signal sequences yd,1[j] and yd,2[j].

For simplicity of analysis, we assume that the channel characteristics between

the source and each of the relays are identical, i.e., σ2
s,1 = σ2

s,2 = · · · = σ2
s,L , σ2

s,r .

Similarly, the channel characteristics between each of the relays and the destination

are assumed to be the same, i.e., σ2
1,d = σ2

2,d = · · · = σ2
L,d , σ2

r,d. Let γ̄ :=

P/N0, the instantaneous signal-to-noise ratio of the link between terminal k and the

terminal l is then characterized by γ̄|ak,l|2. Note that another important parameter

characterizing the relaying channel is the spectral efficiency R [10].

4.2.2 Maxmin selection criterion

In all opportunistic relaying protocols, for each frame transmission, the system

chooses one opportunistic relay among the L available relay candidates by a dis-

tributed algorithm. Only the selected relay can forward frame transmitted by the

source to the destination while the other relays are kept idle. In our study, we select

the “best” relay with an aim to maximizing the minimum of the source-relay channel

gain and the relay-destination channel gain. First, for the ith relay (i = 1, 2, . . . , L),

3In the case of OAF, the relay gain equals
√

P/(|as,r|2P + N0) [10].
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we select the smaller value between the square of source-relay channel gain and the

square of relay-destination channel gain, i.e., min(|as,i|2, |ai,d|2). Then, among these

L values (min(|as,1|2, |a1,d|2), . . . , min(|as,i|2, |ai,d|2), . . ., min(|as,L|2, |aL,d|2)), we se-

lect the largest one, i.e., max (min(|as,1|2, |a1,d|2), . . . , min(|as,L|2, |aL,d|2)), and the

corresponding relay will be the “best” relay 4. Since as,r represents the channel gain

between the source and the “best” relay and ar,d denotes the channel gain between

the “best” relay and the destination, we have

min(|as,r|2, |ar,d|2) = max
(
min(|as,1|2, |a1,d|2), . . . , min(|as,L|2, |aL,d|2)

)
. (4.4)

Based on (4.4), we can write

min(|as,r|2, |ar,d|2) ≥ min(|as,i|2, |ai,d|2) ∀ i ∈ {1, 2, . . . , L}. (4.5)

Note that the “best” relay may correspond to different physical relays for different

frame transmissions. Moreover, although the channel gains as,i and ai,d for the same

relay i ∈ {1, 2, . . . , L} are independent, the channel gains as,r and ar,d for the “best”

relay (which varies for different frame transmissions) are not independent5. The

gains as,r and ar,d are related in the sense that both |as,r|2 and |ar,d|2 have to be

larger than either the magnitude square of the source-relay channel gain and/or

the magnitude square of the relay-destination channel gain of all other relays, as

can be seen in (4.5). This selection strategy is called maxmin criterion. Though

the algorithm has to be run once for every new frame transmission, we assume

that the time consumed by (i) the opportunistic relay selection algorithm; (ii) the

decoding and encoding process of the relay; and (iii) the feedback of the destination

4In the distributed algorithm [43], the ith relay set a timer Ti, which is proportional to
1/ min(|as,i|2, |ai,d|2). All relays start their timers simultaneously. The one which runs out of
its timer will signal other relays, claiming it is the best relay. Alternatively, the “best” relay could
be selected in a centralized algorithm.

5In the single-relay cooperative networks [10], as,r and ar,d are independent because there is
only one relay.
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Figure 4.1: User-cooperation system with L relays. All terminals, including the
source and the destination and the relays, are equipped with a single antenna.

is negligible and will not reduce the spectral efficiency [43,44].

Moreover, allocating the power to source and relay based on the channel con-

dition will achieve more reliable transmission [89]. However, the transmitter side

must obtain the instantaneous channel state information prior to the transmission.

This process will both increase the transmission strategy complexity and reduce the

spectral efficiency. To keep the feedback process simple and to facilitate the ease

of implementation, we assume that the fading coefficients are not passed to the

transmitters. Based on the above assumption, assigning power equally between the

source and the relay is the optimal approach, by which we will derive the asymp-

totical outage probabilities of the protocols.

Before we derive the outage probabilities, we present two important theorems,

the proofs of which are shown in the Appendix.

Theorem 4.1. For any function g(t) that is continuous at t = t0 and satisfies

g(t) → 0 as t → t0, then as t → t0

Pr(|as,r|2 < g(t)) ∼ σ−2
s,r (σ

−2
s,r + σ−2

r,d )L−1gL(t) (4.6)

Pr(|ar,d|2 < g(t)) ∼ σ−2
r,d (σ−2

s,r + σ−2
r,d )L−1gL(t). (4.7)
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Theorem 4.2. Define rε = εf(|as,r|2/ε, |ar,d|2/ε) where ε > 0. For any positive

function h(ε) continuous at ε = 0 and limε→0 ε/h(ε) = d < ∞, then

lim
ε→0

1

hL(ε)
Pr(rε < h(ε)) = (σ−2

s,r + σ−2
r,d )L. (4.8)

4.2.3 Asymptotic outage probability analysis

We first derive the asymptotic outage probabilities of these opportunistic relaying

protocols.

4.2.3.1 Opportunistic decode-and-forward (ODF)

Given a certain channel realization, denote the maximum mutual information per

channel use for the ODF protocol by IODF, which can be expressed by [10,43]

IODF =
1

2
min{log(1 + γ̄|as,r|2), log(1 + γ̄|as,d|2 + γ̄|ar,d|2)}. (4.9)

Since the spectral efficiency equals R/2 when the relay is exploited, the outage prob-

ability is computed asymptotically as

Pout,ODF(γ̄, R) = Pr(IODF < R/2)

∼ Pr(|as,r|2 < g(γ̄)) + Pr(|as,r|2 > g(γ̄))× Pr(|as,d|2 + |ar,d|2 < g(γ̄))

∼ σ−2
s,r (σ

−2
s,r + σ−2

r,d )L−1gL(γ̄) (4.10)

where

g(γ̄) = (2R − 1)/γ̄ (4.11)

and f1(γ̄) ∼ f2(γ̄) indicates that limγ→∞
f1(γ̄)
f2(γ̄)

= 1 [10]. Moreover, the last step in

(4.10) is arrived at by applying Theorem 4.1 together with Corollaries 4.1 & 4.2 in
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the Appendix.

4.2.3.2 Opportunistic amplify-and-forward (OAF)

The maximum mutual information per channel use for OAF equals [10,44]

IOAF =
1

2
log(1 + γ̄|as,d|2 + f(γ̄|as,r|2, γ̄|ar,d|2)) (4.12)

where f(x, y) = (xy)/(x + y + 1). Therefore, the asymptotic outage probability can

be obtained from

Pout,OAF(γ̄, R) = Pr(IOAF < R/2)

= Pr

(
|as,d|2 +

1

γ̄
f(γ̄|as,r|2, γ̄|ar,d|2) < g(γ̄)

)

∼
∫ g(γ̄)

0

(σ−2
s,r + σ−2

r,d )L(g(γ̄)− x)Lσ−2
s,d exp(−σ−2

s,dx)dx

∼ σ−2
s,d(σ

−2
s,r + σ−2

r,d )L gL+1(γ̄)

L + 1
(4.13)

where the RV X = |as,d|2. Moreover, Theorem 4.2 has been exploited to achieve the

result.

4.2.3.3 Opportunistic selection DF (OSDF)

The maximum mutual information for the OSDF protocol can be readily shown

equal to [10]

IOSDF =





1
2
log(1 + γ̄(|as,d|2 + |ar,d|2)), if |as,r|2 ≥ g(γ̄)

IDRT, if |as,r|2 < g(γ̄)

(4.14)
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where IDRT = 1
2
log(1+2γ̄|as,d|2). Therefore, the asymptotic outage probability, i.e.,

the probability of IOSDF < R/2, equals

Pout,OSDF(γ̄, R) = Pr(IOSDF < R/2)

= Pr(|as,r|2 ≥ g(γ̄))× Pr(|as,d|2 + |ar,d|2 < g(γ̄))

+ Pr(|as,r|2 < g(γ̄))× Pr(2|as,d|2 < g(γ̄))

∼
(

σ−2
s,r

2
+

σ−2
r,d

L + 1

)
σ−2

s,d(σ
−2
s,r + σ−2

r,d )L−1gL+1(γ̄), (4.15)

which has been derived using Theorem 4.1, Fact 4.1, Corollary 4.1 and Corollary 4.2

in the Appendix.

4.2.3.4 Opportunistic incremental AF (OIAF)

The maximum mutual information for the OIAF protocol can be readily shown equal

to [10]

IOIAF =





IDT, if |as,d|2 ≥ g(γ̄)

IOAF, if |as,d|2 < g(γ̄)

(4.16)

where IDT = log(1 + γ̄|as,d|2). Note that when |as,d|2 ≥ g(γ̄), no outage occurs be-

cause the frame can be successfully decoded in the first time slot. As a consequence,

the second time slot is not mandatory in OIAF. As for the outage probability, it

will be the same as that for the OAF protocol [10], i.e.,

Pout,OIAF(γ̄, R) = Pout,OAF(γ̄, R) ∼ σ−2
s,d(σ

−2
s,r + σ−2

r,d )L gL+1(γ̄)

L + 1
. (4.17)

Note that for the same outage probability, OIAF provides a better spectral effi-

ciency than OAF as the second time slot will not be needed whenever the frame

has been decoded successfully in the first time slot. Conversely, for the same spec-

tral efficiency, OIAF will have a lower outage than OAF. More discussions will be
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presented in Section 4.2.4.

4.2.3.5 Opportunistic incremental selection AF (OISAF)

The maximum mutual information is given by

IOISAF =





IDT, if |as,d|2 ≥ g(γ̄)

IDRT, if g(γ̄) > |as,d|2 ≥ 1
2
g(γ̄)

IOAF, if 1
2
g(γ̄) > |as,d|2.

(4.18)

The frame will be decoded successfully at the destination as long as |as,d|2 ≥ 1
2
g(γ̄).

An outage event occurs only when |as,d|2 < 1
2
g(γ̄) and IOISAF(= IOAF) is less than

the spectral efficiency R/2. Hence, the asymptotic outage probability can be shown

equal to

Pout,OISAF(γ̄, R) = Pr(|as,d|2 < g(γ̄)/2, IOAF < R/2)

= Pr(|as,d|2 < g(γ̄)/2, rγ̄ < g(γ̄)− |as,d|2)

=

∫ 1
2
g(γ̄)

0

(rγ̄ < g(γ̄)− x)pX(x)dx

∼
∫ 1

2
g(γ̄)

0

(σ−2
s,r + σ−2

r,d )L(g(γ̄)− x)LpX(x)dx

∼ 2L+1 − 1

2L+1(L + 1)
σ−2

s,d(σ
−2
s,r + σ−2

r,d )LgL+1(γ̄) (4.19)

where rγ̄ = 1
γ̄
f(γ̄|as,r|2, γ̄|ar,d|2) and the RV X = |as,d|2. Note that Theorem 4.2 has

been used to derive the final result.
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4.2.3.6 Opportunistic joint incremental selection relaying (OJISR)

The mutual information for the OJISR protocol is expressed by

IOJISR =





IDT, if |as,d|2 ≥ g(γ̄)

IDRT, if g(γ̄) > |as,d|2 ≥ 1
2
g(γ̄)

IODF, if 1
2
g(γ̄) > |as,d|2, |as,r|2 ≥ g(γ̄)

IOAF, if 1
2
g(γ̄) > |as,d|2, g(γ̄) > |as,r|2.

(4.20)

When the OJISR protocol is adopted, the transmission fails under two scenarios.

The first one is IOJISR(= IODF) less than R/2 when 1
2
g(γ̄) > |as,d|2 and |as,r|2 ≥ g(γ̄).

The other occasion is IOJISR(= IOAF) smaller than R/2 when 1
2
g(γ̄) > |as,d|2 and

g(γ̄) > |as,r|2. In consequence, the outage probability equals

Pout,OJISR(γ̄, R) = Pr(|as,d|2 < g(γ̄)/2, IODF < R/2, |as,r|2 ≥ g(γ̄))︸ ︷︷ ︸
POJISR,1

+ Pr(|as,d|2 < g(γ̄)/2, IOAF < R/2, |as,r|2 < g(γ̄))︸ ︷︷ ︸
POJISR,2

. (4.21)

Using the fact that POJISR,1 ≤ Pr(|as,d|2 < g(γ̄)/2, IOAF < R/2, |as,r|2 ≥ g(γ̄))

and comparing (4.19) and (4.21), we can easily conclude that

Pout,OJISR(γ̄, R) ≤ Pout,OISAF(γ̄, R). (4.22)

In other words, OJISR always performs no worse than OISAF. Moreover, using

Theorem 4.1, Corollary 4.2 and Corollary 4.3 in the Appendix, POJISR,1 and POJISR,2

can be derived as follows.

POJISR,1 = Pr(|as,d|2 < g(γ̄)/2, |as,r|2 ≥ g(γ̄), |as,d|2 + |ar,d|2 < g(γ̄))
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∼
∫ g(γ̄)/2

0

σ−2
r,d (σ−2

s,r + σ−2
r,d )L−1(g(γ̄)− x)LpX(x)dx

∼ 2L+1 − 1

2L+1(L + 1)
σ−2

s,dσ
−2
r,d (σ−2

s,r + σ−2
r,d )L−1gL+1(γ̄) (4.23)

where X = |as,d|2.

POJISR,2 ≥ Pr(|as,d|2 < g(γ̄)/2, |as,r|2 < g(γ̄)− |as,d|2,
f(γ̄|as,r|2, γ̄|ar,d|2)/γ̄ < g(γ̄)− |as,d|2)

= Pr(|as,d|2 < g(γ̄)/2, |as,r|2 < g(γ̄)− |as,d|2)
∼ 2L+1 − 1

2L+1(L + 1)
σ−2

s,dσ
−2
s,r (σ

−2
s,r + σ−2

r,d )L−1gL+1(γ̄) (4.24)

Finally, combining (4.19) and (4.21)–(4.24), the asymptotic outage probability of

the OJISR is obtained as

Pout,OJISR(γ̄, R) ∼ 2L+1 − 1

2L+1(L + 1)
σ−2

s,d(σ
−2
s,r + σ−2

r,d )L

(
2R − 1

γ̄

)L+1

. (4.25)

4.2.4 Expected spectral efficiency

In the previous section, we have derived the outage probabilities of different oppor-

tunistic relaying protocols. In particular, it has been shown that the OAF and OIAF

protocols produce identical outage probabilities. But in fact, as will be explained in

the following, OIAF outperforms OAF under the same set of conditions.

Consider the scenario when the channel between the source and the destination

is good enough for the data frame to be decoded successfully in the first time slot.

For the OAF protocol, the selected relay will perform the AF action in the second

time slot, even though the signal being forwarded will become redundant as far as

the destination is concerned. But for the OIAF protocol, under the same situation,

the transmission during the second time slot will be canceled. Instead, the time slot
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will be spent on transmitting the next frame in the buffer at the source. As can be

observed, OIAF apparently has twice the spectral efficiency as OAF. Specifically,

the spectral efficiency of OIAF is R while that of OAF is R/2. Note also that such

cases will not contribute to the outage probability, as the packets have been decoded

successfully.

On the other hand, when the destination fails to decode the signal received

from the source during the first time slot, both the OAF and OIAF protocols will

take the same action, i.e., amplify-and-forward the received signal. Depending on

the channel conditions, the destination may or may not be able to decode the frame

correctly even after receiving the forwarded signal from the selected relay. Under

such conditions, both protocols will produce the same outage probability and achieve

the same spectral efficiency (R/2). Define the expected spectral efficiency of the pro-

tocols as the ensemble average of the spectral efficiency. It is clear that the expected

spectral efficiency of OIAF is higher than that of OAF, which means OIAF has a

better performance than OAF even though they have the same outage probability.

Conversely, if the expected spectral efficiencies for OAF and OIAF are given and

equal, the outage probability of OIAF is readily shown lower than that of OAF.

Let R̄ denote the expected spectral efficiency of the protocols. Since all ODF,

OAF and OSDF protocols transmit in both the first time slot and the second time

slot in all time frames, the expected spectral efficiency are identical and are equal

to R/2, i.e.,

R̄ODF = R̄OAF = R̄OSDF = R/2. (4.26)

For the OIAF protocol, the spectral efficiency equals R and R/2 when |as,d|2 ≥ g(γ̄)

and g(γ̄) > |as,d|2, respectively. Therefore, the expected spectral efficiency of OIAF
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is given by

R̄OIAF = R · Pr(|as,d|2 ≥ g(γ̄)) +
R

2
· Pr(g(γ̄) > |as,d|2)

=
R

2

[
1 + exp

(
−2R − 1

γ̄σ2
s,d

)]
. (4.27)

Finally, using a similar argument, it can be easily shown that the expected spectral

efficiencies of the OISAF and OJISR protocols are the same as that of the OIAF

protocol, i.e.,

R̄OISAF = R̄OJISR = R̄OIAF. (4.28)

4.2.5 Diversity-multiplexing tradeoff

In the previous two sections, we have derived the outage probabilities and the ex-

pected spectral efficiencies of various opportunistic relaying protocols. In this sec-

tion, we will continue with our analysis by examining the diversity-multiplexing

tradeoff of the aforementioned protocols. The diversity-multiplexing tradeoff mainly

relates the effect of the diversity gain on the multiplexing gain, and vice versa. While

the diversity gain and the multiplexing gain were originally used to characterize the

MIMO systems [19], they have been employed recently to measure performance of

cooperative relaying systems [10, 90]. The multiplexing gain, denoted by m, is de-

fined as the ratio of the expected spectral efficiency and log γ̄ at the high SNR region,

i.e.,

m := lim
γ̄→∞

R̄

log γ̄
. (4.29)

Moreover, for a given multiplexing gain m, the diversity gain, denoted by d(m), is

defined as the absolute value of the slope of the outage-probability-versus-γ̄ curve
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plotted in a log-log scale and at the high SNR region, i.e.,

d(m) = − lim
γ̄→∞

log Pout(γ̄, m)

log γ̄
. (4.30)

4.2.5.1 ODF

We have shown from (4.10) that at high γ̄, Pout,ODF ∝ gL(γ̄). This indicates that

ODF can only achieve a maximum diversity gain of L, but not L + 1. In addition,

substituting (4.11), (4.26) and (4.29) into (4.10), we can obtain

Pout,ODF ∼ σ−2
s,r (σ

−2
s,r + σ−2

r,d )L−1

(
22m log γ̄ − 1

γ̄

)L

. (4.31)

Using the fact that 22m log γ̄ À 1 for all m > 0 and γ̄ →∞, we substitute (4.31) into

(4.30) to obtain the diversity-multiplexing tradeoff for ODF as

dODF(m) = L(1− 2m), for m > 0. (4.32)

4.2.5.2 OAF and OSDF

Based on a similar analysis, it is readily shown that the diversity-multiplexing trade-

off expressions for OAF and OSDF are equivalent and are given by

dOAF(m) = dOSDF(m) = (L + 1)(1− 2m), for m > 0. (4.33)

4.2.5.3 OIAF, OISAF and OJISR

For the OIAF, OISAF and OJISR protocols, since their expected spectral efficiency

R̄ = R as γ̄ → ∞, their tradeoff expressions can be easily shown to be equivalent
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and are described by

dOIAF(m) = dOISAF(m) = dOJISR(m) = (L + 1)(1−m), for m > 0. (4.34)

4.3 Simulation Results

In Table 4.1, we summarize the outage probabilities, expected spectral efficiencies

and diversity-multiplexing tradeoff expressions of all the protocols under investiga-

tion. Moreover, in the following discussions, we will adopt the (γ̄, Rnorm) pairs, instead

of (γ̄, R̄) or (γ̄, R), to parameterize various systems. The symbol Rnorm represents the

normalized spectral efficiency and is defined as

Rnorm =
R̄

log(1 + γ̄σ2
s,d)

. (4.35)

There are two main reasons for defining and using the same Rnorm for all protocols.

First, for fixed γ̄ and σ2
s,d, the expected spectral efficiency R̄ will be the same for all

protocols, allowing a fair comparison of the resulting outage probabilities. Second,

the normalized spectral efficiency is in fact equivalent to the multiplexing gain at

high SNR region because

m = lim
γ̄→∞

R̄

log γ̄
= lim

γ̄→∞
R̄

log(1 + γ̄σ2
s,d)

= Rnorm. (4.36)

Therefore, using the same Rnorm for all protocols implies that all protocols achieves

the same multiplexing gain.
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4.3.1 Single-relay networks

First, it should be noted that when there is only one relay in the system, i.e., L = 1,

the ODF, OAF, OSDF and OIAF protocols degenerate to the DF, AF, SDF and IAF

protocols, respectively. Consequently, it is readily shown that by substituting L = 1

into the asymptotic outage probability expressions of the ODF, OAF, OSDF, and

OIAF protocols, as listed in Table 4.1, we can obtain the same outage probability

expressions of the DF, AF, SDF and IAF protocols found in [10]. Note also that

the asymptotic outage probabilities of OAF and OSDF are equal when L = 1 (but

OAF produces a lower outage probability than OSDF when L ≥ 2).

Next, we examine a bit more on the protocols which require feedback from the

destination. Fig. 4.2 shows the outage probabilities of the OIAF, OISAF and OJISR

protocols for a single-relay system with Rnorm = 0.2 and σ2
s,d = 0.1. Cases where the

fading of the source-relay link is more and less severe than the relay-destination

link, i.e., σ2
s,r

<
> σ2

r,d, have both been studied. We can observe that the simulation

results of both OJISR and OISAF match the theoretical asymptotic results when γ̄

is large. This verifies the accuracy of the asymptotic outage probability predictions

of both protocols. In addition, we find from the simulation results that OJISR has a

much better outage probability performance than OISAF and OIAF at low γ̄ regime

(roughly, when γ̄ less than 15 dB). Also, OISAF attains the same γ̄ improvement

over OIAF for all γ̄ values under consideration.

Note that, here, we have only considered scenarios in which σ2
s,d is the smallest

among σ2
s,r, σ2

r,d and σ2
s,d. By deliberately setting σ2

s,d smaller than both σ2
s,r and

σ2
r,d, we are putting the relays somewhere between the source and the destination.

In reality, only relays located in this region can effectively aid the transmission of

the source packets.
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4.3.2 Multiple-relay networks

When L ≥ 2, it can be found from Table 4.1 that OAF produces the lowest outage

probability among the protocols not requiring any feedback from the destination,

i.e., ODF, OAF and OSDF. Hence, we compare only the outage performance of OAF,

OIAF, OISAF and OJISR protocols in the following. The channel parameters used

are σ2
s,d = 0.025, σ2

s,r = 1.25σ2
s,d and σ2

r,d = 2.5σ2
s,d.

Figure 4.3 plots the outage probabilities of the OAF, OIAF, OISAF and OJISR

protocols as γ̄ increases. The normalized spectral efficiency equals 0.4, i.e., Rnorm =

0.4, and there are two relays in the network (L = 2). Firstly, we compare the sim-

ulated outage probabilities with the asymptotic ones. It can be observed that the

simulated outage probabilities for OAF, OIAF, OISAF and OJISR protocols con-

verge to the corresponding asymptotic outage probabilities as γ̄ increases, verifying

the accuracy of the analytical outage expressions derived in Section 4.2.3. More-

over, the simulated and analytical outage probabilities of the OJISR protocol are

very close even at low γ̄ values (5 dB). Secondly, we compare the simulated outage

performance of the four protocols. The results in Fig. 4.3 indicate that the OAF

protocol, compared with the other three protocols, produces a much higher outage

probability for all γ̄ values. In contrast, OJISR produces the lowest outage proba-

bility, but its superiority over OISAF and OIAF diminishes as γ̄ increases. Finally,

OISAF always outperforms OIAF but with a small margin over all γ̄ values under

consideration.

Next, we investigate the network performance as the normalized spectral effi-

ciency Rnorm varies. The number of relays remains at 2 (L = 2) while the γ̄ is now

fixed at 15 dB and 30 dB separately. We can see from Fig. 4.4 that the outage in-

creases with Rnorm. When both the γ̄ and σ2
s,d are fixed, increasing Rnorm is equivalent

to increasing the expected spectral efficiency R̄ (see (4.35)). Consequently, R will
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Figure 4.2: Outage probability as a function of γ̄ for a cooperative network with
a single relay (i.e., L = 1). Normalized spectral efficiency Rnorm = 0.2. σ2

s,d = 0.1.
(a) σ2

s,r = 0.125 and σ2
r,d = 1; (b) σ2

s,r = 1 and σ2
r,d = 0.125. sim: simulated outage

probability; asym: asymptotic outage probability.
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be increased and the outage performance will need to be sacrificed (see Table 4.1).

We also observe that, like in Fig. 4.3, the relative outage performance of the proto-

cols remains in the same order, i.e., OJISR outperforms OISAF, which outperforms

OIAF, and OAF is the worst. Figure 4.4(a) further shows that with γ̄ = 15 dB, only

the simulated outage results of OJISR match well with the analytical asymptotic

outage probabilities. For OAF, OIAF and OISAF, the simulated outage probabil-

ities become closer to the corresponding analytical asymptotic outage probabilities

as Rnorm increases from 0.1 to 0.45. When γ̄ is increased to 30 dB, however, we can

observe from Fig. 4.4(b) that the simulation results of OAF, OIAF, OISAF and

OJISR are all in good agreement with their corresponding analytical asymptotic

outage probabilities. The results again verify that when γ̄ is large, the analytical

asymptotic outage probabilities can provide accurate estimation of the actual per-

formance of the OAF, OIAF, OISAF and OJISR protocols even for a wide range

Rnorm values.

Then, we fix γ̄ = 25 dB and Rnorm = 0.4, and examine the outage performance as

the number of relays L changes. Figure 4.5 shows that the outage diminishes with L.

As expected, when there are more relays to choose from, the chance of getting a good

(relaying) channel is higher, resulting a lower outage probability. Also the relative

outage performance of the protocols is exactly the same as that observed in the

aforementioned results, i.e., Pout,OJISR ≤ Pout,OISAF ≤ Pout,OIAF < Pout,OAF. Further,

the analytical asymptotic outage probabilities provide a very close match with the

actual outage performance for the OJISR protocol, but not the other protocols.

Note that the analytical asymptotic outage probability curve for OIAF converges to

that for the OISAF & OJISR protocol as L increases, which can be readily predicted

based on the expressions listed in Table 4.1.

Finally, we plot the diversity-multiplexing tradeoffs for the opportunistic re-

laying protocols in Fig. 4.6. As shown in Section 4.2.5, OAF and OSDF have
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the same diversity-multiplexing tradeoff expression and the tradeoff expression for

OIAF, OISAF and OJISR protocols are identical. The results in Fig. 4.6 indicate

that except ODF which can only achieve a maximum diversity gain of L, all other

opportunistic relaying protocols can achieve a maximum diversity gain of L + 1. In

addition, due to the fact that the same frame is transmitted temporally twice, the

ODF, OAF and OSDF protocols can only achieve a maximum multiplexing gain of

0.5. Note also that though the tradeoff performance of OIAF, OISAF and OJISR

are equal, the actual outage performance of the OIAF, OISAF and OJISR protocols

are not the same, depending on the values of Rnorm and γ̄. As shown in the previous

results, in general, OJISR will outperform OISAF which in turn outperforms OIAF,

i.e., Pout,OJISR ≤ Pout,OISAF ≤ Pout,OIAF.

4.4 Summary

In this chapter, we have examined a cooperative communication network with mul-

tiple relays in detail. Our main contributions can be categorized into three parts.

First, based on a simple feedback with three states — success, half-success and failure

— from the destination, we have extended the incremental selection amplify-and-

forward (ISAF) and joint incremental selection relaying protocols (JISR) for use in

opportunistic relaying, forming the opportunistic ISAF (OISAF) and opportunistic

JISR (OJISR), respectively. We have shown that they outperform all other exist-

ing protocols (opportunistic decode-and-forward (ODF), opportunistic amplify-and-

forward (OAF), opportunistic selection DF (OSDF) and opportunistic incremental

AF (OIAF)). In particular, OJISR outperform others with a large margin at low

SNR region. Second, we have derived the analytical expressions for the asymptotic

outage probabilities of six different protocols — ODF, OAF, OSDF, OIAF, OISAF

and OJISR. Such results can greatly facilitate researchers analysing and comparing
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performance of different protocols in future. Third, we have compared the analyt-

ical outage probabilities with the simulation results. We conclude that when SNR

is large, the analytical asymptotic outage probabilities can provide accurate estima-

tion of the actual performance of the OAF, OIAF, OISAF and OJISR protocols.

Further, the simulated and analytical outage probabilities of the OJISR protocol

are very close even at low SNR values (5 dB). Finally, when comparing the outage

probabilities, OJISR outperforms OISAF, which outperforms OIAF, and OAF is

the worst.

In the next chapter, we will continue our study on CSI-assisted OAF systems

using the maxmin selection.

Appendix 4.A

Fact 4.1. Let X be a RV with exponential distribution and parameter λX . Denote

the cumulative distribution function (cdf) of X by FX(x). For any function g(t) that

is continuous at t = t0 and satisfies g(t) → 0 as t → t0, then [10]

lim
t→t0

1

g(t)
FX(g(t)) = λX . (4.37)

Fact 4.2. Let ε > 0 and rε = εf(v/ε, w/ε), where v and w are independent exponen-

tial RVs with parameters λv and λw, respectively. Let h(ε) be any positive function

continuous at ε = 0 and limε→0 ε/h(ε) = d < ∞. Then [10]

lim
ε→0

1

h(ε)
Pr(rε < h(ε)) = λv + λw. (4.38)

Lemma 4.1. Let X be an exponential RV with parameter λX . Denote the pdf of X

by fX(x). Given a function g(t) that is continuous at t = t0 and satisfies g(t) → 0
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as t → t0. Then, for any positive integer L,

lim
t→t0

1

gL+1(t)

∫ g(t)

0

xLfX(x)dx =
1

(L + 1)
λX . (4.39)

Proof.
∫ g(t)

0
xLfX(x)dx ∼ λX

∫ g(t)

0
xL(1− λXx)dx ∼ λX

L+1
gL+1(t).

In the following, we show the proofs of Theorem 4.1 and Theorem 4.2 stated in

Section 4.

Proof of Theorem 4.1. Based on the characteristics of exponential RVs, it is readily

shown that min(|as,i|2, |ai,d|2) (i = 1, 2, . . . , L) are independent, identical expo-

nential RVs with parameter (σ−2
s,r + σ−2

r,d ). Suppose that at one realization the kth

relay is chosen as the “best” relay, i.e., as,r = as,k and ar,d = ak,d. Let the RV

V = max{min(|as,i|2, |ai,d|2) : i = 1, ..., L; i 6= k}. Then,

Pr(V < g(t)) = Pr
(∩L

i6=k(min(|as,i|2, |ai,d|2) < g(t))
)

∼ (σ−2
s,r + σ−2

r,d )L−1gL−1(t). (4.40)

Denote the event |as,k|2 = min{|as,k|2, |ak,d|2} by Ek,1, the probability of which is

readily shown equal to Pr(|as,k|2 > V, |as,k|2 < |ak,d|2). Therefore the asymptotic

probability of |as,r|2 < g(t) given Ek,1 is obtained by

Pr(|as,r|2 < g(t), Ek,1) = Pr(g(t) > |as,k|2 > V, |as,k|2 < |ak,d|2)

∼
∫ g(t)

0

(σ−2
s,r + σ−2

r,d )L−1xL−1 exp(−σ−2
r,dx)fX(x)dx

∼ σ−2
s,r (σ

−2
s,r + σ−2

r,d )L−1 1

L
gL(t) (4.41)

where X = |as,k|2. Denote the event |ak,d|2 = min{|as,k|2, |ak,d|2} by Ek,2, the
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probability of which equals Pr(|ak,d|2 > V, |as,k|2 > |ak,d|2). Then,

Pr(|as,r|2 < g(t), Ek,2) = Pr(g(t) > |as,k|2 > |ak,d|2, |ak,d|2 > V )

=

∫ g(t)

0

(∫ x

0

(σ−2
s,r + σ−2

r,d )L−1yL−1fY (y)dy

)
fX(x)dx

∼ O(gL+1(t)) (4.42)

where Y = |ak,d|2. Finally, the probability of |as,r|2 < g(t) is given by

Pr(|as,r|2 < g(t)) =
L∑

k=1

[
Pr(|as,r|2 < g(t), Ek,1) + Pr(|as,r|2 < g(t), Ek,2)

]

∼ σ−2
s,r (σ

−2
s,r + σ−2

r,d )L−1gL(t). (4.43)

Note that the asymptotic probability of |ar,d|2 < g(t) could be calculated with a

similar method.

Corollary 4.1. Let U be an exponential RV with parameter λu. Suppose as,r is the

channel gain of the source-best-relay link and ar,d is the channel gain of the best-

relay-destination link. For any function g(t) that is continuous at t = t0 and satisfies

g(t) → 0 as t → t0, then

lim
t→t0

1

gL+1(t)
Pr(|ar,d|2 + U < g(t)) = (σ−2

s,r + σ−2
r,d )L−1σ−2

r,d

λu

L + 1
. (4.44)

Proof. From Theorem 4.1, we have

Pr(|ar,d|2 + U < g(t)) =

∫ g(t)

0

Pr(|ar,d|2 < g(t)− u)pU(u)du

∼ σ−2
r,d (σ−2

s,r + σ−2
r,d )L−1

∫ g(t)

0

(g(t)− u)Lλu exp(−λuu)du.

Using the fact that exp(−λuu) = 1−λuu as u → 0, we can rewrite the integral part
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of the above equation as follows

∫ g(t)

0

(g(t)− u)Lλu(1− λuu)du =
λu

L + 1
gL+1(t)− λ2

u

(L + 1)(L + 2)
gL+2(t),

in which the second term is negligible compared to the first one as g(t) → 0. Thus,

the Corollary is proved.

Corollary 4.2. Suppose as,r is the channel gain of the source-best-relay link and

ar,d is the channel gain of the best-relay-destination link. Let g(t) be any function

that is continuous at t = t0 and satisfies g(t) → 0 as t → t0. Given 0 ≤ α < g(t),

then

Pr(|as,r|2 > g(t), |ar,d|2 + α < g(t)) ∼ Pr(|as,r|2 > g(t))× Pr(|ar,d|2 + α < g(t)).(4.45)

Proof. The LHS of (4.45) can be rewritten as

Pr(|as,r|2 > g(t), |ar,d|2 + α < g(t))

=
L∑

k=1

Pr(|as,k|2 > g(t), |ak,d|2 + α < g(t), |ak,d|2 > V )

∼
L∑

k=1

∫ g(t)−α

0

(σ−2
s,r + σ−2

r,d )L−1yL−1 exp(−σ−2
s,r g(t))fY (y)dy

∼ σ−2
r,d (σ−2

s,r + σ−2
r,d )L−1(g(t)− α)L (4.46)

where X, Y and V are variables defined in the proof of Theorem 4.1. Further, based

on Theorem 4.1, the RHS of (4.45) equals

Pr(|as,r|2 > g(t))× Pr(|ar,d|2 + α < g(t)) ∼ σ−2
r,d (σ−2

s,r + σ−2
r,d )L−1(g(t)− α)L (4.47)

and thus the corollary is proved.

Proof of Theorem 4.2. We apply a similar strategy as in [10] and try to derive the
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upper and lower bounds of Pr(rε < h(ε)). To obtain the lower bound, we let v =

|as,r|2 and w = |ar,d|2. Then,

Pr(rε < h(ε)) = Pr(1/v + 1/w + ε/vw > 1/h(ε))

> Pr(1/v + 1/w > 1/h(ε))

≥ Pr(max{1/v, 1/w} > 1/h(ε))

= Pr(min{v, w} < h(ε))

∼ (σ−2
s,r + σ−2

r,d )LhL(ε)

in which the final step is derived using the same technique as in the proof of Theorem

1. To find the upper bound, we set two constants α and β with the conditions

1 À α > 0 and β À 1. Then,

Pr(rε < h(ε))

≤ Pr(v < (1 + α)h(ε)) + Pr

(
(1 + α)h(ε) ≤ v ≤ βh(ε), w <

1 + ε/v

1/h(ε)− 1/v

)

+ Pr

(
βh(ε) < v, w <

1 + ε/v

1/h(ε)− 1/v

)

∼ σ−2
s,r (σ

−2
s,r + σ−2

r,d )L−1(1 + α)LhL(ε)

+ O(hL+1(ε)) + σ−2
r,d (σ−2

s,r + σ−2
r,d )L−1

(
1 + ε/βh(ε)

1− 1/β

)L

hL(ε)

in which the last step is deduced by using the same methods as in Theorem 1 and

Corollary 2. Since α and β are arbitrary, we take the limits α → 0 and β → ∞
and the above upper bound is readily shown equal to the lower bound. Thus, the

asymptotic probability equals to the bounds and the theorem is proved.

Corollary 4.3. Let ε > 0 and rε = εf(v/ε, w/ε) where v = |as,r|2 and w = |ar,d|2.
Let h(ε) be any positive function continuous at ε = 0 and limε→0 ε/h(ε) = d < ∞.

Then,

lim
ε→0

1

hL(ε)
Pr(rε < h(ε), v < h(ε)) = σ−2

s,r (σ
−2
s,r + σ−2

r,d )L−1. (4.48)
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Proof. Since v < h(ε) ⇒ rε < h(ε), Pr(rε < h(ε), v < h(ε)) = Pr (v < h(ε)). Finally,

we can apply (4.43) to complete the proof.
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Chapter 5

Performance Analysis of

Opportunistic

Amplify-and-Forward Protocol

with Maxmin Selection Criterion

Recall that, depending on how the relay amplifies the received signals, the amplify-

and-forward (AF) protocol can be further categorized into channel-state-information-

assisted (CSI-assisted) AF [10] and fixed-gain AF [71]. Particularly, it is called a

fixed-gain AF protocol if the relay amplifies the received signal with a constant

gain, which is a function of the expectation of the power of received signals. Since

the received signal power at the relay is time-varying due to channel fading, the

transmission power of the relay node is not constant for the fixed-gain AF relaying.

In contrast, when operating in the CSI-assisted AF mode, the relay amplifies the

received signal with a time-varying gain which is a function of the received signal

power. Under such a mode of operation, the role of the time-varying gain function

is to maintain a constant transmission power of the relay node.
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Both the decode-and-forward (DF) and AF protocols have been studied for

single-relay cooperative networks over various fading channels. The performance of

single-relay DF networks have been extensively evaluated in terms of asymptotic

outage probability [10], exact outage probability [23] and exact symbol error rate

[20, 91]. In contrast, the analytic outage performance expression of single-relay

CSI-assisted AF networks is difficult, if not impossible, to obtain because of the

existence of the (γ̄2xy)/(γ̄x + γ̄y + 1) term, in which γ̄ represents the SNR without

fading distortion, and x and y are the powers of two independent channel fading

coefficients, which are generally modeled as random variables (RVs) with Rayleigh,

or Nakagami-m distributions. Some studies have approximated (γ̄2xy)/(γ̄x + γ̄y +

1) by (γ̄2xy)/(γ̄x + γ̄y) when evaluating the outage performance [68, 69] and the

asymptotic outage performance [10,79] of single-relay CSI-assisted AF networks.

When there are multiple relays available, opportunistic relaying is an efficient

and simple relaying protocol as described in Chap. 4. In opportunistic relaying

protocols, a distributed algorithm is run among the relays to determine which relay

should be active. More specifically, at the transmission of each information frame

(e.g., a codeword or a block of multiple codewords), the relay with the highest

metric is selected as the opportunistic relay and participates in the relaying process

while the other relays keep idle. The asymptotic outage performance has been

studied for opportunistic DF (ODF) networks [43], and for opportunistic AF (OAF)

networks [46, 49, 79, 92]. Moreover, the exact outage performance of ODF networks

has been derived [93]. For the opportunistic network employing fixed-gain AF, the

explicit expression of the outage probability has been found [46]. Yet, to the best of

our knowledge, the exact analytical performance of opportunistic CSI-assisted AF

networks using a maximal-ratio-combining (MRC) receiver at the destination has

not been reported.

In this chapter, we focus on the performance analysis of the CSI-assisted OAF
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systems using an MRC receiver at the destination and employing the maxmin selec-

tion. We derive the upper and lower bounds of the outage probability, the ergodic

achievable rate, and the average symbol error rate when the relaying systems employ

M -PSK modulation. We then run Monte Carlo simulations to verify these derived

bounds.

5.1 System Model

Consider a cooperative communication system with L (≥ 1) relays. Assume that the

channel-state-information-assisted opportunistic amplify-and-forward (CSI-assisted

OAF) relaying protocol is employed and that an MRC receiver is used at the desti-

nation. As shown in Fig. 4.1, let ai,j ∼ CN (0, σ2
i,j) be the channel gain between Node

i and Node j, and it is assumed that ai,j’s are independent of one another. We also

assume that the channel characteristics between the source and each of the relays

are identical, i.e., σ2
s,1 = σ2

s,2 = · · · = σ2
s,L , σ2

s,r. Similarly, the channel characteris-

tics between each of the relays and the destination are assumed to be the same, i.e.,

σ2
1,d = σ2

2,d = · · · = σ2
L,d , σ2

r,d. With the maxmin best-relay selection criterion, the

opportunistic relay r will be chosen if r = argmaxl{min(|as,l|2, |al,d|2)}. Also, the

selection algorithm is distributed and runs once for every transmission unit. In the

following analysis, unless otherwise stated, as,r and ar,d represent the corresponding

source-best-relay gain and best-relay-destination gain, respectively.

Let the transmission powers of both the source and the opportunistic relay be

P , and define γ̄ := P/N0, where N0 denotes the noise power spectral density at

the receiving sides of the L relays and at the destination node. The instantaneous

mutual information for the CSI-assisted OAF protocol, denoted by IOAF, is given by

IOAF =
1

2
log(1 + γ̄|as,d|2 + f(γ̄|as,r|2, γ̄|ar,d|2)), (5.1)
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where f(x, y) = (xy)/(x + y + 1). To further facilitate our analysis, we define the

following symbols: η1 = σ−2
s,d , η2 = σ−2

s,r , η3 = σ−2
r,d , λ = η2 + η3. Moreover, we use

(
n
i

)
= n!

(n−i)!i!
to represent the binomial coefficient. For simplicity of notation, OAF

refers to CSI-assisted OAF in the following analysis, unless mentioned otherwise.

5.2 Performance Bounds of OAF

We study the performance of OAF in terms of outage probability, ergodic achiev-

able rate and average SER under the M -ary phase-shift-key (M -PSK) modulation

scheme.

5.2.1 Outage probability

When the relaying channel suffers slow (quasi-static) fading, in which the time

duration of each transmission is much less than the channel coherence time [4],

given the required transmission rate R during single time slot, an outage occurs if

IOAF < R/2. To evaluate the outage probability of the OAF protocol, we use the

following theorem.

Theorem 5.1. Define the RV T = f(γ̄|as,r|2, γ̄|ar,d|2). Then the cdf of T , i.e.,

FT (t), is bounded as follows

FT (t) ≤ L

[
e
−λ t

γ̄ − 2
√

t2 + t
√

η2η3

γ̄
e
−λt

γ̄ K1

(
2
√

t2 + t
√

η2η3

γ̄

)]

× (1− e
−λ 2t

γ̄ )L−1 + (1− e
−λ t

γ̄ )L

+ L

[
2t
√

η2η3

γ̄
e
−λt

γ̄ K1(
2t
√

η2η3

γ̄
)− 2

√
t2 + t

√
η2η3

γ̄
e
−λt

γ̄ K1(
2
√

t2 + t
√

η2η3

γ̄
)

]

×
[
(1− e

−λ
(
√

1/t+1−1)−1

γ̄ )L−1 − (1− e
−λ 2t

γ̄ )L−1

]
(5.2)

FT (t) ≥ L

[
e
−λ t

γ̄ − 2
√

t2 + t
√

η2η3

γ̄
e
−λt

γ̄ K1

(
2
√

t2 + t
√

η2η3

γ̄

)]
(1− e

−λ t
γ̄ )L−1

+ (1− e
−λ t

γ̄ )L (5.3)
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with K1(·) being the first order modified Bessel function of the second kind [73].

Proof. The detailed proof is presented in Appendix 5.A.

Using (5.1), the outage probability, i.e., Pr(IOAF < R/2), can be expressed as

E[Pr(T < 2R − 1− γ̄X|X = x)] (5.4)

where E[·] denotes the expectation and X = |as,d|2. Hence,

Pr(IOAF < R/2) =

∫ 2R−1
γ̄

0

FT (2R − 1− γ̄x)fX(x)dx (5.5)

where fX(x) represents the pdf of X. Applying (5.2) to the above equation, we

obtain the upper bound of Pr(IOAF < R/2) as

Pout,OAF,upper = L
L−1∑
i=0

(−1)i

(
L− 1

i

)[
ζ((2i + 1)λ) +

η1

γ̄
exp(−η1

2R − 1

γ̄
)×

∫ 2R−1

0

[
2y
√

η2η3

γ̄
K1(

2y
√

η2η3

γ̄
)(e−

λ
γ̄
(i(
√

1/y+1−1)−1+y) − e−
λ
γ̄
(y(2i+1)))

−2
√

y2 + y
√

η2η3

γ̄
K1

(
2
√

y2 + y
√

η2η3

γ̄

)
e−

λ
γ̄
(i(
√

1/y+1−1)−1+y)

]
e

η1
γ̄

ydy

]

+
L∑

i=0

(−1)i

(
L

i

)
ζ(iλ) (5.6)

where

ζ(κ) =

∫ 2R−1
γ̄

0

exp

(
−κ

2R − 1− γ̄x

γ̄

)
fX(x)dx

=





η1(2R−1)
γ̄

exp(−η1(2R−1)
γ̄

) for κ = η1

η1

κ−η1
[exp(−η1(2R−1)

γ̄
)− exp(−κ

γ̄
(2R − 1))] for κ 6= η1.

(5.7)
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Furthermore, based on (5.3), the lower bound of Pr(IOAF < R/2) is obtained as

Pout,OAF,lower = L
L−1∑

i=0

(−1)i

(
L− 1

i

)[
ζ((i + 1)λ)− η1

γ̄
exp(−η1

2R − 1
γ̄

)×
∫ 2R−1

0

2
√

y2 + y
√

η2η3

γ̄
K1

(
2
√

y2 + y
√

η2η3

γ̄

)
e
−λ

γ̄
(i+1)y

e
η1
γ̄

ydy

]

+
L∑

i=0

(−1)i

(
L

i

)
ζ(iλ) (5.8)

As x goes to zero, it can be proved that 1 − xK1(x) converges to zero faster

than 1− exp(−x). Moreover, we have

2t
√

η2η3

γ̄
K1(

2t
√

η2η3

γ̄
)− 2

√
t2 + t

√
η2η3

γ̄
K1(

2
√

t2 + t
√

η2η3

γ̄
)

< 1− 2
√

t2 + t
√

η2η3

γ̄
K1(

2
√

t2 + t
√

η2η3

γ̄
). (5.9)

Using the above two properties, we can readily show that the bounds of FT (t), given

by (5.2) and (5.3), are both dominated by the term (1 − e−λ t
γ̄ )L when γ̄ is large.

In consequence, both the outage-probability bounds (5.6) and (5.8) are determined

by
∑L

i=0(−1)i
(

L
i

)
ζ(iλ). Finally, it can be easily proved that

∑L
i=0(−1)i

(
L
i

)
ζ(iλ)

asymptotically equals η1λ
L gL+1(γ̄)

L+1
as γ̄ increases. Since both bounds converge to

η1λ
L gL+1(γ̄)

L+1
, the outage probability will also converge to the same value, i.e.,

Pout,OAF ∼ η1λ
L gL+1(γ̄)

L + 1
, (5.10)

producing in the same result as given in [79].

In the analysis of the single-relay AF networks, f(γ̄|as,r|2, γ̄|ar,d|2) has been

approximated by (γ̄|as,r|2 · γ̄|ar,d|2)/(γ̄|as,r|2+ γ̄|ar,d|2) in [68,69]. The approximation

is tight when γ̄ is large. In the following, we employ the approximation to study the

outage performance of the opportunistic relaying system.

Theorem 5.2. Define the RV T̃ = (γ̄|as,r|2 · γ̄|ar,d|2)/(γ̄|as,r|2 + γ̄|ar,d|2). Then the
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cdf of T̃ , i.e., FeT (t̃) is bounded by

FeT (t̃) ≤ L(e−λ t̃
γ̄ − 2t̃

√
η2η3

γ̄
e−

λt̃
γ̄ K1(

2t̃
√

η2η3

γ̄
))× (1− e−λ 2t̃

γ̄ )L−1 + (1− e−λ t̃
γ̄ )L

(5.11)

FeT (t̃) ≥ L(e−λ t̃
γ̄ − 2t̃

√
η2η3

γ̄
e−

λt̃
γ̄ K1(

2t̃
√

η2η3

γ̄
))× (1− e−λ t̃

γ̄ )L−1 + (1− e−λ t̃
γ̄ )L.

(5.12)

Proof. Appendix 5.B outlines the proof.

Consequently, using the same technique that derives (5.6) and (5.8), the bounds

of the approximated outage probability (P̃out,OAF = E[Pr(T̃ < 2R− 1− γ̄X|X = x)])

can be shown equal to

P̃out,OAF,upper = L
L−1∑
i=0

(−1)i

(
L− 1

i

)[
ζ((2i + 1)λ)− η1

γ̄
exp(−η1

2R − 1

γ̄
)×

∫ 2R−1

0

2ỹ
√

η2η3

γ̄
K1

(
2ỹ
√

η2η3

γ̄

)
e−

λ
γ̄
(2i+1)ỹe

η1
γ̄

ỹdỹ

]
+

L∑
i=0

(−1)i

(
L

i

)
ζ(iλ)

(5.13)

P̃out,OAF,lower = L
L−1∑
i=0

(−1)i

(
L− 1

i

)[
ζ((i + 1)λ)− η1

γ̄
exp(−η1

2R − 1

γ̄
)×

∫ 2R−1

0

2ỹ
√

η2η3

γ̄
K1

(
2ỹ
√

η2η3

γ̄

)
e−

λ
γ̄
(i+1)ỹe

η1
γ̄

ỹdỹ

]
+

L∑
i=0

(−1)i

(
L

i

)
ζ(iλ).

(5.14)

Similar to the previous case, it can be readily shown that the bounds of

FeT (t̃) given by (5.11) and (5.12) are both dominated by the term (1 − e−λ t̃
ρ )L

when γ̄ is large. Consequently, the bounds in (5.13) and (5.14) are determined by
∑L

i=0(−1)i
(

L
i

)
ζ(iλ), which asymptotically equals η1λ

L gL+1(γ̄)
L+1

as γ̄ increases. Thus,

P̃out
OAF converges to the same expression shown in (5.10), i.e.,

P̃out
OAF ∼ η1λ

L gL+1(γ̄)

L + 1
. (5.15)
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5.2.2 Ergodic achievable rate

When the opportunistic relay channel suffers block/fast fading, in which the time

duration of each transmission is much larger than the channel coherence time, the

ergodic achievable rate, defined as the expectation of the mutual information per

channel use, is a more appropriate channel measure [4].

Let the RVs

X = |as,d|2 (5.16)

Y = log(1 + γ̄|as,d|2 + f(γ̄|as,r|2, γ̄|ar,d|2))
= log(1 + γ̄X + T ). (5.17)

Then the ergodic achievable rate of the OAF protocol, denoted by ROAF, is given

by ROAF = 1
2
E[Y ]. The conditional expectation of Y given X = x is therefore

E[Y |x] =

∫ ∞

0

[1− Pr(Y < y|X = x)]dy

= log2(1 + γ̄x) +

∫ ∞

log2(1+γ̄x)

[1− Pr(Y < y|X = x)]dy. (5.18)

Since Pr(Y < y|X = x) = FT (2y − 1− γ̄x), we have

E[Y |x] = log2(1 + γ̄x) +

∫ ∞

log2(1+γ̄x)

[1− FT (2y − 1− γ̄x)]dy. (5.19)

Further, averaging E[Y |x] over x with fX(x) = η1 exp(−η1x), we obtain the expec-

tation of Y as

E[Y ] =

∫ ∞

0

E[Y |x]fX(x)dx =
1

ln 2
ξ(η1)+

∫ ∞

0

∫ ∞

log2(1+γ̄x)

[1−FT (2y−1−γ̄x)]dyfX(x)dx,

(5.20)
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where

ξ(η1) =

∫ ∞

0

fX(x) ln(1 + γ̄x)dx = exp(
η1

γ̄
)Ei(

η1

γ̄
) (5.21)

is derived from the fact (cf. [73, (4.337.2)])

∫ ∞

0

exp(−µx) ln(1 + βx)dx =
1

µ
exp(

µ

β
)Ei(

µ

β
) (5.22)

where Ei(x) =
∫∞

x
exp(−t)t−1dt is the Exponential integral function.

Applying (5.2) and (5.3) to (5.20), the lower and upper bounds of the ergodic

achievable rate can be derived as

ROAF,lower =
1

2 ln 2
ξ(η1)− 1

2
L

L−1∑
i=0

(−1)i

(
L− 1

i

)[
ϕ((2i + 1)λ) +

η1

γ̄ ln 2
×

∫ ∞

0

[
2y
√

η2η3

γ̄
K1(

2y
√

η2η3

γ̄
)(e−

λ
γ̄
(i(
√

1/y+1−1)−1+y) − e−
λ
γ̄
(y(2i+1)))

−2
√

y2 + y
√

η2η3

γ̄
K1

(
2
√

y2 + y
√

η2η3

γ̄

)
e−

λ
γ̄
(i(
√

1/y+1−1)−1+y)

]

×eη1
y+1

γ̄ Ei

(
η1

y + 1

γ̄

)
dy

]
− 1

2

L∑
i=1

(−1)i

(
L

i

)
ϕ(iλ) (5.23)

ROAF,upper =
1

2 ln 2
ξ(η1)− 1

2
L

L−1∑
i=0

(−1)i

(
L− 1

i

)[
ϕ((i + 1)λ)− η1

γ̄ ln 2
×

∫ ∞

0

[
2
√

y2 + y
√

η2η3

γ̄
K1

(
2
√

y2 + y
√

η2η3

γ̄

)
e−

λ
γ̄
((i+1)y)

]

×eη1
y+1

γ̄ Ei

(
η1

y + 1

γ̄

)
dy

]
− 1

2

L∑
i=1

(−1)i

(
L

i

)
ϕ(iλ), (5.24)

where

ϕ(κ) =
∫ ∞

0

∫ ∞

0
exp(−κ(1 + γ̄x)

2y − 1
γ̄

)dyfX(x)dx

=





1− η1
γ̄

ξ(η1)

ln 2 , for κ = η1

η1

(κ−η1) ln 2ξ(η1) + η1

(η1−κ) ln 2ξ(κ), o.w.

(5.25)
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is derived from the fact
∫∞

0
exp(−µx)

x+β
dx = exp(µβ)Ei(µβ) (cf. [73, (3.352.4)]).

5.2.3 Average symbol error probability

Assume that the OAF protocol uses M -PSK modulation. The symbol error rate

(SER) for general M -PSK systems over AWGN channel can be accurately approxi-

mated by[74, p.231]

Pser ≈ 2Q(
√

2AMSNR) (5.26)

where SNR is the signal-to-noise ratio per symbol, Q(·) is the Q-function ([74, p.84])

and AM = sin2 π
M

. Based on (5.26), the average SER of the OAF protocol can be

readily shown equal to

Pser,OAF =
2

π

∫ π/2

0

η1

γ̄AM

sin2 θ
+ η1

E

[
exp(− AM

sin2 θ
f(γ̄|as,r|2, γ̄|ar,d|2))

]
dθ. (5.27)

Applying T = f(γ̄|as,r|2, γ̄|ar,d|2)) and (6), we obtain

E

[
exp(− AM

sin2 θ
T )

]
=

AM

sin2 θ

∫ ∞

0

exp(− AM

sin2 θ
t)FT (t)dt

≥ AM

sin2 θ

[
L

L−1∑
i=0

(−1)i

(
L− 1

i

) (
1

AM

sin2 θ
+ λ(i + 1)/γ̄

−
∫ ∞

0

exp(− AM

sin2 θ
t)

2
√

t2 + t
√

η2η3

γ̄
e−

(i+1)λt
γ̄ K1(

2
√

t2 + t
√

η2η3

γ̄
)dt

)

+
L∑

i=0

(−1)i

(
L

i

)
1

AM

sin2 θ
+ λi/γ̄

]
. (5.28)

Substituting (5.28) into (5.27), the lower bound of the average SER can be found as

Pser,OAF,lower =
2L

π

L−1∑

i=0

(−1)i

(
L− 1

i

) (
Λ1(AM , η1/γ̄, λ(i + 1)/γ̄)− π

2

√
AMη2

1

γ̄(γ̄AM + η1)

×
∫ ∞

0
exp(

η1t

ρ
)erfc(

√
(γ̄AM + η1)t

γ̄
)
2
√

t2 + t
√

η2η3

γ̄
e
− (i+1)λt

γ̄ K1(
2
√

t2 + t
√

η2η3

γ̄
)dt

)
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+
2
π

L∑

i=0

(−1)i

(
L

i

)
Λ1(AM , η1/γ̄, λi/γ̄). (5.29)

In arriving at (5.29), we have applied

∫ π/2

0

1
a+b sin2 θ

exp(− c
sin2 θ

)dθ = π

2
√

a(a+b)
exp( bc

a
)erfc(

√
(a+b)c

a
) (5.30)

derived from [73, (3.363.1) and (3.361.2)]; and

Λ1(B, x, y) =
∫ π/2

0

(
x

B
sin2 θ

+ x

)(
B

sin2 θ

) (
1

B
sin2 θ

+ y

)
dθ

=





π
4

√
B/x

(1+B/x)3
, for x = y

π
2

(√
B/y

1+B/y −
√

B/x
1+B/x

)
x

x−y , for x 6= y

(5.31)

derived from
∫ π/2

0
sin2 t/(sin2 t + c)dt = π(1−

√
c/(1 + c))/2 [74, (5A.9)].

Using a similar technique and based on (5.8), the upper bound of the average

SER can be shown equal to

Pser,OAF,upper =
2L

π

L−1∑

i=0

(−1)i

(
L− 1

i

) (
Λ1(AM , η1/γ̄, λ(i + 1)/γ̄) +

π

2

√
AMη2

1

γ̄(γ̄AM + η1)

×
∫ ∞

0
exp(

η1t

ρ
)erfc(

√
(γ̄AM + η1)t

γ̄
)
[
2t
√

η2η3

γ̄
K1(

2t
√

η2η3

γ̄
)

× (e−
λ
γ̄
(i(
√

1/t+1−1)−1+t) − e
−λ

γ̄
(t(2i+1)))

−2
√

t2 + t
√

η2η3

γ̄
K1(

2
√

t2 + t
√

η2η3

γ̄
)e−

λ
γ̄
(i(
√

1/t+1−1)−1+t)

]
dt

)

+
2
π

L∑

i=0

(−1)i

(
L

i

)
Λ1(AM , η1/γ̄, λi/γ̄). (5.32)

As explained in Sect. 5.2.1, the bounds of FT (t) are both dominated by the term

(1 − e−λ t
γ̄ )L when γ̄ is large. Using such a property, it can be shown further

that the average SER bounds given by (5.29) and (5.32) are both dominated by

2
π

∑L
i=0(−1)i

(
L
i

)
Λ1(AM , η1/γ̄, λi/γ̄), which equals η1

λ(L+1)
( λ

2AM γ̄
)L+1

∏L
i=0(2i+1) asymp-

totically as γ̄ increases. Therefore, the asymptotic performance of the average SER
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Figure 5.1: Comparison of the simulation results, the asymptotic results, and the
upper and lower bounds for the outage performance of a CSI-assisted OAF system
with R = 0.4, η1 = 20, η2 = 0.2η1, η3 = 0.8η1 and L = 1, 2, 4.

is given by

P̄ SER
OAF ∼

η1

λ(L + 1)

(
λ

2AM γ̄

)L+1 L∏
i=0

(2i + 1). (5.33)

5.3 Simulation Results

First, we study a CSI-assisted OAF system employing an MRC receiver at the

destination with the parameters R = 0.4, η1 = 20, η2 = 0.2η1, η3 = 0.8η1 and

L = 1, 2, 4. Figure 5.1 plots the simulated outage probability, the asymptotic curve

calculated from (5.10), and the upper and lower bounds calculated using (5.6) and

(5.8), respectively. The results clearly show that the analytical upper and lower

bounds can accurately predict the range of the simulated outage probabilities. We

also observe that the range becomes wider as L increases from 1 to 2, and then to
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Figure 5.2: Comparison of the simulation results, the asymptotic results, and
the upper and lower bounds obtained by approximating f(γ̄as,r, γ̄ar,d) by (γ̄as,r ·
γ̄ar,d)/(γ̄as,r + γ̄ar,d) for the outage probability of a CSI-assisted OAF system with
R = 0.4, η1 = 20, η2 = 0.2η1, η3 = 0.8η1 and L = 1, 2, 4.

4. Moreover, the upper bound and the lower bound for each individual case merge

with the asymptotic curve as SNR increases. The observation is in line with our

derivation in Sect. 5.2.1 that the diversity gain of the OAF protocol equals L + 1.

In Fig. 5.2, we compare the simulated outage performance with the approximated

upper and lower bounds given by (5.13) and (5.14), in which f(γ̄|as,r|2, γ̄|ar,d|2) is

approximated by (γ̄|as,r|2 · γ̄|ar,d|2)/(γ̄|as,r|2 + γ̄|ar,d|2). For the case L = 1, the

approximated upper bound and the approximated lower bounds are identical (as

can be seen from (5.13) and (5.14), or equivalently (5.11) and (5.12)) and hence

the curves overlap exactly in the figure. Moreover, the simulated results are mostly

close to the approximated bounds. But for the cases L = 2 and L = 4, it is obvious

that the simulated results are larger than the approximated upper bounds. In other

words, the approximated bounds under-estimate the outage probability.
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Figure 5.3: Comparison of the simulation results, the upper and lower bounds for
the ergodic achievable rate of a CSI-assisted OAF system with L = 4, η1 = 1, 5,
η2 = 0.2η1, and η3 = 0.9η1.

Fig. 5.3 plots the ergodic achievable rate for the OAF protocol with parameters

L = 4, η1 = 1 and 5, η2 = 0.2η1 and η3 = 0.9η1. The curves show that the upper

bound and the lower bound, given by (5.24) and (5.23), respectively, are very close.

Even so, they can contain the simulated results. We also note that the ergodic

achievable rate decreases as η1 increases from 1 to 5. When η1 is larger, it implies

more severe fading, resulting in a lower ergodic achievable rate.

Finally, we examine the average SER for the opportunistic relaying systems

using M -ary PSK modulation scheme. In Fig. 5.4, we plot the simulated results as

well as the bounds (given by (5.32) and (5.29)) and the asymptotic results (given

by (5.33)) for the system employing 4-ary PSK with L = 2, 4, η1 = 10, η2 = 0.4η1

and η3 = 0.9η1. We can observe that the simulated results are well contained within

the upper bound and the lower bound.
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Figure 5.4: Comparison of the simulation results and the lower bound for the average
SER performance of a CSI-assisted OAF system employing 4-ary PSK modulation
with L = 2, 4, η1 = 10, η2 = 0.4η1, and η3 = 0.9η1.

5.4 Summary

In this chapter, we have studied an opportunistic cooperative communication sys-

tem that employs CSI-assisted AF relaying protocols and an MRC receiver at the

destination. We have derived expressions for the upper and lower bounds for the

outage probability, ergodic achievable rate and average SER of M -PSK, which are

further verified by simulated results. The technique developed here can be extended

to analyze multiple-relay systems under dissimilar fading, and also to the case when

the energy fairness among the relays are taken into consideration [92]. In the next

chapter, we will investigate two-way relaying systems.
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Appendix 5.A

Recall |as,i|2 and |ai,d|2 are independent exponential RVs. It is clear that min(|as,i|2, |ai,d|2)
for (i = 1, 2, . . . , L) are independent, identical exponential RVs with parameter

(σ−2
s,r + σ−2

r,d ). Suppose that the lth relay is chosen as the “best” relay, i.e., as,r = as,l

and ar,d = al,d. Consider the “second best” relay and let the RV V = max{min(|as,i|2, |ai,d|2) :

i = 1, ..., L; i 6= l}. Then, for any v > 0

FV (v) = Pr(V < v) = Pr
(∩L

i6=l[min(|as,i|2, |ai,d|2) < v]
)

= (1− exp(−λv))L−1 .

(5.34)

Let X = 1
|as,l|2 and Y = 1

|al,d|2 . Then the conditional cdf of T is given by

FT (t|l, V = v) = Pr(X + Y +
1

γ̄
XY >

γ̄

t
,X < V −1, Y < V −1). (5.35)
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When 0 < v < t
γ̄
, as in Fig. 5.5, we have

FT (t|l, v) = e−λv − 2
√

t2 + t
√

η2η3

γ̄
e
−λt

γ̄ K1(
2
√

t2 + t
√

η2η3

γ̄
) (5.36)

After integrating over 0 < v < t
γ̄
, we get

FT (t|l, 0 < v <
t

γ̄
) = [e−λ t

γ̄ − 2
√

t2 + t
√

η2η3

γ̄
e
−λt

γ̄ K1(
2
√

t2 + t
√

η2η3

γ̄
)](1− e

−λ t
γ̄ )L−1

+
1
L

(1− e
−λ t

γ̄ )L. (5.37)

Similarly, when t
γ̄

< v < 2t
γ̄
, it can be shown that

FT (t|l, t

γ̄
< v <

2t

γ̄
) ≤ [e−λ t

γ̄ − 2
√

t2 + t
√

η2η3

γ̄
e
−λt

γ̄ K1(
2
√

t2 + t
√

η2η3

γ̄
)]

× [(1− e
−λ 2t

γ̄ )L−1 − (1− e
−λ t

γ̄ )L−1]. (5.38)

On the other hand, apparently, one lower bound is FT (t|l, t
γ̄

< v < 2t
γ̄
) ≥ 0. Finally,

when 2t
γ̄

< v < (
√

1/t + 1− 1)−1/γ̄, it can be readily proved that

0 ≤ FT (t|l, 2t

γ̄
< v < (

√
1/t + 1− 1)−1/γ̄)

≤ [
2t
√

η2η3

γ̄
e−

λt
γ̄ K1(

2t
√

η2η3

γ̄
)− 2

√
t2 + t

√
η2η3

γ̄
e−

λt
γ̄ K1(

2
√

t2 + t
√

η2η3

γ̄
)]

× [(1− e−λ
h(t)

γ̄ )L−1 − (1− e−λ 2t
γ̄ )L−1] (5.39)

where h(t) = (
√

1/t + 1 − 1)−1. Integrating FT (t|l, V ) over V , i.e., combining the

aforementioned cases, we have a pair of bounds for FT (t|l). By recognizing that

FT (t|l) are the same for all l ∈ {1, · · · , L}, we have FT (t) = LFT (t|l) and we obtain

the upper bound and lower bound of FT (t) shown in (5.2) and (5.3), respectively.

125



1

v

1/ v

X

Y

t

/ t

0

Figure 5.6: The grey region represents the integral area for T̃ = (γ̄|as,r|2 ·
γ̄|ar,d|2)/(γ̄|as,r|2 + γ̄|ar,d|2) when 0 < v < t̃

γ̄
.

Appendix 5.B

Using the same notations as in Appendix 5.A, the cdf of T̃ conditioned on l and V

equals

FeT (t̃|l, V ) = Pr(
1

|as,l|2 +
1

|al,d|2 >
γ̄

t̃
, |as,l|2 > V, |al,d|2 > V )

= Pr(X + Y >
γ̄

t̃
,X < V −1, Y < V −1). (5.40)

To integrate the conditional cdf over V , we consider the following cases. When

0 < v < t̃
γ̄
, as in Fig. 5.6, we have

FeT (t̃|l, V = v) = e−λv − 2t̃
√

η2η3

γ̄
e−

λt̃
γ̄ K1(

2t̃
√

η2η3

γ̄
). (5.41)

By integrating FeT (t̃|l, V ) over 0 < v < t̃
γ̄
, we obtain

FeT (t̃|l, 0 < v <
t̃

γ̄
) =

(
e
−λ t̃

γ̄ − 2t̃
√

η2η3

γ̄
e
−λt̃

γ̄ K1(
2t̃
√

η2η3

γ̄
)
)(

1− e
−λ t̃

γ̄

)L−1

+
1
L

(
1− e

−λ t̃
γ̄

)L

. (5.42)
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When t̃
γ̄

< v < 2t̃
γ̄
, using the same technique as in the proof of Theorem 5.1, it can

be readily shown that

FeT (t̃|l, t̃

γ̄
< v <

2t̃

γ̄
) ≤ [e−λ t̃

γ̄ − 2t̃
√

η2η3

γ̄
e−

λt̃
γ̄ K1(

2t̃
√

η2η3

γ̄
)]

×[(1− e−λ 2t̃
γ̄ )L−1 − (1− e−λ t̃

γ̄ )L−1], (5.43)

and FeT (t̃|l, t̃
γ̄

< v < 2t̃
γ̄
) ≥ 0. Combining the above results, we have a pair of

bounds of FeT (t̃|l). Since FeT (t̃|l) are the same for all l ∈ {1, · · · , L}, suggesting

FeT (t̃) = LFeT (t̃|l), FeT (t̃) is therefore upper-bounded and lower-bounded, respectively,

by (5.11) and (5.12).
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Chapter 6

Two-Way Relaying Systems

With an aim to integrating the benefits of relaying and network coding have been

integrated, distributed space-time coding (STC) with modular network coding for

two-way relaying systems has been proposed and referred to as the “partial decode-

and-forward II (PDF II)” scheme [66]. To reflect the relaying strategy more precisely,

in this thesis, we name such an relaying scheme as the “fully-distributed space-

time two-way relaying (FDST-TR)” scheme. In the FDST-TR scheme, the two-way

relaying is fulfilled in two time slots. In the first time slot, two sources broadcast

their information frames to the common relays simultaneously. In the second time

slot, some relays are selected to perform distributed STC and modular network

coding, and the resulted signals are then broadcasted back to the two source nodes.

It has been shown that the FDST-TR scheme can achieve the full diversity order if

the number of symbols in a frame is no less than the number of relays. Furthermore,

in order to achieve the optimal performance, the space-time codewords transmitted

from different relays have to be orthogonal.

In this chapter, we propose a new two-way relaying protocol, namely oppor-

tunistic two-way relaying (O-TR) method, which is based on modular network cod-

ing and opportunistic relay selection. In the proposed O-TR protocol, no distributed
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Figure 6.1: The system model of a multi-relay system with two sources and two-way
communications.

space-time coding is needed. Therefore, the requirement that each relay should be

assigned an orthogonal precoding matrix is removed. Instead of selecting a number

of relays as in distributed space-time coding, the proposed O-TR protocol selects

only one active relay to perform the network coding on the decoded symbols sent by

the two sources and to forward the network-coded symbols back to the two sources.

The decoding at the sources is also made simpler. Moreover, the proposed protocol

imposes no restriction on the frame length, which results in a more flexible frame

design at the sources. We will further show by analysis that the proposed O-TR

protocol accomplishes the full diversity, and we compare the frame error error (FER)

of the O-TR scheme with that of the FDST-TR method by simulations.

6.1 Two-Way Relaying with Decode-and-Forward

Protocol

In this section, we briefly review the distributed space-time coded DF relaying strat-

egy proposed in [66]. We consider the two-way relay network shown in Fig. 6.1, where
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Figure 6.2: The block diagram of a two-way communications using FDST-TR.

two source nodes S1 and S2 exchange their information with the help of L relay nodes

Ri (i = 1, · · · , L). We assume that all the relays are within the transmission ranges

of both S1 and S2, but there is no direct link connecting S1 and S2. The link be-

tween S1 and Ri is characterized by the channel coefficient hi, which accounts for the

channel fading impairment and is modeled as a complex random variable following

a complex Gaussian distribution with zero mean and unit variance, i.e., CN (0, 1).

Meanwhile, the channel coefficient of the S2-to-Ri link is denoted by gi which also

follows a CN (0, 1) distribution.

We concentrate on a cooperative communication system in which both S1

and S2 employ the same modulation scheme and map each symbol to a corre-

sponding energy-normalized signal x ∈ X . We assume that the cardinality of

the constellation |X | = M , and that each transmission frame consists of N sym-

bols. Also, we denote the minimum distance of the M -ary signal constellation by

dmin. In each transmission-time unit, S1 and S2 will exchange one frame of N sym-

bols, which is fulfilled in two equal-duration time slots. Specifically, in the first

time slot, S1 and S2 broadcast their signal frames x 1 = [x1(1), · · · , x1(N)]T and

x 2 = [x2(1), · · · , x2(N)]T , with powers P1 and P2, respectively, to all the relays at
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the same time, as shown in Fig. 6.2. At the ith relay, we denote the received signal

frame by yRi
= [yRi

(1), · · · , yRi
(N)]T . Then, yRi

is given by

yRi
=

√
P1hix 1 +

√
P2gix 2 + n i (6.1)

where n i ∈ CN is a signal vector consisting of independent complex Gaussian noises

with zero mean and variance N0. In the second time slot, the relays process their

received signal frames from both S1 and S2 and broadcast a new signal frame back

to S1 and S2. Finally, S1 and S2 decode the sent symbols from its counterpart based

on the received new signal frame.

In the FDST-TR protocol, the ith relay (i = 1, . . . , L) will decode the received

signal frame yRi
using a generalized sphere decoder [85]. The detection method is

expressed by

[x̂ i
1, x̂

i
2] = argmin

[s1,s2]:s1,s2∈XN

‖ yRi
− (

√
P1his1 +

√
P2gis2) ‖2

2 (6.2)

or simply

[x̂i
1(t), x̂

i
2(t)] = argmin

[s1,s2]:s1,s2∈X
|yRi

(t)− (
√

P1his1 +
√

P2gis2)|2 for t = 1, 2, . . . , N

(6.3)

where x̂ i
1 = [x̂i

1(1), · · · , x̂i
1(N)]T and x̂ i

2 = [x̂i
2(1), · · · , x̂i

2(N)]T are the decoded

signal frames of x 1 and x 2, respectively. Afterwards, the ith relay will combine the

two decoded signal frames into one frame by using modular network coding. The

detailed modular network coding is presented as follows.

Recall that M = |X | is the cardinality of the signal constellation X . Let

M = {0, 1, . . . , M − 1} be a set containing M symbols. Define A : M 7→ X as a

one-to-one mapping with A(j) = xj ∈ X and j ∈ M. For a vector v in which each

element is a member of M, A will map v on an element-by-element basis onto X .
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Denote the inverse mapping of A by A−1, which is also a one-to-one mapping. We

can then map the decoded signal frames x̂ i
1 and x̂ i

2 to the decoded symbol vectors,

which we denote by v i
1 and v i

2, respectively. Therefore, we have v i
1 = A−1(x̂ i

1)

and v i
2 = A−1(x̂ i

2). Then the ith relay will determine whether the decoded symbol

vectors satisfy the following equation:

mod{v i
1 + v i

2,M} = mod{v 1 + v 2,M} (6.4)

where v 1 = A−1(x 1), v 2 = A−1(x 2) and mod{x ,M} denotes the modulo-M opera-

tion performing on each element in the vector x . If the equation is satisfied, the ith

relay is called a successful relay 1. A successful relay will further linearly transform

the networked-coded signal vector, i.e., A(mod{v i
1 + v i

2,M}), with a matrix Ai to

obtain t i, i.e.,

t i =
√

PrAiA(mod{v i
1 + v i

2,M}) (6.5)

where Pr is the transmission power of each relay. Then, t i is broadcasted back to

the two source nodes.

The received signal vector at S1 is then given by

r 1 =
∑

k∈K
hktk + w 1 =

∑

k∈K

√
PrhkAkA(mod{v k

1 + v k
2,M}) + w 1 (6.6)

where K is the set of successful relays, and w 1 is a vector consisting of N independent

complex Gaussian noises with zero mean and variance N0. Based on r 1, S1 estimates

the transmitted signal vector from S2. Suppose the suboptimal detection method in

1Here, we assume that the condition (6.4) can be verified, for instance, by a cyclic-redundancy-
check (CRC) error-detection code. If v1 and v2 are binary vectors, i.e., M = 2, the XOR between
the CRCs of v1 and v2 is exactly the same as the CRC of mod{v1 +v2,M} [66]. If M = 2r where
r is an integer, the condition (6.4) can still be verified by mapping the M -ary symbol sequences v1

and v2 to binary vectors before performing a CRC detection. However, we have not considered the
actual type of error-detection being used, which is outside the scope of this study. Consequently,
the symbols in each frame are considered as independent and identically distributed, and the FER
will be evaluated based on the transmitted symbols directly.
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[66] is used, the decoded signal vector, denoted by x̂ 2, will be given by

x̂ 2 = argmin
x=A(v ′2)

‖ r 1 −
∑

k∈K

√
PrhkAkA(mod{v 1 + v ′2,M}) ‖2

2 . (6.7)

Note that v 1 is a function of the transmitted signal vector x 1 from S1, and is

therefore known to S1. With this suboptimal detection method, it has been proved

that the FDST-TR relaying method can achieve the full diversity order [66].

However, in order to achieve the full diversity order in the FDST-TR relaying

scheme, the frame length N is required to be no less than L. In other words, when

L becomes large, the frame length has to be increased accordingly. This reduces

the probability that the decoded symbol vectors at the relays meeting the condition

(6.4) and hence degrades the system performance. Besides, whenever there is a new

relay joining the active transmission, all other relays need to change their linear

transformation matrices Ai. Furthermore, the synchronization among all relays

becomes more and more difficult when L is large.

6.2 Opportunistic Two-Way Relaying (O-TR) Method

To solve the problems inherent to the FDST-TR method, we propose a protocol

based on modular network coding and opportunistic relay selection. In the pro-

posed protocol, each relay will check if the modular condition (6.4) is satisfied after

decoding the received signal vectors. Among the successful relays, only the “best

relay” will be selected and will forward a combined signal frame back to the two

sources.

Suppose the kth relay is the best relay, which can be selected based on the

maxmin criterion, the maximize-harmonic-mean criterion or any other criteria [25,

43, 52, 60]. We further denote the transmitted signal frame from the kth relay by
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ťk =
√

LPrA(mod{v k
1 + v k

2,M}), as shown in Fig. 6.3. Using (6.4), the received

signal frame at the source S1 during the second time slot can be expressed as

ř 1 = hk ťk + w 1 =
√

LPrhkA(mod{v k
1 + v k

2,M}) + w 1

=
√

LPrhkA(mod{v 1 + v 2,M}) + w 1. (6.8)

The suboptimal detection method is used and the received signal frame is decoded

in favor of

x̃ 2 = argmin
x=A(ṽ 2)

‖ ř 1 −
√

LPrhkA(mod{v 1 + ṽ 2,M}) ‖2
2 . (6.9)

Unlike the detection for the FDST-TR protocol (6.7), the detection for the proposed

O-TR protocol (6.9) does not require the summing of different received signal vectors

or any matrix transformations. Thus the decoding complexity is lower. Moreover,

the average received power at each of the sources is equal to LPr for the proposed

O-TR protocol, and is no less than that for the FDST-TR protocol, which has

a value of only KPr (L ≥ K ≥ 1)). Therefore, intuitively the O-TR protocol

should accomplish a better frame error rate (FER) performance than the FDST-TR

protocol if the O-TR protocol can achieve the full diversity. In Sect. 6.3, we will

further show the results when the average received powers at each of the sources for

the proposed O-TR protocol and for the FDST-TR protocol are identical.

In summary, the benefit of the proposed protocol is threefold. Firstly, there is

no restriction on the frame length N , which results in a more flexible frame design

at the sources S1 and S2. Secondly, no distributed-space-time linear transformation

is performed at the relays. Therefore, whenever there is a new relay entering the

system, the matrix adjustment is not required. Thirdly, the decoding at the sources

S1 and S2 is made simpler. In the following, we will continue our study by analyzing

the upper-bound of the FER and the diversity order of the O-TR protocol.
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Best Relay

Figure 6.3: The block diagram of a two-way communications using O-TR.

6.2.1 Upper-bound of FER and diversity analysis

For simplicity, we assume that the transmission powers of the sources S1 and S2,

and of the relays are identical, i.e., P1 = P2 = Pr = P . We also denote the SNR

as γ̄ = P/N0, where N0 is the Gaussian noise variance. Furthermore, we will study

the scenario when the maxmin criterion is used to select the “best relay” [43, 52].

The approach shown in the following can be applied to cases when another selection

criterion is adopted.

6.2.1.1 FER at the relays Ri(i = 1, 2, . . . , L)

Considering the ith relay Ri, we rewrite the detection equation (6.2) as

[x̂ i
1, x̂

i
2] = argmin

[s1,s2]:s1,s2∈XN

‖ yRi
−
√

P [s1 s2][hi gi]
T ‖2

2 . (6.10)

Recall that the signal frames x 1 and x 2 are transmitted from S1 and S2, respectively.

We let X = [x 1 x 2] and H = [hi gi]
T . Given that X has been transmitted and the

estimation is in favor of a particular X̂ = [x̂ i
1 x̂ i

2], by making use of the method

described in Sect. IV of [34], it can be shown that the pairwise error probability
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(PEP) is bounded above by the Chernoff bound, i.e.,

Pr{X̂ 6= X |X̂ ,X } ≤ min
0<δ<1

{
Ehi,gi,n i

[
e

δ(ln p(yRi
| ˆX )−ln p(yRi

|X ))

]}

= min
0<δ<1

{
Ehi,gi

[
e−δ(1−δ)γ̄H ∗

(X− ˆX )∗(X− ˆX )H
]}

= det −1(I 2 + γ̄
4
(X − X̂ )∗(X − X̂ )) (6.11)

where E[·] is the expectation operation,

p(yRi
|X̃ ) = 1

π2NN2N
0

e
−

(yRi
−√P

˜XH )∗(yRi
−√P

˜XH )

N0 (6.12)

and yRi
has been defined as in (6.1). Also, δ = 1/2 is chosen to minimize the bound

at the last step. Furthermore, applying the analysis that derives (50) in [66] to

(6.11), we obtain

Pr{X̂ 6= X |X̂ ,X } ≤ 2
γ̄d2

min
. (6.13)

(Recall that dmin represents the minimum distance of the M -ary signal constellation.)

Finally, considering all the cases where X̂ 6= X in (6.13) (there are (M2N − 1) such

X̂ ) and applying the union bound, we have

Pr{X̂ 6= X |X } =
∑

ˆX

Pr{X̂ 6= X |X̂ ,X } ≤ 2(M2N − 1)

γ̄d2
min

≈ 2M2N

γ̄d2
min

. (6.14)

Consequently, the probability that the modular condition (6.4) is violated, denoted

by prelay, is bounded by

prelay = Pr
{A(mod{v i

1 + v i
2,M}) 6= A(mod{v 1 + v 2,M})}

≤ Pr{X̂ 6= X |X } ≤ 2M2N

γ̄d2
min

. (6.15)
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6.2.1.2 FER at the sources S1 and S2

Suppose that there are K (1 ≤ K ≤ L) relays {i1, . . . , iK} ⊂ {1, . . . , L} which can

meet the modular condition (6.4). Assume that the maxmin criterion is used to

select the “best relay”, which is denoted as the ikth relay. In other words, ik =

arg maxi∈{i1,··· ,iK}(min(|hi|2, |gi|2)). Furthermore, we define U = min(|hik |2, |gik |2).
Since |hi1|2, . . . , |hiK |2 and |gi1|2, . . . , |giK |2 are independent, identical exponential

RVs with parameter λ = 1, the pdf of U is given [94] by

fU(u) = 2K exp(−2u)[1− exp(−2u)]K−1

= 2K
K−1∑

k=0

(
K−1

k

)
(−1)k exp(−2(k + 1)u). (6.16)

At the sources S1 and S2, the signal frame received from the selected relay

(ikth relay) are given by
√

LPhikA(mod{v 1+v 2,M})+w 1 and
√

LPgikA(mod{v 1+

v 2,M})+w 2, respectively, where w 2 is a vector consisting of N independent complex

Gaussian noises with zero mean and variance N0. Denote the decoded symbol frame

from S2 at S1 by ṽ 2 and the decoded symbol frame from S1 at S2 by ṽ 1. Using the

decoding mechanism as in (6.9), the average conditional PEP can be shown equal

to [66]

Pr {ṽ 2 6= v 2 ∪ ṽ 1 6= v 1|v 1, v 2, ṽ 1, ṽ 2, U = u}
= 1

2
Pr(x̃ 2 6= x 2|x 2, x̃ 2, U = u) + 1

2
Pr(x̃ 1 6= x 1|x 1, x̃ 1, U = u)

≤ 1
2
[e−

L
4

γ̄h∗ik (x̃ 2−x 2)∗(x̃ 2−x 2)hik + e−
L
4

γ̄g∗ik (x̃ 1−x 1)∗(x̃ 1−x 1)gik ]

≤ e−
L
4

γ̄ min(|hik
|2,|gik

|2)d2
min = e−

L
4

γ̄ud2
min . (6.17)

Combining the results in (6.16) and (6.17) and applying [73, Eq(3.312.1)], we obtain

Pr {ṽ 2 6= v 2 ∪ ṽ 1 6= v 1|v 1, v 2, ṽ 1, ṽ 2} ≤
∫ ∞

0

e−
L
4

γ̄d2
minufU(u) du
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= KB(L
8
γ̄d2

min + 1, K) (6.18)

where B(·, ·) is the Beta function [73]. Applying the union bound, the FER at S1

and S2, given that there are K successful relays, is upper-bounded as follows:

psources,K = Pr(ṽ 2 6= v 2 ∪ ṽ 1 6= v 1)

=
∑

ṽ 1,ṽ 2

Pr {ṽ 2 6= v 2 ∪ ṽ 1 6= v 1|v 1, v 2, ṽ 1, ṽ 2}

≤MNKB(L
8
γ̄d2

min + 1, K). (6.19)

6.2.1.3 Overall system FER and diversity

Finally, the overall average FER of the two-way relaying system, denoted by P̄FER,

is bounded by

P̄FER =
L∑

K=0

(
L
K

)
psources,K × (1− prelay)

K × pL−K
relay

≤
L∑

K=0

(
L
K

)
psources,K × pL−K

relay

≤
(

2M2N

γ̄d2
min

)L

+
L∑

K=1

(
L
K

)
MNKB(L

8
γ̄d2

min + 1, K)

(
2M2N

γ̄d2
min

)L−K

=

(
2M2N

γ̄d2
min

)L

+
L∑

K=1

(
L
K

)
MNK

Γ(K)

(L
8
γ̄d2

min + 2)K

(
2M2N

γ̄d2
min

)L−K

≤ MN(γ̄d2
min)

−L(8 + 2M2N)L (6.20)

where Γ(·) is the Gamma function [73]. In deriving the last inequality, we have

applied K Γ(K)

(
L
8

γ̄d2
min+2)K

≤ K Γ(K)

(
L
8

γ̄d2
min)K

≤ ( 8
γ̄d2

min
)K . The results in (6.20) indicate that

the upper bound of the average FER is proportional to γ̄−L. Thus, we can conclude

that our proposed O-TR scheme for the two-way relaying system can achieve the

full diversity even without employing distributed space-time coding.
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6.2.2 FER analysis for BPSK modulation

In this section, we will study the average FER for the O-TR cooperative system

analytically when the binary-phase-shift-keying (BPSK) modulation is used in the

signal transmission.

We denote pRi|hi,gi
as the FER at Relay Ri conditioned on hi and gi, i.e.,

the probability that the condition in (6.4) fails at Relay Ri. We further define

Vi = min(|hi|2, |gi|2). Then, pRi|hi,gi
can be approximated by (see Appendix 6.A)

pRi|hi,gi
≈ 1−

(
1−Q(

√
2 min(|hi|2, |gi|2)γ̄)

)N

=
N∑

n=1

(
N
n

)
(−1)n+1 Qn

(√
2Viγ̄

)
, pRi|Vi

. (6.21)

We define K = {im}K
m=1 as a set of indices where im ∈ {1, . . . , L} and K ≤ L.

Define “RK successful” as the event that the relays {Rim}K
m=1 are successful while

the relays {Rj} with j /∈ K are not successful. The probability for such an event to

occur can therefore be approximated by

Pr (RK successful) ≈
∏

im∈K
(1− pRim |Vim

)×
∏

j /∈K
pRj |Vj

. (6.22)

Furthermore, by applying fVi
(v) = 2 exp(−2v) and the approximation (6.34)

in Appendix 6.B to (6.21), we can approximate the average FER at Ri as

pR , pRi

= EVi
[pRi|Vi

] = EVi

[
N∑

n=1

(
N
n

)
(−1)n+1 Qn

(√
2Viγ̄

)]

≈
N∑

n=1

(
N
n

)
(−1)n+1

∑

l1,l2,...,l8
l1+l2+···+l8=n

2αnβn(2γ̄)
µn

2 Γ(µn

2
+ 1)(nγ̄ + 2)−(

µn

2
+1)

(6.23)
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where αn = n!/(l1!l2! . . . lma !), βn = (c1)
l1 . . . (cma)

lma and µn = l2 + 2l3 + · · · +
(ma−1)lma . As in Sect. 6.2.1.2, we denote U = maxim∈K{min(|him|2, |gim|2)}. Since

only the best relay will transmit the coded signal vector back to the sources in the

second time slot, the FER at the sources conditioned on the “RK successful” event

is obtained by

psources|RK successful ≈ 1
2
(1− (1−Q(

√
2ULγ̄))N)

= 1
2

∑N

n=1

(
N
n

)
(−1)n+1 Qn

(√
2ULγ̄

)
. (6.24)

Note that the same approximation shown in Appendix 6.A has been used in the

above derivation. Then, the average PEP at the sources over all {Vi}L
i=1 when

{Rim}K
m=1 are the successful relays, denoted by psources,RK successful,K , can be found

using

psources,RK successful,K

= E{Vi}R
i=1

[
psources|RK successful × Pr (RK successful)

]

= E{Vim}im∈K,{Vj}j /∈K


psources|RK successful ×

∏
im∈K

(1− pRim |Vim
)×

∏

j /∈K
pRj |Vj




= E{Vim}im∈K

[
psources|RK successful ×

∏
im∈K

(1− pRim |Vim
)

]
× E{Vj}j /∈K


∏

j /∈K
pRj |Vj




= E{Vim}im∈K

[
psources|RK successful ×

∏
im∈K

(1− pRim |Vim
)

]
×

∏

j /∈K
EVj

[
pRj |Vj

]

= E{Vim}im∈K

[
psources|RK successful ×

∏
im∈K

(1− pRim |Vim
)

]
× (pR)

L−K

= EU

[
E{Vim}im∈K

[
psources|RK successful ×

∏
im∈K

(1− pRim |Vim
)

]
× (pR)

L−K | U = u

]

= EU

[
psources|RK successful × E{Vim}im∈K

[ ∏
im∈K

(1− pRim |Vim
) | U = u

]]
× (pR)

L−K .

(6.25)
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By the definition of U , each Vim is no greater than U , i.e., Vim ≤ U . Thus, the inner

expectation in (6.25) can be written as

E{Vim}im∈K

[ ∏
im∈K

(1− pRim |Vim
)

∣∣∣∣∣ U = u

]

≈ E{Vim}im∈K

[ ∏
im∈K

(
1−Q(

√
2vim γ̄)

)N

∣∣∣∣∣ U = u

]

≈
∏

im∈K

∫ u

0

[1− e−vimγ̄

12
− e−4vimγ̄/3

4
]× [2 exp(−2vim)] dvim

≈
(
1− 1

6(γ̄+2)
− 1

2(4γ̄/3+2)
− e−2u + e−(γ̄+2)u

6(γ̄+2)
+ e−(4γ̄/3+2)u

2(4γ̄/3+2)

)K

. (6.26)

Here, we have approximated (1 − Q(
√

2vim γ̄))N by 1 − Q(
√

2vim γ̄). When 2vim γ̄

is large, Q(
√

2vim γ̄) approaches zero and the approximation becomes more accu-

rate. The same is true when N is small. Further, we approximate Q(
√

2vim γ̄) by

1
12

e−vim γ̄ + 1
4
e−4vim γ̄/3 [95]. The accuracy of the approximations will be examined

when we compare the analytical results with the simulations in Sect. 6.3. Then, by

using (6.26) and (6.34), (6.25) can be expressed as

psources,RK successful,K

= EU

[
1
2

∑N

n=1

(
N
n

)
(−1)n+1 Qn

(√
2uLγ̄

)

×
(
1− 1

6(γ̄+2)
− 1

2(4γ̄/3+2)
− e−2u + e−(γ̄+2)u

6(γ̄+2)
+ e−(4γ̄/3+2)u

2(4γ̄/3+2)

)K
]

(pR)
L−K

≈ 1
2

∑N

n=1

(
N
n

)
(−1)n+1

∑

l1,l2,...,l8
l1+l2+···+l8=n

αnβn(2Lγ̄)
µn

2

K−1∑

k=0

2K
(

K−1
k

)
(−1)k

×
K∑

j1,j2,j3,j4
j1+j2+j3+j4=K

K!
j1!j2!j3!j4!

(
1− 1

6(γ̄+2)
− 1

2(4γ̄/3+2)

)j1
(−1)j2( 1

6(γ̄+2)
)j3( 1

2(4γ̄/3+2)
)j4

× Γ(µn

2
+ 1) [nLγ̄ + 2(k + j2 + 1) + (γ̄ + 2)j3 + (4γ̄/3 + 2)j4]

−(
µn

2
+1) × (pR)

L−K .

(6.27)

Finally, by taking into account all possible cases of K, i.e., K = 1, 2, . . . , L, and
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Figure 6.4: The frame error rate comparison between the fully-distributed space-
time coded two-way relaying method (FDST-TR) and the proposed opportunistic
two-way relaying method (O-TR) for three different systems: a 2-relay system (i.e.,
L = 2), a 4-relay system (i.e., L = 4) and an 8-relay system (i.e., L = 8). The frame
length N is set to equal to the number of relays, i.e., N = L. BPSK modulation is
used.

the number of possible combinations of {im}K
m=1, the average FER for the O-TR

relaying system when BPSK is applied, denoted by P̄FER,BPSK, can be estimated

using

P̄FER,BPSK =
L∑

K=0

(
L
K

)
psources,RK successful,K

= (pR)
L +

L∑
K=1

(
L
K

)
psources,RK successful,K . (6.28)
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6.3 Simulation Results

In this section, we show the frame error rate (FER) results. First, we compare the

FER performance of our proposed opportunistic two-way relaying (O-TR) method

with that of the fully-distributed space-time coded two-way relaying (FDST-TR)

method [66] by simulations. In Fig. 6.4, we show the simulated FER performance

under three system settings: a 2-relay system with frame length N = 2, a 4-relay

system with N = 4 and a 8-relay system with N = 8. We assume that the BPSK

modulation scheme is used in all cases. For all the settings, orthogonal matrices are

employed for the FDST-TR method [66]. The curves in Fig. 6.4 clearly show that the

O-TR method can achieve the same full diversity order as the FDST-TR method. In

addition, for all the settings being considered, the proposed O-TR method achieves

better performance than the FDST-TR method in terms of FER.

In the FDST-TR scheme, for a given SNR, there will be an average of E[K]

successful relays at each broadcasting session. The average transmission power of

all the relays is therefore given by E[K]Pr. In our proposed O-TR method, suppose

the “best relay” transmits with a power identical to the average power of all the

relays in the FDST-TR case, i.e., E[K]Pr, we study the FER under such a scenario.

(Note that in practice, it may not be feasible for the “best relay” to transmit with

E[K]Pr, which varies as the SNR changes 2.) In Fig. 6.5, we plot the FERs for a

two-way relaying system with L = 4. The results indicate that our proposed O-

TR method with the “best relay” transmitting with E[K]Pr still outperforms the

FDST-TR scheme. The reason is that the “best relay” spends all the transmission

power on the “best channels” while the relays in the FDST-TR scheme spend some

2In practice, the relays may not know the exact value of E[K] but can estimate it. We suppose
that NF two-way transmissions have been made and the ith relay has successfully decoded the
frames for Ni times. Among these Ni occasions, the relay has only been selected as the “best”
relay for mi times. As NF increases, it can be readily shown that limNF→∞

Ni

mi
= E[K]. Therefore,

when the ith relay is selected as the “best” relay, it should transmit with the power Ni

mi
Pr, which

is a good estimation of E[K]Pr.
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Figure 6.5: The frame error rate comparison between the fully-distributed space-
time coded two-way relaying method (FDST-TR), the proposed opportunistic two-
way relaying method with a relay transmission power of E[K]Pr (O-TR{E[K]Pr}),
and the proposed opportunistic two-way relaying method with a relay transmission
power of LPr (O-TR{LPr}) for a 4-relay system (i.e., L = 4). The frame length N
is set to equal to the number of relays, i.e., N = L. BPSK modulation is used.

of the transmission power on the comparatively “not-so-good” channels. Note also

that as the SNR increases, the FER for the O-TR{E[K]Pr} converges to that for

the O-TR{LPr}. It is because when the SNR increases, the number of successful

relays increases and approaches L.

We then examine the impact of the frame length N on the FER performance of

the proposed O-TR method. In Fig. 6.6, we show the simulated FER performance

of a four-relay system employing BPSK modulation under different frame length N .

As expected, reducing the frame length improves the FER performance.

Finally, we compare the approximated FER performance (6.28) with the sim-
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Figure 6.6: The frame error rate versus signal-to-noise ratio for a 4-relay system
employing the O-TR method and the BPSK modulation scheme. Frame length
N = 2, 4, 8, 12, 16, 20.
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ulation results in the case of BPSK modulation. The results for a two-relay system

and a four-relay system are illustrated in Fig. 6.7(a) and Fig. 6.7(b), respectively.

The curves indicate that the FER approximation in (6.28) forms a lower-bound of

the actual FER. We can further observe that for the same γ̄, a smaller value of N

gives a smaller absolutely difference between the simulated FER and approximated

FER. The same observation occurs when we increase γ̄ while keeping N constant.

Such findings are consistent with a more accurate approximation of (6.26) (which

forms part of (6.28)) when N is small and γ̄ is large.

6.4 Summary

In this chapter, we have proposed a relaying method for a two-way relaying network,

namely opportunistic two-way relaying (O-TR) method. It is based on the modular

network coding method and the opportunistic relay selection. We have derived the

upper frame error rate (FER) bound of the proposed O-TR method and have shown

that the proposed method can accomplish the full diversity order. Simulation results

have further shown that the proposed O-TR method outperforms the full distributed

space-time two-way relaying method in terms of FER.

Appendix 6.A

At the time instance 1 ≤ t ≤ N , the transmitted BPSK symbol from S1 and S2 are

x1(t) and x2(t), respectively. To simplify the notation, in the following analysis we

remove the time index and represent these symbols by x1 and x2. At the ith relay,
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the received signal is expressed as



<(yRi

)

=(yRi
)


 =

√
P



<(hi) <(gi)

=(hi) =(gi)







x1

x2


 +



<(ni)

=(ni)


 (6.29)

The corresponding decoded signal-vector results that made the modular condition

(6.4) invalid are
[ −x1

x2

]
and

(
[ x1−x2

]
. The probability that the detection result is

[ −x1
x2

]

given the transmission of
[

x1
x2

]
is given by (A.2, [4])

Pr
([ −x1

x2

]|[ x1
x2

]) ≈ Q
(
‖
√

P
[ <(hi) <(gi)
=(hi) =(gi)

][
x1
x2

]−
√

P
[ <(hi) <(gi)
=(hi) =(gi)

][ −x1
x2

] ‖ /(2
√

1/2)
)

= Q(
√

2|hi|2γ̄). (6.30)

In the above derivation, we have made use of the fact that |x1| = 1. Similarly, we

have

Pr
([

x1−x2

]|[ x1
x2

]) ≈ Q(
√

2|gi|2γ). (6.31)

Therefore the frame error rate of the signal frame detection at the relay Ri is calcu-

lated by

pr,i ≈ 1−
(
1−Q(

√
2|hi|2γ̄)−Q(

√
2|gi|2γ̄)

)N

≈ 1−
(
1−Q(

√
2 min(|hi|2, |gi|2)γ̄)

)N

. (6.32)

Appendix 6.B

Using the approximations in [96], we can express the Gaussian Q-function as

Q(x) ≈ exp(−x2/2)
ma∑

m=1

cmxm−1 (6.33)
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where cm = (−1)m+1Am

B
√

π(
√

2)m+1m!
, and can approximate the n-th power of the Gaussian

Q-function by

Qn(x) ≈ exp(−nx2/2)(
ma∑

m=1

cmxm−1)n = exp(−nx2/2)
∑

l1,l2,...,lma
l1+l2+···+lma=n

αnβnx
µn (6.34)

where αn = n!/(l1!l2! . . . lma !), βn = (c1)
l1 . . . (cma)

lma and µn = l2 +2l3 + · · ·+(ma−
1)lma . In our analysis, we employ the following parameters: ma = 8, A = 1.98

and B = 1.135, which has been found to be a good setting in approximating the

Q-function [96].
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Figure 6.7: The simulated FER and the approximated FER for an O-TR two-way
relaying system. All systems employ BPSK modulation. Frame length N = 2, 4, 6.
(a) A 2-relay system; (b) a 4-relay system.
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Chapter 7

Conclusions and Future Directions

7.1 Conclusions

Thanks to the channel capacity theorem, a milestone established by Shannon [1],

the channel coding theory for point-to-point (P2P) communication systems has been

comprehensively developed. Nowadays, some advanced channel coding methods can

even approach the Shannon limit with negligible gaps. To wireless communication

engineers and scientists, the challenge of developing faster communication systems

is not to increase the transmission rates of the P2P channels of a network anymore,

but to increase the overall throughput of the network by guiding the information

streams within the network efficiently. As one of the simplest network models, the

relay channel has attracted increasing academic and industrial interest.

In this thesis, we have investigated the relaying protocols for single-relay one-

way networks, multi-relay one-way networks and multi-relay two-way networks. For

single-relay networks, we have proposed two new relaying protocols, namely the in-

cremental selection amplify-and-forward (ISAF) protocol and the joint incremental

selection relaying (JISR) protocol. Theoretical asymptotic outage probability anal-
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yses have indicated that both ISAF and JISR are superior to incremental amplify-

and-forward (IAF) for large SNR cases, and that JISR is no worse than ISAF over

all SNR values. Moreover, the asymptotic outage probabilities have been verified

by simulation results. The simulation results also show that ISAF is slightly better

than IAF, and JISR is much better than ISAF at low SNR regime.

We have further examined the opportunistic relaying protocols for a coopera-

tive communication network with multiple relays. We have extended the incremen-

tal selection amplify-and-forward (ISAF) and joint incremental selection relaying

protocols (JISR) for use in opportunistic relaying, forming the opportunistic ISAF

(OISAF) and opportunistic JISR (OJISR), respectively. We have shown that they

outperform all other existing protocols (opportunistic decode-and-forward (ODF),

opportunistic amplify-and-forward (OAF), opportunistic selection DF (OSDF) and

opportunistic incremental AF (OIAF)). We have also derived the analytical expres-

sions for the asymptotic outage probabilities of of six different protocols — ODF,

OAF, OSDF, OIAF, OISAF and OJISR. By comparing the derived outage probabil-

ities with the simulation results, we conclude that when the average SNR γ̄ is large,

the analytical asymptotic outage probabilities can provide accurate estimation of

the actual performance of the protocols.

Furthermore, we have studied the CSI-assisted opportunistic AF relaying pro-

tocol that employs the maxmin relay-selection criterion and an MRC receiver at

the destination. We have derived expressions for the upper and lower bounds for

the outage probability, ergodic achievable rate and average SER of M -PSK, which

are further verified by simulated results. Our performance analysis achieves better

performance prediction than that obtained by conventional methods. The perfor-

mance analyses here can be extended to the multi-relay systems with dissimilar

fading, and also to the case when the energy fairness among the relays is taken into

consideration.
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Finally, we have proposed a relaying method for a two-way relaying network,

namely opportunistic two-way relaying (O-TR) method. It is based on the modu-

lar network coding method and the opportunistic relay selection. We have derived

the upper frame error rate (FER) bound of the proposed O-TR method and have

shown that the proposed method can accomplish the full diversity order. Sim-

ulation results have further shown that the proposed O-TR method outperforms

the fully-distributed space-time two-way relaying (FDST-TR) method in terms of

FER. Compared to the FDST-TR method, the benefit of the proposed protocol is

threefold. Firstly, there is no restriction on the frame length N , which results in a

more flexible frame design at the sources. Secondly, no distributed-space-time linear

transformation is performed at the relays. Therefore, whenever there is a new relay

entering the system, the matrix adjustment is not required. Thirdly, the decoding

at the sources is made simpler.

7.2 Future Directions

In the following, we propose some possible future directions.

• In this thesis, we have focused on the performance over Rayleigh fading channel

model. As we know, the more general fading channel model is Nakagami-m

fading model, in which Rayleigh fading is a special case. Thus, we can study

the performance of these opportunistic relaying protocols over Nakagami-m

fading channels.

• The performance bounds of OAF have been found. However, the bounds are

not tight for the relaying systems with a large number of relays. Another

research direction is therefore deriving more accurate closed-form analytical

expressions for evaluating the performance of the OAF protocol.
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• In our proposed opportunistic relaying protocol, we have considered the case

in which the opportunistic relay is selected based on the maxmin criterion.

Other selection criteria, such as harmonic-mean criterion, may also achieve

the full diversity. It is worthwhile to discover the common features of the

criteria which can provide the full diversity, and aim at categorizing them

under an unified framework.

• Another research direction is to systematically study two-way relaying net-

works. We can identify/construct optimal relaying protocols with which the

achievable rates can approach the upper bound of a two-way relaying net-

work obtained by the cut-set theorem. We can then further implement these

relaying protocols by exploiting existing channel coding methods.
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