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AAbbssttrraacctt  

Biological networks capture information about the way biomolecules, such as genes, 

proteins, and metabolites, interact with each other. Discovering interesting patterns 

in them will enable one to better understand biological processes such as cellular 

organization, transcription regulation and phenotypic evolution, etc. Biological 

networks can be modeled as graphs with vertices representing biomolecules and 

edges representing the interactions between them. Graph mining algorithms have 

been used to find frequently-occurring subgraphs in biological graphs. As these 

subgraphs may only be “overrepresented patterns”, these algorithms are sometimes 

not considered very useful. What is needed is an algorithm that can be used to find 

not only frequently-occurring patterns, but patterns that can actually characterize 

biological networks and allow them to be discriminated from each other.  

For many biological networks, other than the name of each of their 

constituent biomolecules, a number of other attributes are usually also known about 

them. For example, other than the name of each protein in a PPI network, we also 

know, for many of the proteins, the functions they perform, the cellular processes 

they are involved in, etc. Proteins always perform more than one molecular function 

and are involved in multiple cellular processes [67]. The information provided by all 

these additional attributes are currently not taken into consideration by graph mining 

algorithms even though they can be very useful. To take into considerations the 

multiple attributes of the constituent biomolecules, we model the biological network 

as a multiple-attribute graph using gene ontology to allow more information, other 
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than direct interactions between biomolecules, to be used in the graph mining 

process. The multiple-attribute graph representation allows vertices to not only 

represent biomolecules but also the attributes that associate with them. Subgraphs in 

a multiple-attribute graph may relate to each other and if a node is used to represent a 

subgraph, hierarchical multiple attribute graph can also be formed and mined for 

patterns. In this thesis, we propose a graph mining algorithm that can be used to 

discover interesting patterns in such graphs. The algorithm is called MISPAG 

(Mining Interesting Structural Patterns in Attributed Graphs). MISPAG is able to 

discover interesting subgraphs using an interestingness measure that can be used to 

determine if a certain subgraph occurs more, or less, frequently in a graph than 

expected. The interestingness measure can take into consideration the multiple 

attributes of the constituent biomolecules of a biological network and can be used to 

filter out subgraphs that do not contribute to the unique characterization and 

discrimination of a network or a class of networks even if they occur frequently 

according to some user threshold. MISPAG can be modified as different algorithms 

that suitable to solve such problems as motif discovery, network identification, 

protein function prediction, molecular classification, and protein complexes 

discovery. These algorithms have been implemented and tested with real biological 

data in different application areas. Experimental results show that our proposed 

algorithms can effectively uncover patterns that are biologically meaningful for the 

deciphering of the biological and structural relationships in the networks, and for the 

prediction of un-annotated functions and features of proteins, genes, and chemical 

compounds.  
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CChhaapptteerr  11    

IInnttrroodduuccttiioonn  

Due to advances in technologies in obtaining complete genome sequences and high-

throughput post-genomic experimental data, biological network are made available 

to the general public [1] through such databases as MIPS [14], DIP [15], BioGRID 

[16], STRING [17], MINT [68], IntAct [49], HPRD [76], KEGG [70], MetaCyc [77], 

Reactome [78], GIN [79], GeneNet [80], ITFP [81], etc. 

Biological networks such as protein interaction networks, gene 

regulatory networks, metabolic networks, and phylogenetic networks, etc. are highly 

complex, and the discovery of structural patterns in such networks are essential to 

the understanding network topologies and how they can influence the functioning 

and evolution of biological systems. Biomolecules such as genes, proteins, and 

metabolites are expected to interact with each other in these biological networks. The 

discovered patterns may reveal interaction patterns among these biomolecules to 

allow biologically interesting concepts such as common network motifs, 

evolutionary relationships among species, organization of functional modules, etc., 

to be identified. The discovered patterns may also lead to better understanding of 

such biological processes as cellular organization, transcription regulation and 

phenotypic evolution.  

Given that biological network data are now more widely available, a 

number of studies [4, 6, 71, 96] have been conducted to mine different types of 
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biological networks, such as protein interaction networks, gene regulatory networks, 

metabolic networks, and phylogenetic networks, etc. for interesting structural 

patterns. There have also been attempts to correlate these patterns with such 

topological entities [99] as degree distribution, average clustering co-efficient, 

average path length and centrality, functional roles, possible distortions of 

interactions of the network and modification of biomolecules so as to understand 

why and how a particular pattern may lead to the development of certain diseases 

and provide the basis for new therapeutic approaches [2, 3, 5]. For example, genes 

that are related to similar disease phenotypes are found to be likely to be functionally 

related, such as participating in a common pathway or signal transduction 

mechanism [104, 105]. The cancer proteins are found to be highly connected with 

other cancer-related proteins [106], and a study of the PPI network of herpesvirus 

[107] indicates that viral networks differ significantly from cellular networks, which 

raises the hypothesis that other intracellular pathogens might also have 

distinguishing topologies.  

Biological networks can be modeled as graphs with vertices and edges 

representing, respectively, the biomolecules and interactions among them. Given a 

number of biological networks represented in graphs, one most common approach to 

discover structural patterns in these graphs is to use graph mining algorithms [40, 45, 

74, 75]. These algorithms have been used to discover frequently-occurring subgraphs 

using a candidate generation process to enumerate frequent subgraphs. To do so, 

they rely typically on the use of simple a priori and conditional probabilities names 

support and confidence measure to decide if a subgraph occurrs frequently. If it is, 
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then the subgraph can represent a network motif. Graph mining algorithms are 

sometimes not considered the most useful [101, 102] as the frequent subgraphs 

discovered may only represent “overrepresented patterns” [103]. If a user chooses a 

relatively small support threshold, a large number is usually found by these graph 

mining algorithms. However, if the support threshold is made larger, it is also 

possible for too little patterns to be found. The support threshold that controls the 

frequency that a subgraph has to appear in a larger graph is usually hard to determine 

and they have to be discovered by trials and errors.  

When discovering useful structural patterns in biological networks, a 

subgraph that occur frequently enough does not always mean that it is interesting. In 

fact a network motif, for example, is often not just a frequently-occurring subgraph. 

It is a subgraph that occurs more frequently than expected, i.e., it is the relative, 

rather than the absolute frequency of occurrence that matters. For example, the feed-

forward loops (i.e. X Y Z X) occurs much more frequently in the 

transcriptional regulation network of Escherichia coli than in randomized networks, 

and sets of genes in such network that are regulated by different transcription factors 

are overlaps much more than expected if it only occurs at random [108]. 

Since the discovery of such structural patterns as network motifs can reveal 

how they interact with each other functionally, it is important to develop an effective 

algorithm to mine for such patterns. Some interesting structural patterns, in the form 

of motifs, exhibiting certain dynamical behavior, have been identified as essential 

ingredients of specific biological processes [100]. Such algorithm has to identify 
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patterns that can be used both for characterization of biological networks and also for 

discrimination among them so that they can represent each network uniquely and can 

allow the structural characteristics of different networks to be differentiable easily 

from the others. These patterns may not appear frequently enough to be discovered 

by existing graph mining algorithm but they are interesting and important.  In 

addition to being able to identify such interesting patterns, the algorithm that we 

need has to be able to handle multiple attributes of the biomolecules in a network. 

This is because, as we discussed above, for many biological networks, other than the 

name of each of their constituent biomolecules, a number of other attributes such as 

molecular function, cellular component, biological process, etc. are usually also 

known about them. Also, many constituent biomolecules are involved in multiple 

cellular processes and performed more than one molecular function. To improve the 

effectiveness of graph mining, these functional attributes can also be included in the 

graph annotation. As the existing graph mining algorithms are mainly developed to 

tackle graphs involving single-attribute vertices and edges, they do not take 

additional attributes into considerations even though they can be very useful. In 

order to discover interesting patterns in biological networks, there is a need that 

biological networks be represented as graphs that can allow vertices and edges have 

multiple attributes so that more information about the constituent biomoleules can be 

considered during the mining process.  
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1.1  Problem Statements 

Given one or more biological networks that is each made up of a number of 

interacting biomolecules, and given that each such biomolecule is characterized by a 

set of attributes such as its name, physical properties, functions, etc, there have been 

some attempts to represent these biological networks as graphs so that the vertices 

represent biomolecules and the edges represent the interactions among them. For 

example, in a protein-protein interaction (PPI) network, the proteins are represented 

as vertices and the existence of an interaction relationship between two proteins is 

represented as an edge between their corresponding vertices. 

 Since a set of attributes is associated with each biomolecule, there is a need 

for these attributes to be captured and represented in a biological network graph as 

well. In the case of PPI networks, for example, a protein is associated with a set of 

attributes for that protein. These attributes can represent the physical and chemical 

properties of the protein, the domain that the protein belongs to, the molecular 

function that it performs, the biological process that the protein is involved in, and 

the cellular component that it is located in, etc. In a similar way, different types of 

interactions, such as physical, chemical, biochemical, and a hybrid of interactions, 

can exist between two protein molecules.  The inclusion of these attributes in the 

analysis of biological networks can provide important information about the 

underlying patterns.  One problem that we intend to tackle is how these different 

attributes can be captured in the graph that represent these biological networks and 

how such a graph can be analyzed so that hidden patterns can be discovered in them.  
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Given one or more biological networks with the attributes that associate 

with each biomolecule in these networks captured in one or more corresponding 

multiple-attribute graphs, one main problem that we are concerned with is to 

discover interesting structural patterns in these graphs. Unlike many graph mining 

algorithms, the interestingness of a pattern is not defined here to be subgraphs that 

appear more frequently than a user-specified threshold. Instead, it is to be defined as 

subgraphs that can allow one graph or one set of graphs to be characterized for easy 

discrimination against the others. Since a subgraph which is frequent in one graph 

may also be frequent in another, there is a need for a graph mining algorithm to 

discover patterns that are discriminative. If such patterns can be discovered, they can 

be used to tackle the problems of the discovery of structural motifs in PPI networks, 

the prediction of un-annotated protein functions, the classification of biological 

networks, the discovery of class-specific patterns from molecular data, and the 

identification of protein complexes in PPI networks, etc. If an effective approach can 

be developed to discover hidden structural patterns in biological networks, these 

problems that can be addressed much more easily.  

Discovery of motifs is concerned with the discovery of frequently occurring 

structures or of structures that occur more frequently than random. Given a PPI 

network, for example, its proteins and interactions can be represented as vertices and 

edges in a graph respectively. Since PPI networks can be very complex, their graphs 

can contain tens of thousands of vertices and edges, a graph mining algorithms is 

needed to allow us to identify subgraphs called motifs and in this thesis, such an 

algorithm will be developed. The discovery of sturcutral motifs can be used for the 
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description of the structure and functionality of a PPI network. It may uniquely 

characterize a network and even a class of networks [97]. For example, by analyzing 

the relatedness of protein functions in PPI networks across different species, one 

may be able to discover a set of interesting subgraphs that can characterize a class of 

species, and this can lead to better understanding of such biological processes as 

cellular organization and transcription. Certain motifs that exhibit dynamical 

functions have in fact be identified as essential component in specific biological 

processes [98].  

Given a partially annotated PPI network, it is also the intention of this thesis 

to present an approach to predict the functions of the un-annotated proteins in it. 

Since the number of proteins in a PPI network is so large, it is very expensive to 

determine the functions of all proteins experimentally. Within a PPI network, 

proteins are not working alone; instead they interact with the other neighbors to 

perform certain functions. As the function of a protein can be inferred by analyzing 

its neighbors, we can make use of this characteristic to develop computational 

approaches to predict the unknown functions. The prediction of un-annotated protein 

functions from PPI networks is possible with an effective approach to discovering 

structural patterns in multiple-attribute network graphs. As proteins are responsible 

for many different important functions in living cells, an effective solution to the 

problem can allow better understanding the molecular and biochemical processes 

that sustain health and cause disease, and the biologists can more easily design 

molecules that bind to the proteins and obtain better drugs 
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Given a set of biological networks with each pre-classified to two or more 

classes, the problem of discovering sturtual patterns in each of these classes for 

biological network classification is a challenging task. If patterns that can allow each 

class of networks to be uniquely chracterizied and discriminated against each other, 

it can be used to predict the class membership of a biological network that is not 

originally given in the data set. Given an effective way of discovering interesting 

subgraphs in multiple-attribute network graph, this problem can be tackled 

effectively to allow biological network to be grouped with those that it is related to. 

One application of an effective network classification algorithm is to use it 

to classify molecular data. Many molecular databases have been made available 

online, and there is an increasing need for techniques to be developed to mine these 

data for interesting patterns for molecular classification. Given a set of molecular 

structure data pre-classified into a number of classes, we can discover class-specific 

patterns so that “unseen” molecules not originally in the data set can be accurately 

classified. The discovery of class-specific patterns from molecular data can decipher 

the functional characteristics of different classes of molecules. The molecular 

databases store the information that defines the physical and chemical properties 

which is essential for drug discovery. To understand how the atoms in a molecule are 

interrelated and how different molecules are differentiated, the identification of 

common structure between molecules is not enough. By modeling each molecule as 

a molecular graph, we can discover the class-specific patterns for each class of 

molecules by discovering interesting patterns with discriminative power. These 
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interesting patterns can uniquely define each class with certain degree of 

interestingness and further be used for classifying unknown molecules. 

Proteins usually perform functions in a group of two or more proteins and 

they are called protein complexes [154, 155], and such protein complexes play 

important roles in cells, Many computational algorithms have been developed to 

explore protein complexes from PPI networks. Given a PPI network represents as a 

graph structure, the algorithms of identifying protein complexes is modeling as the 

problem of graph clustering algorithm. The given network graph that contains a set 

of protein complexes is clustered to form groups of protein complexes, The 

identification of protein complexes in PPI networks helps us to understand how 

proteins are interacting with each other to perform functions in a group. Such protein 

complexes are important to be identified as they play many important roles in cells. 

However, the number of experimentally-determined protein complexes is still far 

from complete, so there is a crucial need to develop an effective computational 

method to accurately identify such protein complexes from large-scale PPI networks. 

1.2  Overview of Solutions 

In the last section, we described the problems that we intend to tackle in this thesis, 

i.e., the discovering of structural patterns in one or more multiple-attribute graphs for 

the characterization and discrimination of one or more biological networks. To tackle 

the problem, we need a graph representation that can take into consideration the 

various attributes of the biomolecules that make up the biological networks. We also 



CHPATER 1 – INTRODUCTION 

10 
 

need an interestingness measure to allow us to decide if a structural pattern is useful 

for such purpose. In addition, we need an algorithm that makes use of the 

interestingness measure to actually discover interesting patterns and to use such 

patterns to tackle the problems of motif discovery, protein function prediction, 

classification of biological networks and molecular data, and protein-complex 

identification, etc.  

First of all, each biological network will be modeled as a network graph that 

captures the structural information of different relations between biomolecules. For 

each such biomolecule, a number of attributes are usually known. To take into 

consideration these multiple attributes when mining the networks, multiple-attribute 

(MA) graph is introduced. To represent a network as a MA graph, the vertices and 

edges are allowed to have multiple attributes and each vertex and edge can have 

multiple values corresponding to each attribute. Such a scheme can be used to 

represent any complex network structure.  

 Given such a set of MA graphs corresponding to a set of biological networks, 

it is important to discover biologically meaningful patterns. To discover such 

patterns, we propose an algorithm called MISPAG to discover interesting subgraphs 

with different degrees of interestingness by an interestingness measure. MISPAG 

defines an interestingness measure to find interesting structural patterns in one or 

more biological graphs by determining if a certain pattern occurs more, or less, 

frequently in a graph than expected. It can objectively determine the interestingness 

score of subgraphs by comparing their conditional and apriori probabilities.  
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Given a set of biological networks pre-classified into a number of classes, a 

number of graph mining algorithms have been used to discover useful subgraphs in 

such network data. However, they usually discover subgraphs independently for each 

class, and the number of discovered subgraphs is generally large in many real 

biological networks. By using the interestingness measure used in MISPAG, 

MISPAG-FP is proposed to filter out uninteresting patterns, which can significantly 

reduce the number of subgraphs that needs to be considered for various graph mining 

applications. 

The interestingness measure used in MISPAG can be used in another 

algorithm called MISPAG-DM to discover motifs from a set of functionally 

annotated network graphs such as those from PPI networks. To do so, each protein is 

represented as a vertex and each interaction between two proteins is represented as 

an edge for functional annotation. To discover interesting structural patterns, we 

determine the interestingness of the interactions. Each edge in the network graph will 

be assigned with a degree of interestingness, and only those interesting edges are 

expanded to determine if it is part of an interesting subgraph. With such an algorithm, 

we are able to discover subgraph patterns that are biologically meaningful. The 

discovered interesting subgraphs provide positive or negative evidence supporting or 

refuting the classification of a graph into a particular class of network.   

To discover missing functions of biomolecules in many real biological 

networks, we make use of the interestingness measure used in MISPAG to predict 

biomolecular functions in a network using an algorithm called MISPAG-PF. The 
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network graph is first transformed into a hybrid network graph that contains the 

information of both direct and shared neighbors. The function associations between a 

biomolecule and its direct and shared neighbors are defined by the interestingness 

score. MISPAG-PF can identify all interesting associations between biomolecules for 

function prediction, and helps to solve the problem that some biomolecules may 

direct or indirect interact with related genes instead of common genes. 

Based on MISPAG, we have also developed MISPAG-MA which can be used  

to address the problem of mining patterns from biological networks among different 

species. It can discover interesting patterns that can represent different levels of 

network organization and provide true characterization among different networks. 

The networks are represented as multiple-attribute graphs by annotating each 

biomolecule with multiple attributes. MISPAG-MA allows multiple attributes to be 

associated with vertices and edges in a graph. It is able to discover interesting 

patterns in such graphs to allow each of them to be both characterized and 

discriminated from the others. We measure how interesting these subgraphs are with 

a weight-of-evidence that is provided by each individual interesting frequent 

subgraph for a given graph to be classified into a class. 

 The structure of molecules stores the information that defines the functions of 

their physical and chemical properties. In another algorithm based on MISPAC, we 

represent each compound as a hierarchical attributed graph with multiple levels of 

complexity. MISPAG-CM is proposed to identify interesting components from each 
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class of compounds in the molecular database, and these interesting components are 

class-specific and useful for classifying of molecular structures. 

 To discover interesting patterns from biological networks that correspond to 

biologically meaningful patterns such as protein complexes, MISPAG-PC is 

proposed. As protein usually perform functions in groups of two or more, we can use 

MISPAG-PC to discover functionally related proteins that can potentially form 

protein complexes. The key idea of MISPAG-PC is to capture biological 

relationships between proteins, and define a significant score for each interaction for 

identifying interesting subgraphs as protein complexes. Proteins in a complex are not 

only structurally inter-connected, but are also biologically related. The PPI network 

graph is labeled with known molecular functions, and each interaction between two 

neighboring proteins is assigned with an interestingness score by MISPAG-PC. The 

maximum significant score is first obtained for each protein, and the interactions 

with significant score lower than the threshold will be filtered. After filtering those 

uninteresting interactions, the connected interesting subgraphs will be extracted from 

the remaining graph as predicted protein complexes. 

 In summary, the different versions of MISPAG are useful for various graph 

mining tasks for biological networks for filtering uninteresting patterns (MISPAG-

FP), discovering motifs (MISPAG-DM), predicting unknown protein functions 

(MISPAG-PF), mining interesting patterns from multiple-attribute networks 

(MISPAG-MA), classifying of molecular structures (MISPAG-CM), and clustering 

networks for biologically meaningful protein complexes (MISPAG-PC). These 
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algorithms have been tested with real data and the results indicate that they can be 

very useful in dealing with the problems that they are developed for. 

1.3  Thesis Organization 

In the next chapter, the basic concepts of biological interaction network and and the 

existing computational approaches for analyzing the structural information of the 

biological interaction networks is described. We also discussed how they can be 

improved. 

Chapter 3 presents the details of the adjusted residual as an interestingness 

measure for discriminating interesting patterns from the uninteresting ones in the 

biological networks. Many existing graph mining algorithms generate a large 

number of subgraphs that frequently occur in a graph but not all of them are useful. 

We applied our approach to such graph mining algorithms to illustrate its 

effectiveness to identify the interesting ones from the discovered subgraphs.   

Chapter 4 describes the discovery of statistically significant motifs from PPI 

networks based on the interestingness measure. Both structural and functional 

information of the network are considered to discover such interesting structural 

patterns. We describe in this chapter how we first annotate each protein in the 

network with its corresponding molecular function, and then the interesting 

interactions are extracted to form interesting subgraphs. The experimental results 

show that we can discover structural patterns, such as protein complexes, that may 
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not occur frequently enough to be discovered by graph mining algorithms but are 

interesting and biologically meaningful. 

Chapter 5 presents how a hybrid network graph model we propose can be 

useful in the representation of different associations in gene interaction networks. By 

considering the hybrid neighborhood concept with the interestingness measure, we 

can predict functions of un-annotated genes more accurately.  

Chapter 6 describes how the discovered interesting structural patterns can 

be applied on multiple attribute biological networks for characterization and 

discrimination among them. By analyzing the relationships between proteins, we can 

discover a set of interesting patterns that characterize each particular class in terms 

of interestingness. By defining such interesting subgraphs as feature vectors, we 

show how a classification model that is based on the total weight-of-evidence can be 

discovered to discriminate an unknown sub-network among different classes.  

Chapter 7 introduces how the proposed algorithm is useful in discovering 

class-specific patterns from molecular data.  The molecular structures store the 

information that defines the functions of their physical and chemical properties, and 

we describe in this chapter how we can make use of a novel algorithm to identify 

patterns that characterize each class of molecular data based on the interestingness 

measure. 

Chapter 8 describes how the interestingness measure we proposed here can 

be applied to identify protein complexes in PPI networks.  A PPI network contains 

not only the information of individual interactions between protein-pairs, more 
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biological meaningful pattern such as protein complexes are also included. We 

describe in this chapter how we can combine the biological and structural 

information in the PPI networks to capture the significant relationships between 

proteins, and define a significant score for each interaction for identifying interesting 

subgraphs as protein complexes. 

Finally, in Chapter 9, the contributions of the work proposed here are 

summarized and potential improvements and future extension for this dissertation are 

discussed. 
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BBaacckkggrroouunndd  aanndd  RReellaatteedd  WWoorrkk  

 

This chapter describes the basic concepts of biological interaction network, and 

provides a review of the literatures related to the structural analysis of biological 

interaction networks. The analysis of complex interaction networks has become an 

important task in studying molecular biology. Various network theories are 

developed for a systematic characterization on the network topology.  

2.1  Biological interaction network 

Biological networks involve the interactions between basic biological units like 

genes and proteins. A gene is an essential part of the DNA and genes encode proteins 

which are functional building blocks for cells.  

2.1.1  Topology of biological network 

Among the different biological networks that have been looked at, protein-protein 

interaction (PPI) networks and gene regulatory networks (GRNs) have received the 

most attention. A PPI network can be a very complex biological network as the cell 

of an organism may contain thousands of functional modules. A group of 

functionally related proteins is tightly connected as a protein module, while proteins 



CHPATER 2 – BACKGROUND AND RELATED WORK 

18 
 

from different functional units are more loosely connected [57]. Most highly 

connected proteins in the cell are the most important for its survival [66]. 

 Gene regulatory network is another kind of biological network that is widely 

studied. It is a collection of DNA segments (genes) in a cell which interact with each 

other and with other substances in the cell. As one gene can affect the expression of 

another gene by binding of the gene product (protein) of one gene to the promoter 

region of another gene, gene regulatory network is used to model the interactions 

between genes and proteins, such as transcription factors, with the level of gene 

expression. 

To perform effective network analysis, it is important to understand the 

fundamental properties of biological networks. The general structural principles of 

biological networks are regularity (nearest neighbors are more likely to be directly 

connected) and randomness (randomly interconnected vertices). However, most 

biological systems are neither regular nor random. The biological networks have 

been regarded as exhibiting small-world network characteristics [58] by Watts and 

Strogatz [59]. In a small-world network, most vertices are not neighbors of one 

another, but they can be reached from every other by a small number of steps. It 

captures the small world phenomenon of strangers being linked by mutual 

acquaintances. The case is similar for the biological network such as PPI network, 

where proteins that share a number of neighbors are more likely to have a function in 

common. However, the significance of two proteins sharing a particular number of 

neighbors is dependent on the number of neighbors that each has.  
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Another property of biological network is its scale-free nature [60]. The 

most notable characteristic in a scale-free network is the relative commonness of 

vertices with a degree that greatly deviate from the random distribution. The degree 

distribution of a scale-free network follows a power-law distribution [7] that refers to 

the number of vertices with degree k and exponent constant r that is greater than 0. 

The power-law degree distribution would be much more likely to have vertices with 

a very high degree. The homologous gene and protein sequences are conversed 

across species, similarly, the common interaction patterns that represent essential 

functions are also expected to be retained in biological networks [61]. Currently 

available protein-protein interactions cover only a fraction of the complete PPI 

networks. These partial networks display scale-free topologies. The discovered 

interaction pattern in biological network is often referred to as a module [62] that 

contains a group of interacting biomolecules.  

The topologies of four basic types of network model, regular lattice, random, 

small-world, and scale-free network, are shown in Figure 1 [85]. Regular lattice 

(Figure 1a) represents the simplest type of network. The whole network density is 

low and the nodes are usually linked to its immediate neighbors. In a random 

network (Figure 1b), the placement of links is random, and most nodes will have 

approximately the same number of links. Biological networks are neither one of 

these types, and it is more likely to belong to the small-world network and scale-free 

network. A small-world network (Figure 1c) contains sets of nodes connected with 

mostly immediate connections and a few randomly connected long distance 

connections. Its degree of randomness is lying between the regular lattice and the 



CHPATER 2 – BACKGROUND AND RELATED WORK 

20 
 

random network. A scale-free network (Figure 1d) is created by preferential 

attachment, in which a node is linked to those that already have many links [83]. 

Hence, most nodes have only a few links and they are held together by a few highly 

connected “hubs” (black nodes). This imbalance between the sparsely connected 

nodes and “hubs” plays an important role in deriving the functionality of the network 

[84]. 

 

(a) Regular lattice 

 

(b) Random network 

 

(c) Small world network 

 

(d) Scale free network 

Figure 1 The topologies of four basic network models 
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2.1.2  Availability of biological data 

Due to advances in technologies to obtain complete genome sequences and high-

throughput post-genomic experimental data, more and more public repositories are 

made available online to facilitate the analysis. The currently available biological 

networks can be derived from scientific literature corpus and experimentally 

identified at cellular level. Different methods for obtaining such networks can result 

in significantly different networks, for example, PPI network is determined by 

physical methods like yeast two-hybrid system and affinity purification coupled to 

mass spectrometry, and metabolic networks are determined through biochemical 

experiments. Although abundant data are available on the web, each data source is 

characterized by its own data structure and query interface.  

PubMed [86] repository stores scientific papers as semi-structured data in 

XML format. It is maintained by the U.S. National Institutes of Health (NIH) and it 

provides free digital archive of biomedical and life sciences journal literature. 

The Gene Ontology project [8] uses ontologies to store structured controlled 

vocabularies that describe gene products in terms of their associated biological 

processes, cellular components, and molecular functions. An ontology provides the 

representation of a set of concepts and the relationships among them. They provide a 

high level abstraction of data which may facilitate both expressing of complex 

queries over a single source, and querying of several heterogeneous sources by 

exploiting a common set of concepts. 
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Other repositories store data in relational databases in order to represent the 

relations between the various instances of different classes. Relational databases 

provide a robust and query-efficient technology to store data. However, because of 

its limited complex-modeling capabilities, relational modeling may lack the 

flexibility needed to represent complex data types. Relational-based repositories 

typically store a single information type and rely on the query engine of the database 

management system for providing form-based data access. Some popular public 

repositories of the relational databse type are listed in Table 1.  

Table 1 Public repositories of biological network 

Database # of interactions 

(# of organisms) 

Types1 Website 

MIPS [14] 15,488 (10) P http://mips.gsf.de/proj/ppi 
DIP [15] 57,683 (274) P http://dip.doe-mbi.ucla.edu 
BioGRID [16] 240,207 (22) P, G http://www.thebiogrid.org 
STRING [17] 730,000 (630) P http://string.embl.de 
MINT [68] 111,437 (30) P http://mint.bio.uniroma2.it/mint 
IntAct [49] 194,558 (9) P http://www.ebi.ac.uk/intact 
HPRD [76] 38,806 (470) P http://www.hprd.org 
KEGG [70] 96,232 (1,015) M http://www.genome.jp/kegg 
MetaCyc [77] 7,837 (1,735) M http://metacyc.org 
Reactome [78] 26,216 (23) M http://www.reactome.org 
GIN [79] 54.554 (8) G http://gin.ncibi.org 
GeneNet [80] 3,634 (93) G http://wwwmgs.bionet.nsc.ru 
ITFP [81] 124,591 (3) G http://itfp.biosino.org/itfp 

 

                                                 
1 P: PPI network, M: Molecular network, G: gene regulatory network 
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These public repositories are distributed across heterogeneous platforms. In 

order to provide an integrated view of heterogeneous databases, data warehouses are 

used to store data from different sources. These data are consolidated into a single 

local repository. For example, TAMBIS [88] is a mediator-based and ontology-driven 

integration system developed for such purpose. Its queries are formulated through a 

graphical interface where a user browses through concepts defined in a global 

schema and selects the relevant ones for the particular query. Biozon [87] is another 

recent data warehousing project that aims to find ways to store data obtained from 

various heterogeneous biological sources. Several types of derived data such as 

similarity relationship between biomolecules and functional predictions are also 

stored there. This derived data are obtained by expanding on existing data types 

based on refining of existing objects. New data types can then be obtained by 

processing existing and derived data. Biozen employs a vertical integration approach, 

where sources are not only incorporated into a single schema but are also integrated 

using a non-redundant object-centric model. Borrowing the concepts from these 

integration systems, we also extract information from heterogeneous data sources 

and store them in a central data warehouse (Figure 2) for further query. 
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Figure 2 Data Integration of biological databases 

2.2  Structural analysis of biological networks 

In order to discover structural patterns between biological interaction networks, 

network alignment is one of the more popular approaches that have been used to 

identify conserved patterns in biological networks. 

Von Mering et al. [65] were among the earliest to investigate into the 

problem of inferring protein interactions from high-throughput data. They had built a 

database [17] of functionally associated protein pairs derived from computational 

integration of direct biomolecules. The method they used to find such protein pairs is 

beased on the intersection of direct experiments. The method is not considered very 

effective as it achieved a relatively low false positive rate with low coverage. Later, 
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Jansen et al. [82] proposed to predict the function of biomolecules with various 

biological features that include biological function data from the Gene Ontology [8], 

the MIPS functional catalog [14], and the high-throughput experimental interaction 

data, etc. Based on this same idea, Lin et al. [73] attempted to quantify functional 

similarity between two proteins. They considered the direct interactions between 

proteins when inferring the presence of biological networks. Due to the problem of 

noise and redundancies in the network, the direct interaction approach is not robust 

enough to identify interacting associations. Instead of using the direct neighbor as a 

scoring function, Samanta et al. [47] considered the neighborhood interaction pairs 

to define the network graph, and employed hypergeometric p-value to define the 

significance relations. 

The identification of association patterns between biomolecules provides 

useful insights for the understanding of the topologies of biological networks. The 

topology of a network refers to the relative connectivity of its nodes. Different 

topologies affect specific network properties and it is important to understand and 

model the topological and dynamical properties of various biological networks in a 

quantifiable manner. There have been approaches to discover frequently occurring 

substructures in biological networks as a way to model them.  A number of previous 

studies [23], [40], and [42] pointed out the existence of network motifs in PPI graphs 

and transcription regulation networks. Many complex networks have been shown to 

have certain structural design principles. The convergent evolution towards the same 

motif types has also been seen in the transcription-regulatory network of diverse 

species. All these observations further indicate that motifs are indeed of direct 
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biological relevance. However, it should be noted that not all motifs in a biological 

network are equally significant or important in real biological networks. 

Biological networks are composed of interacting modules with different 

functions [32, 33, 34], and these functional modules, such as protein complexes in 

PPI networks, are connected subgraphs that are expected to repeat in the networks 

among the same or different species.  Many studies [35, 36, 37, 38] are therefore 

focused on discovering network motifs using network topologies. Hartwell et al. [25] 

suggested that understanding the relatedness of the modules is useful because 

knowledge about one member of a class can inform the study of the others, and the 

modular structure can further facilitate the understanding of cellular organization, 

transcription regulation and phenotypic evolution, etc. It is believed that network 

motifs are useful to describe the structural organization and functionality of a 

biological network. As a biological network can be naturally represented as an 

undirected graph such that each vertex represents a biomolecule and each edge 

represents the interaction between two vertices, graph mining algorithms such as 

network alignment and frequent subgraph mining approach are developed for the 

task of motif discovery. 

An early study of biological network alignment is introduced by Ogata el al. 

[96] to find functionally related enzyme clusters in metabolic networks using a 

simple heuristic of global alignment. Matthews et al. [26] apply similar ideas to 

identify homologous pairs of interactions from two PPI networks. Later, Kelley et al. 

[27] propose a PATHBLAST algorithm to align two PPI networks and combine 
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them into a global alignment graph. An alignment graph is constructed with vertices 

representing pairs of homologous modules and edges representing the type of 

conserved interactions using similarity measurements like BLAST [28] that 

compares primary biological sequence information. This work has been extended by 

Sharan et al. [6] by introducing a probabilistic model and heuristic greedy approach 

to search for dense subgraphs in the global alignment graph of yeast and bacteria, 

and this is then modified to align three networks simultaneously in [29]. However, 

all these approaches that aim at computing either local or global alignments involves 

many-to-many similarity measurements between module pairs that causes the 

alignment graph to grow exponentially with the number of aligned networks. When 

the number of networks is increased, the computation complexity is also increased 

exponentially. To simplify the problem and improve the efficiency, the identification 

of functional modules is emerged to discover common sub-networks by graph 

mining approaches. 

A number of graph mining algorithms have been developed to discover 

potentially useful subgraphs in data with complex structures and relationships. 

Dehaspe et al., for example, proposed such an ILP-based graph mining algorithm [74] 

called WARMR [75] that searches for frequent subgraphs in a graph database using 

first order predicate logic to represent graph data. ILP-based graph mining 

algorithms have some limitations in that they may not be robust enough to deal with 

noisy biological data. Under such circumstances, the computational complexity of 

such algorithm can be too high to afford as it performs a lot of tests for equivalence 

in order to prune infrequent and semantically redundant queries. Other than the ILP-
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based approach, there are quite a number of other graph mining algorithms that can 

be used to discover frequent subgraphs in structural data, FSG and gSpan are such 

examples.  

FSG [40] adopts an edge-based candidate generation strategy that expands 

on a subgraph based on a level-by-level expansion approach very much like that of 

the Apriori algorithm [39]. FSG begins its work by enumerating all frequent single 

and double-edge subgraphs. It then generates larger candidate subgraph iteratively 

with each iteration generating subgraphs that have one more edge than those 

generated in the previous iteration. For FSG to function well, it has to rely on 

canonical labeling to check whether a particular subgraph satisfies a support 

threshold. Thus, if two graphs are isomorphic with each other, their canonical labels 

must be identical. Unfortunately, this process of canonical labelling and determining 

of graph isomorphism is memory consuming for large databases!  

gSpan [45] is another subgraph mining algorithm that discovers frequent 

subgraphs based on graph canonical forms and it searches for frequent subgraphs by 

depth-first search (DFS). It does so by starting from a randomly chosen vertex. It 

then visits vertices and marks them with their status. The set of vertices visited is 

expanded repeatedly until a full depth-first search tree is built. One graph may have 

different trees built with DFS depending on the order in which the vertices were 

visited. gSpan discovers all frequent subgraphs without generating candidates or 

pruning false positives.  
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Other than the graph mining algorithms, WARMR, FSG, and gSpan, another 

algorithm for finding frequent subgraphs is called Gaston [114]. It discovers such 

patterns by first finding frequent paths, then trees, and then cyclic graphs. It stores all 

occurrences of these graphs in an embedding list so that the frequency of occurrence 

of a subgraph can be determined by scanning the embedding list without searching in 

the original graph. Gaston speeds up the enumeration and discovery process by so 

doing. The mining performance of Gaston in terms of running speed and memory 

consumption are compared with the other graph mining algorithms and reported in 

[115].  

MoFa [116] also finds frequent subgraphs in molecular network data. It 

does so by maintaining parallel embeddings for both vertices and edges throughout 

the graph mining process. Like Gaston, each such embedding consists of a set of 

references to a molecule that point to the atoms and bonds that form a subgraph. 

Such embeddings can be extended so that larger subgraphs can be formed iteratively 

[116].  

Subdue [23] is another graph mining algorithm that discovers frequent 

subgraphs but it is quite different from the above as it makes use of the minimum 

description length principle to narrow down possible outcomes when trying to 

identify subgraphs that best compress the original graph. Unlike FSG, gSpan, Gaston 

and MoFa, etc., the subgraphs that Subdue discovers only refer to the abstract 

patterns defined in terms of previously discovered patterns. As a result, some 

interesting patterns that occurred frequently could be missed. 
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All of the above graph mining algorithms can discover a set of frequent 

subgraphs from biological network successfully. From the discovered subgraphs, we 

can observe that some patterns are repeated in the network as motifs and the 

distribution of the motifs characterizes the local structure of a network. Figure 3 

shows an example of frequent subgraph enumeration where (a) to (c) are a set of 

attributed graphs and (d) to (i) are the frequent subgraphs with support threshold 

equals to 60%. 

 
(a)                                        (b)                                       (c) 

 
                     (d)                                    (e)                                     (f)           
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                           (g)                                     (h)                                    (i) 

Figure 3 (a-c) A set of attributed graphs (d-i) frequent subgraphs 
with support threshold 60% 
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They discover frequent subgraphs by building on smaller subgraphs edge-

by-edge to capture frequently-occurring patterns in each class of graphs, and their 

kernels are subgraph isomorphism which is known to be NP-complete. However, 

these subgraphs are only quantified by the frequency, and the frequency level has no 

additional meaning other than showing the number of occurrences. These algorithms 

try to identify frequent subgraphs against a user-defined threshold. If the threshold is 

set too small, one may not be able to discover enough frequent subgraphs to allow 

classes to be distinguished from each other. If the threshold is set too large, one may 

discover too many frequent subgraphs and many of them may be irrelevant to the 

classification process. As subgraphs that appear frequently in one graph can also 

appear frequently in other classes, they may not be very useful for graph 

classification when the classes are similar. 

A different concept should be introduced to discover interesting motifs that 

can represent different levels of network organization and provide true 

characterization among different networks. We have to develop a way to identify the 

interestingness of a subgraph in a class so that it can be distinguishable among 

different classes for classification purpose.  
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CChhaapptteerr  33    

FFiilltteerriinngg  OOuutt  UUnniinntteerreessttiinngg  SSttrruuccttuurraall  PPaatttteerrnnss  
 

In this chapter, we describe our proposed approach to define an interestingness 

measure for solving the problem of identifying interesting structural patterns from 

biological structural data. Given a set of biological structural data that is pre-

classified into a number of classes, a number of graph mining algorithms have been 

applied to discover useful subgraphs in the data so that “unseen” structures not 

originally in the data set can be accurately classified. This is done typically by first 

representing the structural data in graphs and then using graph mining algorithms to 

discover frequently occurring subgraphs in them. The molecular substructures that 

these frequently occurring subgraphs correspond to are considered interesting. Such 

an approach has been shown to be effective in some cases. However, in other cases, 

a substructure that occurs frequently in one class may also does so in another. The 

discovering of frequent subgraphs in molecular graphs may therefore not always be 

the most effective approach for classification. 

By making use of a test statistic, we propose MISPAG-FP to screen each 

frequent subgraph discovered and determine if they are interesting. The degree of 

interestingness of these subgraphs are then determined using an information-

theoretic measure.  
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3.1 Frequent Subgraph Discovery 

Biological networks enable the characterization of biological processes and the 

determination of useful substructures in such network structure is important to 

understand such biological processes as cellular organization, transcription 

regulation and phenotypic evolution. To discover frequent subgraphs in a graph 

database, there are several graph mining algorithms to choose from.  

Given a set of graphs, these algorithms can be used to mine frequent 

subgraphs in them. Recently, these algorithms have also been used to for graph 

classification [117, 50].  The most popular among these algorithms are FSG [40] and 

gSpan [45]. With the discovered frequent subgraphs discovered by these algorihtms, 

we propose to use MISPAG-FP to screen out frequent subgraphs that are irrelevant 

and retaining those that are useful for the characterization of molecular classes and 

the discrimination of one class from another. MISPAG-FP can be shown to be able 

to increase classification accuracy.  

Given a set of graph data represented as a set of graphs, G = {G1, …, Gj, …, 

GN}, one can use either of these algorithms to discover a set of frequent subgraphs, 

)1(S , …, )( pS , …, )(PS , where )( pS = { )(
1

pS , …, )( p
sS  , …, )( p

mp
S }, p = 1, …, P, for each 

of the corresponding p classes, C(1), …, C(p), …,C(P).   
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3.1.1 The FSG Algorithm 

The FSG algorithm can find all frequent subgraphs in each class of molecular graphs 

using the Apriori Algorithm [39]. It does so by treating edges in the graphs as items 

in transactions so that the Apriori Algorithm can be used to discover frequent 

subgraphs like it is used to discover frequent itemsets, i.e., in the same way the 

Apriori Algorithm increases the size of frequent itemsets by adding a single item at a 

time, the FSG algorithm also increases the size of frequent subgraphs by adding an 

edge one by one.  

Briefly, the FSG can be described as follows. For each C(p), p = 1, …, P, 

FSG first finds a set of frequent one-edge subgraphs and a set of frequent two-edge 

subgraphs. Then, based on these two sets of intermediate subgraphs, it starts to 

iteratively generate candidate subgraphs whose size is greater than the previous 

frequent subgraphs by one edge. FSG then counts the frequency for each of these 

candidates and prunes subgraphs that do not satisfy the support threshold σ. The 

qualified subgraphs are further expanded and their frequencies are verified with the 

same support condition to prune the lattice of frequent subgraphs. The final set of 

frequent subgraphs )1(S , …, )( pS , …, )(PS , where )( pS contains all frequent k-

subgraphs is generated for each class. Let gk be a k-subgraph with k edges, Dk be a 

set of candidate subgraphs with k edges, k(p)S  be a set of frequent k-subgraphs for 

class C(p), the algorithm of FSG can be summarized in Figure 4.  
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Algorithm of FSG [40] 

Input  : Input graphs G, support threshold σ 

Output  : A set of frequent subgraphs )1(S , …, )( pS , …, )(PS  

for each C(p) ∈ G do 

  S1 (p) 
 = all intermediate frequent 1-edge subgraphs in C(p); 

  S2 (p) = all intermediate frequent 2-edge subgraphs in C(p); 

  k = 3; 

  S(p) = S1 (p)  ∪ S2 (p) 

  while Sk-1 (p) is not null do 

   Dk  = candidate generated from Sk-1 (p)
 

   for each candidate gk
 in Dk do 

    Initialize the count of gk 

    for each graph transaction G ∈ C(i) do 

     if G contains gk
 

      Increment the count of gk by 1 

   for each candidate gk in Dk do 

    if count of gk
 is greater than or equal to σ 

  Sk (p) = gk 

  S(p) = S (p)  ∪ Sk (p) 

  Increment k by 1; 

return )1(S , …, )( pS , …, )(PS  

Figure 4. Algorithm of FSG 
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3.1.2 The gSpan Algorithm 

The gSpan algorithm [45] discovers a set of frequent subgraphs for each graph class 

by mapping each graph in the class to a unique minimum DFS code as the canonical 

label. Firstly, gSpan sorts all vertices and edges in the set of graph transactions in 

each class according to their frequency of occurrence and removes the infrequent 

vertices and edges from C(p). The remaining vertices and edges are relabeled and 

sorted in descending frequency. S1(p) is then formed by all frequent one-edge 

subgraphs and it acts as the seed for generating more children. The sub-procedure, 

called SubgraphMiner expand each one-edge frequent subgraph S1(p) from each class 

by adding one edge at a time. In the SubgraphMiner, if s is the minimum DFS code 

of the graph it represents, it adds s to its frequent subgraph set S(p). It then generates 

all potential children with a one-edge growth and runs SubgraphMiner recursively 

for each child. After that, the edge is removed from each graph in C(p) after all 

descendants of this one-edge graph have been searched. When all frequent k-

subgraphs and their descendants are generated, the final set of frequent subgraphs 

S(p), p = 1, …, P. will be generated for each class. The algorithm of gSpan can be 

summarized in Figure 5.  

Algorithm of gSpan [45] 

Input  : Input graphs G, support threshold σ 

Output  : A set of frequent subgraphs )1(S , …, )( pS , …, )(PS  

for each C(p) ∈ G do 

  Sort the labels of all vertices and edges in C(p) and by frequency 
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  Remove infrequent vertices and edges 

  Re-label and sort the remaining vertices and edges 

  S1(p) 
 = all frequent 1-edge subgraphs in C(p)

; 

  S(p) 
 = S1(p) 

 that sorted in DFS lexicographic order 

  for each edge in S1(p) 
 do  

Initialize s with e 

 SubgraphMiner(C(p), S(p), s) 

Remove e from C(p) 

if | C(p)| is less than σ 

break 

return )1(S , …, )( pS , …, )(PS  

 

SubgraphMiner  

Input  : C(p), S(p), s 

if s is not the minimum DFS code  

  return 

Find all embeddings of s in C(p) and add to S(p) 

Generate all potential children c of s in S(p) with one edge growth 

for each c do  

  if support of c is greater than σ 

  Add c to s 

   SubgraphMiner(C(p), S(p), s) 

Figure 5. Algorithm of gSpan 
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3.2  Illustrative Example 

To explain why the discovering of frequent subgraphs may not always be useful for 

graph classification, let us consider an example. We are given three classes of 

artificial molecular data shown in Figure 6. Each of these three classes of data 

contains ten molecules and each molecule consists of atoms connected with bonds. 

These molecules are generated in such a way that the atoms are chosen from 30 

possible atoms, including such atoms as carbon (C), oxygen (O), iridium (Ir), 

nobelium (No) and thorium (Th), and bond types from three possible types including 

single, double and triple bonds. These molecules can be represented as labeled 

molecular graphs with each node used to represent an atom and each edge a bond. 

 
(a) 
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(b) 

 
(c) 

Figure 6. Training molecular data 
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Figure 7. Testing sample 

Given the set of graph data as shown in Figure 6, frequent subgraphs can be 

discovered in each of Class 1, 2 and 3 using a graph mining algorithm such as FSG 

and gSpan. These algorithms require that a threshold be given by the users to define 

how frequent a subgraph should appear for it to be considered frequent. For the 

purpose of illustration, we choose FSG. This is because, even though the support 

thresholds are set the same, the results obtained by gSpan can be different from that 

of FSG as gSpan does not perform subgraph pruning. FSG, on the other hand, can 

discover maximal frequent subgraphs and can better avoid the problems caused by 

the discovering of subgraphs that are too fragmented.  

By setting a support threshold of 80% (i.e. any subgraph that occurs in at 

least eight out of ten graphs), the frequent subgraphs that are found in each of the 

three classes of graphs are listed in Table 2. It should be noted that the same frequent 

subgraph, a nitrogen atom double-bonded with an oxygen atom (i.e. ), appears 

in 80% of the graphs in each of the three classes. 
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Table 2. Maximal Frequent subgraphs (support threshold = 80%) 

Class 1 Frequency Class 2 Frequency Class 3 Frequency

S1
(1) 8 S1

(2) 8 S1
(3)

 8 

 

Since the choice of threshold does not allow any unique frequent subgraph to 

be discovered for each class, we lower the support threshold by 10%. The results are 

shown in Table 3. More frequent subgraphs are discovered this time when the 

support threshold is lowered to 70%. However, the newly discovered frequent 

subgraphs for Class 2 and 3 are still the same and a graph with such subgraphs may 

be classified into either Class 2 or 3. This means that the discovered frequent 

subgraph cannot allow graphs in Class 2 to be easily discriminated from Class 3. 

Table 3. Maximal Frequent subgraphs (support threshold = 70%) 

Class 1 Frequency Class 2 Frequency Class 3 Frequency 

 8  8  8 

  
 

7 
 

7 

 

When the support threshold is further lowered to 60%, more frequent subgraphs are 

discovered and they are shown in Table 4. Unfortunately, the newly discovered 

frequent subgraphs for each of the three classes still overlap with each other. A graph 

characterized by these subgraphs can be classified into one or more classes. For 

example, if a graph G is characterized by the subgraph , it can be classified 
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into either Class 2 or 3. If G is characterized by the subgraph , it can be 

classified into either Class 1 or 2. If G is characterized by both and 

, then there is a chance that it can be classified into any of Class 1, 2 or 3 

as  appears 6 times in Class 1 and 2, and  appears 7 times in Class 

2 and 3. 

Table 4. Maximal frequent subgraphs (support threshold = 60%) 

Class 1 Freq. Class 2 Freq. Class 3 Freq.

S1
(1)  8 S1

(2)
 8 S1

(3)
 8 

 

S2
(1)  

6 
 

S2
(2)

 

 

7 

 

S2
(3)

 
7 

   S3
(2) 6    

 

To find more interesting and useful frequent subgraphs for classification, 

the support threshold is further lowered to 50%. Using the FSG again, the frequent 

subgraphs discovered are shown in Table 5. This time, many more frequent 

subgraphs are discovered and some of the subgraphs discovered in each of S(1), S(2) 

and S(3) do not overlap with each other.  
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Table 5. Maximal frequent subgraphs (support threshold = 50%) 

Class 1 Freq. Class 2 Freq. Class 3 Freq.

S1
(1)  8 S1

(2)
 8 S1

(3)
 8 

 

S2
(1)  

6 
 

S2
(2)

 

 

7 

 

S2
(3)

 
7 

 

S3
(1) 

 
5 

 

S3
(2)

 

6 S3
(3)

 
5 

 

 

S4
(1) 

 
5 

 

 

S4
(2)

 

 

 

5 S4
(3)

 

5 

 

S5
(1) 

 
5 

 

S5
(2)  

 

5 S5
(3)

 
5 

 

S6
(1) 

 
5 

 

S6
(2)

 

 

5 S6
(3)

 
5 

 

S7
(1)  5 

 
 

 

 
   

 

If we are to classify the testing sample in Figure 7, it should be noted that 

this graph is characterized by three frequent subgraphs  ,  and 

from each of S(1), S(2) and S(3) respectively as shown in Figure 8. It is 

therefore hard to decide which class this graph should be classified into based on 
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these subgraphs that it contains. If one is to take a closer look at the frequency of 

appearance of each of these three subgraphs, ,  and , in 

each class, one may discover that even though  is not frequent enough in 

Class 2 and 3, it appears in 40% of the graphs in these classes. This is the case also 

with . Although it only appears in 10% of the graphs in Class 1, it appears 

in 40% of the graphs in Class 2. Of these three subgraphs, , is the most 

interesting and unique in the sense that, while it appears in 50% of the graphs in 

Class 2, it only appears in 10% of the graphs in both Class 1 and 3. In other words, 

this subgraph provides more evidence for a graph it characterizes to be classified into 

Class 2 than other subgraphs. In fact, it is for this reason that the graph in Figure 7 

belongs more likely to Class 2 than any other classes. 

  

Figure 8. Classifying the unseen molecule in Figure 2 with FSG 
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In order to discover more frequent subgraphs that may be useful for 

classifying the unseen molecule, the support threshold is further reduced to 40%, and 

the new frequent subgraphs are discovered as shown in Table 6. The newly 

discovered subgraphs  are S8
(1), S9

(1), S10
(1) in Class 1; S7

(2), S8
(2), S9

(2), S10
(2) in Class 

2 and S7
 (3), S8

(3), S9
(3) in Class 3. Although the support threshold is lowered to 40%, 

these subgraphs are all appeared more frequently in the other classes, for example, 

S8
(1) is previously discovered as frequent subgraph S2

(2) in class 2 and S2
(3) in class 3. 

The case is the same as the others. We tried to further reduce the support threshold to 

30%, but the case is still the same that the newly discovered subgraph is already 

found at higher threshold value.  

Table 6. Maximal frequent subgraphs (support threshold = 40%) 

Class 1 Freq. Class 2 Freq. Class 3 Freq.

S1
(1)  8 S1

(2)  8 S1
(3)

 8 

 

S2
(1)  

6 
 

S2
(2) 

 

 

7 

 

S2
(3)

 
7 

 

S3
(1) 

 
5 

 

S3
(2) 

 

6 S3
(3)

 

5 

 

 

S4
(1) 

 
5 

 

 

S4
(2) 

 

 

 

5 S4
(3) 5 
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S5
(1) 

 
5 

 

S5
(2)  

 

5 S5
(3)

 
5 

 

S6
(1) 

 
5 

 

S6
(2) 

 

 

5 S6
(3)

 
5 

 

S7
(1)  5 

 

S7
(2) 

 

 

4 S7
(3)

 
4 

 

S8
(1) 

 
4 

 

S8
(2) 

 

 

4 S8
(3)

 
4 

 

S9
(1)  

4 
 

S9
(2)  

4 S9
(3)

 4 

 

S10
(1)  

4 
 

S10
(2)  4    

 

The actual relative frequency of appearances of each frequent subgraph in 

each class may therefore provide useful information for classification. The idea that 

MISPAG-FP uses to filter out uninteresting and irrelevant frequent subgraphs to 

allow molecular classification to be performed effectively is therefore to take into 

consideration such information so as to measure the relatively interestingness of each 

frequent subgraph relative to the others. 
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3.3  Interestingness Measure with Adjusted Residual 

Analysis 

Here we present an interestingness measure of MISPAG to identify interesting 

subgraphs that are interesting and useful for classification. This methodology is 

based on the use of an adjusted residual analysis [12, 13].  

Once the set of frequent subgraphs, S(p), are discovered for each of C(p), p = 

1, …, P, respectively, the probability that a graph, G, is in C(p), p∈{1, …, P} given 

that G is characterized by a frequent subgraph, )(S p
j ∈ S(p), j∈{1, …, mp} can be 

determined as   

Pr(G∈C(p) | G is characterized by )(S p
j ) 

)(

)()(

by  zedcharacteri arethat in  graphs no.of total
by  zedcharacteri are that in  graphs of no. total

p
j

p
j

p

S
S

 G
C

=   (1) 

If Pr(G∈C(p) | G is characterized by )(S p
j ) is not much different from 

Pr(G∈ C(p)), i.e., whether or not G is characterized by )(S p
j  makes very little 

difference, then )(S p
j should not be considered very interesting in determining if G 

should be classified into C(p). Otherwise, )(S p
j  can be very interesting.  

To objectively determine if the two probabilities are different, we make use 

of an adjusted residual, djp which is defined as 

jp

jp
jp

z
d

γ
=         (2) 
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where jpz is defined as: 

)Sby  zedcharacteri isG Pr()GPr(

)Sby  zedcharacteri isG Pr()GPr()Sby  zedcharacteri isG |GPr(
)()(

)()()()(

p
j

p

p
j

pp
j

p

jp
n

n
z

C

CC

∈

∈−∈
=

 (3) 

and jpγ is the maximum likelihood estimate of the variance of jpz and is given by 

))Sby  zedcharacteri isG Pr(1))(GPr(1( )()( p
j

p
jp −∈−= Cγ   (4) 

Based on [12], if jpd ≥1.96, we can conclude that the difference between  

Pr(G∈C(p)|G is characterized by )(S p
j ) is significantly different from Pr(G∈C(p)) and 

therefore the subgraph )(S p
j  is interesting and useful for classification. If jpd ≥ 

+1.96, it implies that the presence of )(S p
j in a graph G provides evidence supporting 

G to be classified into C(p) otherwise if jpd ≤ -1.96, it implies that the presence of the 

frequent subgraph )(S p
j provides negative evidence against G to be classified into 

C(i) . In either case, )(S p
j , can be considered an interesting frequent subgraph.  

With the use of the adjusted residual analysis, MISPAG-FP screens each set 

of frequent subgraphs, S(p)={ )(
1

pS , …, )( p
sS  , …, )( p

mp
S }, p = 1, …, P, to retain only 

those who are interesting. The set of interesting frequent subgraph discovered for 

each of C(1), …, C(p)
,, …,C(P) respectively is denoted as S’(p)={ 

)('
1S p

, …, )('S p
j , …, 

)('
'S p

m p
}, p = 1, …, P, and '

pm < mp. The algorithm of interestingness measure of 

MISPAG is given in Figure 9. 
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Algorithm of  interestingness measure of MISPAG 

Input : Input graph G, a set of frequent subgraphs S, (a query graph Gq) 

Output : A set of interesting frequent subgraphs S’ 

for each S(p) ∈ S do 

  for each Sj
(p)∈ S(p) do 

   if Sj
(p)∉ S(m) 

    for each C(m) ∈ G where m ≠ p do 

     for each G ∈C(m) do 

      if G contains Sj
(p) 

       Increment the count of Sj
(m) by 1 

   else  

    store count of Sj
(m) 

for each Sj
(p) do 

  Calculate the expected frequency of Sj
(p) 

  Calculate the standard score zjp of Sj
(p) 

  Calculate the maximum likelihood estimate of variance γjp of Sj
(p) 

  Calculate the test statistic djp of Sj
(p) 

  if |djp| ≥ 1.96 

   Add Sj
(p) to S’ 

return S’  

Figure 9. Algorithm of MISPAG 

 



CHAPTER 3 – FILTERING OUT UNINTERESTING STRUCTURAL PATTERNS 

50 
 

3.4  The Illustrative Example Continued 

To illustrate how the interestingness measure of MISPAG-FP works, let us consider 

the example in Section 3.2 again. Given the frequent subgraphs discovered using 

FSG at a support threshold of 50%, MISPAG-FP obtains for each of the 15 frequent 

subgraphs their frequency of occurrences in each class. It then screens for all 

frequent subgraphs that are interesting using the interestingness score that is 

calculated by the test statistics given as Equation (2). The value of the test statistics 

for each frequent subgraph in each class are given also in Table 7. 

As described in the last section, subgraphs with jpd < 1.96 will be filtered 

out, and the remaining subgraphs will form a set of interesting subgraphs for graph 

classification. Since d41, d51, d62, d72, d83, d93 are greater than 1.96, we conclude that, 

of all 15 frequent subgraphs discovered, only S4
(1) and S5

(1), S6
(2) and S7

(2), and S8
(3) 

and S9
(3) are interesting frequent subgraphs for each of Class 1, 2 and 3 respectively.  

Table 7. Occurrence and Interestingness measure of frequent subgraphs (σ= 50%) 

ojp 

djp 

Class 1 Class 2 Class 3 

S1
(p) 

 
8 

0.14 

8 

-0.16 

8 

0.02 

S2
(p) 

 

4 

-0.94 

7 

0.39 

7 

0.54 

S3
(p) 

 

6 

0.69 

6 

0.44 

3 

-1.13 
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S4
(p) 

 

5 

2.28 

1 

-1.16 

1 

-1.08 

S5
(p) 

 

5 

2.28 

1 

-1.16 

1 

-1.08 

S6
(p) 

 

1 

-1.03 

5 

2.08 

1 

-1.08 

S7
(p) 

 
1 

-1.03 

5 

2.08 

1 

-1.08 

S8
(p) 

 

1 

-1.03 

1 

-1.16 

5 

2.19 

S9
(p) 

 

1 

-1.03 

1 

-1.16 

5 

2.19 

S10
(p) 

 

1 

-1.54 

4 

0.36 

5 

1.16 

S11
(p) 

 

5 

0.98 

2 

-1.19 

4 

0.23 

S12
(p) 

 

5 

1.25 

4 

0.36 

1 

-1.60 

S13
(p) 

 

4 

-0.10 

4 

-0.32 

5 

0.42 

S14
(p) 

 

4 

-0.10 

5 

0.29 

4 

-0.19 

S15
(p) 

 
5 

0.51 

4 

-0.32 

4 

-0.19 
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3.5  Experiments and Results 

To evaluate the effectiveness of our approach, it is tested using both artificial and 

real data. We compared its performance with that of two graph classification 

algorithms based on FSG and gSpan. We used the executable files of these 

algorithms available from [118] and [119] respectively. The classification results 

were obtained using 10-fold cross validations with an implementation of SVM 

available at [120].  

The performance of a classifier is usually evaluated by the use of average 

classification accuracy and the results are typically presented in a confusion matrix 

(Table 8) which has four entries: the number of true positive cases (TP), true 

negative cases (TN), false positive cases (FP) and false negative cases (FN) and the 

average accuracy is calculated as follows:  [121] 

 

TNFPFNTP
TNTP

+++
+

=Accuracy Average     (5) 

 

Table 8. Confusion Matrix 

 Predicted 

Actual 
 Positive Negative 
Positive TP FN 
Negative FP TN 
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While evaluation based on the use of the classification accuracy measure 

may be popular, it may not always be very appropriate for classification problems 

involving imbalanced class distributions. When TN is much greater than TP, (FP + 

TN) is also much greater than (TP + FN). In such case, the successfully predicted 

cases in the minority positive class will play a role that can be too insignificant when 

the average accuracy rate is determined and the minority cases will be treated as 

noise even if they are supposed to be important. In order to overcome this problem, 

the true positive and false positive rates need to be monitored separately using 

Equation (6) and (7) when test data are being classified. 

 

FNTP
TP
+

=rate  positive  True       (6) 

TNFP
FP
+

=rate  positive  False     (7) 

 

These rates measure the performance of a classifier for each class and the 

objective is to keep the true positive rate as high as possible and the false positive 

rate as low as possible. Sometimes, the true positive rate is called recall or sensitivity, 

and the false positive rate is called false alarm rate. In order to transform this multi-

objective problem into a single-objective equivalent, the ROC analysis [122] has 

been proposed and is becoming more and more popular when the training data size 

for different classes of data are very different. With the ROC analysis, the true 

positive rate is plotted along the y-axis against the false positive rate along the x-axis 
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to form a ROC curve, and the objective is to maximize the value of AUC which 

stands for the Area Under the ROC Curve. The value of AUC is always between 0.0 

and 1.0. An area of 1 represents a perfect classification, whereas an area of 0.5 

represents a worthless classification that is equivalent to a random guess in a two-

class classification problem. The AUC is an important statistical property that is 

equivalent to the probability that a classifier ranks a randomly chosen positive 

instance higher than a randomly chosen negative instance. In this paper, as the data 

sets that we use differ significantly in class sizes, we will use the AUC to evaluate 

the performance of different classifiers on different datasets. 

3.5.1 Datasets 

The first dataset is a set of binary-class artificial data that are generated with 

GraphGen [31]. The artificial datasets are generated with a set of parameters: 1) the 

total number of transactions (-ngraphs), 2) the average size of each graph (-size), 3) 

the number of unique node labels (-nnodel), 4) the number of unique edge labels (-

nedgel), 5) the average density of each graph (-density), 6) the number of unique 

edges in the whole dataset (-nedges), and 7) the average edge ratio of each graph (-

edger). The parameter 1, 4, 5, 6 and 7 are fixed to respectively 5000, 10, 0.3, 100 and 

0.2 and we vary the remaining parameters to generate four datasets as given in Table 

9 with properties below. 
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Table 9. Artificial dataset with different parameters 

Dataset -size - nnodel 

D1 
10 

5 

D2 10 

D3 
30 

5 

D4 10 

 

The second dataset is collected from Predictive Toxicology Challenge (PTC) 

[123] that contains the carcinogenicity of 417 chemical compounds on four types of 

rodents: male rats (MR), female rats (FR), male mice (MM) and female mice (FM). 

Each of these data sets can be considered as consisting of two classes of data [124]: 

those with positive evidence of cancerous growth and those with negative evidence.  

The third dataset is collected from the Estrogen Receptor Binding (NCTR 

ER) database in the Distributed Structure-Searchable Toxicity (DSSTox) Public 

Database Network of the National Center for Toxicological Research [125]. The 

database covers most known estrogenic classes and it is a structurally diverse set of 

estrogens. The NCTR ER database consists of 224 chemical compounds with each 

classified as active or inactive with respect to the attribute 

“ActivityOutcome_NCTRER”. A compound is active if the measure of activity of 

the compound is active strong, medium or weak. It is inactive if there is no activity 

for that compound. The properties of the datasets we used in our experiments are 

listed in Table 10. 
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Table 10. Properties of the experimental datasets 

Dataset Total no. of sample Percentage of 

positive samples 

D1, D2, D3,  D4 5000 40.0% 

MR 322 37.9% 

FR 334 31.1% 

MM 308 35.1% 

FM 331 38.1% 

NCTR ER 224 58.5% 

 

3.5.2 Performance Analysis 

For performance comparison, we tested all datasets using first the two algorithms of 

FSG, gSpan and then compare their performance when MISPAG-FP is used. Table 

11 shows the performance of each algorithm on the different datasets. For easier 

comparisons, we use a single misclassification cost value of 3.0 and as suggested in 

[126] for the SVM classifier.  

For our experiments, as a high threshold may result in too little and a low 

threshold may result in too many of the frequently-occurring subgraphs being 

discovered, and as the support threshold is proportional to the runtime and memory 

consumption [127], we tried different support thresholds ranging from 90% to 2% 

and decided to settle at 3% for the artificial dataset, 5% for the PTC dataset, and 10% 

for the NCTR ER dataset for both the experiments with FSG and gSpan. These 
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settings allow us to obtain a good size of subgraphs (i.e. 50 ≤ n ≤ 500) for the 

identification of the interesting ones.  

Given these settings of the support thresholds, the average AUC for each 

algorithm is determined and shown in the Table. From these results we can see that 

the classification performance (average AUC) of FSG and gSpan are similar. The 

average AUC for them are 0.673 and 0.691 respectively. After applying MISPAG-FP 

to these frequent subgraph discovery algorithms, their average AUC improved by 

14.44% and 14.05% respectively.  

Table 11. Classification performance for FSG, gSpan and MISPAG-FP 

Dataset AUC Percentage 
Improvement 

 

AUC Percentage 
Improvement 

 
FSG MISPAG-FP 

with FSG 
gSpan MISPAG-FP 

with gSpan 
D1 0.778  0.897  15.30% 0.780  0.906  16.15% 
D2 0.823  0.904  9.84% 0.854  0.912  6.79% 
D3 0.623  0.874  40.29% 0.621  0.877  41.22% 
D4 0.778  0.897  15.30% 0.786  0.908  15.52% 
MR 0.603  0.642  6.47% 0.605  0.644  6.45% 
FR 0.505  0.587  16.24% 0.517  0.592  14.51% 

MM 0.569  0.603  5.98% 0.572  0.594  3.85% 
FM 0.634  0.697  9.94% 0.635  0.699  10.08% 

NCTR ER 0.835  0.924  10.66% 0.852  0.953  11.85% 
Average 0.683  0.781  14.44% 0.691  0.787  14.05% 

 

These results show that the performance of FSG and gSpan can be 

improved with the two-phase approach that MISPAG-FP adopts. The subgraphs 

discovered by many graph mining algorithms may appear frequently in a class but 

they may not uniquely represent a class. Subgraphs that may not appear very 

frequently can play an important role in discriminating one class from another. With 
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MISPAG-FP, the relative frequency of each subgraph is considered and how useful 

they are for classification are determined with a measure. The measure is then used 

when a graph is classified. This makes MISPAG-FP more effective a graph 

classification algorithm. 

The datasets D1 to D4 are the artificial dataset with varied size of graph 

samples and number of unique node labels. When the number of unique node labels 

is increased from 5 to 10, we can see that the classification performance is higher for 

D2 with more unique node labels than D1 with less unique node labels, the case is 

the same for D3 and D4. The reason is that the combination of the discovered 

frequent subgraphs will be less if the number of unique node labels is small. For 

example, if there are only two node labels v1 and v2 in the dataset, we have only 

three combinations (v1–v1, v1–v2, v2–v2) for a graph with two vertices and one edge; 

if there are five node labels vi where i = 1 to 5 in the dataset, we can have 15 

combinations. In the case with less unique node labels, many frequent subgraphs will 

be the same for both positive and negative class. These frequent subgraphs are 

uninteresting and not useful in discriminating the graph sample into different classes. 

With MISPAG-FP, we can filter those uninteresting frequent subgraphs to increase 

the classification performance. Hence, we can observe from the results that the 

average AUC of D1 is lower than that of D2, and the AUC is increased more 

significant in D1 than D2 after applying MISPAG-FP. When the size of graph 

samples is increased from 10 to 30, we can see that the classification performance is 

lower for D4 with larger graph size than D2 with smaller graph size, the case is the 

same for D1 and D3. The reason for this is that a large graph will contain more noise 
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than a small graph as the interesting subgraph(s) usually contribute a small part in a 

graph. From the results, we can see that the average AUC of D4 is lower than D2, 

and MISPAG-FP helps to remove those noisy frequent subgraphs and increase the 

AUC more significantly in D4 than D2 as the graph size in D4 is larger than that of 

D2. 

The PTC dataset contains four datasets: MR, FR, MM and FM. The average 

AUC of FM is the highest and that of FR is the lowest. This may be due to the 

percentage of the positive samples of FM (38.1%) being higher than that of FR 

(31.1%). The overall AUC for the PTC dataset is 0.58 when applying FSG and 

gSpan, and this value has increased to 0.63 with MISPAG-FP. The overall AUC is 

still relatively low even when MISPAG-FP is used and this may be due to some 

structural features in the test set not being present in the training set. This is the main 

reason that the classification performance is quite low. This phenomenon is also 

mentioned in the evaluation report of [123]. 

The NCTR ER dataset has the highest AUC throughout the experimental 

datasets. The average AUC for FSG and gSpan is 0.844 and this is increased to 0.939 

with MISPAG-FP. This means that the ER compounds contains distinguishing 

structures for active and inactive classes. With the discovered interesting frequent 

subgraphs, we can use them to characterize a class of estrogen as well as 

discriminate a sample from another in a different class. From the percentage of 

improvement in AUC, we can observe that the noisy and uninteresting frequent 
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subgraphs are effectively screened by MISPAG-FP and the AUC is maximized when 

it is used with FSG and gSpan.  

3.6 Summary 

In this chapter, we introduced a new graph mining approach called MISPAG-FP to 

discover interesting frequent subgraphs from graph databases. We used MISPAG-FP 

by combining it with other frequent subgraph discovery algorithms on both artificial 

and real datasets to test the effectiveness and performance. The experimental results 

show that MISPAG-FP can work very well with large and complex datasets and can 

improve the classification performance of the existing graph mining algorithms.  

The frequent subgraphs of real molecular networks usually contain many 

common vertices (e.g. carbon C and oxygen O) and edges (e.g. single hydrogen 

bond). For this reason, both positive and negative samples may contain the same set 

of frequent subgraphs. The frequent subgraphs discovered by existing graph mining 

algorithms may therefore not be very useful for molecular classification. MISPAG-

FP is able to achieve a higher accuracy as it aims to discover the “interesting” 

subgraphs which may not necessarily be the most frequently occurring ones. 

MISPAG-FP can better handle the problem of having too many frequent subgraphs 

when support-thresholds are lowered. Like other graph mining algorithm, the size 

and number of graphs that MISPAG-FP can handle can be very large and they are 

limited mainly by computing hardware. 



CHAPTER 4 – DISCOVERING INTERESTING STRUCTURAL PATTERNS WITH 
APPLICATIONS TO MOTIF DISCOVERY IN PPI NETWORKS 

61 
 

CChhaapptteerr  44  

DDiissccoovveerriinngg  IInntteerreessttiinngg  SSttrruuccttuurraall  PPaatttteerrnnss  
wwiitthh  AApppplliiccaattiioonnss  ttoo  MMoottiiff  DDiissccoovveerryy  iinn  PPPPII  

NNeettwwoorrkkss  
 

The problem with MISPAG-FP is that it still relies on a frequent subgraph mining 

algorithm to discover frequently occurring subgraphs first. If an interesting subgraph 

does not occur frequently enough, if would not be discovered in the first place. As a 

result, we need an algorithm that can discover interesting subgraphs even if they do 

not occur frequently. In this section, we describe such an algorithm and explain how 

it can be used to discover motifs in protein-protein interaction networks. 

Proteins interact with each other in a cell, and these interactions are 

represented as a protein-protein interaction (PPI) network. Protein-protein 

interactions are of great interest because they are involved in virtually all cellular 

processes and are amongst the most ubiquitous types of interactions. Various high-

throughput techniques including yeast two-hybrid system [92], mass spectrometry 

[93], protein microarray [94], and synthetic lethality screen [95] are used to generate 

large-scale PPI data. More public repositories [14, 15, 16, 17] are made available 

online to get access to these large-scale data and facilitate the analysis of PPI. 

 Interacting proteins are likely to collaborate to form a network motif. 

Network motifs are connected subgraphs that act as the basic building blocks of 

complex networks as suggested in [24]. Hartwell et al. [25] suggested that 
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understanding the relatedness of protein function in PPI networks is useful because 

knowledge about protein can inform the function of the other related proteins, and 

the modular structure can further facilitate the understanding of such biological 

processes as cellular organization, transcription regulation and phenotypic evolution, 

etc. It is believed that such network motifs are useful to describe the structure and 

functionality of a PPI network. As a PPI network can be naturally represented as an 

undirected graph such that each vertex represents a protein and each edge represents 

the interaction between two vertices, subgraph mining approach is suitable for the 

task of motif discovery. 

Recently, there has been much effort to analyze the protein-protein 

interaction (PPI) network in S. cerevisiae for network motif discovery [128, 129], 

[130, 131], protein function prediction [132, 133], protein complexes identification 

[134, 135], etc. As a cell of S. cerevisiae contains thousands of interacting proteins 

whose functions are dependent on many other proteins that it interacts with, its 

structure can be very complex. If hidden regularities can be discovered in them, how 

a protein interacts with the other proteins to perform a certain function or how 

related proteins interacts to form signaling proteins or drug targets [136, 137, 138], 

etc., can be more easily determined and understood.  

4.1  Discovering Interesting Subgraphs 

Like other PPI networks, the PPI network of S. cerevisiae can be represented as a 

graph with vertices representing proteins and edges representing interactions 
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between proteins. Given such a representation, a number of algorithms [139, 140, 

141, 142, 143, 144] have been proposed to detect for conserved patterns in the PPI 

network of S. cerevisiae. These algorithms are either based on the use of network 

alignment techniques [139, 140, 141] or the search for frequent subgraphs [142, 143, 

144].  

Algorithms based on network alignment aim at identifying conserved 

network regions  in the graphs corresponding to the PPI network of S. cerevisiae and 

that of another species. Given the two network graphs, an alignment graph is first 

constructed by finding pairs of corresponding homologous proteins in each of them 

and they are then represented as vertices. The edges connecting the vertices are then 

used to represent conserved interactions. The network alignment approach does not 

scale up very well when handling large PPI networks, and the number of vertices in 

an alignment graph can grow exponentially in size with the number of aligned 

networks and this can make network alignment infeasible [139, 141]. To tackle this 

problem, there have been some attempts to discover conserved patterns by 

discovering frequent subgraphs across the network graphs using graph mining 

algorithms. 

The PPI network of S. cerevisiae is composed of interacting modules with 

different functions [r8, r9]. These functional modules are expected to repeat in the 

network. By discovering frequently occurring subgraphs, conserved patterns in the 

PPI network can be identified. This is why many graph mining algorithms that can 

be used to discover frequent subgraphs in molecular graphs are used to discover 
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conserved patterns in PPI networks. For example, Koyuturk et al. developed an 

algorithm called MULE [142] to mine frequently occurring edgeset patterns using a 

depth-first search (DFS) approach to locate all connected subgraphs in a graph 

database. MULE has been used with eukaryotic PPI networks, including that of S. 

cerevisiae, to relate the functions of proteins in different organisms. Chen et al. 

developed gApprox [143] to mine frequently occurring approximate patterns with 

tolerable variations as measured by a minimum support and a maximal number of 

disjoint occurrences. The degree of approximation of a pattern is defined in terms of 

some vertex and edge penalties measures. These measures are functions of the 

dissimilarity and tightness association between proteins. gApprox has been used with 

eukaryotic PPI network data to discover pairs of functionally similar proteins in 

similar locations in the network. Other than gApprox, Turanalp et al. developed 

PPISpan [145] to mine for frequently occurring functional interaction by combining 

the process of candidate pattern generation and pruning to speed up the graph mining 

process. Borgwardt et al. [146] compares PPI networks using a frequent subgraph 

mining approach that excludes subgraphs that appear only in a negligibly small 

fraction in a data set. This approach has been used with PPI networks of S. cerevisiae 

to identify frequently occurring subgraphs in the functional space. 

While graph mining algorithms can be used to discover patterns in PPI 

networks, they have mainly been used to discover subgraphs in network graphs that 

occur frequently enough. However, subgraphs that occur frequently may not 

necessarily be interesting and be biologically meaningful. Discovering frequently-

occurring subgraphs, therefore, may not reveal all interesting patterns in a PPI 
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network. For example, protein complexes, which do not usually repeat themselves in 

a PPI network, will not be discovered with many graph mining algorithms. What is 

needed is therefore a graph mining algorithm that can discover meaningful structural 

patterns rather than just the most frequently occurring ones.  

4.2  Discovering Interesting Structural Motifs 

We propose an algorithm called MISPAG-DM to discover sets of interesting motifs 

from the PPI networks. We perform the tasks by first constructing a network graph 

from this PPI network. This graph G can be denoted as G(V, E) where V and E are 

the sets of vertices and edges respectively. Each vertex in V represents a protein in 

the PPI network and each edge in E represents the existence of an interaction relation 

between the two proteins that it connects with. To perform its tasks, MISPAG-DM 

examines each vertex in turn to determine if its interactions with each of its 

neighboring vertices are interesting. If so, the protein pairs forms part of a larger 

interesting subgraph. Otherwise, they are not considered for further processing. To 

determine if a vertex and any of its neighboring vertices is interesting, an objective 

interestingness measure that is introduced in Chapter 3 is used.  The flowchart of 

MISPAG-DM is given in Figure 10.  
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Figure 10 Flowchart of MISPAG-DM  to discover interesting motifs from PPI 
networks 
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4.2.1 Representing PPI networks in Graphs 

The PPI network of S. cerevisiae, which is used for this work, is obtained from the 

Database of Interacting Proteins (DIP) [147]. It is made up of 1361 proteins and 

3222 experimentally confirmed interactions between proteins. Graph representation 

is widely used to model the biological networks as well as other biological domains, 

and it is suitable for the description of complex structures in such biological 

networks as PPI networks. 

 A PPI network is defined as an undirected graph, an ordered pair G = (V, E), 

where V is a set of vertices representing proteins and E is a set of binary edges 

representing interactions between proteins. Each edge e ∈ E={ 1e , ..., 
eme } contains 

two ends v and vi ∈V={ 1v , ..., 
vmv }, and v and vi are incident with e and neighbors to 

each other. The vertices incident to an edge are called its end-vertices, and the degree 

k of a vertex v is the number of edges that have v as an end-vertex. Some proteins 

may interact with itself and if this is the case, it will be denoted by an edge that has 

the same end-vertices and we will then have a loop. Figure 11 shows an example PPI 

network with five proteins and eight interactions between them. It can be modeled as 

a graph G with vertex set V = {P32492, P19524, P08964, P53141, P36126} and 

edge set E {{P32492, P19524}, {P32492, P08964}, {P19524, P08964}, {P19524, 

P53141}, {P08964, P53141}, {P53141, P36126}}. 
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 Figure 11 Graph representation of an example PPI network with five 
proteins and eight interactions 

In a network graph, not all vertices are connected with each other and some of them 

may form a disjoint set (e.g. the vertex sets: {P32492, P19524, P08964, P53141}, 

{P32492, P19524, P08964} and {P19524, P53141, P36126}), which is a special kind 

of subnetwork. A subnetwork S = (VS, ES ) of the network graph G = (V, E) is a 

subgraph where VS∈V  and ES∈E. A subnetwork is not necessarily a disjoint set of a 

graph, whereas it can be a connected subgraph from any part of a network. Figure 12 

shows a subnetwork with three interacting proteins occurring twice in G. 

 

 

 Figure 12 A subnetwork S of the network graph G with two occurrences 
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4.2.2 Functional annotation with gene ontology 

The raw data of biological network is a labeled graph that treats each biomolecule as 

a unique entity and it does not contain other useful biological information. Since the 

functions of some biomolecules like proteins and genes are already annotated in 

databases such as Gene Ontology (GO) [8], we can model each network as 

functional annotated template for further analysis. Functional annotation of 

biological networks helps to define, understand and compare essential cellular 

actions in different organisms that involve similar functional units. It also helps to 

determine the biological functional roles of the other un-annotated units. For the 

purpose of pattern discovery, instead of the name or ID of each protein, the 

molecular function it performs is considered in the graph mining process. We label 

the proteins in the PPI network graph with the molecular function of the GO 

database, so that each protein will be assigned with its corresponding functional GO 

term. For example, the vertices in the PPI network graph of S. cerevisiae in Figure 

13, which are used to represent the proteins of Swiss-Prot:P02294, Swiss-

Prot:P22276, Swiss-Prot:P32349, and Swiss-Prot:P04051 are labeled with their 

functions “DNA binding”, “protein binding”, “phosphatidylinositol-4,5-bisphosphate 

binding”, and “RNA binding” respectively.  
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Figure 13 A labelled molecular graph representation of the PPI network of S. 
cerevisiae 

Once the network graph G, labeled with the functions of its constituent 

proteins, is constructed, we proceed to discover interesting patterns in it. To match 

these functions to the biomolecules, a matching index of identifier and molecular 

functions is constructed to facilitate the function matching. However, a biological 

unit may represent in different ID in different databases [14, 15, 68, 69, 70], for 
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example, P53141 in IntAct, 5576N in DIP, YGL106W in Ensembl and KEGG. For 

those biological network databases that are not identified by the UniProtKB/Swiss-

Prot ID, mappings are developed between the databases in order to locate the 

corresponding functions in GO. 

4.2.3 The motif-discovery algorithm in details 

To discover interesting structural motifs from one or more functionally annotated 

PPI network graphs, each candidate subgraph is verified with the use of an 

interestingness measure to determine if it appears more frequently than expected. If 

not, the subgraph is uninteresting and will be screened away. The algorithm of 

applying MISPAG-DM on PPI networks can be summarized in Figure 14.  

Firstly, a frequency vector matrix and adjusted residual matrix are 

initialized for calculating the interestingness measure. By considering a confidence 

level of 95 percent, the interestingness threshold µ is set to 1.96 for validation. A set 

of distinct one-edge subgraphs will be extracted from each functionally annotated 

PPI graph so that no duplicate subgraph will co-exist in the one-edge subgraph list S1. 

The frequency of the candidate subgraph g in Sk-1 is counted with the use of a depth-

first search from the network graph G and the frequency value is stored in the 

frequency vector matrix for the calculation of adjusted residual value. 

Let us consider a vertex v ∈ V. Assuming that the protein that v represents 

interacts with n other proteins, then v can be considered as connected to n other 

vertices, v1, v2, ..., vn. To determine if the interaction between v and vi ∈{v1, v2, ..., vn} 
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is interesting, we consider how frequently v occurs in G given that it is connected 

with vi and compare it with how frequently it occurs in G. If the difference is 

significant, it means that the pattern occurs more or less frequently than expected and 

the interaction between v and vi can therefore be considered interesting and it can 

form part of an interesting subgraph. In other words, we are interested in determining 

if the difference between the following conditional probability: 

Pr(the vertex on one side of an edge is v | the vertex on the other side is vi) 

= Pr(v |vi) icesother vert  toconnect G that in  edges ofnumber  Total
 and  connectingG in  edges ofnumber  Total

i

i

v
vv

=
 

(8) 

and the following apriori probability 

Pr(the vertex on one side of an edge is v)  

= Pr(v) 
Gin  edges ofnumber  Total

icesother vert  the to connectsG that in  edges ofnumber  Total v
=

 
(9) 

is significantly different.  

If the difference is significant, the interaction between the proteins 

corresponding to v and vi is considered interesting. In other words, if the protein 

corresponding to v is found, the protein corresponding to vi is more likely than the 

others to be found interacting with it.  

To allow interestingness to be compared, an interestingness measure 

defined in terms of the two probabilities in Equation (8) and (9) are used here [12, 

13]. This interestingness score is called adjusted residual [12] and is defined as 

follows as described in the last chapter: 
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)]Pr()|[Pr( vvvd ivvi
−= γ       (10) 

where 
))Pr(1)(Pr())Pr(1)(Pr()Pr(

1

ii vvvvv −−
=γ

 
and  

ivvd has a standard normal distribution.  

If the value of 
ivvd is large, we can conclude that the connection between the 

vertices v and vi, and therefore the interaction between their corresponding proteins, 

is interesting. As the magnitude of 
ivvd can be considered as reflecting the strength. 

After obtaining all adjusted residual value of all candidate graphs, they are validated 

with the interestingness threshold. The candidate subgraphs with adjusted residual 

value 
ivvd  greater than µ will form a set of interesting candidate subgraphs. These 

subgraphs will be expanded to form the next level candidate subgraphs until no 

qualified candidate subgraphs can be further discovered and no candidate subgraph 

can be generated. If no individual subgraph has a qualified adjusted residual value, 

the next level of candidate subgraph may jointly have higher value. The final 

collection of qualified candidate subgraphs represents a set of interesting subgraphs 

S ={S(1), …S(p), …, S(P)} for each specific class of network.  
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Input  : A set of functional annotated PPI graphs G 

Output  : A set of interesting subgraphs S 

V = frequency vector matrix 

R = adjusted residual matrix 

µ = 1.96 (95% confidence level)  

for each C(p) ∈ G  do 

S1 (p) 
 = all distinct 1-edge subgraphs in C(p) 

S1 = S1 ∪ S1 (p)  

k = 2 

while Sk-1 is not null do 

for each candidate gj in Sk-1 do 

Initialize the count of gj 

for each Gi do 

Count the frequency of gj
 in Gi with DFS 

Store the frequency count vjp 

 D = all adjusted residual value  

 if  djp∈D > µ 

Insert gj
 into Sk(p) 

Sk = Sk ∪ all potential candidates of gj with one edge growth in C(p) 

 S(p)= S(p)∪Sk (p)  

 Increment k by 1 

return S  = {S(1), …S(p), …, S(P)} 

Figure 14 Algorithm of MISPAG-DM  

With the use of the interestingness measure as defined by Equation (10), the 

uninteresting edges are filtered and only those connecting vertices that are interesting 
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can be retained in the network graph. Once the interesting edges are identified, what 

are remaining forms different interesting subgraphs that can correspond to significant 

network motif or protein complexes, etc. 

4.3  Experiments and Results 

To discover interesting patterns in the PPI network of S. cerevisiae, we choose the 

high-throughput (genome scale) data made available in the Database of Interacting 

Proteins (DIP) [15] for our experiments. The DIP contains detailed information on 

1361 proteins in S. cerevisiae and 3222 experimentally confirmed molecular 

interactions between them. Based on the proteins and their interaction relationship, a 

network graph is constructed as described above. The graph is then labelled with the 

molecular functions performed by the proteins in the PPI network. In the labeling 

process, it is found that about 7% of the proteins in the PPI network of S. cerevisiae 

are not functionally annotated and the functions of these proteins are marked as 

unknown. 

Given the labeled network graph, MISPAG-DM is used to discover 

interesting motifs in the PPI network of S. cerevisiae. An example of the patterns 

that are discovered is given in Figure 15. The pattern discovered is represented in a 

subgraph which happens to be exactly the same as a known protein complex, 

exosome complex (MIPS:440.12.10), in S. cerevisiae listed in MIPS [14]. As shown 

in the figure, out of the seven proteins in the subgraph, six of them perform the same 

function of “RNA binding”, and only protein (Swiss-Prot:Q08162) perform a 
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different function “holo-[acyl-carrier-protein] synthase activity”. The interesting 

subgraph discovered shows that MISPAG-DM can discover protein complexes 

consisting of proteins that mainly interact with other proteins that perform the same 

functions. 

 

 

Figure 15 An interesting structural pattern that is made up of proteins that perform 
the same molecular function 

Other than discovering interesting structural patterns that are made up of 

proteins that perform mainly the same functions, MISPAG-DM can also discover 

patterns that are made up of proteins that perform different functions. For example, 

Figure 16 shows an interesting subgraph of 10 vertices that are discovered by 

MISPAG-DM. It matches exactly with another known signaling protein complex 
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(MIPS:550.1.166) in S. cerevisiae. Unlike the pattern shown in Figure 2, these ten 

proteins perform totally different functions. This confirms that even if the proteins 

perform different functions, they can also interact with each other to form a complex.  

 

Figure 16 An interesting structural pattern that is made up of proteins that perform 
different molecular function 

Many graph mining algorithms can be used to discover interesting patterns 

in the PPI network of S. cerevisiae that occur frequently enough. MISPAG-DM can 

also do so. In Figure 17, we show examples of frequently-occurring subgraphs 

discovered by MISPAG-DM. The frequent subgraphs discovered with graph mining 

 

 
 

ciliary 
neurotrophic factor 
receptor activity 

acyl-CoA 
dehydrogenase 
activity 

protein phosphatase 
type 1 regulator activity 

ATP binding 

protein binding

cystathionine beta-synthase activity

enzyme binding

C-C chemokine 
receptor activity 

DNA replication 
origin binding 

hydrolase activity



CHAPTER 4 – DISCOVERING INTERESTING STRUCTURAL PATTERNS WITH 
APPLICATIONS TO MOTIF DISCOVERY IN PPI NETWORKS 

78 
 

algorithms, such as gSpan [45], are usually small in size. This is because large 

subgraphs do not usually occur frequently enough. For example, in the case of the 

PPI network of S. cerevisiae, graph mining algorithms can only discover frequent 

patterns of up to three vertices. Larger interesting subgraphs such as those 

corresponding to many known protein complexes do not usually appear frequently 

enough for many graph mining algorithms to discover.  

 

(a) 
 

 
(b) 

 
(c)  

(d) 

Figure 17 Example of Frequent Subgraphs discovered by graph mining algorithms 
in the PPI network of S. cerevisiae 

For MISPAG-DM, however, it can not only discover patterns that occur 

frequently but can also discover patterns that are biologically meaningful but do not 

occur frequently enough. An example of it is shown in Figure 18. The subgraph 
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discovered by MISPAG-DM matches exactly with that of a known protein complex 

(MIPS:410.10] in S. cerevisiae. This subgraph cannot be discovered with graph 

mining algorithms as it only occurs once in the PPI network of S. cerevisiae. This 

complex is called “post-replication complex” which is made up of six proteins 

(Swiss-Prot: P32833, P38826, P54784, P54790, P50874, and P54791). Among these 

proteins, they perform four different kinds of molecular functions.  

 

Figure 18 An interesting structural pattern discovered by MIPIG that match exactly 
with a known protein complex 

In Figure 19, we show another interesting subgraph discovered by 

MISPAG-DM. This subgraph has seven vertices. As opposed to the case shown in 

Figure 18, the subgraph discovered does not match exactly with that of known 

 

Protein complex 410.10 

transporter activity

DNA replication 
origin binding 

ATP binding

chromatin binding 

ATP binding 

chromatin binding



CHAPTER 4 – DISCOVERING INTERESTING STRUCTURAL PATTERNS WITH 
APPLICATIONS TO MOTIF DISCOVERY IN PPI NETWORKS 

80 
 

protein complexes in S. cerevisiae. However, it matches mostly with another known 

protein complex (MIPS:260.90) called “Arp2p/Arp3p complex” which is made up of 

six proteins (Swiss-Prot: Q05933, P53731, P32381, P40518, P47117, and P33204), 

and the interesting structural pattern that we discovered contains seven proteins in 

which six of them match exactly with this complex. We found that the most 

abundant function in this complex is “actin binding” which is the essential for the 

actin filament polymerization in the Arp2p/Arp3p complex. Again, the subgraph does 

not occur any more than once and cannot be discovered with graph mining algorithm.  

 

Figure 19 An interesting structural pattern discovered by MIPIG that matches 
partially with a known protein complex 

 

Protein complex 260.90 

actin binding 

ATP binding 

Structural molecule 
activity 

actin binding 

actin binding 

Structural molecule 
activity 

ATP binding 



CHAPTER 4 – DISCOVERING INTERESTING STRUCTURAL PATTERNS WITH 
APPLICATIONS TO MOTIF DISCOVERY IN PPI NETWORKS 

81 
 

4.4 Summary 

Proteins interact with the other proteins in a PPI network. If interesting structural 

patterns can be discovered in such network, one may be able to better understand 

what proteins interact and how they interact with each other to perform a variety of 

cellular processes such as metabolic cycles, DNA transcription and replication, etc. 

[148, 149]. Traditional graph mining algorithms discover structural patterns in PPI 

networks by discovering frequently occurring subgraph in their network graphs. 

They do not consider interestingness of the protein interactions and cannot discover 

interesting subgraphs that do not occur frequently enough. To discover structural 

patterns that do not occur frequently enough, MISPAG-DM is proposed here. 

MISPAG-DM is able to discover interesting protein interactions and based on them, 

it can discover interesting structural patterns in PPI networks. To test the 

effectiveness of MISPAG-DM, we performed experiments using the PPI network of 

S. cerevisiae. Experimental results show that MISPAG-DM can discover interesting 

and biologically meaningful structural patterns in the PPI network of S. cerevisiae 

that do not occur frequently. It is noted that in these patterns that proteins do not only 

necessarily interact with proteins that perform the same function, they also can 

interact with other proteins that perform different functions to form biologically 

meaningful patterns. Some of these patterns, for example, are found to correspond to 

protein complexes known to be in S. cerevisiae. The interesting patterns that 

MISPAG-DM discovers may potentially contribute to the discovering of biological 

meaningful patterns that are not yet identified. 
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CChhaapptteerr  55  

DDiissccoovveerriinngg  IInntteerreessttiinngg  SSttrruuccttuurraall  PPaatttteerrnnss  ffoorr  

GGrraapphh  AAttttrriibbuuttee  PPrreeddiiccttiioonn  wwiitthh  AApppplliiccaattiioonnss  

ttoo  PPrrootteeiinn  FFuunnccttiioonn  PPrreeddiiccttiioonn  
 

Biomolecules such as genes, proteins, and metabolites are expected to interact with 

each other in the biological networks of different species. The discovery of 

interesting interaction patterns can be correlated with the topological entities and 

functional role of the network and the distortion of the interactions may lead to the 

development of certain diseases [150, 151, 152]. Determining the functions of genes 

is an important problem to study for understanding the molecular and biochemical 

processes that sustain health and cause disease. On average, there are 70% of the 

genes in a genome are poorly known or with no known functions [91]. However, it 

should be noted that each species contains thousands to ten thousands of 

biomolecules, and experimentally determining their functions is an expensive 

process. Several computation approaches [4, 21, 133] have been proposed to predict 

molecular function of biomolecules with labeled networks. Most constituent 

biomolecules are involved in multiple cellular processes and performed more than 

one molecular function. However, the existing methods are developed to tackle 

single-attribute network graphs where each vertex is used to represent a single 

attribute about a biomolecule and each edge about the existence of interaction. These 
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additional attributes are currently not taken into consideration even though they can 

be very useful. In order to discover interesting association patterns in biological 

networks, it is necessary to represent biological networks as multiple-attribute graphs 

so that more information about the attributes of the constituent biomoleules can be 

considered during the mining process. Many approaches have been developed to 

predict functions of the un-annotated genes from the gene interaction networks using 

the neighborhood concept, and they can be categorized into two types: direct 

neighborhood, and shared neighborhood.  

5.1  Direct Neighborhood 

The most straightforward approach of the direct neighborhood is the neighbor 

counting proposed by Schwikowski et al. [4]. Its scoring function fx(p) of a gene p 

with function x is calculated based on the frequency of its occurrence in the 

interaction neighbors (also called direct neighbors) Np of p. 

 

∑
∈

=
Npn

x xnpf ),()( δ  where       (11) 

⎩
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xn
xnδ  

 

If function y has the largest score fy(p) among other functions, it means y 

occurs most frequently in the direct neighbors of p, and the function y will be 
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assigned to p. In [4], it has been demonstrated that by assigning the top three 

frequent neighborhood functions to the gene products in the gene interaction network 

of yeast, the neighbor counting approach can correctly predict 72% of the 1393 

characterized gene products with at least one neighbor of known function.  

However, the neighbor counting approach, that only considers the 

frequency of a function appears in the direct neighbors, will ignore the frequency 

distribution of certain functions annotated in the other genes. If function x and y are 

both appeared the same number of times in the direct neighbors of gene p, the 

neighbor counting approach will assign the same score to both functions. 

Instead of using the frequency as a scoring function, Hishigaki et al. [21] 

proposed to use the chi-square statistical method [46] as scoring function to perform 

the prediction. The statistical measure calculates the deviation of the observed 

occurrence of function x in the direct neighbors of biomolecule p from its expected 

occurrence. The equation of the chi-square scoring function is: 
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))()((
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2

pe
pepf

pC
x

xx
x

−
=         (12) 

where )(pex  is the expected occurrence of biomolecules with function x among the 

direct interacting neighbors of p. The frequency of x in the direct neighbors of p is 

compared with the expected occurrence across the whole network. Although the 

functions assigned by the chi-square approach are more significant than the neighbor 
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counting approach, its accuracy will be dropped if too many neighbors are 

considered. The problem may due to the noise and redundancies in the network. 

5.2  Shared-Neighborhood  

Based on the observation that biomolecules that share a number of neighbors are 

more likely to have a function in common, the concept of shared neighborhood is 

introduced. Samanta et al. [47] proposed the concept of shared neighborhood to 

define the edge in a network graph. In this approach, an edge will be formed if two 

genes are sharing some neighbors, and the significance value of the edge is 

calculated by hypergeometric p-value [48]. The p-value shows the degree of 

likelihood that the two genes share neighbors by chance in a network. A smaller p-

value reflects the observation is more likely to be biological significant.  

The concept of shared neighborhood is also utilized in PRODISTIN [22] 

which calculates the distance between two genes by using the Czekanowski-Dice 

distance. With this approach, new functions were predicted for 37 genes in [49], and 

12 of them are novel prediction. It is believed that if two genes have a large number 

of shared neighbors, the likelihood of these two genes sharing a function becomes 

significantly higher. However, it should also be noted that not all interactions are 

taken place between biomolecules with common function. It was discovered that 

35% of the interactions in yeast PPI network were between proteins with no common 

functional annotation [4]. Instead of finding the related function from either direct or 
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shared neighborhood, we aim to mine the dependency between the functional 

annotations of genes from a hybrid network graph.  

5.3  Hybrid-Neighborhood  

Here we transform the original network into a hybrid network graph that contains 

both direct and shared neighbors. As mentioned previously in Section 3.1, the 

connectivity of biomolecules in the biological interaction network follows a power-

law distribution instead of the exponential distribution expected from random 

networks, so we used p-value to define the degree of significance between two 

biomolecules in a biological network. The hybrid network graph contains both direct 

and shared neighborhood relations, and the relations of shared neighborhood are 

quantified with the degree of significance.  

The multiple interactions between biomolecules in biological networks are 

represented as a network graph G that composes of a set of sub-networks S which is 

responsible for certain function and behavior. There are various types of biological 

interaction networks in the cell, including protein-protein interaction, metabolic, and 

gene regulatory networks. They can be represented as undirected network graph G = 

(V, E) where V refers to a set of biomolecules and E refers to a set of relationships 

between the vertices in V. Different topologies affect specific network properties. It 

is important to understand and model the topological and dynamic properties of 

various biological networks in a quantifiable manner.  
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It should be noted that each species contains thousands to ten thousands of 

biomolecules such as genes, determining gene function experimentally is an 

expensive process. Several computation approaches have been proposed to predict 

the gene function with the labeled network. A straightforward method is neighbor 

counting approach [4]. As genes with similar function tend to cluster together, the 

function of an un-annotated gene is predicted with its direct neighbors. The most 

dominant functional GO term of the neighborhood will be assigned to the un-

annotated gene. However, a gene is likely to have multiple functions and related 

genes may share a number of common neighbors instead of directly interact [63]. 

Another version of neighborhood-based approach [64] is proposed by Bader et al. to 

consider the gene pairs with common neighbors. Unlike the traditional direct 

neighbor approach that the accuracy usually decreases as the number of neighbor 

increases, the common neighbor approach attains a relatively stable level of accuracy. 

However, it should also be noted that not all interactions are taken place between 

biomolecules with common function. It was discovered that 35% of the interactions 

in yeast PPI network were between proteins with no common functional annotation 

[4]. Instead of finding the related function from either direct or shared neighborhood, 

we aim to mine the dependency between the functional annotations of genes from a 

hybrid network graph.  

By considering the graph properties of biological network, we transform the 

original network G into a hybrid network graph G’ that contains both direct and 

shared neighbors. We define an attributed graph as an ordered pair G = (V, E) where 
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V = { 1v , ..., 
vmv } is a set of attributed vertices and E={ 1e , ..., 

eme } is a set of 

attributed edges. For each pair of vertices v and vi, an edge e will be added to the 

graph G’ if they share at least one common neighbor. The weight of that edge is 

indicated by the degree of significance Q.  

As described earlier by Von Mering et al. [65] and Jeong et al., [66], the 

connectivity of biomolecules in the biological interaction network follows a power-

law distribution instead of the exponential distribution expected from random 

networks. Within this distribution, Bader et al. discovered that essential proteins 

show a higher level of connectivity ( k  = 10.7) than nonessential proteins ( k  = 5.0) 

[64]. Hence, we use p-value [47] to define the degree of significance between two 

biomolecules in biological network.  

Let us consider an example in Figure 20 that shows two sub-networks from 

a PPI network with 50 proteins. The relationship between the labeled proteins in 

Case 1 (Figure 20a) is more significant than Case 2 (Figure 20b). The reason is that 

protein P1 and P2 in Case 1, each has only two neighbors, share both of these 

neighbors; whereas the protein P3 and P4 in Case 2, each has eight neighbors, share 

only two of them. This can be proved by comparing the degree of significance of (P1, 

P2), and (P3, P4). 
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  (a)  Case 1  (b) Case 2 

Figure 20 Two protein sub-networks with two shared neighbors  

Assume we have two proteins, A and B, the degree of significance Q is:  

Q(A, B) = - log (p-value)      (13) 

The p-value is the probability of obtaining a result at least as extreme as the 

one that was actually observed. For the ease of illustration, we take a negative log to 

obtain a positive value for Q, so that the larger the value of Q, the more significant 

the connection. The equation of p-value ),,,( )()()( ABBA mnnNP  is given as: 
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where  

N  : the total number of proteins 

n(A)  : the number of neighbors of protein A 

n(B)  : the number of neighbors of protein B 

m(AB) : the number of shared neighbors that interact with both protein A and B 

Their degrees of significance are calculated as follows, and the result proves 

that the relation between the specified proteins in Case 1 is more significance than 

Case 2. 

Q(P1, P2) = P(50, 2, 2, 2) = 10.26 

Q(P3, P4) = P(50, 8, 8, 2)  = 1.87 

 Figure 21 shows the two hybrid network graphs for the cases in Figure 4. 

The extra edges (dotted line) are added to each of the network with the degree of 

significance as the weight of the edge. 

 

  (a)  Case 1 (b) Case 2 

Figure 21 Comparison of two hybrid networks  
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To evaluate how the degree of significance influences the functional 

associations between the neighbors of a gene, we select a gene YDR041W (Figure 

22) from the yeast interaction database for illustration. The gene YDR041W is 

directly interacted with three genes as direct neighbors, and indirectly connected 

with 40 genes in which each of them has a certain number of shared neighbors with 

YDR041W. In order to predict the function of the query gene YDR041W, we need 

to analyze the associations between the genes by MISPAG-PF based on the 

interestingness measure defined in Chapter 3.  

31

YHL004W

YBR251W 

YDR036C

9

YER155C 1

3

YDR041W

3

YDR347W

2

YGR170W

- Rho GTPase activator activity
- guanyl-nucleotide exchange factor activity

- phosphatidylserine decarboxylase activity

- metal ion binding
- structural constituent of ribosome
- superoxide dismutase activity

- protein binding
- structural constituent of ribosome

- RNA binding
- structural constituent of ribosome

- 3-hydroxyisobutyryl-CoA hydrolase activity

 

Figure 22 Direct and shared neighbors of a yeast gene YDR041W 

 



CHAPTER 5 – DISCOVERING INTERESTING STRUCTURAL PATTERNS FOR GRAPH 
ATTRIBUTE PREDICTION WITH APPLICATIONS TO PROTEIN FUNCTION PREDICTION 
 

92 
 

5.4  Mining Interesting Association Patterns 

Each neighboring gene has one or more molecular functions, for example, 

YHL004W has two functions: protein binding and structural constituent of ribosome, 

whereas YGR170W has only one function: phosphatidylserine decarboxylase 

activity. By considering the interesting function associations of the neighboring 

genes, we can predict the function of the query gene.  

In order to identify the qualified association patterns that are interesting and 

useful, we proposed MIAPMAG-PF which can be used to effectively discover 

interesting patterns which can be applied to predict the molecular function of 

biomolecules. To deal with the problem of representing multiple attributes in a graph, 

the vertices and edges in MIAPMAG-PF are allowed to have multiple attributes A1, 

A2, …, Aq, and each vertex vi can have multiple attribute values aij
1

, aij
a, …, aij

A,  

corresponding to each attribute j. The definition of multiple-attribute (MA) graph 

will be described in details in Chapter 6. 

To discover interesting association from network graphs, first of all, each 

candidate edge is verified with the interestingness measure to determine if it appears 

more frequently in one class than the other, and screen out the uninteresting ones. 

MIAPMAG-PF makes use of a test statistics similar to Chapter 3 to define the 

adjusted residual value for distinguishing interesting associations from the 

uninteresting ones. These interesting patterns can be used for the purpose of function 

prediction. 
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Once the set of candidate associations, S(p), p = 1, …, P, are discovered for 

each of C(p), p = 1, …, P, respectively, the probability that a graph, G, is in C(p) 

p∈{1, …, P}, given that G is characterized by a candidate association, )(S p
j ∈ S(p), 

j∈{1, …, mp} can be determined as Equation (1). If Pr(G∈C(p) | G is characterized by 

)(S p
j ) is not much different from Pr(G∈C(p)), then )(S p

j should not be considered 

very interesting in determining if G should be classified into C(p).  Otherwise, )(S p
j  

can be very interesting.  

To objectively determine if the two probabilities are different, we make use of the 

adjusted residual value, dji which is defined as Equation (2). If jpd >1.96, we can 

conclude that the difference between  Pr(G∈C(p)|G is characterized by )(S p
j ) is 

significantly different from Pr(G∈C(p)) and therefore the association )(S p
j  is 

interesting and useful for classification. If jpd > +1.96, it implies that the presence of 

the candidate association )(S p
j in a graph G provides evidence supporting G to be 

classified into C(p) otherwise if jid < -1.96, it implies that the presence of the 

candidate association )(S p
j provides negative evidence against G to be classified into 

C(p) . In either case, )(S p
j , can be qualified as an interesting association pattern.   

 MISPAG-PF screens each set of candidate association, S(p)={ )(
1

pS , …, 

)( p
sS  , …, )( p

mp
S }, p = 1, …, P, to retain only those who are interesting.  The set of 
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interesting candidate associations discovered for each of C(1), …, C(p)
,, …,C(P) 

respectively is denoted as S’(p)={ 
)('

1S p
, …, )('S p

j , …, 
)('

'S p

mp
}, p = 1, …, P, and '

pm < 

mp. Rather than a random collection of vertices and edges, these filtered association 

rules may have significant biological meaning as they may represent the inter-

relationship between functional proteins. MIAPMAG-PF has the advantage that it 

can significantly reduce the number of interaction pairs by filtering those irrelevant 

one. As MIAPMAG-PF does not require any user-defined threshold, such as the use 

of a support and confidence measure, which can only be obtained by trial-and-error, 

it can discover associations with relatively low frequency but are useful in function 

prediction for each network class. 

The top three interesting function associations of the query gene with direct 

neighbors and shared neighbors are listed in Table 12 and Table 13 respectively. We 

can conclude that the function of YDR041W is structural constituent of ribosome as 

it is the most significant associations (bolded) in both direct and shared 

neighborhood approach.  

Table 12 Direct neighbors and function associations related to YDR041W 

Gene Function Predicted Function 
(adjusted residual value) 

YHL004W Protein binding Peptidase activity (6.48) 

RNA splicing factor activity (4.63) 

ATP_binding (4.25) 

Structural constituent of Structural constituent of ribosome (24.93) 
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ribosome NADH dehydrogenase (ubiquinone) activity 

(15.46) 

Superoxide dismutase activity (10.11) 

YBR251W RNA binding 3^ 5^ exoribonuclease activity (8.76) 

4 iron, 4 sulfur cluster binding (5.36) 

Structural constituent of ribosome (2.34) 

Structural constituent of 
ribosome 

Structural constituent of ribosome (24.93) 

NADH dehydrogenase (ubiquinone) activity 

(15.46) 

Superoxide dismutase activity (10.11) 

YDR036C 3-hydroxyisobutyryl-
CoA hydrolase activity 
(hydrolase activity) 

Structural constituent of ribosome (6.71) 

RNA_polymerase_II_transcription_elongation 

(5.79) 

carbamoyl-phosphate synthase (5.47) 

Table 13 Shared neighbors and function associations related to YDR041W 

Gene Function Predicted Function 

(adjusted residual value) 

YER155C Rho GTPase activator 
activity 

Structural constituent of ribosome (8.55) 

Endoplasmic reticulum signal peptide binding 

(5.33) 

RNA binding (5.09) 

Guanyl-nucleotide 
exchange factor activity 

Structural constituent of ribosome (5.32) 

Translation initiation factor activity (3.42) 

RNA binding (2.55) 

YGR170W Phosphatidylserine 
decarboxylase activity 

Structural constituent of ribosome (8.09) 

Superoxide dismutase activity (5.74) 

gamma-tubulin binding (4.39) 

YDR347W Metal ion binding  Structural constituent of ribosome (10.70) 

gamma-tubulin binding (4.96) 
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5^-3^ exoribonuclease activity (3.41) 

Structural constituent of 
ribosome 

Superoxide dismutase activity (22.41) 

gamma-tubulin binding (15.44) 

Ribonuclease III activity (10.76) 

Superoxide dismutase 
activity 

Structural constituent of ribosome (22.41) 

gamma-tubulin binding (9.85) 

Phosphatidylserine decarboxylase_activity 

(5.74) 

 

5.5  Data Description 

The gene interaction data is collected from BioGRID database [16] that records the 

relationships between genes. The interaction reported in BioGRID is direct and 

physical in nature, and the experimental system definitions indicate the nature of the 

supporting evidence for an interaction between the two biological units. We selected 

the experimental data set from the 2.0.20 version of BioGRID for Saccharomyces 

cerevisiae (yeast) that contains 5,299 yeast genes (vertices) and 82,633 interactions 

(edges). The reason of choosing this set of data is that the experimental protocols, 

physiology and metabolism of yeast are well-defined comparing to multi-cellular 

species. As a uni-cellular species, it is a relatively simple system to study, so there 

are many biologists have performed various practical experiments and annotated 

most of the yeast genes. The percentage of unknown function of yeast gene is 

relatively low, there is only 7% of genes are un-annotated.  
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In order to predict the gene function more precisely, we adopt a hybrid 

neighbor approach that consider the dependency between both direct neighbors and 

shared neighbors in a gene network. To model a hybrid network graph as described 

in Section 3.1.2, each vertex represents a gene, and edges represent both the direct 

interactions and shared neighborhood relations.  

5.6  Experiments and Results 

We model the yeast network with the functional annotation data in the Functional 

Catalogue (FunCat) [14] in MIPS, and the genes are functional annotated in GO 

database. The MIPS FunCat is an annotation scheme for the functional description 

by mapping of GO annotation and the literature. It consists of 28 main functional 

categories which covers the general fields like cellular transport, metabolism and 

cellular communication/signal transduction. Within the 5,299 yeast genes, 76% of 

them are functionally annotated, and some of the genes may belong to more than one 

functional class. Before performing the gene function prediction, we label these 

genes in the yeast network with these GO terms.  

MISPAG-PF algorithm is applied to discover the relationships between the 

gene functions of yeast from the hybrid network graph. In the following, gene 

function prediction is formalized as a classification problem. By performing a 10-

fold cross-validation to partition the annotated subset into training and test set, we 

can evaluate the performance of different algorithms. During the training stage, 

MISPAG-PF will discover association rules of direct interacting genes and shared 
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neighborhood genes from the training set, and each of the rules are characterized 

with an interestingness measure.  

With the discovered association rules, we can predict the GO function of the 

genes in the test set. As the interacting associations between different functions are 

varied, instead of assigning the common function of the direct neighbors or shared-

neighbors to the target gene, a better way is to define the relatedness of the functions 

by using the total interestingness measure as mentioned in Section 3.6. The top 50 

direct associations and 50 shared neighborhood associations that are discovered in 

the training stage are listed in Table 14 and Table 15 respectively. In these Tables, 

each row represents two molecular functions with the association significance that 

denoted by the adjusted residual value d that defined in Section 3.4.  

 Table 14 Top 50 direct associations between the GO functions in the gene 

interaction data of yeast 

Molecular function 1 Molecular function 2 d 

spermine_synthase_activity spermidine_synthase_activity 173.7 

alpha-glucosidase_activity alpha-glucosidase_activity 57.9 

ribonuclease_P_activity kinesin_binding 48.2 

ribonuclease_P_activity ribonuclease_MRP_activity 48.2 

dolichyl-diphosphooligosaccharide-protein_g... adenosylmethionine-8-amino-7-oxononanoate_t... 45.3 

soluble_NSF_attachment_protein_activity SNARE_binding 40.9 

ribonuclease_P_activity ribonuclease_P_activity 40.0 

actin_binding actin_binding 39.7 

amino_acid_binding acid_phosphatase_activity 38.8 

phosphoglycerate_dehydrogenase_activity acid_phosphatase_activity 38.8 

sterol_carrier_activity FFAT_motif_binding 38.6 

RNA_polymerase_III_transcription_factor_act... RNA_polymerase_III_transcription_factor_act... 38.5 
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alpha-glucosidase_activity cation_binding 35.4 

amino_acid_binding amino_acid_binding 34.7 

amino_acid_binding phosphoglycerate_dehydrogenase_activity 34.7 

sterol_carrier_activity phosphoinositide_binding 32.8 

RNA_polymerase_II_transcription_mediator_ac... RNA_polymerase_II_transcription_mediator_ac... 31.9 

ribonuclease_P_activity ribonuclease_activity 27.8 

transcription_regulator_activity chaperone_activator_activity 26.8 

transcription_regulator_activity cholesterol_binding 26.8 

transcription_regulator_activity nitric-oxide_synthase_binding 26.8 

transcription_regulator_activity protease_activator_activity 26.8 

transcription_cofactor_activity 3-beta-hydroxy-delta5-steroid_dehydrogenase... 25.0 

transcription_cofactor_activity C-3_sterol_dehydrogenase_(C-4_sterol_decarb... 25.0 

transcription_cofactor_activity sterol-4-alpha-carboxylate_3-dehydrogenase_... 25.0 

structural_constituent_of_ribosome structural_constituent_of_ribosome 24.9 

SNAP_receptor_activity SNARE_binding 23.6 

acetyl-CoA_carboxylase_activity enzyme_activator_activity 23.4 

enzyme_activator_activity biotin_carboxylase_activity 23.4 

citrate_(Si)-synthase_activity L-iditol_2-dehydrogenase_activity 23.0 

phospholipid_binding GDP_binding 22.4 

protein-N(PI)-phosphohistidine-sugar_phosph... inorganic_diphosphatase_activity 21.8 

phosphoenolpyruvate-protein_phosphotransfer... inorganic_diphosphatase_activity 21.8 

inorganic_diphosphatase_activity sugar:hydrogen_symporter_activity 21.8 

cation_binding cation_binding 21.7 

histone_binding transition_metal_ion_binding 21.0 

histone_binding ribonucleoside-diphosphate_reductase_activity 21.0 

hormone_activity alpha-mannosidase_activity 20.9 

protein_domain_specific_binding alpha,alpha-trehalase_activity 20.3 

DNA-directed_RNA_polymerase_activity two-component_sensor_activity 20.1 

phosphatidylinositol_binding kynurenine-oxoglutarate_transaminase_activity 19.9 

enzyme_activator_activity phosphoacetylglucosamine_mutase_activity 19.8 

two-component_sensor_activity ubiquitin_protein_ligase_binding 19.6 

carboxylesterase_activity importin-alpha_export_receptor_activity 19.4 

transcription_factor_binding receptor_activity 19.4 

transcription_regulator_activity chaperone_binding 18.9 

hydroxymethylglutaryl-CoA_synthase_activity RNA_polymerase_I_transcription_factor_activity 18.8 

formate_dehydrogenase_activity CTP_synthase_activity 18.7 

biotin_binding enzyme_activator_activity 18.5 

phosphoribosylformylglycinamidine_cyclo-lig... RNA_polymerase_I_transcription_termination_... 18.3 
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Table 15 Top 50 shared-neighborhood associations between the GO functions in the 

gene interaction data of yeast 

Molecular function 1 Molecular function 2 d 

amino_acid_binding acid_phosphatase_activity 225.0 

phosphoglycerate_dehydrogenase_activity acid_phosphatase_activity 225.0 

SNAP_receptor_activity soluble_NSF_attachment_protein_activity 83.7 

3^,5^-cyclic-nucleotide_phosphodiesterase_a... phospholipid-translocating_ATPase_activity 71.1 

kinesin_binding ribonuclease_P_activity 71.1 

ribonuclease_P_activity ribonuclease_activity 71.1 

ciliary_neurotrophic_factor_receptor_binding S-adenosylmethionine-dependent_methyltransf... 56.7 

interleukin-6_receptor_binding S-adenosylmethionine-dependent_methyltransf... 56.7 

ribonuclease_P_activity ribonuclease_MRP_activity 47.4 

kinesin_binding ribonuclease_MRP_activity 45.0 

kinesin_binding ribonuclease_activity 45.0 

ribonuclease_MRP_activity ribonuclease_activity 45.0 

ribonuclease_P_activity ribonuclease_P_activity 37.4 

dolichyl-diphosphooligosaccharide-protein_g... adenosylmethionine-8-amino-7-oxononanoate_t... 35.0 

3^,5^-cyclic-nucleotide_phosphodiesterase_a... ATPase_activity,_coupled_to_transmembrane_m... 30.0 

chaperone_activator_activity cholesterol_binding 27.3 

chaperone_activator_activity nitric-oxide_synthase_binding 27.3 

chaperone_activator_activity protease_activator_activity 27.3 

alanine-glyoxylate_transaminase_activity cation_binding 25.8 

alanine-glyoxylate_transaminase_activity chitin_binding 25.8 

alanine-glyoxylate_transaminase_activity glucan_1,3-beta-glucosidase_activity 25.8 

alanine-glyoxylate_transaminase_activity glucan_endo-1,3-beta-D-glucosidase_activity 25.8 

phospholipase_D_activity trans-2-enoyl-CoA_reductase_(NADPH)_activity 25.4 

endoplasmic_reticulum_signal_peptide_binding Ran_GTPase_activator_activity 25.3 

sterol_carrier_activity tubulin_binding 25.3 

ribonucleoside-diphosphate_reductase_activity transition_metal_ion_binding 23.9 

chaperone_binding cholesterol_binding 23.4 

chaperone_binding nitric-oxide_synthase_binding 23.4 

chaperone_binding protease_activator_activity 23.4 

xenobiotic-transporting_ATPase_activity phospholipid-translocating_ATPase_activity 23.4 

structural_constituent_of_ribosome superoxide_dismutase_activity 22.4 

tubulin_binding tubulin_binding 22.4 

RNA_polymerase_III_transcription_factor_act... RNA_polymerase_III_transcription_factor_act... 22.1 

ciliary_neurotrophic_factor_receptor_activity interleukin-1_binding 21.9 

ciliary_neurotrophic_factor_receptor_activity interleukin-8_binding 21.9 
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ciliary_neurotrophic_factor_receptor_activity tumor_necrosis_factor_binding 21.9 

ciliary_neurotrophic_factor_receptor_activity wide-spectrum_protease_inhibitor_activity 21.9 

arsenite_transmembrane-transporting_ATPase_... FK506_binding 21.7 

phosphatidylinositol_binding kynurenine-oxoglutarate_transaminase_activity 20.5 

dolichyl-diphosphooligosaccharide-protein_g... protein_N-terminus_binding 20.1 

RNA_polymerase_I_transcription_factor_activity endonuclease_activity 19.7 

alpha,alpha-trehalase_activity alpha,alpha-trehalase_activity 18.7 

transcription_corepressor_activity transition_metal_ion_binding 18.6 

xenobiotic-transporting_ATPase_activity 3^,5^-cyclic-nucleotide_phosphodiesterase_a... 18.4 

peptidase_activity proteasome_activator_activity 18.2 

protein_binding RNA_binding 17.7 

hydrogen_ion_transporting_ATPase_activity,_... endodeoxyribonuclease_activity 17.4 

phosphoenolpyruvate-protein_phosphotransfer... inorganic_diphosphatase_activity 17.3 

protein-N(PI)-phosphohistidine-sugar_phosph... inorganic_diphosphatase_activity 17.3 

sugar:hydrogen_symporter_activity inorganic_diphosphatase_activity 17.3 
 

As we observed from the direct associations of the gene interaction network 

of yeast, only 10% of them are between genes with common function such as alpha-

glucosidase activity (d = 57.9),  ribonuclease P activity (d = 40.0), and actin binding 

(39.7). Instead, many interesting associations are formed between genes with 

different functions, for example, a gene with the molecular function of amino acid 

binding is more likely to interact with the gene with another molecular function of 

acid phosphate activity (d = 38.8) than the gene with the same function (d = 34.7). 

The case is the same for those genes in the shared neighborhood associations. These 

associations are the interesting rules that are essential to predict gene function. 

Within the shared neighborhood associations of yeast genes, Figure 23 

shows that over 70% of the associations are between genes with one shared neighbor, 

and only less than 1% associations have over nine shared neighbors.  
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Figure 23 Distribution of gene interactions with different number of shared 
neighbors 

In order to verify the factor that influence the prediction accuracy of gene 

function, the average matching score is plotted against the number of shared 

neighbors in Figure 24, it is observed that the prediction accuracy is not governed by 

the number of shared neighbors. Instead, the matching score is higher for those with 

higher degree of significance as observed in Figure 25. 
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Figure 24 Average matching score of different number of shared neighbors 

 

Figure 25 Matching score of different degree of significance 
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The yeast network is modeled as a hybrid network graph and its edges are 

calculated with the degree of significance Q (Section 3.1.2) to filter those edges with 

Q<6. MISPAG-PF is compared against three other approaches including neighbor 

counting [4], chi-square statistical method [21] and shared-neighborhood approach 

[22]. We use the AUC in ROC analysis for evaluation, and the results are given in 

Table 16. The detailed description of ROC analysis can be referred to Section 5.2. 

The experimental results show that MISPAG-PF has the highest accuracy (AUC) 

when comparing to the other prediction algorithms with the hybrid neighboring 

approach. It performs better than neighbor counting, chi-square, and PRODISTIN by 

1.24, 1.15, and 1.09 times. 

Table 16 The prediction results over the gene interaction data of yeast 

Methods AUC 

MISPAG-PF 0.83 

Neighbor counting 0.67 

Chi-square 0.72 

PRODISTIN 0.76 

 

It should be noted that not all interactions are taken place between genes 

with common function. It was discovered that 35% of the interactions in the gene 

interaction network of yeast were between genes with no common functional 

annotation [4]. The experimental results show that MISPAG-PF is an effective 

algorithm over the other algorithms to discover interesting subgraphs for predicting 
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gene function from gene interaction network. It used an interestingness measure to 

mine the dependency between the functional annotations of genes, instead of finding 

the common function for prediction.  

5.7  Summary 

In this chapter we have shown that our proposed algorithm improves upon previous 

methods of direct and shared neighborhood for the task of function prediction in the 

gene interaction data of yeast, and the extensions of this approach to other species 

are straightforward.  

 The method of hybrid network approach is useful to achieve higher 

prediction performance by two major characteristics. Firstly, by combining the 

advantages of direct and shared neighborhood approaches, the neighborhood 

relations are enriched and quantified by the degree of significance. Secondly, the 

function prediction is performed by calculating the interestingness measure of the 

gene pairs instead of counting the commonly occurred function in the neighbors. 

This helps to solve the problem that some gene may direct or indirect interact with 

related genes instead of common genes. 

We believe that as the prediction task becomes harder when analyzing 

interspecies interactions, the need for methods that can accommodate high levels of 

missing values and are directly interpretable increases. The next step will be to apply 

our method to interaction prediction tasks related to important types of disease 
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related genes where missing values and the small number of positive examples are 

the major obstacles in obtaining an accurate gene function prediction. 

 



CHAPTER 6 – DISCOVERING INTERESTING STRUCTURAL PATTERNS FOR GRAPH 
CLASSIFICATION WITH APPLICATIONS TO PPI NETWORK CLASSIFICATION 
 

107 
 

CChhaapptteerr  66  

DDiissccoovveerriinngg  IInntteerreessttiinngg  SSttrruuccttuurraall  PPaatttteerrnnss  ffoorr  

GGrraapphh  CCllaassssiiffiiccaattiioonn  wwiitthh  AApppplliiccaattiioonnss  ttoo  PPPPII  

NNeettwwoorrkk  CCllaassssiiffiiccaattiioonn  
 

Biological network involves interaction relations between individual biological 

components. The study of the structural interaction in biological networks is an 

important research area in recent years because the biological networks contain a 

rich amount of information that helps to understand the organization, interactions 

and functions of the interacting units. The groups of interacting biomolecules 

potentially share common functions within each network class, so they are 

potentially useful to perform network classification that predicts the class of 

unknown biological networks. The problem of network classification typically 

involves finding a classifier to classify a set of networks or sub-networks into 

different predefined classes. A set of networks is then used as the training set to 

construct a classifier. Using the classifier, a network that is not originally in the 

training set can be classified.  

To address the problem of mining patterns from biological networks among 

different species is a challenging task. Mining the complex structure of biological 

networks that involves thousands of interactions between thousands of proteins with 

multiple attributes is regarded as a graph mining problem that related to the NP-hard 
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isomorphism problem. Besides, the nature of biological network data is usually 

incomplete. It consists of many functionally unclassified biomolecules. For example, 

the PPI network of a fruit fly contains over 80% of proteins with unclassified 

function. 

Traditional classification algorithms assume that the given records are 

represented in relational database with one-dimensional feature vectors. However, a 

PPI network is represented as a more complicated structure that in the form of a 

graph with a set of vertices and edges, so the problem of biological network 

classification can be modeled as graph classification.   

Typically, graph classification is divided into two phases: feature vector 

identification and classification model generation. Deshpande et al. [50] use the 

frequent subgraph mining algorithm to define the feature vectors for classification. 

These feature vectors are subgraphs whose support is greater than or equal to the 

minimum support threshold σ, and they are fed into a classifier for performing the 

graph classification. With the feature-based representation, classification techniques 

such as support vector machine (SVM) [54] can be used for the classification task. 

SVM is a machine learning classifier that constructs a separating hyperplane in the n-

dimensional space of input data. SVM is widely adopted to classify structural data. 

Cai et al. classified protein sequences with SVM [55], and Dobson et al. applied SVM 

to distinguish enzyme from non-enzyme proteins [56]. Much of the recent focus on 

applying SVM in graph application is on how to build efficient and valid kernel 

functions on graphs. Most of these approaches are usually based on constructing a 
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feature space with decomposing a graph into subgraphs and counting the number of 

these subgraphs. As SVM is only directly applicable for two-class problems, to deal 

with multiple class problems, several binary classifiers have to apply separately.  

Although there are many efficient and scalable frequent pattern mining 

algorithms exist for itemset mining and sequence mining, developing efficient and 

scalable algorithms for structural mining is particularly challenging as subgraph 

isomorphism is a computationally expensive operation.  

The structure of PPI networks is so complex that some network graphs 

consist of thousands of vertices and ten thousands of edges, and each protein usually 

perform one or more molecular functions, and each vertex can be annotated by 

multiple molecular functions in the Gene Ontology. The computation complexity is 

obviously so high that these apriori-like graph mining algorithms are suffering from 

the exponential explosion problem. As these algorithms are originally designed for 

mining graphs with single vertex and edge attribute, feature selection should be used 

to choose one of the attribute values to represent the protein, or several datasets 

should be prepared so that each of them contains only one attribute value.  

Besides, the frequent subgraphs discovered by the existing graph mining 

algorithms may not be very useful for network classification. For example, several 

graph mining algorithms [39, 153, 75] are developed to discover functional 

interaction patterns from the PPI networks of different living organisms at the 

molecular level. They modeled the problem as apriori-like graph mining algorithm to 

find frequently occurring interaction patterns as frequent subgraphs from a PPI 
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network graph. The discovery of such patterns is useful to identify common sub-

networks and understand the structural organization and functions between proteins. 

However, these algorithms are suffering from the problem of including too many 

patterns that are frequent but not useful as described in Chapter 3. These subgraphs 

are only quantified by the frequency, and the frequency level has no additional 

meaning other than showing the number of occurrence. A different concept should 

be introduced to discover interesting motifs that can represent different levels of 

network organization and provide true characterization among different networks. In 

this chapter, we are going to construct discriminative features for graph classification 

which could preserve the structural properties of the underlying biological networks.  

6.1 Representing PPI Networks in Multiple-Attribute 

Graphs 

To take into considerations these multiple attributes of the proteins when mining PPI 

networks, we propose to use a representation scheme called multiple-attribute (MA) 

graph representation. Given a set of N PPI networks each belonging to different 

species, these networks can be represented as N labeled graphs, G1 = G1(V1, E1), …, 

Gk = Gk(Vk, Ek), …, GN = GN(VN, EN), with vertices in the vertex sets, Vk, k = 1, …, 

N, representing proteins, and edges in the edge sets, Ek, k = 1, …, N, representing the 

interactions between these proteins.  

To deal with the problem of representing multiple attributes in a graph, the 

vertices and edges in MISPAG-MA are allowed to have multiple attributes A1, A2, …, 
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Aq, and each vertex vi can have multiple attribute values aij
1

, aij
a, …, aij

A,  

corresponding to each attribute j. The scenario of multiple-attribute graph is 

described in Figure 26 in which a vertex can be labeled by three possible attributes 

A1, A2 and A3, and an edge can be labeled by two possible attributes A4 and A5. The 

vertices and edges can obtain their attribute values through these attributes. 

 

Figure 26 A Multiple-attribute graph example 

By means of the object-oriented modeling, we can represent a multiple-

attribute graph with its identity, vertex set and edge set. A vertex set contains a list of 

Vertex object, and an edge set contains a list of Edge objects. The Vertex and Edge 

classes both accept multiple attribute with multiple attribute values, and they are 
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stored in the variables vertexType (and edgeType) and vertexValue (and edgeValue) 

respectively. As each attribute type may have more than one attribute values, their 

values are stored in another class VertexValue and EdgeValue. With this 

representation, we can query all possible attribute values of the vertices and edges in 

the mining process. 

As discussed above, for each constituent protein of a PPI network, a number 

of attributes are known about it and each attribute can usually take on a number of 

different values. For example, the proteins that make up a PPI network may perform 

one or more molecular functions, be involved in one or more biological processes, 

and be located in one or more cellular components. For example, the protein, Myosin 

light chain 1, with the ID, UniProtKB/Swiss-Prot P53141, in the species of 

Saccharomyces cerevisiae performs five molecular functions (calcium ion binding, 

identical protein binding, motor activity, myosin II heavy chain binding, and myosin 

V binding), is involved in three biological processes (cytokinesis, protein 

localization, and vesicle targeting) and is located in four cellular components 

(cellular bud neck, cellular bud tip, myosin complex, and vesicle). 

For this reason, the graphs used to represent N PPI networks here are MA 

graphs. To describe such graphs, let us consider Gk = Gk(Vk, Ek), k ∈{1, …, N}. Let 

us represent the vertices of Gk as Vk ={ kv1 , ..., k
iv , ..., k

K v
v } and the edges of Gk as  

Ek ={ ke1 , ..., k
ie , ..., k

K e
e }, for each element in Vk and Ek, a set of attributes is 

associated with it. The set of attributes associated with a vertex, say, k
iv , i ∈{1, ..., Kv}                
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can be represented as  
kv

iA ={
kv

iA 1, , ..., 
kv
jiA , , ..., 

k

v

v
IiA , } and each attribute 

kv
jiA , , j = 

1, …, vI , can take on values from domain(
kv

ijA )={
kv
jia 1,, , ..., 

kv
ljia ,, , ..., 

k

v

v
Jjia ,, }. 

Similarly, the set of attributes associated with an edge, say, k
ie , i ∈{1, ..., Ke} can be 

represented as 
ke

iA ={
ke

iA 1, , ..., 
ke
jiA , , ..., 

k

e

e
IiA , } and each attribute 

ke
jiA , , j = 1, …, eI , 

can take on values from domain(
ke
jiA , )={

ke
jia 1,, , ..., 

ke
ljia ,, , ..., 

k

e

e
Jjia ,, }.  

 Such a scheme can be used to represent such complex structure from such 

annotation database as Gene Ontology in UniProt [8]. Given such a set of MA 

graphs corresponding to a set of PPI networks, a set of attributes are associated with 

each vertex and edge and each attribute can also be associated with multiple values, 

and we can discover interesting subgraphs with different degrees of interestingness 

corresponding to each class of networks.  

Given N PPI networks represented in N multiple attribute graphs as defined 

above, we use MISPAG-MA to effectively discover interesting structural patterns in 

these graphs. MISPAG-MA performs its tasks in several iterative steps. It begins with 

a first step to select an element from the edge set of a MA graph. The edge, together 

with the two vertices that it connects to, form a first-order MA pattern. After such a 

pattern is formed, the attribute values associated with the vertices and the edge in it 

are then evaluated to determine if they form part of an interesting pattern. The 

evaluation is based on the use of an objective interestingness measure defined in 

terms of test statistics defined in terms of the probabilities of occurrences. Based on 

such a measure, attribute values that are not interesting are removed from the first-
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order MA pattern. By repeating such a procedure, all first-order interesting MA 

patterns can be identified. Such patterns that are connected can then be combined to 

form second-order MA patterns which consist of two connected edges. The process 

of screening out uninteresting attribute values can then be repeated for the attribute 

values associated with the vertices and edges. After screening out of the 

uninteresting attribute values, the remaining second-order MA patterns can then be 

searched again to see if they can be connected to form a third order pattern. This 

process of screening out uninteresting attribute values, forming higher order MA 

patterns are repeated until no higher order patterns can be formed. We will then have 

the maximal interesting MA subgraphs representing maximal structural patterns in a 

PPI network. After such subgraphs are found, a confidence measure can then be 

computed for each subgraph. This measure can be combined to form an overall total 

interestingness measure. These interesting patterns together with the confidence 

measure can be used for the purpose of classifying unknown networks. The general 

overview of MISPAG-MA is given in Figure 27. 
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Figure 27 Overview of MISPAG-MA to discover interesting structural patterns 

in PPI networks 
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6.2  Screening Out Uninteresting Attribute Values 

For a PPI network represented as an MA graph, say, Gk = Gk(Vk, Ek), k ∈{1, …, N} 

as described above, we can discover interesting structural patterns by following a 

procedure that consists of several steps. The first step is for MISPAG-MA to examine 

each edge and its two connecting vertices in Gk to determine if it contains interesting 

patterns to characterize a PPI network to allow it to be distinguished from the others 

and to allow one to determine if a graph or subgraph represents the PPI network of a 

particular species. To find such interesting patterns, let us consider each edge ei ∈ Ek 

={ ke1 , ..., k
ie , ..., k

K e
e } and its two connecting vertices vi and '

iv  ∈ Vk ={ kv1 , ..., k
iv , ..., 

k
K v

v }. Other than a single node, such vertex-edge-vertex structure is the smallest 

subgraph one can find in Gk. Each such subgraph can be considered as embedded 

with a number of patterns where each pattern is formed by combining an attribute 

value from each of ei and vi and '
iv . Assume that the attribute values associated with 

ei and vi and '
iv  are represented as ieA ={ 1,ie , ..., jie , , ..., 

eIie , }, jie , ∈ domain(
ke
jiA , ), j 

= 1, …, Ie, and ivA ={ 1,iv , ..., jiv , , ..., 
vIiv , } and 

'
ivA ={ '

1,iv , ..., '
, jiv , ..., '

, vIiv }, jiv , , 

'
, jiv ∈ domain(

kv
jiA , ), j = 1, …, Iv, respectively. Let us first form the cross product 

',, iii vevA = ivA × ieA ×
'
ivA so that each element in 

',, iii vevA is a 3-tuple consisting of a 

particular combination of attribute values ( jiv , , jie , , '
, jiv ) of ei and vi and '

iv . Each of 

these 3-tuple can be considered as a pattern. Such a pattern may or may not be 
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interesting. An interesting pattern has to be useful for characterization the PPI 

network of a species and for it to be discriminated against another 

To determine if a pattern is interesting, we consider how frequently it 

appears in an MA graph Gk and compare it with how frequently it is expected to 

appear. If the difference is significant enough, it means that the pattern appears more 

or less frequently than expected and it can therefore be considered an interesting 

pattern in Gk. In other words, we are determining the probability of a graph G being 

part of the PPI of a particular species given that the pattern ( jiv , , jie , , '
, jiv ) appears in 

Gk. This probability is compared against the probability that a subgraph S being the 

PPI of Gk. If the differences between them are not significant, it means that the 

pattern does not provide any information for one to decide if G should be part of Gk. 

Otherwise, it is interesting.  

The first probability that we are interested in is the probability that a graph 

G, being part of the PPI of a particular species Gk given that the pattern appears in S. 

In other words, we are interested in the following probability: 

Pr(G ⊆  Gk | pattern is in S) 

k

k

G allin  appearspattern   timesofNumber 
Gin  isG  andG in  ispattern   timesofNumber 

=    (15) 

And how much this probability differs from the following apriori probability 

Pr(G⊆  Gk) 
k

k

G allin appear in pattern   timesofNumber 
Gin appear pattern   timesofNumber 

=
  

(16) 
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i.e., whether or not G is characterized by the pattern makes very little difference, 

then pattern should not be considered very interesting in determining if G should be 

classified into Gk. Otherwise, it can be very interesting. 

To objectively determine if the two probabilities are different, we make use 

of a test statistic, dsp which is defined [12].  

sp

sp
sp

z
d

γ
=         (17) 

where spz is defined as: 

pattern) by zedcharacteri GG  G
pattern) by zedcharacteri G  GPattern) by zedcharacteri G|G  G

kk

kk
sp n

Gnz
Pr()Pr(

Pr()Pr(Pr(
⊆

⊆−⊆
=

 (18) 

and spγ is the maximum likelihood estimate of the variance of spz and is given by 

pattern)) by zedcharacteri GG  G Pr(1))(Pr(1( −⊆−= kspγ   (19) 

Based on [12], if spd ≥1.96, we can conclude that the difference between 

Pr( kGG  ⊆ | G characterized by pattern) is significantly different from Pr( kGG  ⊆ ) 

and therefore the pattern is interesting and useful for classification. If spd ≥ +1.96, it 

implies that the presence of the pattern in G provides evidence supporting G to be 

classified into Gk otherwise if spd ≤ -1.96, it implies that the presence of the pattern 

provides negative evidence against G to be classified into Gk. In either case, pattern 

qualifies to be an interesting subgraph.  
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With the use of the adjusted residual analysis, MISPAG-MA screens each 

pattern in each graph k = 1, …, K, to retain only those who are interesting. The set of 

interesting subgraph discovered for each of PPI network C (1), …, C (p), …, C (P) 

respectively is denoted as S’(p), p = 1, …, P. With the interesting first-order MA 

pattern, we can generate the second-order MA pattern by combining the interesting 

first-order patterns as follows: 

The set of interesting patterns is discovered in each PPI network consists of 

one-edge subgraphs and these are therefore called first-order patterns. These first 

order patterns can be combined to form second order patterns that consists of two 

connected edges as follows. 

Each interesting first-order pattern S’1 is made up of two vertices and an edge 

and an attribute value. These first order patterns can be combined to form second-

order patterns if they can be connected through a common vertex. For example, 

given two interesting first-order patterns, 1
1S'  =( jiv , , jie , , '

, jiv ) and 

1
2S' =( jiv , , jie , , '

, jiv ), if ( v
ia ∪ 'v

ia )∩ ( v
ja ∪ 'v

ja )≠φ  that means 1
1S'  and 1

2S'  are sharing 

the same attribute value. A second-order MA pattern S’2 will be formed between 

( jiv , , jie , , '
, jiv , jie , , '

, jiv ) so that each second-order pattern contains three vertices 

and two connected edges. This expanding process is performed iteratively until no 

interesting patterns are discovered. 

These patterns can be screened using the above procedures to form the next 

level candidate pattern until no qualified candidate can be further discovered (i.e. 
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| spd | ≤ 1.96) and no candidate pattern can be generated (i.e. all interesting candidate 

subgraph has no connected edge for expansion). The final set of qualified candidate 

subgraph represents the specific class of network as interesting subgraph.  

At each level, all possible subgraphs are verified with the interestingness 

measure to determine if it appears more frequently in class p than class q∈P and 

p≠q, and the details of determining the interestingness will be given in the next 

section. If a candidate subgraph is qualified, it will be used to generate the next level 

candidate subgraph. 

6.3  Measuring Interestingness as a Function of the 

Weight of Evidence  

The discovered interesting subgraphs provide positive or negative evidence 

supporting or refuting the classification of a graph into a particular class. MISPAG-

MA measures how interesting these subgraphs are with the use of an interestingness 

measure defined in terms of an information-theoretic weight-of-evidence measure.  

 The more interesting a frequent subgraph is for a class, the greater the 

difference is between the two probabilities of Pr(Gk∈ C(p)|Gk is characterized by )(
,
p
skS ) 

and Pr(Gk∈C (p)). Hence, the interestingness measure is defined again as a function 

of these two probabilities. Specifically, the more interesting )(
,
p
skS is, the greater is the 

ratio between Pr(Gk∈ C(p)|Gk is characterized by )(
,
p
skS ) and Pr(Gk∈C (p)). This ratio 
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can be measured with a mutual information measure, I(Gk∈C(p) : Gk is characterized 

by )(
,
p
skS ), between Gk∈C(p) and Gk is characterized by )(

,
p
skS as follows: 

)GPr(
)by  zedcharacteri is G|GPr(

log) by  zedcharacteri is G:G( )(

)(
,

)(
)(

,
)(

p
k

p
skk

p
kp
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p

k

S
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C
C

C
∈

∈
=∈     

(20) 

Based on the mutual information measure, the weight of evidence provided by )(
,
p
skS  

for or against the classification of Gk into C(p) can be defined as:  

)by  zedcharacteri is G:G()by  zedcharacteri is G:G(     
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(21) 

W(p)(Gk| )(
,
p
skS ) can be interpreted as a measure of the difference in the gain in 

information when a graph Gk contains )(
,
p
skS  is classified into C(p) as opposed to other 

classes. W(p)( Gk| )(
,
p
skS ) is positive if )(

,
p
skS  provides positive evidence supporting the 

classification of Gk into C(p), otherwise it is negative.  

6.4  Using the Total Interestingness Measure for 

Classification  

Given the interesting subgraphs, )(
1,' p

kS , ..., )(
',' p

skS , ..., )(
', '

' p
sk ks

S }where p = 1, …, P  

discovered for each corresponding p classes, C (1), …, C (p), …, C (P), an “unseen” 

graph, GU, not originally in G, can be classified by matching it against the interesting 

subgraphs in each of S’(p), p = 1, …, P. 
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For every interesting subgraph, )(
'' p

sS ∈ S’(p) that GU matches, there is some 

evidence, W(p)(GU| )(
'' p

sS ) provided by it for or against the classification of GU into 

C(p). Assuming that GU matches with mp ≤ '
pm  interesting frequent subgraph 

)(
1'

pS  , …, )(
'' p

sS , …, )(' p
mp

S ⊆ S’(p), MISPAG-MA then computes a total interestingness 

measure for GU to be classified into C (p). This total interestingness measure is 

defined as the summation of the total weight-of-evidence provided by each 

individual interesting frequent subgraph )(
'' p

sS for or against GU to be classified into 

C (p) as follows. 

∑
=

∉∈=

∉∈=

p

p

m

s

p
s

pp

p
m

pppp

SW

SSWW

1

)()(
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)(
U

)()(
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)(
U

)(
UU
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)by  zedcharacteri is G|G/G(        

),...,by  zedcharacteri is G |G/G()G(

'

''

 CC

CC
(22) 

The value of W(p)(GU | )(
'' p

sS ) increases with the number and strength of the 

matched subgraphs in )()()(
1 ,...,,..., p

m
p

s
p

p
SSS '''  that provide positive evidence 

supporting GU to be classified into C (p) whereas the value of W(p)(GU | )(
'' p

sS ) 

decreases if some matched subgraphs provide negative evidence refuting the 

classification of GU into C(p). The total interestingness measure for GU to be 

classified into each of C (1), …, C (p), …, C (P) is determined and MISPAG-MA 

assigns GU to the class which give the greatest total interestingness measure. 

Given the interestingness score of each subgraph, we can classify an 

unknown graph shown in Figure 7 by computing the total weight of interestingness 
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measure for it to be classified into each class. Given that only S4
(p), S5

(p), S6
(p), S7

(p), 

S8
(p) , and S9

(p) are interesting frequent subgraphs in Table 7. Using Equation (22),  

   W(1)(G)= W(Class = 1 / Class≠1 | S6
(p), S10

(p), S15
(p))  

    = W (Class = 1 / Class≠ 1 | S6
(p)) 

    = 
20/6
10/1log 2   

    = -1.585 

Similarly, W(2)(G) = 2.322 and W(3)(G) = -1.585. As the value of W(2)(G) in 

Class 2 is the largest among three classes, we can conclude that the unknown sample 

belongs to Class 2. Besides, there is negative evidence against the test graph being 

classified in Class 1 and 3, so this sample is not likely to belong to Class 1 or 3.  

Compared to algorithms that classify graphs by considering only frequent 

subgraphs, Instead of relying solely on the appearance of frequent subgraph during 

classification, MISPAG-MA takes into consideration only those which are useful and 

interesting only. These frequent subgraphs are unique and can have biological 

meaning. The other frequent graph mining algorithms can only handle single class of 

data, if there are two or more classes, the comparative effect of a subgraph across all 

classes are ignored. There is always a chance that two or more classes have the same 

frequent subgraph. With interestingness measure, we can distinguish interesting 

frequent subgraphs from uninteresting ones for multiple classes. 
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6.5  Experiments and Results 

The PPI network dataset is collected from the DIP database [15] that stores and 

organizes the experimentally determined interactions between proteins. It has 

captured the detailed information of the molecular interactions in the database. DIP 

is one of the reliable sources of PPI data among the available databases. All the DIP 

data can be accessed online in both interactive and batch modes. In this paper, we 

choose eight sets of PPI data from the species-specific sets available on Jan 26, 2009, 

and one from high-throughput genome scale dataset. The properties of the datasets 

we used in our experiments are listed in Table 17. 

Table 17. Properties of the experimental datasets 

Dataset Species No. of proteins No. of interactions

Gavin S. cerevisiae 1361 3222 
Celeg C. elegans 2653 4043 
Dmela D. melanogaster 7504 22871

Ecoli E. coli 1878 7001 
Hpylo H. pylori 713 1423 
Hsapi H. sapiens 1815 2171 

Mmusc M. musculus 728 632 
Rnorv R. norvegicus 251 198 
Scere S. cerevisiae 4971 17611

 

Gavin contains the protein-protein interactions of S. cerevisiae identified by 

TAP purification of protein complexes followed by mass-spectrometric identification 



CHAPTER 6 – DISCOVERING INTERESTING STRUCTURAL PATTERNS FOR GRAPH 
CLASSIFICATION WITH APPLICATIONS TO PPI NETWORK CLASSIFICATION 
 

125 
 

of individual components, and the remaining eight datasets are the species specific 

subsets of DIP that contains all the interactions from the corresponding species as 

shown in Table 17. In each DIP file, there is a set of attributes characterized each 

interaction. They are: ID interactor A, ID interactor B, Alt. ID interactor A, Alt. ID 

interactor B, Alias(es) interactor A, Alias(es) interactor B, Interaction detection 

method(s), Publication 1st author(s), Publication Identifier(s), Taxid interactor A, 

Taxid interactor B, Interaction type(s), Source database(s), Interaction identifier(s), 

and Confidence value(s). In our paper, we only use three fields, ID interactor A, ID 

interactor B and Interaction type(s), which indicate the associations between protein 

A and protein B. With the ID of the proteins, we can find their corresponding 

functions from the UniProt Knowledgebase (UniProtKB) [18]. UniProtKB is the 

collection of functional information on proteins with rich annotations including 

biological ontologies, classifications, cross-references, evidence attribution of 

experimental and computational data, and amino acid sequence, etc.  

6.5.1 Matching functions in the UniProtKB 

The function of each protein in the PPI network is available under the Gene 

Ontology (GO) in the UniProtKB. The GO annotation includes the information of 

biological process, cellular component and molecular function. Usually, one protein 

has more than one function, for example, a protein with DIP ID “DIP- 5576N” refers 

to the Myosin light chain 1 protein in the species of  Saccharomyces cerevisiae with 

five molecular functions: calcium ion binding, identical protein binding, motor 

activity, myosin II heavy chain binding and myosin V binding. The matching index 
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of protein ID and molecular functions is constructed to facilitate the function 

matching. We extracted 376,721 proteins with at least one GO annotation from the 

complete UniProtKB/Swiss-Prot data set. Each protein has a set of protein IDs 

including the DIP ID and accession number. However, we cannot use either DIP ID 

or accession number as the protein ID to match the functions. The reason is that only 

two percent of proteins have DIP ID in the UniProtKB/Swiss-Prot data set, and some 

protein in the DIP database has only DIP ID and no accession number. Hence, we 

use both DIP ID and accession number in the matching process. After the matching 

process, we found that there are lots of proteins with unknown function. The 

proportion of the proteins with unknown functions in each data set is shown in Table 

18. 

Table 18. The proportion of proteins with unknown functions 

Dataset No. of proteins Proportion of unknown function 

Celeg 2653 78% 

Dmela 7504 87% 

Ecoli 1878 14% 

Hpylo 713 58% 

Hsapi 1815 13% 

Mmusc 728 12% 

Rnorv 251 15% 

Scere 4971 16% 

Gavin 1361 7% 
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6.5.2  Discovery of Interesting Patterns 

We applied three kinds of graph mining algorithms to discover sub-networks 

(subgraphs) from the above PPI network data sets. They are: Subdue that defines 

abstract subgraphs, gSpan that extracts frequent occurring subgraphs and MIMIC 

that discovers characterized and distinguished subgraphs. The representative sub-

networks of each species discovered by these approaches are shown in Table 20 to 

22 as below, and the vertex labels of these subgraphs are listed in Table 19. 

Table 19 List of protein vertex label 

Code Protein function Code Protein function 
acs 1-aminocyclopropane-1-

carboxylate_synthase 
Mag Magnesium ion binding 

1D5 1-deoxy-D-xylulose-5-phosphate 
reductoisome 

Me Metal ion binding 

35ex 3-5-exoribonuclease activity mic Microtubule binding 
3dm 3-deoxy-manno-octulosonate 

cytidylyltransferase 
msa Microtubule-severing ATPase 

activity 
ARA Acetylcholine receptor activator 

activity 
MoA Monooxygenase actvity 

act Actin binding MA Motor activity 
AMB Actin monomer binding Myo Myosin binding 

ata Alanine transminase activity Nic Nickel ion binding 
att Arsentite transmembrane 

transporting ATPase 
NA Nucleic acid binding 

ATP ATP binding Nu Nucleoside binding 
BLA Beta-lactamase activity NTA Nucleoside triphosphatase 

activity 
Ca Calcium ion binding NB Nucleotide binding 
CB Calmodulin binding Od Odorant binding 
CIA Calmodulin inhibitor activity PA Peroxiredoxin activity 
CA Chemokine activity PHA Phosphopyruvate hydratase 

activity 
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Code Protein function Code Protein function 
CB Chromatin binding PLC PLC activating metabotropic 

glutamate receptor 
Co Copper ion binding PT Positive  transcription 

elongation factor activity 
DNA DNA binding Pan Protein anchor 
DRO DNA replication origin binding PB protein binding 
DDP DNA-directed DNA polymerase 

activity 
PKA Protein kinase activity 

DRP DNA-directed RNA polymerase 
activity 

PPB Pyridoxal phosphate binding 

dic Dynein intermediate chain binding RA Receptor activity 
ECA Electron carrier activity RB Receptor binding 
EA Endodeoxyribonuclease activity RXR Retinoid X receptor binding 
en Endoribonuclease activity Rho  Rho guanyo-nucleotide 

exchange factor activity 
ErbB ErbB class receptor binding RDR Ribonucleoside-diphosphate 

reductase ctivity 
FDA Fomate dehydrogenase activity Rib Ribosome binding 
GRT General RNA polymerase II 

transcription factor 
RNAII RNA polymerase II 

transcription factor activity 
GR Glucocorticoid receptor binding SMA SMAD binding 
gCd Glutaryl-CoA dehydrogenase 

activity 
SGR Small GTPase regulator activity

GPA Glycogen phosphorylase activity sR snoRNA_binding 
GCR G-protein coupled receptor 

activity 
SB Steroid binding 

GFB Growth factor binding SH Steroid hormone receptor 
activity 

GTP GTP binding SCR Structural constituent of 
ribosome 

GAA GTPase activator activity SMA Structural molecule activity 
GA GTPase activity SDA Succinate dehydraogenase 

activity 
gne Guanyl-nucleotide exchange 

factor activity 
Su Sugar binding 

HeA Helicase activity TPR TPR domain binding 
Hem Heme binding TAA Transcription activator activity
HB Heparin binding TCA Transcription coactivator 

activity 
HDA Histone deacetylase activity TCr Transcription corepressor 

activity 
HD Histone deacetylase binding TFA Transcription factor activity 

HLH HLH domain binding TFB Transcription factor binding 
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Code Protein function Code Protein function 
hsa holo-[acyl-carrier-protein] 

synthase activity 
TRA Transcription repressor activity

HAB Hyaluronic acid binding TA Transferase activity 
hit Hydrogen ion transporting 

APTase 
TIF Translation intiation factor 

activity 
HIA Hydrogen ion transporting 

ATPase activity 
TRtk Transmembrane receptor protein 

tyrosine kinase 
HA Hydrolase activity ta Transminase activity 
IMP IMP dehydrogenase activity Ub Ubiquitin binding 
IGF Insulin-like growth factor receptor 

binding 
U unknown 

Ir Iron ion binding UA Urease activity 
LIF Leukemia inhibitory factor 

receptor activity 
Zn Zinc ion binding 

Lig Ligase activity   

  

Subdue uses the MDL principle to discover subgraphs that best compress 

the original graph, and each discovered subgraph has a compression value to indicate 

its degree of compression. In the experiment, Subdue has discovered a large number 

of subgraphs from the PPI networks. The results are sorted by the compression value 

and users can specify the number subgraphs to show. The top five abstract subgraphs 

discovered by Subdue are listed in Table 11. Due to problem of incompleteness of 

protein function in some data sets, like the species of Celeg and Dmela, the 

discovered subgraphs mainly consist of the proteins with unknown function. 

However, these abstract subgraphs provide no information for characterizing a 

species class. Besides, some subgraphs like  and  are discovered 

in more than one species. It shows that different species have common sub-networks, 

but how these sub-networks can be compared across species is undefined.  
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Table 20 Abstract Subgraphs discovered by Subdue 

Species Top 5 abstract subgraphs 

(compression value) 

Celeg 
 

(1.05526)  

(1.00963)  

(1.00577) 
 

(1.00471) 
 

(1.00458) 
Dmela 

 

(1.05801) 
 

(1.00417) 

 

(1.00187) 

 

(1.00036) 

 

(1.00016) 
Ecoli 

PB
 

(1.02681) 

 

(1.01208) 

 

(1.00896) 

 

(1.00766) 

 

(1.00077) 
Hpylo 

 

(1.02981)  

(1.02353) 

 

(1.01624) 

 

(1.0138) 

 

(1.01114) 

Hsapi 
 

(1.03492) 
 

(1.03442) 

 

(1.03432)  

(1.03418) 

 

(1.1.03416) 

Mmusc 
 

(1.03277) 

 

(1.00965)  

(1.005) 

 

(1.00234) 

 

(1.00226) 
Rnorv 

 

(1.01729) 

 

(1.01633) 

 

(1.01612)  

(1.0157) 

 

(1.01437) 
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Species Top 5 abstract subgraphs 

(compression value) 

Scere 

 

(1.00483) 

 

(1.00092) 

 

(1.00057) 
 

(1.00013) 

 

(1.00007) 

Gavin 
 

(1.01455)  

(1.00101) 

 

(1.00057)  

(1.00043) 

 

(1.00003) 
 

gSpan is an enhanced frequent subgraph mining algorithm that uses the 

DFS-based searching to discover frequent subgraphs. By setting the minimum 

support threshold to 3%, the maximal frequent subgraphs are identified in Table 21. 

gSpan calculates the occurring frequency of each frequent subgraph in a class, and it 

can potentially discover subgraphs that can characterize a class. The result shows 

that some protein functions are occurred frequently, like protein binding, ATP 

binding, DNA binding, structural constituent of ribosome, etc, and some protein 

interactions are occurring frequently in multiple species, for example, the protein 

interaction pair <protein binding - protein binding> is frequently occurred in the 

species of Celeg, Ecoli, Hsapi, Mmusc, Rnorv, Scere and Gavin. It helps to identify 

the common interactions that share across the species, but it is hard to characterize a 

class with these frequent subgraphs. Besides, suffering from the same problem of 

unknown protein function as mentioned above, gSpan discovers the frequent 

subgraphs with many vertices with unknown protein function. After filtering those 
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proteins with unknown function, the remaining subgraphs are only the fragments that 

contain a number of protein interactions. 

Table 21 Maximal Frequent Subgraphs discovered by gSpan (min. support = 3%) 

Species Top 5 maximal frequent subgraphs 

(frequency) 

Celeg 

 
(5.50%) 

 
(5.31%) 

 
(5.19%) 

 
(5.19%) 

 
(5.15%) 

Dmela 

 
(15.19%) (12.78%)  

(8.45%) 

 
(5.45%)  

(5.004%) 

Ecoli 

 
(5.93%) 

 
(5.66%) 

 
(7.54%) 

 
(6.46%) 

 
(7.34%) 

Hpylo 
 

(6.27%) 

 
(5.83%) 

 
(5.69%) 

 
(5.10%) 

 
(5.10%) 

Hsapi 
 

(18.15%) 
 

(6.14%) 

   

Mmusc 
 

(9.98%) 

    

Rnorv 
  

(9.32%) 
 

(4.97%) 
 

(4.967%) 

  



CHAPTER 6 – DISCOVERING INTERESTING STRUCTURAL PATTERNS FOR GRAPH 
CLASSIFICATION WITH APPLICATIONS TO PPI NETWORK CLASSIFICATION 
 

133 
 

Species Top 5 maximal frequent subgraphs 

(frequency) 

Scere 
 

(10.17%) 

 
(8.46%) 

 
(8.04%) 

 
(8.00%) 

 

Gavin 
 

(5.16%) 
 

(4.56%) 

 
(3.57%) 

 
(3.57%) 

 
(3.19%) 

 

To overcome the problems mentioned above, MISPAG-MA is used to discover 

interesting subgraphs that can characterize a class with an interestingness measure. It 

helps to identify the protein interactions for both characterization and classification. 

The five representative interesting subgraphs are selected as shown Table 22. With 

MISPAG-MA, the discovered interesting subgraphs are occurred frequently in one 

class more than the other classes than expected. It helps to identify the sub-networks 

that best represent a class, and it is useful to classify unknown network by comparing 

the interestingness measure across the species.  
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Table 22 Interesting subgraphs discovered by MISPAG-MA 

Species Representative interesting subgraphs 

(d value) 

Celeg 

 
(107.80) 

 
(37.33)  

(17.19) 
 

(7.63) 

 
(2.64) 

Dmela 

 
(34.88) 

(32.54) 
 

(28.35) 

 
(7.38) 

 
(4.83) 

Ecoli 

 
(172.8183) 

 
(119.19) 

 
(37.49)  

(19.05) 

PB

Me

GR

IGF

ATP

(12.365) 

Hpylo 

 
(91.36)  

(90.07)  
(82.77) 

 
(79.05)  

(66.423) 
Hsapi 

 
(58.47) 

 
(51.89)  

(37.12) 

 
(29.03) 

 
(27.06) 
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Species Representative interesting subgraphs 

(d value) 

Mmusc 

 
(67.04) 

 
(65.15) 

(53.56) 
 

(20.53) 

 
(8.90) 

Rnorv 

 
(82.4) 

 
(62.02) 

 
(41.42) 

 
(23.52) 

 
(7.89) 

Scere 

 
(32.19) 

 
(30.68) 

 
(23.97) 

 
(20.59) 

 
(49.65) 

Gavin 

(52.70) 
PB

PB

PB

PB

PB

(52.22) (47.45) 

 
(12.96) (7.71) 

 

Similar to the existing graph mining algorithms, MISPAG-MA will also 

discover subgraphs that appeared in multiple species. Unlike them, these interesting 

subgraphs are discovered with the degree of uniqueness across multiple species. If 

we want to classify an unknown network to one of the species, the d value will be 

calculated for each class, so that the unknown sub-network will be classified as the 

class with the largest d value. Let’s consider an unknown sub-network in Figure 28. 
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Figure 28 Unknown sub-network 

The total weight-of-evidence of the unknown network is calculated by 

summing the individual interesting subgraphs as shown in Table 23. To simplify the 

illustration here, we use the first level subgraphs (edges) to calculate the total 

weight-of-evidence that reflects the degree of importance of the unknown network 

across species. After comparing the total weight-of-evidence across the species, we 

can classify the unknown network to be most likely to be appeared in Scere and most 

unlikely to be appeared in Dmela. 

Table 23. The total weight-of-evidence of the first level subgraphs 

)(
,
p
skS  

 )by  zedcharacteri is |/( )(
,

)()( p
skk

p
k

p
k SW GGG CC ∉∈  

Celeg Dmela Ecoli Gavin Hpylo Hsapi Mmusc Rnorv Scere 

 
-3.53 -12.26 8.77 6.47 3.70 -4.71 -2.83 -1.29 3.35 

 
-4.06 -15.99 -4.68 9.96 -4.65 -5.58 -2.86 -1.70 17.53 

 
-1.94 -3.92 0.17 -2.86 -1.32 17.80 0.77 6.50 -5.69 
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-5.73 -30.34 -21.65 8.70 -10.56 -15.22 -7.91 -4.90 51.89 

 
-0.75 -1.03 -1.67 -1.11 -0.51 -1.15 -0.55 -0.27 3.96 

∑
=

pm

s

p
sk

p SGkW
1

)(
,

)( )|(

 

-16.01 -63.53 -19.05 21.15 -13.33 -8.86 -13.39 -1.66 71.04 

 

6.5.3  Performance Analysis 

We tested all datasets using the two graph mining algorithms of Subdue and gSpan 

and then compare their results with our proposed graph mining algorithm MIMIC. 

Table 24 shows the performance of each algorithm on the different datasets. 

From these results we can see that the classification performance of gSpan 

is better than Subdue by 8%. Their average classification accuracies are 0.301 and 

0.326 respectively. With MIMIC, the overall performances have been improved by 

120% and 100% respectively.  

Table 24. Classification performance for FSG, gSpan and MISMOC 

Dataset Classification Accuracy 

Subdue gSpan MIMIC 

Gavin2002a 0.376  0.463  0.907  

Celeg 0.181  0.188  0.379  

Dmela 0.172  0.191  0.353  
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Ecoli 0.359  0.387  0.832  

Hpylo 0.298  0.302  0.576  

Hsapi 0.339  0.406  0.863  

Mmusc 0.340  0.335  0.737  

Rnorv 0.278  0.254  0.532  

Scere 0.368  0.409  0.875  

Average 0.301  0.326  0.673  

 

The discovered interesting subgraphs discovered by MISPAG-MA are useful 

to classify an unknown network with the total weight-of-evidence based on the 

interestingness measure. The reasons are mentioned previously that the subgraphs 

discovered by many graph mining algorithms may appear frequently in a class but 

they may not uniquely represent a class. Subgraphs that may not appear very 

frequently can play an important role in discriminating one class from another. With 

MIMIC, the relative frequency of each subgraph is considered and how useful they 

are for classification are determined with a measure. The measure is then used when 

a graph is classified. This makes MIMIC more effective a graph classification 

algorithm. 

6.6  Summary 

This chapter addresses the problem of PPI prediction by modeling it as graph 

classification with the interesting subgraphs as input feature vectors for classification. 

As the previous subgraph mining algorithms have no classifier identified, we use a 
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well-known classifier SVM to perform the task of graph classification for Subdue and 

gSpan. For MISPAG-MA, we developed an interestingness measure to characterize 

each subgraphs for classification. By comparing the values of total weight-of-

evidence in different species, we can correctly classify a sub-network to its 

corresponding species. We have shown that our algorithm can achieve a better AUC 

value in the ROC analysis over the other two algorithms. We also gave an example 

of determining an unknown network by our algorithm and discussed how the value 

of weight-of-evidence can be calculated for a given network. The results show that 

frequent subgraphs are unable to characterize a class as they may be commonly 

appeared in other species, while MISPAG-MA can define a set of interesting 

subgraphs by considering the relative frequency of each subgraph across multiple 

species, and specifically extract features that can be used to distinguish network of 

different species. 
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CChhaapptteerr  77    

DDiissccoovveerryy  ooff  CCllaassss--SSppeecciiffiicc  PPaatttteerrnnss  ffrroomm  

MMoolleeccuullaarr  DDaattaa  
 

The elements that life is primarily made up of atoms: Carbon (C), Hydrogen (H), 

Oxygen (O), Nitrogen (N), and Phosphorus (P), etc. Atoms form molecules by 

various interactions and bonding: covalent bonds, ionic bonds, hydrogen bonds, 

hydrophobic interactions and van der Waals forces. Different atoms can form 

different numbers of covalent bonds, for example, hydrogen can form only one 

covalent bond, oxygen forms two, nitrogen forms three, and carbon forms four, etc. 

These structural patterns are pre-defined in the chemistry, but some patterns that are 

specific to the chemical molecules are not well defined. 

The structure of the molecules stores the information that defines the 

functions of their physical and chemical properties. To identify a good ligand for a 

protein or DNA surface, one has to study the structure and function of the 

macromolecule. The structural information is essential for the drug discovery that 

makes use of the concepts of chemical similarity. Chemical similarity is measured by 

identifying distances between atoms on a receptor and a ligand. The chemical 

properties of the interacting atoms or group of atoms (functional groups) have a great 

influence on the reactivity of a ligand.  
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Several subgraph mining algorithms [9, 39, 23, 11, 40, 41] focus on the 

identification of the structural commonalities can be applied on mining the structure 

of ligands. One of the representative methods is FSG [40] that takes a set of graphs 

as input and a minimum support σ to find all connected subgraphs that occur in at 

least σ% of the graphs. FSG adopts a level-by-level candidate generation strategy 

that similar to Apriori algorithm. It has been applied on the biological domain for 

chemical carcinogenesis analysis [39] and [44] to find subgraphs typical to 

carcinogen of organic chlorides, mutagenesis data analysis [11] to identify subgraphs 

with higher or lower mutagenesis activity, and discovery of the anticancer 

therapeutics from the chemical compounds [44] available from the Developmental 

Therapeutics Program (DTP) at National Cancer Institute. Another subgraph mining 

algorithm based on depth-first search approach called gSpan can further speed up the 

costly candidate generation process of FSG. gSpan builds a lexicographic order 

among the graphs and maps each graph to a unique minimum DFS code as its 

canonical label. Based on this lexicographic order, gSpan adopts the depth-first 

search strategy to mine frequent connected subgraphs efficiently. It has been applied 

on a set of chemical compound data that contains 340 chemical compounds. The 

details of FSG and gSpan are described previously in Section 3.1.  

Later, an optimized gSpan is proposed by Jahn et al. [72]. This version of 

gSpan presents two optimizations particularly tailored for databases of molecular 

graphs. The first optimization reduces the number of subgraph isomorphisms that 

need to be accessed for proper support computation in considering the symmetries 

inherent in many chemical molecules, and the second speeds up subgraph 



CHAPTER 7 – DISCOVERY OF CLASS-SPECIFIC PATTERNS FROM MOLECULAR DATA 
 

142 
 

isomorphism tests by making use of the non-uniform frequency distribution of atom 

and bond types. The optimizations are part of a reimplementation of the original 

gSpan algorithm and are shown to significantly increase the performance on two 

chemical datasets. 

7.1  Data Description 

The drug data from the KEGG ligand database currently contains 14,810 chemical 

compounds, 6,512 drugs, 10,959 glycans, 7,167 reactions, 7,187 reactant pairs. For 

our purposes, we selected three classes of drug data set, 1) Benzodiazepins, 2) 

Phenothiazines, and 3) Antivirals. All of these are collected from the ligand database, 

which contains chemical structures of all approved drugs in Japan and the U.S., 

together with additional information such as therapeutic categories and target 

molecules.  

Each drug is represented in MOL format [23], which provides information 

about atoms, bonds, connectivity and the coordinates of a molecule for use in 

chemical structure comparisons. Figure 29 shows a sample MOL file. Line 1 shows 

the number of atoms and bonds (i.e. 9 atoms and 8 bonds). From line 2 to 10, the 

atom information like the atom type, coordinates are shown. From line 11 to 18, the 

bonding information like the atom IDs and bonding type are shown, for example, “2 

3 1” in line 11 refers to a single bond between atom 2 and 3.  

A chemical compound is a collection of atoms connected by covalent bonds. 

The atoms and bonds can be represented using a labeled graph in which all atoms are 
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represented by attributed vertices and all bonds are represented by attributed edges. 

The same atoms in chemical compounds are distinguished by different labels as they 

represent different physiochemical properties in accordance with their spatial and 

chemical situations. We converted the data from MOL file format into graph 

transactions. Each atom in the compound is represented by a vertex, and each bond is 

represented by an edge.  

9 8  0  0  0  0  0  0  0  0999 V2000 

   12.6020  -27.3055    0.0000 C   0  0  0  0  0  0  0  0  0  0  0  

   12.6020  -28.7058    0.0000 C   0  0  0  0  0  0  0  0  0  0  0  

   13.8146  -29.4060    0.0000 C   0  0  0  0  0  0  0  0  0  0  0  

   15.0274  -28.7058    0.0000 C   0  0  0  0  0  0  0  0  0  0  0  

   15.0274  -27.3055    0.0000 C   0  0  0  0  0  0  0  0  0  0  0  

   13.8146  -26.6053    0.0000 C   0  0  0  0  0  0  0  0  0  0  0  

   16.2588  -26.5943    0.0000 C   0  0  0  0  0  0  0  0  0  0  0  

   17.4643  -27.2902    0.0000 O   0  0  0  0  0  0  0  0  0  0  0  

   16.2585  -25.2051    0.0000 O   0  0  0  0  0  0  0  0  0  0  0  

  2  3  1  0     0  0 

  1  4  2  0     0  0 

  3  4  2  0     0  0 

  4  5  1  0     0  0 

  5  6  2  0     0  0 

  1  6  1  0     0  0 

  5  7  1  0     0  0 

  7  9  2  0     0  0 

M  END 

Figure 29 MOL file format 
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7.2  Hierarchical Graph Representation 

Each compound is represented as an attributed graph and then transformed into a set 

of hierarchical graphs. . To build these hierarchical graphs, we group components of 

the attributed graph into different levels according to their attributed structural 

relations. Hierarchical graph was introduced in Section 3.3 which represents 

hierarchical structural patterns that have multiple levels of complexity. It provides a 

means to group components (subgraphs) of the attributed graph in different levels 

according to whatever relation has induced the attributed vertex and edge sets. 

Highly connected graphs are always composed of multiple levels of concepts that 

can exist independently in form of subgraphs. Figure 31 shows the molecular 

structure of a drug molecule, Benzonate (Entry ID: D00242) from the KEGG 

database. It is first represented as an adjacency list in Figure 30, and then the five 

components, two cycles, one star and two linkages, are extracted as shown in Figure 

32. The five components are then organized as vertices in a level 1 hierarchical 

graph as shown in Figure 33 that describes the component type (C: Cycle, S: Star 

and L: Linkage) and the total number of atoms (in subscript) of each vertex, and the 

edge is  represented by the common vertex that shares between two adjacent 

components. 
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(a)         (b) 

Figure 30 (a) An undirected graph with six vertices (A to F) represented uniquely as 
(label, degree).(b) Adjacency list representation 

 

 

Figure 31 Molecular Structure of Benzonate  
 

 

Figure 32 Component Extraction (cycle, star and linkage)  
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Figure 33 Hierarchical Graph of Benzonate 

7.3  Experiments and Results 

We use FSG and optimized gSpan to extract subgraphs occurring with a frequency 

above a given threshold (σ). If the classification accuracy is low, the value of σ is 

decreased in decrements of 10% until the maximum accuracy is achieved. 

Figure 34 shows the classification accuracy of FSG, optimized gSpan and 

MISPAG-MC at σ values of 80%, 70% and 60%. At σ = 80%, the accuracy of FSG 

and gSpan are below 50% because the discovered frequent subgraphs are not useful 

in characterization. At σ = 70%, the classification accuracies are nearly the same for 

FSG and optimized gSpan, and MISPAG-MC still outperform the others. Then we 

further decrease the threshold by 10%. At σ = 60%, the improvements in accuracy 

associated with the MISPAG algorithms are very great, whereas FSG and optimized 

gSpan have only improved a little. This is because MISPAG-MC discovers only the 

discriminative patterns and robust to the noisy environment.. Although more 

subgraphs can be discovered at a lower support threshold by FSG and gSpan, they 

will capture more meaningless patterns at the same time. MISPAG-MC uses residual 
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analysis to extract the class-specific patterns and outperform FSG and optimized 

gSpan by over 55%. 

 

 

Figure 34 Classification accuracies of FSG, optimizing gSpan and MISPAG-MC  

To speed up the classification process, we further introduced the 

hierarchical graph representation to group related atoms and bonds into a set of 

components. For example, the six carbon atoms in a benzene ring are represented as 

a cycle-6 component, and a level-1 hierarchical graph, MAG1. In the first stage, the 

components are represented by the degree of connection. The extracted components 

are: Cycle-7 (heptagon), Cycle-6 (hexagon), Cycle-5 (pentagon), Star-4 (cross), Star-



CHAPTER 7 – DISCOVERY OF CLASS-SPECIFIC PATTERNS FROM MOLECULAR DATA 
 

148 
 

3 (tripod), and the others are linkages. The interestingness measure of each 

component in each class is then calculated. 

Table 25 shows interestingness measures for components of three classes of 

drug in a drug database. Some components in a class occur and some do not. For 

example, Cycle-7 is a positive class-specific component in class 1, and is not likely 

to occur in the other classes, especially not in Class 3, seeing as d1 of Cycle-7 is 

greater than +T and d3 of Cycle-7 is less than -T. It is possible to form larger 

subgraphs by combining class-specific components with other adjacency 

components. An interesting pattern is selected from each class and they are shown in 

Figure 35. 

 

 

 

 

(a) Class 1 

Benzodiazepins 

(b) Class 2 

Phenothiazines 

(c) Class 3 

Antiviral 

Figure 35 The interesting pattern in the three classes of drug: (a) Benzodiazepins 
(b) Phenothiazines and (c) Antiviral 

After applying hierarchical graph representation, the average accuracy of 

MISPAG-MC with hierarchical graph representation is 81% at σ = 60%. This shows 
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that the structure of the drug molecules is important to classification. By applying 

MISPAG-MC with hierarchical graph representation, the classification accuracy can 

be increased by filtering the noisy fragments, and at the same time speed up the 

subgraph discovery process. 

Table 25 Interestingness measures of components in drug database 

d Class 1 

Benzodiazepins 

Class 2 

Phenothiazines 

Class 3 

Antivirals 

Cycle-5 C2N3 0.98 -3.34 2.20 

Cycle-6  C6 1.22 0.46 -1.68 

Cycle-7  C5N2 3.96 -1.13 -2.96 

Star-3  C(C3) -2.66 -0.92 3.59 

Star-4 C(CF3) -3.81 2.71 1.24 

 
 

7.4  Summary 

This chapter demonstrates that our MISPAG-MC algorithm can successfully identify 

class-specific patterns from the molecule structure for classification. By identifying 

the highly discriminating patterns, our method can offer additional insight into the 

structural features that contribute to the chemical function of a compound. Many of 

the patterns denote various topologies such as carbon cycle and star, so the 

hierarchical graph provides a powerful and expressive representation for these 

chemical components. We have applied FSG, optimized gSpan and MISPAG-MC on 
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three classes of drug data. By comparing the classification result of the three 

algorithms, it indicated that the use of MISPAG-MC can discover discriminative 

patterns for classification.  
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CChhaapptteerr  88    

DDiissccoovveerriinngg  PPrrootteeiinn  CCoommpplleexxeess  wwiitthh  BBiioollooggiiccaall  

aanndd  SSttrruuccttuurraall  IInnffoorrmmaattiioonn  iinn  PPPPII  NNeettwwoorrkkss  
 

Proteins usually interact with each other to accomplish vital functions, and these 

interaction relationships usually form massive PPI networks. PPI networks contain 

not only the information of individual interactions between protein-pairs, more 

biological meaningful pattern such as protein complexes are also included. Proteins 

usually perform functions in a group of two or more called protein complex [154, 

155]. Such protein complexes play important roles in cells to perform many 

biological functions such as replication, transcription, and control of gene expression, 

etc. [112]. While a vast amount of protein interactions are detected by such high-

throughput methods as mass spectrometry and yeast two-hybrid assays [64], the 

number of experimentally-determined protein complexes is still far from complete 

and keep growing [156]. As protein complexes are the key molecular entities to 

coordinate many biological functions and integrate multiple gene products to 

perform cellular functions, it is important to develop methods to accurately identify 

such protein complexes that are believed to be strongly evolutionary conserved [157]. 

Identifying protein complexes experimentally usually lead to high accuracy, however, 

it is both time-consuming and cost-expensive. Many computational algorithms have 

been developed to explore protein complexes from PPI networks. There are many 

large-scale PPI networks are derived for a variety of organisms, and such PPI 



CHAPTER 8 – DISCOVERING PROTEIN COMPLEXES WITH BIOLOGICAL AND 
STRUCTURAL INFORMATION IN PPI NETWORKS 

152 
 

networks capture enormous interactions among proteins and can be represented in a 

graph structure where vertices and edges are used to represent proteins and the 

interactions among proteins respectively. 

8.1 Existing Protein Complex Discovery Algorithms 

The existing computational algorithms are usually based on such graph structure for 

clustering proteins into a set of protein complexes, including MCODE [158], 

CFinder [129], MCL [159, 160], DPClus [161], and IPCA [162]. 

MCODE [158] is a graph theoretic clustering algorithm that discovers 

protein complexes based on the connectivity between the proteins in a PPI network. 

Assuming that densely connected regions in the PPI network may represent protein 

complexes [163], it performs a local search algorithm that operates in three stages: 

vertex weighting, complex prediction, and an optional step of post-processing. It first 

weights all vertices (proteins) based on the local network density using the highest k-

core of the vertex neighbourhood. Then it takes the highest weighted vertex as the 

seed vertex, and searches its neighbours recursively to include a new vertex with 

weight larger than a given threshold. Finally it filters all single core complexes and 

expands the remaining complexes by including neighbours with certain 

neighbourhood density. As highly weighted vertices may not be highly connected to 

each other, the vertices in the discovered pattern may not be densely connected. This 

violates the assumption of protein complexes are densely connected regions. 
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CFinder [129] is another graph clustering algorithm that targets on 

discovering a group of densely interconnected nodes, called modules, in the network 

graph. It uses the Clique Percolation Method [164] to locate all k-clique clusters that 

corresponding to the fully connected subgraphs of k vertices. A larger value of k 

indicates that the density of a cluster is higher, however, real protein complexes are 

not always connected in form of a clique. To relax this constraint, an adjacency k-

clique cluster is defined as two k-clique clusters that share k-1 nodes with each other, 

and the module that corresponding to a protein complex is defined as the union of k-

clique clusters that can be reached from each other through a series of adjacency k-

clique clusters. However, problems exist at both large and small values of k in this 

algorithm. A large value of k will miss many complexes that could not form a k-

clique clusters as the interactions in PPI networks are not fully detected [14, 15, 16]; 

and a small value of k will include many false complexes as PPI networks contain 

many such small clusters and many noisy clusters will be merged. 

MCL [159, 160] is a graph clustering algorithm that finds clusters in a graph 

based on Markov matrices to perform the concept of random walk [165]. The 

random walk that visits a dense region in a graph will likely not leave the region 

until many of its vertices have been visited. By simulating the random walk by 

means of the expansion and inflation operators, an arbitrarily selected vertex is able 

to search for new neighbours, and further promoted to include new vertices or 

demoted to disconnect with the sparsely connected regions, respectively. With MCL, 

the discovered subgraphs are not necessary to be cliques with high density if the 
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vertices within the subgraph have relatively fewer interactions with the vertices 

outside the subgraph. 

DPClus [161] is a graph clustering algorithm that extracts densely 

connected regions from a graph as protein complexes. It first represents the input PPI 

network graph as an associated matrix, and set a minimum threshold of the density 

and cluster property for cluster generation. In the graph, each edge is assigned with 

an edge weight that indicates the number of common neighbours between two 

connected vertices, and each vertex is assigned with a vertex weight that indicates 

the sum of weights of the edges connected to the vertex. A cluster is generated from 

the highest weight vertex as a seed node, and it is expanded by adding one vertex at a 

time from its neighbours with the priority of higher vertex weight and the connecting 

degree. If the resulting cluster meets the thresholds of density and cluster property, 

the vertex will be added to the cluster. Once a cluster is generated, new clusters are 

formed in the remaining graph iteratively until no edge is left. 

Later, IPCA [162] is proposed to modify DPClus algorithm based on a new 

topological structure to identify protein complexes in PPI networks. IPCA follows 

the seed vertex selection approach of DPClus but modifies the rules of vertex 

weighting and cluster expansion. As many known complexes are very small in size 

(i.e. short vertex distance), the attention here is shifted to discover subgraphs with a 

shorter vertex distance. The vertex distance is limited by a maximum threshold of 

vertex distance to guarantee that the discovered subgraph will not grow to a very 

large size. The weights of the vertices are calculated only once based on the original 
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network instead of updating iteratively as they believe that the original network 

contains the dense structure of clusters, and re-computation will lead to a lost of 

biological information. The cluster is expanded by adding neighbouring vertices 

recursively according to a threshold of interaction probability that replaces the 

density and cluster property of DPClus. 

These clustering algorithms for identifying protein complex in PPI networks 

are evaluated in different studies [162, 166]. These algorithms have a common 

characteristic that they all target on identifying densely connected regions from a 

graph based on such topological information as connecting degree and density. 

Experiments are performed on the large-scale PPI network of Saccharomyces 

cerevisiae and the predicted patterns are verified by the known protein complexes. In 

the two studies, MCL and IPCA are found to be the best algorithms in identifying 

protein complexes from the PPI network, respectively. 

While protein complexes are biologically meaningful, graph clustering 

algorithms that are solely based on topological information to identify protein 

complexes may not be effective. All these algorithms assume that proteins in the 

same complex are densely connected, so they only target on such regions to identify 

protein complexes. However, the matching rates of these algorithms against the 

known protein complex data are not high as reported, and they usually generate 

many false positive results. 

In this chapter, we applied MISPAG-PC to develop a novel graph clustering 

algorithm to identify protein complexes from PPI networks with a top-down 
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approach. Unlike the existing graph clustering algorithms that solely target on 

finding densely connected regions in PPI networks, we include such biological 

information as molecular function of proteins in the clustering process. The key idea 

here is to capture biological relationships between proteins, and define a significant 

score for each interaction for identifying interesting subgraphs as protein complexes. 

We believe that the proteins in a complex are not only structurally inter-connected, 

but also biologically related. We first represent the PPI network as a network graph 

with each vertex representing a protein and each edge representing the interaction 

between two proteins. Given such a PPI network graph, each vertex is labeled with 

the molecular function in Gene Ontology [147] that its corresponding protein 

performs. By means of an interestingness measure defines in terms of the observed 

and expected probabilities of occurrences, we can determine the interaction between 

two neighbouring proteins is interesting or not, and each vertex in the network graph 

is therefore connected to a group of vertices with different significant scores. The 

clustering process is divided into two steps: local filtering, and global extraction. In 

the local filtering, the maximum significant score is first obtained for each vertex, 

and the edges with significant score lower than the maximum score by a certain 

threshold will be filtered. After filtering those locally uninteresting edges, the 

remaining graph will undergo the global extraction to identify interesting subgraphs 

that are connected by the interesting edges. 

We compare our proposed MISPAG-PC algorithm with five existing graph 

clustering algorithms: MCL, IPCA, DPClus, MCODE, and CFinder to identify 

protein complexes from three sets of PPI networks. The identified patterns are then 
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matched with the known protein complexes of MIPS [14] to obtain their recall rates 

at different overlapping degrees. A higher recall rate at higher overlapping degree 

corresponds to more accuracy result. From the experimental results, we found that 

the recall rate of MISPAG-PC is much higher than the other algorithms especially at 

higher overlapping degree. It proves that using topology information is not the only 

and best way to identify protein complexes, the biological and structural information 

of proteins are both important to be considered for protein complex identification. 

8.2  PPI Network Representation and Annotation 

The raw data of biological network is a labeled graph that treats each protein as a 

unique entity and ignores any other useful biological information. Since the 

functions of the proteins are already annotated in databases such as Gene Ontology 

(GO) [8], we can model each network as biological annotated template for further 

analysis. Biological annotation of biological networks helps to define, understand 

and compare essential cellular actions in different organisms that involving similar 

functional units. It also helps to determine the functional roles of the other un-

annotated units. To match these functions to the proteins, a matching index of 

identifier and molecular functions is constructed to facilitate the function matching. 

However, a biological unit may represent in different ID in different databases [14], 

[15], [68], [69], [70], for example, P53141 in IntAct, 5576N in DIP, YGL106W in 

Ensembl and KEGG. For those biological network databases that are not identified 

by the UniProtKB/Swiss-Prot ID, mappings are developed between the databases in 
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order to locate the corresponding functions in GO. Besides, a biomolecule is usually 

annotated with multiple GO terms in the taxonomy of GO. 

The GO project is initiated since 1998 to construct and use ontologies to 

facilitate a standardized representation of gene and gene products such as proteins in 

a wide variety of species. It can be used to annotate genes and proteins with the 

known biological attributes such as molecular function, biological process and 

cellular component. It should be noted that many genes and proteins may perform 

one or more molecular functions, involve in one or more biological processes, and 

locate in one or more cellular components, for example, UniProtKB/Swiss-Prot 

P53141 refers to the protein Myosin light chain 1 in the species of Saccharomyces 

cerevisiae with five molecular functions (calcium ion binding, identical protein 

binding, motor activity, myosin II heavy chain binding, and myosin V binding), three 

biological processes (cytokinesis, protein localization, and vesicle targeting) and four 

cellular components (cellular bud neck, cellular bud tip, myosin complex, and 

vesicle).  

Many graph mining algorithms for identifying protein complexes such as 

MCODE [158], CFinder [129], and MCL [159, 160] are designed for detecting 

densely connected regions in PPI networks, and they ignored the detailed 

information of each protein. However a protein contains lots of biological 

information that are represented by the GO terms. The distribution of the GO 

attributes in the Gene Ontology database is shown in Figure 36. 
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Figure 36 The distribution of the key attributes in Gene Ontology 

Given a network graph G (V, E), traditional graph mining algorithms for 

identifying protein complexes represent a graph with a list of edges E, and all 

vertices in V are simply represented by its identity number. They treat the network 

graph as a simple undirected graph with no biological information. However, in the 

case of many real data such as biological network, the biomolecules (vertices) and 

interactions (edges) are usually defined by multiple biological attributes with 

multiple values. We should not ignore this information when discovering the 

biologically meaningful protein complexes. 
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8.3  Local Filtering of Uninteresting Interactions 

Once the network graph labeled with the corresponding attribute values of its 

constituent proteins, is constructed, MISPAG-PC proceeds to discover interesting 

patterns in it. To do so, MISPAG-PC examines each vertex in turn to determine if its 

interactions with each of its neighbouring vertices are interesting. If so, the protein 

pairs forms part of a larger interesting subgraph. Otherwise, they are not considered 

for further processing. The process is carried out by three steps: interestingness 

measure, local filtering mechanism, and interesting subgraph formation. 

 

8.3.1 Interestingness Measure 

To determine if a vertex and any of its neighbouring vertices is interesting, an 

objective interestingness measure is used and it is defined previously in Chapter 4. 

Assume the protein that v ∈ V represents interacts with n other proteins, then v can 

be considered as connected to n other vertices, v1, v2, ..., vn. To determine if an 

interaction between v and v’ ∈{v1, v2, ..., vn} is interesting, we first need to calculate 

the interestingness score between the attribute values of v and v’. The set of 

attributes associated with a vertex v can be represented as  vA ={ vA1 , ..., v
jA , ..., v

I v
A } 

and each attribute v
jA , j = 1, …, vI , can take on values from domain( v

jA ) = { v
ja 1, , ..., 

v
lja , , ..., v

Jj v
a , }. The associations between two vertices v and v’ is therefore 

constructed by the cross product vA × 'vA  so that each element is a 2-tuple pattern 

that defined similarly in Section 6.2. To determine if a pattern is interesting, we 
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consider how frequently it appears in the PPI network graph and compare it with 

how frequently it is expected to appear by the adjusted residual analysis. If the 

difference is significant enough, it means that the pattern appears more or less 

frequently than expected and it can therefore be considered an interesting pattern for 

constructing an interesting subgraph. To determine the difference between the 

conditional probability of the value of attribute j of v and the value of attribute j’ of 

v’: 

Pr(the attribute value of vertex on one side of an edge is v
lj v

a ,  | the attribute value of 

vertex on the other side is '
', '

v
lj v

a ) = Pr( v
lj v

a , | '
', '

v
lj v

a )  

icesother vert toth  vertex wiconnectsG that in  edges ofnumber  Total
 and  with  verticesconnectingG in  edges ofnumber  Total
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(23) 

and the following apriori probability: 

Pr(the attribute value of vertex on one side of an edge is v
lj v

a , ) = Pr( v
lj v

a , ) 

Gin  edges ofnumber  Total
icesother vert  the to ertex with connectsG that in  edges ofnumber  Total ,

v
lj v

av
=

    
(24) 

is significantly different.  

If the difference is significant, the interaction between the proteins 

corresponding to attribute values v
lj v

a , and '
', '

v
lj v

a  is considered interesting. This 

calculation is not limited to one attribute, it can also applied on vertex with multiple 

attributes and each attribute with multiple values.  
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Given an interaction between vertex va and vertex vb, the sets of attributes 

associated with the two vertices are avA  and bvA  respectively. Assume each vertex 

has two same attributes, i.e. label( avA1 ) = label( bvA1 ), and label( avA2 ) = label( bvA2 ), the 

attribute values of va is represented as domain( av
jA ) = { av

ja 1, , ..., a

a

v
lja , , ..., a

av

v
Jja , } and 

the attribute values of vb is represented as domain( bv
jA ) = { bv

ja 1, , ..., b

b

v
lja , , ..., b

bv

v
Jja , } 

where j = 1 and 2 that refer to the two attributes.  

To allow interestingness to be compared, an interestingness measure called 

adjusted residual is defined in terms of the two probabilities in Equation (23) and 

(24) as follows: 
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and 

bavvd has a 

standard normal distribution.  

 

The interestingness score of an interaction between two vertices is obtained 

by selecting the maximum interestingness that refers to the most significant 

relationship between the two vertices. To facilitate the determination of 

interestingness of each pair of vertices, an interestingness scoring matrix of attribute 

values is constructed in advance. This scoring matrix serves as a rule-based to 

qualify each vertex pairs. 
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8.3.2 Local Filtering Mechanism 

Each protein usually interacts with the other proteins in a PPI network. After 

obtaining the interestingness score for each interaction in the PPI network, we can 

filter the uninteresting edges as follows. For each vertex vi in a PPI network graph G 

= (V, E), we first construct its neighbourhood graph Ni with vi as a centroid and its 

connected neighbors vi’ ∈{v1, v2, ..., vn’} – vi. For example, the neighbourhood graph 

N1 in Figure 37 contains a centroid v1 and its connected neighbors v2, v3, v4, v5 and 

v6. 

 

Figure 37 An example of neighbourhood graph 

For each Ni, i = 1, 2, …, n, with size greater than two (i.e. number of vertex 

is more than two), the score of the most significant interaction of the centroid vertex 

will be extracted as the base score b. By setting the local filtering threshold µ, we 
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can filter the uninteresting edges by defining the local interestingness threshold I(vi) 

for each vertex vi is: 

I(vi) = bi × µ        (26) 

where )(max '
},...,,{' '21

ii
ini

vv
vvvvv

i db
−=

=   

 If the interestingness score of vi and vi’ is lower than I(vi), i.e. )(' ivv vId
ii
< , 

then the interaction between vi and vi’ is considered as uninteresting and filtered. 

Taking Figure 37 as example, assume µ is set to 0.8, the local interestingness 

threshold I(v1) of N1 is equal to 8 according to Equation (26), and the interaction 

between v1 and v6 with interestingness score equal to 2 will be filtered. This filtering 

scheme assumes that interesting interactions are more likely to connect with each 

other to form a biologically meaningful subgraph which may correspond to a protein 

complex. Eventually, the iterating filtering process will remove all uninteresting 

interactions, and only the interesting ones will be remained in the graph as separated 

subgraphs. This approach is a top-down approach to cluster a single network graph 

into different individuals. Comparing with the existing approaches that discover 

protein complexes by expanding from a single protein, our approach can work more 

efficiently during the extraction process. 
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8.4  Experiments and Results 

To discover interesting patterns in PPI networks, we choose the high-throughput 

(also known as genome scale) data of Sacchromyces cerevisiae that made available 

in the Biological General Repository for Interaction Datasets (BioGRID) database 

[16] for our experiments. BioGRID is one of the public repositories that includes a 

virtually complete set of interactions reported to date from different sources. We 

collect two sets of PPI networks from Gavin et al. [112] and Krogan et al. [113], that 

are characterized by the mass spectrometry technique, are commonly used in many 

studies [109, 110, 111]. These sources have produced an enormous amount of PPI 

data of S. cerevisiae that allow us to perform a more complete analysis. After 

removing the self-connected and duplicate interactions, the remaining data sets that 

are used in our study are described in Table 26.  

Table 26 Data description of the experimental data 

Dataset Gavin Krogan 

Number of proteins 1429 2663 

Number of interactions 6527 7066 

Number of proteins with unknown molecular function 101 336 

Number of proteins with unknown biological process 44 259 

Number of proteins with both unknown molecular 

function and biological process 
18 135 
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The network graphs are constructed and labeled with the molecular functions and 

biological processes, as vertex attributes, performed by the proteins in the PPI 

networks. The cellular components are not selected as one of the attributes due to the 

high missing rate, and their values usually correspond to a protein complex name. In 

the labeling process, if both molecular functions and biological processes are missing, 

they are marked as unknown. 

8.4.1 Evaluation Method 

To evaluate the effectiveness of different algorithms for identifying protein 

complexes, a scoring scheme called overlapping score o [158] is used to determine 

how accurate a predicted pattern is matched with a known protein complex. The 

known protein complexes are retrieved from the MIPS: Comprehensive Yeast 

Genome Database [14], which is the most comprehensive public datasets of the 

protein complexes of S. cerevisiae. After removing the duplicate complexes and 

those contain only one protein, we obtained 1,049 known protein complexes from 

MIPS, and the largest one is a probably RNA metabolism protein complex (MIPS ID: 

550.1.149) which contains 88 proteins. The overlapping score between the predicted 

pattern P and known protein complex C is defined as o(P,C) = m / nP*nC, where m is 

the number of common proteins shared by P and C, nP is the number of proteins in P, 

and nC is the number of proteins in C. The value of the overlapping score is ranging 

from 0 to 1. If o is equal to 0, it means no protein in C is found in P and vice versa 

(i.e. zero matching); if o is equal to 1, it means all proteins in P are found in C and 

vice versa (i.e. perfect matching). With this scoring scheme, we can measure the 
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biological significance of each predicted pattern. A predicted pattern and a known 

complex are considered as a match if their overlapping score is larger than or equal 

to a specific threshold. 

8.4.2 Matching of known protein complexes 

In order to compare the performance of different protein complex discovery 

algorithms, we use MCODE [158], CFinder [129], MCL [159, 160], DPClus [161], 

and IPCA [162] to predict protein complexes from the selected PPI networks. 

According to the previous comparative analysis of Brohee et al. [43] and Li et al. 

[162], the parameters of these algorithms are set as Table 27 to obtain the best 

matching results. We use a single attribute, molecular function, to label the proteins 

with multiple values, in our proposed algorithm MISPAG-PCSA. The parameter µ is 

set to 0.8 in the local filtering process.  

Table 27. Parameter settings of different algorithms 

Algorithms Parameters 

MCODE Node Score Cutoff = 0.2 
Haircut = 0 
 Fluff = 0 

CFinder k = 3 

MCL I = 2 
resource = 4 

DPClus CP = 0.5 
D = 0.9 

IPCA T = 0.9 
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S = 2 
P = 2 

 

Each algorithm is based on the recommended settings discovers a list of 

predicted patterns. These patterns are then matched with the known protein 

complexes in MIPS as mentioned in Section 8.4.1. The performances of different 

algorithms are given in Table 28 and 29 that corresponding to the datasets of Gavin 

and Krogan, respectively.  

In the dataset of Gavin, the algorithm MCL and our proposed MISPAG-

PCSA outperform the other four algorithms with overlapping score from 0.6 to 1.0. 

Among the algorithms, IPCA predicts the largest number of patterns, and MCODE 

predicts the smallest number of patterns. However, MCODE gives a better result 

than IPCA in most cases; it shows that the number of false positive patterns of 

MCODE is much less than IPCA. At o ≥ 0.6, the number of matched known protein 

complexes by MCL is the best, MISPAG-PCSA is the second, and CFinder is the 

third. The performance of MCL and MISPAG-PCSA are nearly the same, and they 

match 1.74 and 1.64 times more than CFinder. At a higher overlapping score, o ≥ 0.8, 

the performance of MISPAG-PCSA is better than MCL by 1.04 times, and their 

results are still better than the other algorithms. At o ≥ 0.9 and o ≥ 1.0, MISPAG-PCSA 

obtains a better result than MCL by 1.34 and 1.35 times, respectively. With the same 

overlapping score, some algorithms such as IPCA and DPClus cannot predict any 

protein complex. The results show that MISPAG-PCSA outperforms all these five 
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existing algorithms on the performance of identifying protein complexes at 0.8 ≤ o ≤ 

1.0. 

Table 28  Comparison of the number of predicted patterns generated by different 

algorithms that match known protein complexes on the dataset of Gavin 

Algorithm 

Total no. of 

predicted 

patterns 

o ≥ 0.6 o ≥ 0.7 o ≥ 0.8 o ≥ 0.9 o = 1.0 

MCL 232 
101  

(1st) 

72  

(1st) 

47 

(2nd) 

32 

(2nd) 

31 

(2nd) 

IPCA 818 50 8 4 0 0 

CFinder 97 
58 

(3rd) 

42 

(3rd) 

27 

(3rd) 
11 10 

DPClus 285 45 15 4 0 0 

MCODE 68 42 29 21 
13 

(3rd) 

13 

(3rd) 

MISPAG-PCSA  223 
95  

(2nd) 

64 

(2nd) 

49  

(1st) 

43  

(1st) 

42  

(1st) 

 

In the dataset of Krogan, our proposed MISPAG-PCSA algorithm 

outperforms all the other five algorithms with overlapping score from 0.6 to 1.0. 

Similar to the dataset of Gavin, IPCA predicts the largest number of patterns, and 

96% of the predicted patterns do not matched with any protein complex. At o ≥ 0.6, 

the number of matched known protein complexes by MISPAG-PCSA is the best, 

MCL is the second, and IPCA is the third. MISPAG-PCSA matches 1.17 and 1.45 

times more than MCL and IPCA. At the overlapping score, o ≥ 0.7 to o ≥ 1.0, the 
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performance of MISPAG-PCSA is still the best among the other algorithms, MCL is 

the second, and CFinder is the third. The results show that MISPAG-PCSA 

outperforms all these five existing algorithms on the performance of identifying 

protein complexes. Comparing the performance of MISPAG-PCSA and MCL, not 

only the number of discovered protein complexes of MISPAG-PCSA is larger than 

MCL, the number of false positive patterns of MISPAG-PCSA is also smaller than 

MCL, which refers to a better result. 

Table 29  Comparison of the number of predicted patterns generated by different 

algorithms that match known protein complexes on the dataset of Krogan 

Algorithm 

Total no. of 

predicted 

patterns 

o ≥ 0.6 o ≥ 0.7 o ≥ 0.8 o ≥ 0.9 o = 1.0 

MCL 634 
96  

(2nd) 

46  

(2nd) 

31  

(2nd) 

25  

(2nd) 

25  

(2nd) 

IPCA 1928 
77 

 (3rd) 
16 4 1 1 

CFinder 113 50 
35  

(3rd) 

20  

(3rd) 

14  

(3rd) 

14  

(3rd) 

DPClus 636 53 18 3 1 1 

MCODE 74 31 20 14 10 10 

MISPAG-PCSA 495 
112 

(1st) 

64  

(1st) 

51  

(1st) 

47  

(1st) 

47  

(1st) 

 

Previously, we use a single attribute with multiple values to label the PPI 

networks in MISPAG-PCSA, its results are promising. Here we try to enhance the 
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performance of our approach and introduce MISPAG-PCMA that includes multiple 

attributes for labeling the network. With the same parameter settings, the results of 

different algorithms are illustrated in Figure 38 and 39 for the datasets of Gavin and 

Krogan, respectively. The results show that MISPAG-PCMA work better than 

MISPAG-PCSA. For the Gavin dataset, MISPAG-PCMA is 1.03 to 1.12 times better 

than MISPAG-PCSA. At ≥ 0.6, MISPAG-PCSA is not as good as MCL, but now, 

MISPAG-PCMA can give a better result than MCL. For the Krogan dataset, 

MISPAG-PCMA is further improved with 1.19 to 1.36 times better than MISPAG-

PCSA. It proves that our algorithm MISPAG-PCMA can identify much more known 

protein complexes than the other algorithms. 
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Figure 38 Number of matched known complexes of different algorithms with respect 
to different overlapping scores in the Gavin dataset 
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Figure 39 Number of matched known complexes of different algorithms with respect 
to different overlapping scores in the Krogan dataset 
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8.4.3 Analysis of Matched Protein Complexes 

To understand the matched protein complexes, three predicted patterns of MISPAG-

PC are selected for further analysis. Instead of finding densely connected regions in 

the PPI networks, we use MISPAG-PC to discover interesting interactions that are 

connected to form interesting patterns.  

Figure 40 shows a predicted pattern of MISPAG-PCSA matches completely 

with the protein complex, 20S proteasome (MIPS ID: 360.10.10). In this protein 

complex, we found that the interactions are all between the molecular function, 

threonine-type endopeptidase activity, which is found to be a very interesting 

interaction with d-score = 59.83. By calculating the interestingness score of each 

interaction, we can identify such interesting pattern that corresponds to a known 

protein complex. It confirms that the relationships between the molecular functions 

of proteins are useful for identifying protein complexes that are biologically 

meaningful patterns. 

Figure 41 shows another predicted pattern of MISPAG-PCMA matches 

completely with the protein complex, TRAPP (Transport Protein Particle) complex 

(MIPS ID: 260.60). As the proteins in this complex all share a common biological 

process, ER_to_Golgi_vesicle-mediated_transport, and such interactions are 

regarded as interesting with d-score = 30.05, we can identify this protein complex 

successfully even though six out of ten proteins have unknown molecular function. 
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Figure 42 shows the third predicted pattern of MISPAG-PCMA matches 

78% with the protein complex, probably membrane biogenesis and traffic complex 

(MIPS ID: 550.1.77). The predicted pattern is indicated by the dashed eclipse that 

contains seven proteins with different molecular functions and biological processes. 

We cannot detect the remaining two proteins that are supposed to be included in that 

protein complex may due to the problem of incompleteness in the PPI networks. 

Most protein complexes are inter-connected subgraphs that contain biologically 

related proteins, so we believe that certain interactions are existed between the two 

separated subgraphs.  

 

Protein 
accession 

Molecular functions 

P21243 threonine-type endopeptidase activity 

P21242 protein binding, threonine-type endopeptidase activity 

P30656 protein binding, threonine-type endopeptidase activity 
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P38624 threonine-type endopeptidase activity 

P30657 threonine-type endopeptidase activity 

P40302 threonine-type endopeptidase activity 

P40303 protein binding, threonine-type endopeptidase activity 

P23639 protein binding, threonine-type endopeptidase activity 

P23638 threonine-type endopeptidase activity 

P25451 threonine-type endopeptidase activity 

P22141 protein binding, threonine-type endopeptidase activity 

P23724 threonine-type endopeptidase activity 

Figure 40 Matched protein complex MIPS ID: 360.10.10 with o = 1.0 

 

 

Protein 
accession 

Attribute values 

P38334 protein binding, ER to Golgi vesicle 

P36149 protein binding, ER to Golgi vesicle 

Q03630 unknown molecular function, ER to Golgi vesicle 

P46944 unknown molecular function, ER to Golgi vesicle 
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P32893 unknown molecular function, cell wall organization, ER to Golgi vesicle 

Q04183 protein binding, ER to Golgi vesicle 

Q03660 unknown molecular function, ER to Golgi vesicle 

Q03784 unknown molecular function, chromosome organization, ER to Golgi vesicle 

Q03337 protein binding, ER to Golgi vesicle 

Q99394 unknown molecular function, ER to Golgi vesicle 

Figure 41 Matched protein complex MIPS ID: 260.60 with o = 1.0 

 

 

Protein 
accession 

Attribute values 

P39702 protein binding, zinc ion binding, late endosome to vacuole transport, protein transport 

P27801 

protein binding, zinc ion binding, Golgi to endosome transport, intracellular protein 
transport, late endosome to vacuole transport, response to drug, vacuole fusion, non-
autophagic, vesicle docking during exocytosis 

P12868 

protein binding, zinc ion binding, Golgi to endosome transport, late endosome to vacuole 
transport, protein transport, vacuole fusion, non-autophagic, vesicle docking during 
exocytosis 

Predicted pattern 
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Q03308 
unknown molecular function, Golgi to endosome transport, late endosome to vacuole 
transport, protein targeting to vacuole, vacuole fusion, non-autophagic 

P20795 

ATP binding, Golgi to endosome transport, late endosome to vacuole transport, 
piecemeal microautophagy of nucleus, protein transport, vacuole fusion, non-autophagic, 
vesicle docking during exocytosis 

P38959 

protein binding, Rab guanyl-nucleotide exchange factor activity, intracellular protein 
transport, piecemeal microautophagy of nucleus, vacuolar protein processing, vacuole 
fusion, non-autophagic, vesicle-mediated transport 

Q07468 
Rab guanyl-nucleotide exchange factor activity, piecemeal microautophagy of nucleus, 
protein transport, vacuole fusion, non-autophagic 

P53207 protein binding, RNA binding, nuclear mRNA splicing via spliceosome 

Q07508 mRNA binding, mRNA splice site selection 

Figure 42 Matched protein complex MIPS ID: 550.1.77 with o = 0.78 

8.5 Summary 

While the patterns discovered by the existing algorithms are solely based on the 

topology information of the PPI networks to discover protein complexes, we 

proposed MISPAG-PC that includes the biological information, molecular functions 

and biological processes, to identify biologically significant patterns that can match 

more number of known protein complexes.  

The PPI networks are represented as a network graph, and labeled with 

single and multiple attributes based on the Gene Ontology database. By discovering 

interesting interactions between proteins, we can generate a set of biologically 

meaningful patterns from the PPI networks. To confirm these patterns are 

biologically meaningful, we applied our algorithm MISPAG-PC to two sets of PPI 

networks. The predicted patterns are further matched with the known protein 

complexes that are defined in MIPS database for performance evaluation. The MIPS 
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provides a benchmark collection of protein complexes, if our predicted patterns can 

match many of these complexes, it proves that our algorithm can discover biological 

patterns. The results show that both versions of our algorithm (MISPAG-PCSA and 

MISPAG-PCMA) can identify more protein complexes than many well-known 

algorithms, including MCL, IPCA, CFinder, DPClus, and MCODE. It further 

confirms that mining with solely structural information is not enough, and more 

biological information such as molecular functions and biological processes should 

be included for better analysis. Since the current collection of protein complexes in 

MIPS is still far from complete, the predicted protein complexes of MISPAG-PC are 

potentially be the real protein complexes that provide insights for biologists to 

explore more novel protein complexes. 
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CChhaapptteerr  99  

CCoonncclluussiioonnss  

In the previous chapters, we provided a set of computational algorithms that enables 

researchers to uncover interesting patterns from the complex structure of biological 

interaction networks. The proposed methods and biological results obtained in this 

dissertation provide us a better understanding of the relationships between structure 

and function in various networks. 

Large-scale biological experiments can directly detect a large amount of 

interactions between biomolecules, however, the resulting data sets are often 

incomplete and exhibit high error rates. To discover useful and interesting patterns 

from these networks, we need a novel graph mining approach that can uncover 

interesting patterns as well as robust to the noisy environment. 

Many existing graph mining algorithms discover frequent subgraphs as 

network motifs. However, a network motif is much more than a frequently-occurred 

subgraph, they are not necessarily being the most frequently-occurring ones. Instead 

of finding frequent patterns, we introduced a novel graph mining approach called 

MISPAG that based on a residual analysis to define interestingness measure for 

discovering interesting subgraph patterns that possess the power of characterization 

and discrimination from biological interaction databases. MISPAG discovers 

interesting patterns that recur in the network and deviate from the expected 

probability.  
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We applied various versions of MISPAG on different biological data and 

applications to test its effectiveness and performance. With the discovered 

interesting patterns, we can classify the unknown networks to their classes from the 

multiple attributed networks by MISPMAG-MA successfully. MISPAG-PF is able to 

predict the function of un-annotated biomolecules with the discovered interesting 

patterns as association rules, and MISPAG-DM can discover some new interesting 

patterns in biological networks that the existing frequent graph mining algorithms 

cannot find. MISPAG-FP can work very well on filtering the uninteresting patterns 

that are discovered from large and complex biological data sets. MISPAG-CM can 

discover interesting subgraphs while taking into consideration both the 

characterization and discrimination information for molecular classification, and 

MISPAG-PC can identify biologically meaningful protein complexes from the PPI 

networks by considering the function relatedness between proteins. 

To conclude, our proposed algorithms have the advantage that it is able to 

discover subgraphs that are interesting in characterizing a class and filtering those 

that are not. Besides, it can significantly reduce the number of subgraphs that need to 

be generated for network classification and function prediction by filtering those 

irrelevant subgraphs. As no user-defined threshold such as the use of a support and 

confidence measure in frequent subgraph algorithms is required, it can discover 

subgraphs that are relatively lower in frequency but are useful in distinguishing 

graphs from one class to the other. It is a better solution over the existing graph 

mining algorithms for network classification, prediction, and clustering tasks. 
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Computational learning of biological interaction networks is still a 

challenging research domain. Although several sub-problems such as motif 

discovery, protein function prediction, and protein complexes identification have 

been studied for a while, many important issues still remain unsolved. In this 

dissertation, we covered six important areas including the identification of 

interesting structural patterns, the discovery of interesting motifs from PPI networks, 

a hybrid neighbor approach for function prediction, an enhanced feature-based 

classification of PPI networks, the discovery of class-specific patterns from 

molecular data, and the identification of protein complexes with biological and 

structural information in PPI networks. In the future, we would like to test the 

adaptability of MISPAG by applying it to a wider variety of applications and data 

sets. In order to facilitate understanding, we would like represent the interesting 

subgraphs in a more flexible structure so that the subgraphs that are similar can be 

synthesized as a module, which would allow a more flexible representation of 

patterns, and provide a significant insight into the cause of disease as well as drug 

design. 
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