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ABSTRACT 

 

This thesis focuses on Particle Swarm Optimization and multi-kernel Support 

Vector Machine.  Results in the following areas will be reported: (1) a real-coded 

Particle Swarm Optimization algorithm with a new mutation operation, (2) its 

application to half-tone image restoration, and (3) tuning a support vector machine 

with multi-kernel operations, which is applied to gene selection of DNA microarray 

data. 

The Particle Swarm Optimization (PSO) is one of the evolutionary 

computation techniques, which is a population based stochastic optimization 

algorithm.  It is inspired by the social behaviour of animals like fish schooling or bird 

flocking.  In this thesis, PSO with a new mutation operation called multi-wavelet 

mutation (MWPSO) will be presented.  By taking advantage of the wavelet theory, 

the mutation operation is enhanced such that the performance of the PSO is improved 

in terms of the fitness of cost function, solution stability and convergence rate.  A 

suite of benchmark test functions is used to evaluate the performance of the proposed 

algorithm.   

Application of the proposed MWPSO to half-tone image restoration is 

investigated.  Half-toning is a reprographic technique that converts a continuous-tone 

image to a lower resolution, which is mainly used for printing.  Error diffusion is one 

of the half-toning methods.  It makes use of the fact that the human visual system is 

less sensitive to higher frequencies, and diffuses the quantization noise into high 

frequencies.  In recent research, restoration of color-quantized images is rarely 
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addressed, especially when images are color-quantized with half-toning; and most 

existing restoration algorithms are mainly to deal with the noisy blurred images.  

Simulations have been carried out to evaluate the performance of the proposed 

MWPSO on realizing half-toned image restoration.  Thanks to the multi-wavelet 

mutation, which seeks for a balance between the exploration and exploitation of the 

searching space for the swarm, it is found that the result can achieve a remarkable 

improvement in terms of convergence rate and signal-to-noise ratio.  

Support vector machines (SVMs) are one of the supervised learning methods, 

which are used for doing classification and regression.  By viewing input data as two 

sets of vectors and transforming the data in an n-dimensional space, an SVM can be 

constructed such that a separating hyperplane in the space that maximizes the margin 

between the two data sets is formed.  In this thesis, an integrated approach of SVM 

with multiple kernels will be presented.  The kernel of the SVM is realized as a linear 

combination of three commonly used kernels, and the weighting of each kernel are 

tuned by the proposed MWPSO.  By using the integrated approach, the performance 

of the feature selection done by the SVM can be improved.  An application example 

on gene signature selection of microarray data is used to show the performance of the 

proposed method.  As DNA microarray studies produce a large amount of data, 

expression data are highly redundant and noisy such that most of the genes are 

believed to be uninformative with respect to the studied classes.  Only a fraction of 

genes may present distinct profiles for different classes of samples.  The proposed 

method is introduced to deal with these issues.  We simultaneously optimize the 

selection of feature subset and the classifier through a common solution coding 
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mechanism.  Thanks to the proposed MWPSO, the simulation results show improved 

performance over existing methods in terms of classification accuracy. 
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STATEMENT OF ORIGNALITY 

The following contributions reported in this thesis are claimed to be original. 

1. The multi-wavelet mutation for Particle Swarm Optimization (Chapter 3, 

Section 3.2.2.)  The multi-wavelet mutation applied the wavelet theory.  By 

controlling the numbers of elements undergoing mutation, more freedom will 

be given to explore the searching space, and the convergence and solution 

stability are improved. 

 

2. The image restoration using MWPSO (Chapter 4, Section 4.3.)  The problem 

of recovering a color-quantized half-toned image back to the original image 

has been solved by using the proposed Particle Swarm Optimization with 

multi-wavelet mutation. 

 

 

3. Gene signature selection using MWPSO with multi-kernel Support Vector 

Machine (Chapter 5, Section 5.2.)  The problems of gene classification and 

tuning the parameters of the support vector machine have been solved by 

applying the proposed Particle Swarm Optimization with multi-wavelet 

mutation. 
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CHAPTER 1 

INTRODUCTION 

  

This thesis focuses on the problem of optimization using global search 

techniques.  The evolutionary algorithm of Particle Swarm Optimization is to be 

investigated.  The performance and results of a proposed Particle Swarm Optimization 

with multi-wavelet mutation will be reported.  Apart from being tested by eighteen 

benchmark functions, the proposed algorithm is also applied in two application 

examples: the restoration of color-quantized half-toned images and the DNA 

microarray feature selection. 

 

1.1 PARTICLE SWARM OPTIMIZATION 

 

1.1.1 Introduction 

Particle Swarm Optimization (PSO) [J. Kennedy, 1995] is a recently proposed 

population based stochastic optimization algorithm, which is one evolutionary 

algorithm technique for tackling complex optimization problems.  It is inspired by the 

social behavior of animals like fish schooling and bird flocking.  PSO involves a 

number of particles moving around the searching space and interacting with each 

others to look for the best solution.  Comparing with other population based stochastic 

optimization methods, such as the evolutionary programming, PSO has comparable or 
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even superior search performance for many hard optimization problems, offering a 

faster and more stable convergence rate [J. Kennedy, 2001].   

Basically, the standard PSO involves only one operation: updating the 

positions of the particles.  Unlike other evolutionary algorithms like genetic algorithm 

and evolutionary programming, PSO does not have the selection operation.  The 

position update is based on sharing the information between all the particles, and then 

the particles will move toward a new position accordingly.  This is analogous to 

people discussing among each other on solving a problem before coming up with 

some behavioral change.  In practice, the particles form a social communication 

network.  Each particle will evaluate its fitness and remember its best position.  The 

individual best solution is defined as the local best.  This information will be shared to 

all the particles, and the global best is found as the best particle position among all.  

The motion of each particle is guided by the information of the local best and the 

global best.  After a certain number of iteration, the particles will converge to the 

problem solution. 

 

1.1.2 Limitations and other improvements to PSO  

Observations reveal that PSO converges sharply in the earlier stage of the 

searching process, but it saturates or even terminates in the later stage.  It behaves like 

the traditional local search methods that might get trapped in local optima.  It is hard 

to obtain any significant improvement by examining neighboring solutions in the later 

stage of the search.  Vaessens et al [Vaessens, 1992] and Reeves [C.R. Reeves, 1994] 

put PSO into the context of local search or neighborhood search. 
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Ahmed et al. proposed a hybrid PSO [A.A.E. Ahmed, 2005] that integrates 

GA’s mutation into it with a constant mutating space.  Under this approach, the 

particles can follow different directions, and the local positions of particles can be 

mutated.  The solution space can still be explored in the later stage of the search 

thanks to the mutation operation.  Pre-mature convergence is more likely to be 

avoided.  However, under that approach, the mutating space is kept unchanged 

throughout the time of the search.  It can be further improved by varying the mutating 

space along the search. 
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1.2 COLOR-QUANTIZED HALF-TONED IMAGE 

 

1.2.1 Color quantization 

Color quantization is a process of reducing the number of colors in a digital 

image by replacing them with some representative colors selected from a palette [M.T. 

Orchard, 1991].  When color quantization is performed, certain degradation of quality 

will be introduced owing to the limited number of colors used to produce the output 

image.  The most common artifact is the false contour.  False contours occur when the 

available palette colors are not enough to represent a gradually changing region.  

Another common artifact is the color shift.  In general, the smaller the color palette 

size is used, the more severe the defects will be.  For reducing these defects, digital 

half-toning would be helpful as the human eyes inherently exhibit some spatial low-

pass filter characteristics. 

1.2.2 Digital half-toning 

Half-toning [X. Wu, 1992] [S.S. Dixit, 1991] [R.S. Gentile, 1990] [P. 

Heckbert, 1982] [R. Ulichney, 1987] is a reprographic technique that converts a 

continuous-toned image to a lower resolution mainly for printing, which was 

developed by W.F. Talbot in 1850s.  Traditional half-toning reproduces the image 

using dots of varying size to simulate the different shades of color.  These tiny 

halftone dots can be blended into smooth tones again by the eyes if we look at the 

halftone image from a certain distance.  Digital half-toning is similar to traditional 

half-toning in which an image is decomposed into a grid of half-toned cells.  At 
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present, error diffusion is one of the most popular digital half-toning methods.  It 

takes advantage of the fact that human eyes exhibit spatial low-pass filter 

characteristics.  During color quantization, the quantization error of a pixel is diffused 

to the neighboring pixels so as to hide the defects and to achieve a more faithful 

reproduction of colors.  
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1.3 SUPPORT VECTOR MACHINE 

 

1.3.1 Introduction 

Support Vector Machine (SVM) [B. Boser, 1992] is one of the tools for 

realizing supervised learning, which is very useful for doing classification and 

regression.  By viewing input data as two sets of vectors and transforming the data 

into an n-dimensional space, an SVM can be constructed such that a separating 

hyperplane in the space that maximizes the margin between the two data sets is 

formed. 

 

1.3.2 Kernel methods 

 Support Vector Machines can be regarded as algorithms that use the kernel 

method.  For a given problem, the kernel method maps the data into a higher 

dimensional feature space by using a kernel function.  Typical kernel functions like 

the linear, sigmoid, and radial basis functions are widely used in classification studies 

[V.N. Vapnik, 1998] [V. Vapnik, 2000].  In the feature space, each point corresponds 

to one feature of the data items. 

 

1.3.3 Classification 

Classification is a common task done by the Support Vector Machine.  

Suppose some given data belong to any one of two different classes, the classifier 
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should be able to identify the class the data belong to and decide to which class a new 

data should belong.  If each data is treated as an n-dimensional vector, the classifier 

should construct an n1 dimensional hyperplane to separate them.  However, there 

might be many hyperplanes that can satisfy the problem requirement; in other words, 

there is no trivial solution.  Finding out the maximum margin between two classes 

should therefore be achieved by the SVM such that the distance between the nearest 

data and the hyperplane is maximized.  If such a hyperplane exists, this linear 

classification is known as a maximum margin classification.  
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1.4 MICROARRAY 

 

1.4.1 Introduction to microarray 

Living organisms often have trillions of cells, and each cell carries the same 

DNA pattern.  However, only a fraction of the genes inside DNA are active in any 

given cell.  That means different genes are expressed for some specific function of a 

cell.  DNA microarrays are popular tools for showing how strongly a particular gene 

is expressed in a sample.  The arrays are usually attached to glass, plastic or silicon 

chips, which consist of thousands of microscopic spots of single-stranded DNA called 

features.  Each feature contains a specific DNA sequence.  When the targets, which 

are short sections of genes or DNA fragments from an unknown sample, are deposited 

onto the array, they will only stick to the complement sequences.  As a result, 

fluorescent spots will be shown on the array such that the intensity of the fluorescent 

emission at a given probe location is directly proportional to the amount of DNA 

fragments with the same identity present in the sample. 

 

1.4.2 Cancer study using microarray 

A microarray chip can simultaneously interrogate thousands of genes, which 

provides an extremely powerful tool for the genomic studies of cancers.  A few key 

genes, when mutated, will cause deregulation of the transcription and translation of 

other genes through complicated signaling pathways to initiate oncogenesis, and 

ultimately leading to derangement of the cellular phenotype and the clinical 
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manifestation of cancer [M.D. Radmacher, 2002].  Analyzing microarray data could 

therefore help discover some significant cancer genes and their mutual interactions, 

which can be used to generate hypothesis for the identification and validation of 

genetic biomarkers for diagnostic and therapeutic purposes [M. Daly, 2002] [M.B. 

Eisen, 1998] [L.M. Fu, 2003] [T.R. Golub, 1999]. 

 

1.4.3 Limitations of microarray 

As DNA microarray studies produce a large amount of data, the expression 

data become highly redundant and noisy, and most genes are believed to be 

uninformative with respect to the studied classes.  Only a fraction of genes may 

present distinct profiles for different classes of samples.  The data are noisy because 

some contaminants might be introduced to the DNA samples when they go through 

the processing steps.  Some sequences cannot be expressed as the fluorescent marker 

may not successfully bind to all the sequences in the sample. 
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1.5 ACHIEVEMENTS 

 

An improved hybrid Particle Swarm Optimization (PSO) that incorporates a 

mutation operation is proposed.  The conventional PSO does not have any mutation 

operation; the swarms update their positions by sharing the position information 

among each others.  The proposed mutation operation is called multi-wavelet 

mutation, which applies the wavelet theory to enhance the convergence rate, the 

solution quality and stability.  Wavelet is a tool to model seismic signals.  It can be 

modeled by combining translations and dilations of an oscillatory function of a finite 

duration.  The proposed multi-wavelet mutation is modified from a published wavelet 

mutation operation in which only one element in each particle may undergo the 

mutation process.  On applying the published wavelet mutation, the searching space, 

though allowed to be varying during the evolution, is sometimes unnecessarily 

restricted.  By introducing the proposed multi-wavelet mutation into the PSO, the 

performance of it is significantly improved, which is reflected in a suite of 18 

benchmark test functions.  Applications of the proposed PSO with multi-wavelet 

mutation to two problems are also discussed in this thesis.  They are the applications 

on image restoration of color-quantized half-toned images and microarray gene data 

selection.  Improvements to the results are found in these two application examples 

thanks to the proposed PSO.   
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1.6 THESIS ORGANIZATION 

 

This thesis is organized into six chapters.  A literature review on Particle 

Swarm Optimization will be given in Chapter 2.  A brief account of the applications 

of Support Vector Machine, image restoration, and micro-array will also be given in 

this chapter. 

An improved hybrid Particle Swarm Optimization (PSO) that incorporates a 

wavelet-based mutation operation is proposed in Chapter 3.  It applies the wavelet 

theory to enhance PSO for providing more freedom to particles in exploring the 

solution space more effectively for better solutions.  A suite of benchmark test 

functions are employed to evaluate the performance of the proposed method. 

Chapter 4 presents an application example of the proposed Particle Swarm 

Optimization on image restoration.  Restoration of color-quantized images is rarely 

addressed in the literature, especially when the images are color-quantized with half-

toning.  The proposed PSO with multi-wavelet mutation will be used to restore half-

toned color-quantized images.  The signal-to-noise ratio improvement (SNRI) and the 

simulation results will be presented to illustrate the restoration ability of the proposed 

methods. 

Chapter 5 presents another application example of the proposed Particle 

Swarm Optimization on micro-array data selection.  DNA microarray studies produce 

a large amount of data, which are highly redundant and noisy, and only a fraction of 

genes may present distinct profiles for different classes of samples.  An integrated 
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approach of Support Vector Machine (SVM) and Particle Swarm Optimization (PSO) 

is proposed in this chapter for this issue. Training of the parameters for a Support 

Vector Machine using the proposed PSO with multi-wavelet mutation will be 

discussed, and the trained SVM will be used to classify the gene features for the 

diagnosis of cancers in order to illustrate the ability of the proposed method. 

Chapter 6 gives a conclusion to the materials covered in this thesis.  The 

directions for further research will also be discussed. 
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CHAPTER 2 

LITERATURE REVIEW 

 

A review on Particle Swarm Optimization with some recent improvements to the 

method will be given in this chapter.  A review on image restoration and gene 

expression will also be provided.   The advantage and disadvantage of them will be 

discussed. 

 

2.1 INTRODUCTION TO PARTICLE SWARM OPTIMIZATION 

 

2.1.1 General Description 

Particle Swarm Optimization (PSO) is a recently proposed population-based 

stochastic optimization algorithm [J. Kennedy, 1995].  It models the processes of the 

sociological behavior associated with bird flocking, and is one of the evolutionary 

computation techniques.  Comparing with other population based stochastic 

optimization methods, PSO has comparable or even superior search performance for 

many hard optimization problems with a faster and more stable convergence rate [J. 

Kennedy, 2001].  PSO has been used in different industrial areas, such as power 

systems, parameter learning of neural networks, control, prediction, modeling, etc.  It 
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is particularly useful for complex systems with a large number of parameters and the 

analytical solutions are difficult to find. 

 

Fig. 2.1 Pseudo code for standard PSO 

 The process of the standard PSO is shown in Fig. 2.1.  Each particle of a 

swarm X(t) is first initialized. 

        ttttX 
xxx ,,, 21         (1.1) 

         txtxtxt pppp

,,,
21

x       (1.2) 

where p = 1, 2, ...,   and   denotes the number of particles in the swarm.  Each 

particle x contains   elements and occupies a position in the searching space. 

Procedure standard PSO 

Begin 

t→0  //iteration number 

initialize X(t) //X(t) be the Swarm for iteration t 

evaluate f(X(t)) //f(∙) be the fitness function 

while (not termination condition) do 

 begin 

  t→t+1 

  // Process of standard PSO// 

  record the best current position among all particles as gbest 

  record the best current position for each particle as pbest 

update velocity v(t) and position of each particle based on gbest and pbest 

  if v(t) > vmax 

   v(t) = vmax 

  end 

  if v(t) < -vmax 

   v(t) = -vmax 

  end 

  // End of the process of standard PSO// 

  reproduce a new X(t) 

  evaluate f(X(t)) 

 end 

end 
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 The swarm evolves from generation t to t+1 by repeating the following 

procedures.   

(1) Since the fitness value of each particle is calculated in each generation, the 

position of the particle with the best fitness value among all the particles will be 

recorded as gbest; also the best position of each particle is recorded as pbest.   

(2) Let the velocity  tv p

j  be the flight speed of the j-th element of the p-th particle in 

a search space, the value of this velocity will be updated based on gbest and pbest, 

such that each particle will move to a new position.   

(3) The particles will be replaced by the new ones, and form a new set of swarm if the 

fitness value of the old particle is poorer than that of the new one.   

 

2.1.2 Drawbacks of the standard PSO 

 There are some drawbacks for the standard PSO (SPSO).  SPSO converges 

sharply in the early stage of the searching process; however, it is easily trapped in 

local optima in the later stage.  It behaves like the traditional local searching methods 

that trap in the local optima.  As a result, it is hard to obtain any significant 

improvement by examining neighboring solutions in the later stage of the search.  The 

behavior of SPSO is affected by some important aspects related to the velocity update.  

If a particle’s current position coincides with the global best position, the particle will 

only move away from this point if its inertia weight and velocity are different from 

zero.  If their velocities are very close to zero, all the particles will stop moving once 

they catch up with the global best particle, which may lead to a premature 
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convergence and no further improvement can be obtained.  This phenomenon is 

known as stagnation. 
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2.2 RECENT HYBRID PSO AND ITS LIMITATIONS 

 Much research effort has been spent for improving the performance of PSO.  

Recently, different hybrid PSOs have been proposed to overcome the drawback of 

trapping in the local optima.  A hybrid PSO was first proposed in 1998, in which a 

standard selection mechanism is integrated with the PSO [P. Angeline, 1998].  A new 

hybrid gradient descent PSO (HGPSO), which integrates with some gradient 

information to achieve faster convergence without getting trapped in local minima, 

was proposed by Noel and Jannett [M.M. Noel, 2004].  Juang proposed a hybrid PSO 

algorithm named HGAPSO, which incorporates the Genetic Algorithm’s evolutionary 

operations of crossover, mutations, and reproduction into the standard PSO [C.F. 

Juang, 2004].  Ahmed et al proposed a hybrid PSO named HPSOM, in which a 

constant mutating space is used for mutations [A.A.E. Ahmed, 2005]. 

 More details about the aforementioned hybrid PSOs are given as follows. 

 

2.2.1 PSO with a selection mechanism 

To improve the performance of the standard PSO, Angeline developed a 

selection operation for the PSO.  This hybrid PSO is similar to the original PSO 

except it incorporates a tournament selection method into it.   

In each iteration process, the fitness value of each particle will be calculated.  

The fitness of each particle is compared with the fitness of the other particles, such 

that all the particles are sorted based on the fitness value, and the particle with the 

highest fitness value appears at the head of the population.  The position and the 
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velocity of the worst half of the population will be replaced by the position and the 

velocity of the best half of the population; however, the individual information pbest 

will remain unchanged.   

By using this approach, half of the particles will be removed from the 

searching space, meaning that half of the position information will be lost 

permanently.  This might not be a good approach for complex functions, such as those 

functions with many local minima.  If a particle with a high fitness value has already 

trapped in a local minimum, this approach might not be able to drive it to escape from 

the local minimum.  Even all the particles may move toward this local minimum. 

 

2.2.2 PSO with gradient descent 

The classical gradient descent rule can be described by the following equation: 

      tftt xxx  1         (1.3) 

where f(∙) is the fitness function and   is the step ratio or the learning rate.  The 

gradient descent algorithm works well for the functions with no local minimum; 

however, if multimodal functions are involved, the gradient descent rule might lead to 

the particles converging to local minima only.  In order to help the searching to escape 

from local minima, a hybrid PSO with integrated gradient descent had been developed 

by Noel and Jannett named HGPSO.  The following update equation is used in 

HGPSO: 
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where   is a small constant and 
pE  is the standard basis vector for the p-th particle.  

HGPSO is similar to the standard PSO except that it discards the local information 

pbest and replaces it by the gradient.  Although this approach can achieve fast 

convergence without getting trapped in the local minima, it discards the local 

information which might be helpful for the searching.  Also, the computational 

demand of HGPSO is increased by the process of the gradient descent. 

 

2.2.3 PSO with genetic operation 

Ahmed et al proposed to integrate GAs’ mutation operation into PSO, which 

aids to overcome stagnation.  In this thesis, we refer to this hybrid PSO as APSO.  

The mutation operation starts with a randomly chosen particle in the swarm and 

moves to different positions inside the search area.  The following mutation operation 

is used in APSO: 

 

   jj xxmut       (1.5) 

 

where jx  is the randomly chosen particle element from the swarm, and  is a number 

randomly generated within the range   jj parapara minmax1.0,0   representing 10% 

of the length of the search space.  
jparamax  and jparamin  are the upper and lower 
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boundaries of each particle element respectively.  The mutation on particles will be 

performed after updating the velocities and positions of the particles.  It can be seen 

that the PSO and APSO are identical except the mutation operation has been 

integrated in the second method. 

However, it can be noticed from above that the mutating space in APSO is 

limited by , which is 10% of the range of the parameter xj (i.e. 

 jj parapara minmax1.0  ).  It may not be a good approach to fix the mutating space at 

all the time of the searching.  The approach can be further improved by employing a 

dynamic mutation operation in which the mutating space varies during the search. 
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2.3 A REVIEW ON IMAGE RESTORATION 

 

Color quantization [M.T. Orchard, 1991] is a process that reduces the number 

of colors required to represent a digital image.  The main purpose of color 

quantization is to reduce the file size for limited bandwidth transmission and the data 

storage.  However, despite the data loss after the quantization, it is often necessary to 

recover the quantized image back to the original one in greater detail.  Image 

restoration is another topic in image processing.  In particular, the restoration of color-

quantized images is rarely addressed in the literature, especially when the images are 

color-quantized with half-toning [R. Ulichney, 1987].  Most of the work concerns 

mainly on the restoration of noisy and blurred images [M. Barni, 2000] [G. 

Angelopoulosnd, 1994] [N.P. Galatsanos, 1991] [B.R. Hunt, 1984] [H. Altunbasak, 

2001] [K.J. Boo, 1997] [N.P. Galatsanos, 1989] [N.P. Galatsanos, 1991]. 

Fung proposed an algorithm that made use of Simulated Annealing for half-

toned image restoration [Y.H. Fung, 2006], and compared it with 6 other image 

restoration methods, namely Galatsanos’s algorithm [N.P. Galatsanos, 1991a], Hunt’s 

algorithm [B.R. Hunt, 1984], Altunbasak-IND, Altunbasak-KL [H. Altunbasak, 2001], 

Fung’s algorithm [Y.H. Fung, 2004] and Mese’s algorithm [M. Mese, 2001].  It is 

reported that Simulated Annealing provides a remarkable result in terms of signal to 

noise ratio improvement (SNRI).  However, those methods for comparison, except the 

Mese’s algorithm, are mainly for handling noisy and blurred color images. 
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2.4 A REVIEW ON GENE EXPRESSION CLASSIFICATION 

 

Classification of tumor types based on genomic information is important, and 

plays a role for improving future cancer diagnosis and drug development.  The main 

objective of the cancer classification is to target specific therapies to distinct tumor 

types, such that it can maximize the treatment efficiency and minimize the drug 

toxicity [T. R. Golub, 1999].  DNA microarray studies, which provide a powerful tool 

for the genomic studies of cancer, produce a large amount of data.  However, the 

expression data might be highly redundant and noisy.  An effective analytical method 

should been developed to sort out whether specific cancer sample have distinctive 

feature of gene expression over normal samples.   

Many classification methods have been employed to solve the above problem.  

For example, the compound covariate predictor has been discussed in [M.D. 

Radmacher, 2002].  The class discovery procedure for classifying the cancer was 

presented in [T.R. Golub, 1999].  Gene feature selection and prediction by employing 

neural networks were discussed in [F.Z. Brill, 1998] [J. Khan, 2001].  In [L. Li, 2001], 

the k-nearest neighbour concept with Genetic Algorithm was used to develop a 

classifier.  Support Vector Machine as a tool for classifying the gene expression data 

is presented in [T.S. Furer, 2000]. 
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CHAPTER 3  

PARTICLE SWARM OPTIMIZATION WITH 

MULTI- WAVELET MUTATION 

 

3.1 INTRODUCTION 

 

Particle Swarm Optimization (PSO) is one of the evolutionary computation 

algorithms for tackling complex optimization problems [R. Eberhart, 1995].  

Observations reveal that the traditional PSO converges sharply in the early stage of 

the searching process [J. Kennedy, 2001]; however, it easily traps in local optima in 

the later stage.  Much research effort has been spent for improving the performance of 

PSO [R. Eberhart, 1995] [R.C. Eberhart, 2000] [B. Zhao, 2005] [S.H. Ling, 2007].  In 

general, every iteration step of the PSO algorithm involves one operation: updating 

the positions of the particles.  Unlike other evolutionary algorithm, such as Genetic 

Algorithm and Evolutionary Programming, PSO does not have the selection operation 

and the mutation operation.  The position update is used to share the information 

among all the particles, which is similar to the crossover operation of the Genetic 

Algorithm, and generates a new set of swarm. 

In this chapter, an improved PSO with a proposed wavelet mutation will be 

introduced.  The proposed mutation operation is called multi-wavelet mutation, which 

applies the wavelet theory to further improve a recently published wavelet mutation 
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operation [I. Daubechies, 1992].  Wavelet is a tool to model seismic signals.  It can be 

described by combining translations and dilations of an oscillatory function within a 

finite duration.  A continuous-time function can be called a wavelet function if it 

satisfies two properties: 1) the time integration of this function is equal to 0, or the 

total positive momentum is equal to the total negative momentum; and 2) the energy 

associated with this function is confined to a finite duration and is bounded.  In a 

recently published PSO with wavelet mutation (WPSO), we notice that only one 

element in each particle may undergo the mutation process in an iteration step.  This 

may pre-maturely restrict the searching space, although the searching space has been 

varied during the searching process.  A multi-wavelet mutation is proposed in this 

thesis such that more than one element in each particle can mutate in each iteration 

step.  The performance of the PSO is found to be improving in terms of the solution 

quality and stability.  Also, a faster rate of convergence can be reached.  Experimental 

studies of applying the proposed PSO with multi-wavelet mutation to a suite of 18 

benchmark test functions are to be conducted.  The searching ability of the proposed 

PSO will be evaluated and compared with the conventional methods. 

This chapter is organized as follows.  Section 3.2 presents the proposed hybrid 

PSO with multi-wavelet mutation.  Details about the experimental studies for the 18 

benchmark test functions and the results of the performance evaluation will be given 

in Section 3.3.  A conclusion will be drawn in Section 3.4. 
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3.2 PSO WITH MULTI-WAVELET MUTATION 

 

3.2.1 Standard Particle Swarm Optimization (SPSO) 

 PSO is a novel optimization method developed by Eberhart et al. [R. Eberhart, 

1995].  It models the processes of the sociological behavior of bird flocking, and is 

one of the important evolutionary computation techniques.  Within a number of 

particles that constitute a swarm, each particle traverses the search space looking for 

the global optimum.  The standard PSO (SPSO) process is shown in Fig. 2.1.  First, a 

swarm of particles is created randomly, and each particle x contains   elements 

representing a position in the searching space.   

        txtxtxt pppp

,,, 21 x         (3.1) 

where p = 1, 2,... ,   and   denotes the number of particles in the swarm.  Second, 

each particle is evaluated by a defined fitness function.  The objective of SPSO is to 

minimize the fitness value of a particle through iteration steps; hence, the best particle 

should return the smallest fitness value.  Third, the best ever position of each particle 

is recorded as pbest, and the position of the best particle among all the particles is 

recorded as gbest.  All the particles will update their positions based on the values of 

pbest and gbest.  The velocity  tv p

j  (being the flight speed in the search space) and 

the position  tx p

j  of the j-th element of the p-th particle at the t-th generation are 

related by the following equations: 
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     tvktxtx p

j

p

j

p

j  1       (3.3) 

  

where 

ppbest =  ppp pbestpbestpbest ,...21 , gbest=  gbestgbestgbest ,...21 , j = 

1,2, …,  ; w is an inertia weight factor, 1  and 2  are acceleration constants, rand() 

returns a uniformly random number in the range of [0,1], k is a constriction factor 

derived from the stability analysis of (3.2) to ensure the system to converge but not 

prematurely [R. C. Eberhart, 2000].  Mathematically, k is a function of 1  and 2  as 

reflected in the following equation: 

 

 42

2

2 
k    where 21    and 4 .   (3.4) 

 

SPSO utilizes pbest and gbest to modify the current search point to avoid the 

particles moving in the same direction, but to converge gradually toward pbest and 

gbest.  A suitable choice of the inertia weight w provides a balance between global 

and local explorations.  Generally, w can be dynamically set with the following 

equation [J. Kennedy, 2001]: 
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         t
T

ww
ww 


 minmax

max       (3.5) 

 

where t is the current iteration number, T is the total number of iteration, maxw  and 

minw  are the upper and lower limits of the inertia weight, and are set to 1.2 and 0.1 

respectively in this thesis.  In (3.2), the particle velocity is limited by a maximum 

value maxv .  The parameter maxv  determines the resolution of regions between the 

present position and the target position to be searched. This limit enhances the local 

exploration of the problem space, and it realistically depicts the incremental changes 

of human learning.  If maxv  is too large, particles might fly past good solutions.  If 

maxv  is too small, particles may not explore sufficiently beyond local solutions.  From 

many experiments of PSO, maxv  was often set at 10% - 20% of the dynamic range of 

the variables on each dimension. 

After estimating a new position, each particle will evaluate the fitness value 

again based on the defined fitness function.  If the fitness value of a particle is better 

than its previous one, the particle’s position will be updated; otherwise, its position 

will be kept unchanged.  Finally a new population is formed.  The new population 

will repeat the same process until the termination condition is met. 
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Fig 3.1.  Pseudo code for PSO with mutation. 

 

3.2.2 Multi-Wavelet Mutation 

3.2.2.1 Wavelet 

Some seismic signals can be modeled by combining translations and dilations 

of an oscillatory function with a finite duration called a “wavelet”.  A continuous 

function )(x  is called a “mother wavelet” or “wavelet” if it satisfies the following 

properties: 

Property 1: 

 

0)( 



dxx       (3.6) 

 

In other words, the total positive momentum of )(x is equal to the total negative 

Procedure of hybrid PSO with mutation 

Begin 

t→0  //iteration number 

initialize X(t) //X(t) be the Swarm for iteration t 

evaluate f(X(t)) //f(∙) be the fitness function 

while (not termination condition) do 

 begin 

  t→t+1 

  perform standard PSO process (shown in Fig 2.1) 

  perform mutation operation with m  

  reproduce a new X(t) 

  evaluate f(X(t)) 

 end 

end 
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momentum of )(x . 

Property 2: 

 





dxx

2
)(      (3.7) 

 

where most of the energy in )(x  is confined to a finite duration and bounded.  The 

Morlet wavelet [2] as shown in Fig. 3.2 is an example mother wavelet: 

 

   xex x 5cos2/2       (3.8) 

-3 -2 -1 0 1 2 3
-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

x  

Fig. 3.2.  Morlet wavelet. 

 

The Morlet wavelet integrates to zero (Property 1).  Over 99% of the total energy of 

the function is contained in the interval of 5.25.2  x  (Property 2).   

In order to control the magnitude and the position of )(x , a function )(, xba  

is defined as follows. 

 



Chapter 3: Particle Swarm Optimization with Multi-Wavelet Mutation 

 

30 

 

 








 


a

bx

a
xba 

1
)(,       (3.9) 

 

where a is the dilation parameter and b is the translation parameter.  Notice that 

 xx  )(0,1 .  As 
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it follows that )(0, xa  is an amplitude-scaled version of )(x .  Fig. 3.3 shows 

different dilations of the Morlet wavelet.  The amplitude of )(0, xa  will be scaled 

down as the value of the dilation parameter a increases.  This property is used to do 

the mutation operation in order to enhance the searching performance. 
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Fig. 3.3.  Morlet wavelet dilated by different values of the parameter a (x-axis: x, y-

axis: )(0, xa .) 

 

3.2.2.2 Operation of multi-wavelet mutation 

We propose the algorithm of Particle Swarm Optimization with multi-wavelet 

mutation (MWPSO) that varies the mutating space based on the wavelet theory.  

Under this algorithm, the number of elements in each particle that undergo the 

mutation process can be controlled (Fig. 3.4). 

3.2.2.2.1. MWPSO and its operation 
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Fig 3.4.  Pseudo code for PSO with mutation. 

 

The mutation operation mutates the elements of particles.  In general, various 

methods like uniform mutation or non-uniform mutation [Z. Michalewicz, 1994] [A. 

Neubauer, 1997] can be employed to realize the mutation operation.  It is found that if 

only one element in each particle can undergo the mutation process in each iteration 

step (Fig. 3.1), the searching space may become unnecessarily restricted.  We propose 

the multi-wavelet mutation (WM) operation that exhibits a fine-tuning ability.  The 

details of the operation are as follows.   

Every particles of the swarm will have a chance to mutate governed by a 

probability of mutation  10m , which is defined by the user. For each particle, a 

random number between 0 and 1 will be generated; if m  is larger than the random 

number, this particle will be selected for the mutation operation.   

Another parameter called the element probability  10mN , which is also 

defined by the user, is introduced to control the number of elements in the particle that 

Procedure of hybrid PSO with proposed wavelet 

Begin 

t→0  //iteration number 

initialize X(t) //X(t) be the swarm for iteration t 

evaluate f(X(t)) //f(∙) be the fitness function 

while (not termination condition) do 

 begin 

  t→t+1 

  Perform standard PSO process (shown in Fig 2.1) 

  Perform mutation operation with m  and Nm 

  reproduce a new X(t) 

  evaluate f(X(t)) 

 end 

end 
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will mutate in each iteration step.  For instance, if         txtxtxt pppp

,,, 21 x  

is the selected p-th particle, the expected number of elements that undergo mutation is 

controlled by this equation:  

 

Expected number of mutated elements  mN     (3.11) 

 

The exact elements for doing mutation in a particle are randomly selected.  

The resulting particle is given by         1,,1,1 21  txtxtxt pppp

x .  If the j-th 

element is selected for mutation, the operation is given by 
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By using the Morlet wavelet in (3.8) as the mother wavelet, 
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     (3.14) 

 

If   is positive ( 0 ) approaching 1, the mutated element’s value will tend to the 

maximum value of  tx p

j .  Conversely, when   is negative ( 0 ) approaching 1, 
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the mutated element’s value will tend to the minimum value of  tx p

j .  A larger value 

of   gives a larger searching space for  tx p

j .  When   is small, it gives a smaller 

searching space for fine-tuning.  Referring to Property 1 of the wavelet, the total 

positive momentum of the mother wavelet is equal to the total negative momentum of 

the mother wavelet.  Then, the sum of the positive   is equal to the sum of the 

negative   when the number of samples is large and   is randomly generated: 

 

0
1


NN
  for N ,      (3.15) 

 

where N is the number of samples.  Hence, the overall positive mutation and the 

overall negative mutation throughout the evolution are nearly the same.  This property 

gives better solution stability (smaller standard deviation of the solution values upon 

many trials).  As over 99% of the total energy of the mother wavelet function is 

contained in the interval [2.5, 2.5],   can be generated from [2.5, 2.5] randomly.  

The value of the dilation parameter a is set to vary with the value of Tt  in order to 

meet the fine-tuning purpose, where T is the total number of iteration and t  is the 

current number of iteration.  In order to perform a local search when t  is large, the 

value of a  should increase as Tt  increases so as to reduce the significance of the 

mutation.  Hence, a monotonic increasing function governing a  and Tt  is proposed 

as follows. 
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where wm  is the shape parameter of the monotonic increasing function, g is the upper 

limit of the parameter a.  The effects of the various values of the shape parameter wm  

to a with respect to Tt  are shown in Fig. 3.5.  In this figure, g  is set as 10000.  

Thus, the value of a  is between 1 and 10000.  Referring to (3.14), the maximum 

value of   is 1 when the random number of  =0 and 1a  ( Tt = 0).  Then referring 

to (3.12), the offspring element  tx p

j      txparatx p

j

jp

j  max1  =
jparamax .  It 

ensures that a large search space for the mutated element of particle is given.  When 

the value Tt  is near to 1, the value of a  is so large that the maximum value of   

will become very small.  For example, at Tt  = 0.9 and 1wm , the dilation 

parameter a = 400; if the random value of   is zero, the value of   will be equal to 

0.0158.  With  tx p

j     txparatx p

j

jp

j  max0158.0 , a smaller searching space for 

the mutated element of particle is given for fine-tuning. 
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After the operation of wavelet mutation, a new swarm is generated.  This new 

swarm will repeat the same process.  Such an iterative process will be terminated 

when a defined number of iteration is met. 

 

3.2.3 How Wavelet Improve Performance 

All the wavelet functions exhibit two properties.  1) The total momentum of 

the function is equal to zero, or the positive momentum is equal to the negative 

momentum.  This property can enhance the mutation operation such that the direction 

of mutation is not in one direction; yet the performance of the mutation is quite 

uniform on repeated experiments.  2) The amplitude of the wavelet function is not 

fixed, but is varying in a domain interval.  All the selected particles will mutate in 

different directions to different degrees, which can increase the chance for the 

particles to reach the global optimal point.  By making use of these 2 properties, the 

stability of the mutation operation is improved.  The solution stability is reflected by 

the standard deviation of the solution. 

Apart from the above, the amplitude of the wavelet function can be adjusted 

by controlling the dilation parameter.  The fine-tuning effect to the mutation operation 

can be realized by decreasing the amplitude of the wavelet function so as to reduce 

the searching space when the number of iteration increases.  Therefore, the solution 

quality can be improved with a higher convergence rate.  
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3.3 SIMULATION OF BENCHMARK TEST FUNCTIONS 

 

3.3.1 Parameters Used 

 

 To do the simulation for evaluating the performance of the proposed method, 

some control parameters’ values have to be determined: the probability of mutation 

( m ), the swarm size, the shape parameter of the wavelet function ( wm ), and the 

mutation probability of the particle elements.  They affect the performance of the 

PSO, and suitably selecting their values is necessary.  Some remarks about the 

choices of the parameter values in the simulations are given below. 

 

i) Probability of mutation m  

Every particle of the swarm will have a chance to mutate governed by a 

probability of mutation  10m , which is defined by the user.  If m  is larger 

than a randomly generated number between 0 and 1, the corresponding particle 

will be selected for the mutation process.  A larger value of m  will lead to more 

particles to be selected for doing the mutation operation. 

 

ii) Swarm size 

The swarm size is defined at the beginning of the simulation.  By increasing the 

swarm size, the diversity of the searching space is enhanced, which can increase 

the chance of the PSO to reach the global optimum point.  However, a longer 

computation time has to be traded off. 
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iii) Shape parameter of the wavelet function wm  

The shape parameter of the wavelet function is used to change the characteristics 

of the monotonic increasing function governing the extent of mutation.  It is 

chosen by trial and error, depending on the kind of the optimization problem.  The 

value of the dilation parameter a is set to vary with the iteration number and wm  

in order to meet the fine-tuning purpose.  If the value of wm  increases, the extent 

of mutation will diminish more quickly at the early stage of evolution. 

 

iv) Element probability mN  

This parameter controls the number of elements in a particle that will mutate in 

each iteration step.  When more elements in each particle mutate, more freedom 

will be given to the particle to explore the searching space.  It should be noted that 

the PSO will become a random search if the value of mN and m  are both equal to 

one. 

 

3.3.2 The benchmark test functions 

 A suite of eighteen benchmark test functions are used to test the performance 

of the proposed MWPSO.  Many different kinds of optimization problems are covered 

by these benchmark test functions so that the proposed method is not biased to some 

selected problems, and the searching ability of the proposed method can be tested 

comprehensively.  The benchmark test functions can be divided into three types.  The 

first type covers unimodal functions, which has a single minimum.  Functions f1 to f7 
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are unimodal functions.  The second type covers multimodal functions with a few 

local minima.  Functions f8 to f13 belong to this type.  The last type covers multimodal 

functions with many local minima.  Functions f14 to f18 belong to this type.  The 

details of these eighteen test functions are given in Appendix. 

 

3.3.3 Experimental Setup 

 In addition to the proposed MWPSO, three other optimization algorithms are 

employed for comparison experimentally.  These algorithms are the standard PSO 

(SPSO), APSO and PSO with wavelet mutation (WPSO).  SPSO is the conventional 

PSO.  APSO [A.A.E. Ahmed, 2005] is the PSO that integrates with genetic algorithm 

mutation operation, which aids to overcome stagnation.  WPSO employs wavelet 

mutation, but only one element will be mutated in each mutation process.  To do the 

simulations, the following conditions are used: 

 The shape parameter of wavelet mutation ( wm ): For comparison, it is set to 

0.2 for all functions 

 The acceleration constant 1 : 2.05 

 The acceleration constant 2 : 2.05 

 Maximum velocity maxv : 0.2 

 Swarm size: 40 

 Number of runs: 50 

 Probability of mutation ( m ): 0.1 

 Element probability ( mN ): 0.3 

 Initial population: Generated uniformly at random 
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3.3.4. Result and Analysis 

In this section, the simulation results for the 18 benchmark test functions are 

given to show the performance of the MWPSO.  The experimental results in terms of 

mean fitness value, best fitness value, standard deviation and convergence rate will be 

given in section 3.3.4.1. 

In addition to evaluating the number of iteration for each algorithm to reach 

the optimal point, an extra simulation for time consumption have been taken, and the 

simulation results will be given in section 3.3.4.2.  

 

3.3.4.1 Simulation results 

 

3.3.4.1.1 Unimodal function 

 Functions f1 to f7 are unimodal functions.  Fig. 3.6 shows the convergence 

under different PSOs.  The experimental results in terms of mean fitness value, 

standard deviation and best fitness value for f1 to f7 are shown in Table. 3.1. 

Function f1 is a sphere model.  In view of the characteristic of f1, which is 

smooth and symmetric, the main propose of employing this function is to measure the 

convergence rate of searching.  It is probably the most widely used test function for 

this purpose.  From the results in terms of mean fitness value and best fitness value, 

the MWPSO performs better than APSO and SPSO.  Also, the standard deviation is 

better, which means the searched solutions are more stable.  As shown in Fig. 3.6a, 

the convergence rate of MWPSO is higher than that of WPSO, APSO and SPSO. 
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Function f2 is the generalized Rosenbrock’s function.  The optimum point of it 

is located in a very narrow ridge.  From Fig. 3.6a, we can see that all the algorithms 

are able to discover the optimal point with different convergence rate.  Still, MWPSO 

can provide the fastest convergence than the other algorithms.   

Function f3 is a step function, which is a representative of flat surfaces.  Flat 

surfaces are obstacles for optimization algorithms because they do not give any 

information about the search direction.  This problem might be overcome if the 

algorithm has a variable step size.  From Fig. 3.6b, it is clearly shown that MWPSO 

offers the best convergence rate over SPSO, WPSO and APSO.  This indicates that by 

increasing the number of elements for mutations, we can enhance the searching space. 

Function f4 is a quartic function with Gaussian noise.  Owing to the noise, the 

function never returns the same value for the same input parameter values.  This 

increases the difficulty for searching the optimal point for all the algorithms.  From 

Fig. 3.6b, we can see that the proposed algorithm offers the best convergence rate 

over the other algorithms at the first 30 times of iteration.  The proposed method, 

WPSO and APSO all converge to the optimal point before 180 times of iteration. 

Function f5 is the Schwefel’s problem 2.21.  From Fig. 3.6c, the proposed 

algorithm provides the best convergence rate.  Although Table 3.1 shows that the 

standard derivation offered by MWPSO is a little bit worse than that of WPSO, the 

mean fitness value and the best fitness value of MWPSO are the best.  Thus, MWPSO 

gives a better solution quality.   
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Function f6 is the Schwefel’s problem 2.22 and function f7 is the Easom’s 

function.  In these problems, MWPSO performs the best in terms of mean fitness 

value, standard deviation and best fitness value. 
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f1 

 

f2 

Fig. 3.6a.  Comparisons between different hybrid PSOs for f1 and f2. 
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f3 

 

f4 

Fig. 3.6b.  Comparisons between different hybrid PSOs for f3 and f4.
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f5 

 

f6 

Fig. 3.6c.  Comparisons between different hybrid PSOs for f5 and f6. 
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f7 

Fig. 3.6d.  Comparisons between different hybrid PSOs for f7. 



Chapter 3: Particle Swarm Optimization with Multi-Wavelet Mutation 

 

47 

 

 

f1, number of iteration: 500 

 MWPSO WPSO APSO SPSO 

Mean 0 0 0.0002 3.1008 

Best 0 0 0 0.0197 

Std Dev 0 0 0.0001 4.4962 

 

f2, number of iteration: 1000 

 MWPSO WPSO APSO SPSO 

Mean 24.6688 36.1977 31.9909 31.1844 

Best 1.9512 0.0350 3.4805 18.9374 

Std Dev 7.3941 23.9398 20.8112 16.1509 

 

f3, number of iteration: 1000 

 MWPSO WPSO APSO SPSO 

Mean 0 0 0 1.6000 

Best 0 0 0 0 

Std Dev 0 0 0 1.1606 

 

f4, number of iteration: 1000 

 MWPSO WPSO APSO SPSO 

Mean 0.0121 0.0174 0.0141 0.0415 

Best 0.0050 0.0049 0.0048 0.0078 

Std Dev 0.0049 0.0074 0.0069 0.0190 

 

f5, number of iteration: 1000 

 MWPSO WPSO APSO SPSO 

Mean 0.2654 0.4515 13.6634 3.0885 

Best 0.0535 0.2589 0.1372 1.3772 

Std Dev 0.2832 0.0944 2.11974 1.1097 

 

f6, number of iteration: 1000 

 MWPSO WPSO APSO SPSO 

Mean 0 0 0 0.4837 

Best 0 0 0 0.0101 

Std Dev 0 0 0 0.4927 

 

f7, number of iteration:1000 

  MWPSO WPSO APSO SPSO 

Mean -1 -1 -1 -1 

Best -1 -1 -1 -1 

Std Dev 0 0 1.5294e-12 0 

Table 3.1.  Comparisons between different hybrid PSOs for f1 to f7. 
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3.3.4.1.2. Multimodal function with a few local minima 

Functions f8 to f13 are multimodal functions with a few local minima.  The 

experimental results for all these functions are shown in Table 3.2.  Fig. 3.7 shows the 

convergence rates for all the functions.  Experimental results reveal that all the 

functions, except function f9, do not bring any significant differences to the 

performance of the optimization algorithms; they all basically can reach the optimal 

points.   

Function f9 is a Kowalik’s function.  From Fig. 3.7a, on applying SPSO, 

APSO and WPSO, the optimizations are trapped in different local minimum.  While 

MWPSO can successfully converge to the global optimum, the convergence rate of it 

is also higher than that of others.  MWPSO can offer the best results in terms of 

fitness value and standard deviation.   

Among all the functions in general, MWPSO provides the best values of 

standard deviation, meaning that the algorithm can offer the best solution stability. 
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f8 

 

f9 

Fig. 3.7a.  Comparisons between different hybrid PSOs for f8 and f9. 
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f10 

 

f11 

Fig. 3.7b.  Comparisons between different hybrid PSOs for f10 and f11. 
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f12 

 

f13 

Fig. 3.7c.  Comparisons between different hybrid PSOs for f12 and f13. 
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f8, number of iteration: 500 

 MWPSO WPSO APSO SPSO 

Mean 0.998 0.998 0.998 0.998 

Best 0.998 0.998 0.998 0.998 

Std Dev 0 0 0 0 

 

f9 , number of iteration: 1000 

 MWPSO WPSO APSO SPSO 

Mean 0.0014 0.0042 0.0063 0.0085 

Best 0.0003 0.0004 0.0005 0.0003 

Std Dev 0.0039 0.0077 0.0089 0.0093 

 

f10, number of iteration: 1000 

 MWPSO WPSO APSO SPSO 

Mean -1 -1 -1 -1 

Best -1 -1 -1 -1 

Std Dev 0 1.5391 1110  5.0967 1510  0 

 

f11, number of iteration: 1000 

 MWPSO WPSO APSO SPSO 

Mean -1.0316 -1.0316 -1.0316 -1.0316 

Best -1.0316 -1.0316 -1.0316 -1.0316 

Std Dev 0 0 0 0 

 

f12, number of iteration: 500 

 MWPSO WPSO APSO SPSO 

Mean -3.8628 -3.8628 -3.8628 -3.8625 

Best -3.8628 -3.8628 -3.8628 -3.8628 

Std Dev 2.7683e-15 3.5092e-11 2.7849e-14 0.0016 

 

f13, number of iteration: 500 

 MWPSO WPSO APSO SPSO 

Mean -3.2911 -3.2459 -3.2507 -3.235 

Best -3.322 -3.322 -3.322 -3.322 

Std Dev 0.0527 0.0576 0.0588 0.0903 

Table 3.2.  Comparisons between different hybrid PSOs for f8 to f13. 
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3.3.4.1.3. Multimodal function with many local minima 

Functions f14 to f18 are multimodal function with many local minima.  The 

experimental results for all these functions are shown in Table 3.3.  The convergence 

rates of the algorithms for each function are shown in Fig. 3.8.  Function f14 is a 

generalized penalized function.  From the figure, only several times of iteration are 

necessary for the proposed MWPSO to reach the optimal point, while the other 

methods almost require 200 times of iteration.  It clearly shows that MWPSO offers a 

good searching ability.  Thanks to the multi-wavelet mutation, MWPSO is superior to 

the other three methods in terms of the mean fitness value and standard deviation. 

 Function f15 is the generalized Rastrigin’s function.  Although the proposed 

MWPSO cannot provide the best solution, the results in term of mean fitness value 

and standard deviation are much better than those of the other methods.  The proposed 

method can provide more stable results than the others. 

Function f16 is the generalized Griewank’s function.  Similar to function f14, 

MWPSO is the fastest algorithm to converge to the optimal point.  From the result 

obtained, MWPSO, WPSO and APSO all can reach the best fitness value.  Yet, the 

value of standard deviation of MWPSO is the smallest among them.  Again, MWPSO 

provides a more stable and high-quality result. 

Function f17 is the Ackley’s function.  From Fig. 3.8b, all the algorithms 

provide a similar rate of convergence; however, the result shows that the proposed 

MWPSO provides the best result in terms of mean fitness value, standard deviation 

and best fitness value. 
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Function f18 is the Schwefel’s function.  From Fig. 3.8c, it is clearly shown 

that the searching ability of the proposed MWPSO is quite different from that of the 

other methods.  All algorithms, except MWPSO, exhibit similar behavior at the first 

400 times of iteration and then trapped in different local minima.  The fitness value 

offered by MWPSO decreases gradually, and converges to the best result as compared 

with the other methods. 
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f14 

 

f15 

Fig. 3.8a.  Comparisons between different hybrid PSOs for f14 and f15. 
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f16 

 

f17 

Fig. 3.8b.  Comparisons between different hybrid PSOs for f16 and f17.
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f18 

Fig. 3.8c.  Comparisons between different hybrid PSOs for f18.
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f14, number of iteration: 500 

 MWPSO WPSO APSO SPSO 

Mean 0.0044 509.6625 0.0179 3278.0132 

Best 0 0 0 3.8481 

Std Dev 0.0069 1744.8548 0.112 3581.2285 

 

f15, number of iteration: 1000 

 MWPSO WPSO APSO SPSO 

Mean 21.8358 36.5153 88.9324 112.6748 

Best 10.9485 13.9301 9.9711 33.8994 

Std Dev 5.5178 17.0411 46.6626 57.1291 

 

f16, number of iteration: 1000 

 MWPSO WPSO APSO SPSO 

Mean 0 0.1925 0 138.1759 

Best 0 0 0 0.0709 

Std Dev 0 0.2864 0 128.0549 

 

f17 (×10
3

), number of iteration: 1000 
 MWPSO WPSO APSO SPSO 

Mean 0.4561 0.8049 1.2009 2.7416 

Best 0 0 0.0006 0.0437 

Std Dev 2.8286 3.9831 4.7975 4.9783 

 

f18, number of iteration: 1000 

 MWPSO WPSO APSO SPSO 

Mean -11210.9656 -7441.1954 -7180.3602 -6951.7609 

Best -12352.3469 -8161.4782 -8159.9612 -8278.3995 

Std Dev 578.664 438.2333 450.2045 656.8472 

Table 3.3.  Comparisons between different hybrid PSOs for f14 to f18. 
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3.3.4.2. Time consumption test   

In this test, the time required for different methods to reach the optimal point 

is recorded.  The simulation for each function will be stopped when the fitness value 

has reached a threshold value.  

Since the proposed method has one more parameter Nm introduced as 

compared to WPSO, it might increase the simulation time for each iteration step on 

finding the optimal solution.  However, from the results shown in Table 3.4, we can 

see that MWPSO provides the best result among all the benchmark test functions.  

The time for each iteration step might increase for MWPSO; however, by introducing 

the multi-wavelet mutation into the PSO, the number of iteration to reach the optimal 

point can be reduced, meaning that the overall time consumption is reduced. 
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  Solution Threshold MWPSO WPSO APSO PSO 

F1 0 0.1 1.6172 2.3948 2.6217 3.4139 

F2 0 0.1 7.3587 7.7805 7.5972 7.4092 

F3 0 0.1 1.228 2.0284 2.0612 2.437 

F4 0 0.1 2.1407 3.7846 3.7893 4.0521 

F5 0   Trapped in different local minima  

F6 0 0.1 3.3355 5.049 5.27 4.9172 

F7 -1 -0.95 1.3967 1.4186 1.6846 1.8979 

F8 ≈1 1.5 0.0472 0.0517 0.049 0.0475 

F9 0.0003   Trapped in different local minima  

F10 -1 -0.9 0.0264 0.0289 0.0277 0.0284 

F11 -1.0316 -0.95 0.0375 0.0564 0.0375 0.0545 

F12 -3.8628 -3.8 0.0535 0.0546 0.0554 0.0584 

F13 -3.32 -3 0.062 0.0657 0.0627 0.0623 

F14 0 1 1.969 2.3724 2.578 3.2147 

F15 0   Trapped in different local minima  

F16 0 1 0.1414 1.1492 1.1415 Trapped 

F17 0   Trapped in different local minima  

F18 -12569.5   Trapped in different local minima  

 
 

Table 3.4.  Simulation time in second (average over 50 times of running)  
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3.4 SUMMARY 

 

In this chapter, the wavelet theory is applied to a proposed hybrid PSO with 

multi-wavelet mutation.  Our objective is to increase the searching area by increasing 

the number of elements in a particle that undergo mutation so as to enhance the 

exploration and exploitation of the original WPSO.  Simulation results have shown 

that the proposed algorithm is useful as a method to solve various optimization 

problems.  On testing with a suite of benchmark functions, MWPSO in general shows 

better results in terms of solution quality and stability than the algorithms of WPSO, 

APSO and SPSO.  Also, a faster convergence rate can be achieved by MWPSO. 
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CHAPTER 4  

RESTORATION OF HALF-TONED COLOR-

QUANTIZED IMAGES USING MWPSO 

 

4.1 INTRODUCTION 

 

Color quantization is a process of reducing the number of colors in a digital 

image by replacing them with some representative colors selected from a palette [M.T. 

Orchard, 1991].  It is widely used because it can save transmission bandwidth and 

data storage requirement in many multimedia applications.  When color quantization 

is performed, certain degradation of quality will be introduced owing to the limited 

number of colors used to produce the output image.  The most common artifact is the 

false contour.  False contours occur when the available palette colors are not enough 

to represent a gradually changing region.  Another common artifact is the color shift.  

In general, the smaller color palette size is used, the more severe the defects will be. 

Half-toning is a reprographic technique that converts a continuous-tone image 

to a lower resolution, and it is mainly for printing [P. Heckbert, 1982] [R. Ulichney, 

1987] [R.S. Gentile, 1990] [S.S. Dixit, 1991] [X. Wu, 1992].  Error diffusion is one of 

the most popular half-toning methods.  It makes use of the fact that the human visual 

system is less sensitive to higher frequencies, and during diffusion, the quantization 
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error of a pixel is diffused to the neighboring pixels so as to hide the defects and to 

achieve a more faithful reproduction of colors.    

Recovering a color-quantized image back to the original image is often 

necessary.  However, most of recent restoration algorithms mainly concern the 

restoration of noisy and blurred color images [M. Barni, 2000] [G. Angelopoulosnd, 

1994] [N.P. Galatsanos, 1991a] [N.P. Galatsanos, 1991b] [B.R. Hunt, 1984] [H. 

Altunbasak, 2001] [K.J. Boo, 1997] [N.P. Galatsanos, 1989]; literature for restoring 

half-toned color quantized images is seldom found.  Since error diffusion is a 

nonlinear process, conventional gradient-oriented optimization algorithms might not 

be suitable to solve the addressed problem.   

In this chapter, we make use of the Particle Swarm Optimization with multi-

wavelet mutation (MWPSO), which is an adaptive search algorithm that works very 

well on optimization problems, to restore half-toned color-quantized images.  By 

taking advantage of the wavelet theory, which increases the searching space for the 

PSO, the chance of converging to local minima is lowered.  We will formulate the 

process of color quantization with error diffusion, and apply the proposed MWPSO to 

restore the degraded images.  The results demonstrate that the WMPSO can achieve a 

remarkable improvement in terms of convergence rate and signal-to-noise ratio. 
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4.2 COLOR QUANTIZATION WITH HALF-TONING 

  

A color image generally consists of three color planes, namely, Or, Og and Ob, 

which represents the red, green and blue color planes of the image respectively.  

Accordingly, the (i, j)-th color pixel of a 24-bit full-color image of size NN pixels 

consists of three color components.  The intensity values of these three components 

form a 3D vector ),,( ),(),(),(),( bjigjirjiji OOOO 


, where ]10[),( cjiO , is the intensity 

value of the c color component of the (i, j)-th pixel.  Here, we assume that the 

maximum and the minimum intensity values of a pixel are 1 and 0 respectively. 

 

 

Qch 

 

Fig. 4.1.  Color quantization with half-toning. 

 

Fig. 4.1 shows the system that performs color quantization with error diffusion.  

The input image is scanned in a row-by-row fashion from top to bottom and from left 
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to right.  The relationship between the original image ),( jiO


 and the encoded image 

),( jiY


 is described by  






),(

),(),(),(),(

lk

cljkicjicjicji EHOU        (4.1) 

),(),(),( jijiji UYE


          (4.2) 

][ ),(),( jicji UQY


          (4.3) 

where ),,( ),(),(),(),( bjigjirjiji UUUU 


 is a state vector of the system, ),( jiE


is the 

quantization error of the pixel at position (i, j) and cjiH ),(  is a coefficient of the error 

diffusion filter for the c color component.   is the corresponding causal support 

region of cjiH ),( . 

The operator ][cQ  performs a 3D vector quantization.  Specifically, the 3D 

vector ),( jiU


 is compared with a set of representative color vectors stored in a 

previously generated color palette },...2,1:ˆ{ ci NivC  .  The best-matched vector in 

the palette is selected based on the minimum Euclidean distance criterion.  In other 

words, a state vector ),( jiU


is represented by the color kv̂ if and only if 

||ˆ||||ˆ|| ),(),( ljikji vUvU 


for all l = 1, 2, …, Nc; l ≠ k.  Once the best-matched vector is 

selected from the color palette, its index is recorded and the quantization error 

),(),( ˆ jikji UvE


  is diffused to pixel (i, j)’s neighborhood as described in (4.1).  Note 

that in order to handle the boundary pixels, ),( jiE


is defined to be zero when (i, j) falls 
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outside the image.  Without loss of generality, in this thesis, we use a typical Floyd–

Steinberg error diffusion kernel as cjiH ),(  to perform half-toning.  The recorded 

indices of the color palette will be used in the future to reconstruct the color quantized 

image with the same color palette. 
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4.3 FORMULATION OF RESTORATION ALGORITHM 

 

4.3.1 Description for the fitness function  

WMPSO is proposed to be used to restore the half-toned color-quantized 

image.  Let X be the output image of the restoration.  Obviously, when the restored 

image X is color-quantized with error diffusion, the output should be close to the 

original half-toned image Y.  Suppose Qch[] denotes the operator that performs the 

color quantization with half-toning, then we should have 

 XQY ch          (4.4) 

Based on above criterion, the cost function for the restoration problem can be 

defined as 

    XQYfitness ch         (4.5) 

The fitness is equal to the total absolute error between the original half-toned 

color-quantized image and the half-toned color-quantized restored image.  If fitness = 

0, it implies the restored image X and the original image O provide the same color-

quantization results.  In other words, the cost function provides a good measure to 

judge if X is a good estimate of O. 

 

4.3.2 Restoration with MWPSO 
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Let Xcur(t1) be the group of the current estimates of the restored image (the 

swarm) at a particular iteration t1, p

curX (t) be the p-th particle of the swarm, and E
P

cur 

be its corresponding fitness value.  According to (3.2) and (3.3), the new estimate of 

the restored image is given by 

  )()1( tvktXtX pp

cur

p

new         (4.6) 

where k is a constriction factor.  Before evaluating the fitness of each particle, the 

wavelet mutation is performed.  The mutation operation realizes a fine tuning.  E
p

new, 

which is the fitness for  tX p

new , is then evaluated.  If E
p

new<E
p

cur,, )(tX p

cur  is updated 

to  tX p

new .  Furthermore, if E
p

new<Ebest happens, where Ebest is the fitness value of the 

best estimate Xbest so far, then Xbest will be updated by  tX p

new .  In summary, we have, 

 
 












otherwise)1(

if

tX

EEtX
tX

p

cur

cur
p

new
pp

newp

cur      (4.7) 

and 

 



 


otherwise

if

best

bestnew
pp

new

best
X

EEtX
X       (4.8) 

 

4.3.3 Experimental Setup 

On realizing the MWPSO restoration, the following simulation conditions are 

used: 

 Shape parameter of the wavelet mutation ( wm ): 0.2 
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 Probability of mutation ( m ): 0.2 

 Element probability ( mN ): 0.3 

 Acceleration constant 1 : 2.05 

 Acceleration constant 2 : 2.05 

 Constriction factor k: 0.005 

 Parameter g: 10000 

 Swarm size: 8 

 Number of iteration: 500 

 Initial population X(0): All the particles are initialized to be the Gaussian filtered 

output of the original half-toned image Y. 

 Initial global best gbest: The original half-toned image Y. 

 Initial previous best ppbest : a zero 3-D matrix 
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4.4 RESULT AND ANALYSIS 

 

Simulations have been carried out to evaluate the performance of the proposed 

algorithm.  Three de facto standard 24-bit full-color images of size 256×256 pixels 

each are used, and all the test images are shown in Fig. 4.1.  These test images are 

color-quantized to produce the corresponding images Y.  The color-quantized images 

with 256-color palette size, 128-color palette size, 64-color palette size and 32-color 

palette size are shown in Fig. 4.2 - Fig. 4.5 respectively.   

Color palettes of different sizes are generated using the median-cut algorithm 

[P.  Heckbert, 1982].  On doing color quantization, half-toning is performed with 

error diffusion, and the Floyd–Steinberg diffusion filter [R.  Ulichney, 1987] is used.  

The proposed restoration algorithm is used to restore the half-toned color-quantized 

images. 

For comparison, Simulated Annealing (SA) is also applied to do the 

restoration.  The performance of SA and the proposed MWPSO are reflected in terms 

of the signal-to-noise ratio improvement (SNRI) that is achieved when the algorithms 

are used to restore the color-quantized images “Lena”, “Baboon” and “Fruit”.  The 

simulation condition for SA is basically the same as that of the proposed MWPSO.  

The control parameter of SA, gamma, is set to be equal to the parameter k of the 

MWPSO.  The number of iteration is set at 500.  The experimental results in terms of 

SNRI and the convergence rate are summarized in Table 4.1 - Table 4.3 and Fig. 4.14 

- Fig. 4.19 respectively.  The signal-to-noise ratio improvement (SNRI) is defined as: 
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 

 


),(

2

),(),(

),(

2

),(),(

log10SNRI

ji jibestji

ji jiji

XO

YO
 

where ),( jiO


, ),( jiY


and ),( jibestX


 are the (i, j)-th pixels of the original, the half-toned 

color-quantized and the optimally restored images respectively. 

From Figs. 4.6 - Fig. 4.13, we can see that the final results achieved by SA and 

MWPSO are similar: both of them converge to some similar values.  It means that 

both algorithms can reach the same optimal point.  However, we can see that the 

proposed MWPSO exhibits a higher convergence rate.  Also, from Table 4.2 - Table 

4.3, MWPSO converges to smaller fitness values in all experiments and offers higher 

SNRI in most of the experiments. 

 

 

    Lena      Baboon         Fruit 

Fig. 4.1.  Original images used for testing the proposed restoration algorithm. 
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Fig 4.2.  Half-toned images with 256 palette size. 

 

 
Fig. 4.3.  Half-toned images with 128 palette size. 

 

 
Fig. 4.4.  Half-toned images with 64 palette size. 

 

 
Fig. 4.5.  Half-toned images with 32 palette size. 
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Fig. 4.6.  MWPSO restored image with 256 palette size. 

 

 
Fig. 4.7.  MWPSO restored image with 128 palette size. 

 

 
Fig. 4.8.  MWPSO restored image with 64 palette size. 

 

 
Fig. 4.9.  MWPSO restored image with 32 palette size. 
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Fig. 4.10.  SA restored image with 256 palette size. 

 

 
Fig. 4.11.  SA restored image with 128 palette size. 

 

 
Fig. 4.12.  SA restored image with 64 palette size. 

 

 
Fig. 4.13.  SA restored image with 32 palette size. 
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Fig. 4.14.  Comparisons between SA and MWPSO for Lena with 256 and 128 palette 

size. 

 

  
Fig. 4.15.  Comparisons between SA and MWPSO for Baboon with 256 and 128 

palette size. 

 

  
Fig. 4.16.  Comparisons between SA and MWPSO for Fruit with 256 and 128 palette 

size. 
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Fig. 4.17.  Comparisons between SA and MWPSO for Lena with 64 and 32 palette 

size. 

 

  
Fig. 4.18.  Comparisons between SA and MWPSO for Baboon with 64 and 32 palette 

size 

 

  
Fig. 4.19.  Comparisons between SA and MWPSO for fruit with 64 and 32 palette size. 
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Lena with 256 Palette size 

 MWPSO SA 

SNRI 6.7736 6.7123 

Best fitness 8945 8957 

 

Lena with 128 Palette size 

 MWPSO SA 

SNRI 8.1969 8.1944 

Best fitness 3849 3851 

 

Lena with 64 Palette size 

 MWPSO SA 

SNRI 9.4404 9.566 

Best fitness 1604 1652 

 

Lena with 32 Palette size 

 MWPSO SA 

SNRI 11.522 11.4903 

Best fitness 649 677 

Table.  4.1.  Fitness and SNRI of two algorithms for restoring the half-toned image 

Lena. 

 

Baboon with 256 Palette size 

 MWPSO SA 

SNRI 2.6854 2.6706 

Best fitness 5410 5445 

 

Baboon with 128 Palette size 

 MWPSO SA 

SNRI 4.3301 4.3293 

Best fitness 2189 2277 

 

Baboon with 64 Palette size 

 MWPSO SA 

SNRI 5.5836 5.616 

Best fitness 1045 1166 

 

Baboon with 32 Palette size 

 MWPSO SA 

SNRI 5.8208 5.8186 

Best fitness 750 760 

Table.  4.2.  Fitness and SNRI of two algorithms for restoring the half-toned image 

Baboon. 
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Fruit with 256 Palette size 

 MWPSO SA 

SNRI 7.5598 7.5155 

Best fitness 6372 6394 

 

Fruit with 128 Palette size 

 MWPSO SA 

SNRI 9.9556 9.9186 

Best fitness 2400 2417 

 

Fruit with 64 Palette size 

 MWPSO SA 

SNRI 10.8616 10.8607 

Best fitness 982 1012 

 

Fruit with 32 Palette size 

 MWPSO SA 

SNRI 11.7873 11.7815 

Best fitness 478 574 

Table.  4.3 Fitness and SNRI of two algorithms for restoring the half-toned image 

Fruit. 
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4.5 Summary 
 

In this chapter, we use the Particle Swarm Optimization with multi-wavelet mutation 

(MWPSO) as the restoration algorithm for half-toned color-quantized images.  The 

half-toned color-quantization and the application of the proposed MWPSO have been 

described.  Simulation results demonstrate that the proposed algorithm can achieve an 

improvement in terms of convergence rate over the conventional Simulated Annealing 

(SA) algorithm.  By using MWPSO, the number of particles used for searching is 

increased, and more freedom has been given to search the optimal result thanks to the 

multi-wavelet mutation.  This explains the improved searching ability and the 

convergence rate.  The chance for the particles being trapped in some local optimal 

point is also reduced. 
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CHAPTER 5 

Gene Signature Selection using MWPSO with Multi-

Kernel Support Vector Machine 

 

5.1 INTRODUCTION 

 

Cancer is one of the leading causes of death in developed countries [A. Vander, 

2001].  Studies reveal that it is difficult to treat if cancer patients are diagnosed at a 

late stage.  Epithelial cells (carcinomas), connecting/muscle tissue (sarcomas), and 

bone marrow cells (leukemia and lymphomas) are the main parts for cancer 

development.  Successive mutations in the normal cells might lead to DNA damages 

and impair the replication mechanism, ultimately causing significant gene features 

that contribute to a cancerous state. 

A microarray chip can simultaneously examine thousands of genes, which 

provides an extremely powerful tool for genomic studies of cancer.  A few key genes 

(typically involving oncogenes and tumor suppressor genes), when mutated, will 

cause deregulation of the transcription and translation of other genes through 

complicated signaling pathways to initiate oncogenesis, and ultimately lead to 

derangement of the cellular phenotype and the clinical manifestation of cancer [M.D. 

Radmacher, 2002].  Analyzing microarray data could help discover some significant 

cancer genes and their mutual interactions, which can be used to generate hypothesis 
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for the identification and validation of genetic biomarkers for diagnostic and 

therapeutic purposes [M. Daly, 2002] [M.B. Eisen, 1998] [L.M. Fu, 2003] [T.R. 

Golub, 1999]. 

Significance based methods such as T-test or confidence intervals [S. Dudoit, 

2003], which aim at finding statistically significant genes in differentiating various 

patient groups, have been extensively used.  However, the common characteristic of 

these methods is to evaluate each individual gene one by one, thus neglecting the 

intrinsic interactions among genes.  Multivariate methods, instead, are highly 

desirable to identify a group of genes that can cooperatively regulate tumor patterns.  

One of the commonly used approaches is to iteratively combine different genes as 

predictors for tumor classification.  Gene predictors that account for specific clinical 

phenotypes should classify tumor samples into different groups in a robust manner.  

In other words, the performance of classification of a predictor can implicate the 

significance of genes.  Classification problems have been addressed by different 

machine learning tools like neural network [F.Z. Brill, 1998] [J.H. Hong, 2006] [J. 

Khan, 2001], k-nearest neighborhood [L. Li, 2001], decision tree, self-organizing 

maps [T.R. Golub, 1999], graph theory [E. Hartuv, 2000], and Support Vector 

Machine (SVM) [B. Boser, 1992] [M. Daly, 2002] [S. Peng, 2003] [V.N. Vapnik, 

1998] [Y.D. Zhao, 2003], etc.  However, the choice and implementation of these tools 

are rather an empirical and experimental work.  In fact, the data-driven machine 

learning techniques suffer from the “curse of dimensionality”, which is a typical 

problem when analyzing microarray data.  On the other hand, the recent methods [S. 

Peng, 2003] often solve the problems of feature selection and classifier optimization 

separately in tandem.  Gene features are selected first according to prior knowledge or 
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their statistical significance.  Then the classifier is optimized based on the selected 

feature set.  There is no guarantee that the selected gene features can achieve optimal 

classification. 

In this chapter, an approach that integrates Support Vector Machine with 

Particle Swarm Optimization (PSO) [J. Kennedy, 1995] is used to build a more 

reliable classifier.  This approach incorporates gene features and SVM parameters into 

one common solution code.  The problem is solved by simultaneously optimizing the 

selection of gene features and the parameters of the SVM classifier.  The optimal 

solution achieved by this procedure may reach the best gene features and the 

corresponding optimal classifier.   

 

5.1.1 Microarray data used in this experiment 

We shall focus on osteosarcoma, which is the most common malignant bone 

tumor in children and accounts for 60% of malignant bone tumors diagnosed in the 

first two decades of life [M.P. Link, 2002].  The current standard care procedure is to 

give neo-adjuvant chemotherapy after initial diagnosis is made, followed by definitive 

surgery and postoperative chemotherapy.  After surgery, according to its response to 

pre-operative chemotherapy, the tumor will be categorized to be a good responder 

(>90% necrosis) or a poor responders (<90% necrosis), and based on which a proper 

postoperative chemotherapy can be determined.  Unfortunately the overall survival 

rate of the poor responders did not significantly improve [M.P. Link, 2002] [P.A. 

Meyers,1992].  It is possible that resistant tumor cells have additional time to either 

metastasize to the lungs or evolve further during the period when ineffective 
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preoperative chemotherapy is given.  Therefore it is necessary to identify at the time 

of initial diagnosis the patients who are likely to have a poor response to standard 

preoperative therapy and therefore a poor outcome eventually.  The DNA microarray 

data were collected from the tumor samples of patients enrolled in a clinical trial at 

the Texas Children’s Hospital.  Expression profiling by DNA microarray was done on 

tumor tissues before and after chemotherapy treatments.  The classifier was initially 

developed with the integrated approach to distinguish good responders and poor 

responders based on the sampled data after chemotherapy.  The results were 

compared with the existing methods tested on the same dataset [T.K. Man, 2005] to 

verify its performance and robustness.  The derived classifier was further validated 

through predicting the potential chemo-response of biopsy samples acquired before 

chemotherapy. 
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5.2 CLASSIFICATION AND FEATURE SELECTION WITH 

SUPPORT VECTOR MACHINE 

  

Support Vector Machine (SVM) is one of supervised learning methods, which 

is used for doing classification and regression.  By viewing input data as two sets of 

vectors and transforming the data into an n-dimensional space, an SVM can be 

constructed such that a separating hyperplane in the space that maximizes the margin 

between the two data sets is formed.  In this section, we are going to describe the 

feature selection using a multi-kernel Support Vector Machine approach. 

 

5.2.1 Support Vector Machine 

Support Vector Machine basically is a binary classifier.  Let a gene microarray 

dataset D be denoted by   l

iii yX
1

,


, where m

i RX  is the gene expression level of 

the i-th patient,  1,1iy  is the condition label for a binary classification problem, l 

is the number of patients, and m is the number of gene features.  The dataset after 

performing the gene selection is defined as      l

iii yXD
1

,


   with 'mR , where 

the function    selects m' (<m) gene features among all the m gene features from the 

gene expression data set D.  To construct the SVM, all training samples are first 

mapped to a feature space by a non-linear function   iX .  A separating 

hyperplane in the feature space can be expressed as    


l

i
iiii Xyw

1

0,   .  The 
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optimal separating hyperplane is defined as a linear classifier which can separate the 

two classes of training samples with the largest marginal width, and the optimal 

parameters  i   are obtained by maximizing the following function: 

 

          
 

l

i

l

ji
jijijii XXyyW

1 1,2

1
   (5.1) 

 

with liCri ,...,1,0   in which Cr is the regularization parameter controlling the 

tradeoff between model complexity and empirical risk, and Cr is equal to 15 in this 

thesis.  In the hyperplane expression, only those items with 0i  can remain.  The 

samples that lie along the margins of the decision boundary (by Kuhn-Tucker theorem) 

are called the support vectors, which satisfy the equation: 

 

   0,  iiii Xyw      (5.2) 

 

To avoid the computation of the inner product      
ji XX   ,  in the high 

dimensional space during the optimization of (5.1), the kernel function that can satisfy 

the Mercer’s condition is introduced: 

 

          
jiji XXXXK   ,,     (5.3) 

 

  For a new test sample X, a decision function of the SVM classifier with the 

kernel K can then be defined based on the selected gene subset: 
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      
















VECTOR
SUPPORT

iii XXKyDXf  ,sgn,,   (5.4)  

 

To develop a robust SVM model based on the training set in a practical way, 

the leave-one-out cross-validation (LOOCV) can be applied.  Under this approach, 

one sample is left out as a testing sample, and the remaining 1l samples are 

employed as training samples.  Let   l

kiiiik yXD



,1

, represent the training set, the 

overall accuracy is reflected by: 

 

    







 


l

k
kkk yDXf

l
DJ

1

,,
2

1
,    (5.5) 

 

where  ,DJ  is the total error of the classifier.  Now the integrated gene feature 

selection and the SVM classification problem are transformed to optimizing the above 

single objective function (5.5) by searching the feature selection   (and the multi-

kernel SVM parameters as discussed below.) 

 

5.2.2 Multi-Kernel approach for SVM 

 Typical kernel functions used in SVM design include the linear, sigmoid, and 

radial basis function (RBF).  RBF is widely used as the kernel function in gait 

classification studies [V.N. Vapnik, 1998] [V. Vapnik, 2000].  As there is no 

analytical study for choosing the optimal kernel function, it is usually chosen by trial 

and error, which depends on the problem nature.  As a result, the selected kernel to 
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the problem may not be a good one.  We propose a multi-kernel approach for Support 

Vector Machines to combine heterogeneous sources of information for learning the 

decision function.  The parameters in the integrated kernel could be found by some 

tuning algorithm.  The proposed multi-kernel approach defines a new kernel that 

combines different kernels linearly: 

 




3

1i
iiKK       (5.6) 

 

1
3

1


i

i      (5.7) 

 

where K1, K2, K3 are the linear, sigmoid and radial basis functions respectively, and ωi 

is the weight for each kernel. 
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5.3 DATA DESCRIPTION 

 

We use a set of osteosarcoma microarray data [T.K. Man, 2005], which were 

generated through institutional reviewed board-approved protocols at four centers 

(Texas Children’s Hospital/Baylor College of Medicine, Cook Children’s Medical 

Center, Pediatric Branch of the National Cancer Institute, and University of 

Oklahoma Health Science Center).  A total of 34 samples (14 initial biopsies and 20 

definitive surgery specimens) were included, which were obtained from 28 individual 

patients with 18 males and 10 females.  Six patients contributed two samples each, 

both initial biopsies and definitive surgery specimens; whereas the remaining 22 

patients contributed one sample each, either an initial biopsy or a definitive surgery 

specimen.  The initial biopsy samples were obtained at the time of diagnosis before 

the initiation of preoperative chemotherapy.  The definitive surgery samples were 

collected after the completion of preoperative chemotherapy.  The drug responses are 

centrally reviewed by one pathologist after definitive surgery.  Good response is 

defined as more than 90 percent necrosis in tumor, and poor response with less than 

90 percent necrosis. 

It is clinically useful to monitor drug response after chemotherapy so that 

further therapeutic measures could be adjusted to optimize the chance of survival of 

the poor responders as revealed at the time of definitive surgery.  Another more 

significant approach is to predict the drug response before chemotherapy is initiated, 

which provides clinicians the option to customize therapy based on the predicted 

response.  Therefore the gene arrays of the 20 definitive surgery specimens can be 
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used to train the classifier, and the gene arrays of the 14 initial biopsies can be used to 

verify the trained classifier. 

To process the gene data, the raw quantification outputs of all array 

experiments were pre-processed and filtered by removing spots with low signal 

intensity and low sample variance (P > 0.01), as well as those that were missing in the 

experiments.  A total of 1,934 genes remained after pre-processing and filtering.  The 

intensities were then normalized by an intensity dependent local weighted regression 

method.  After normalization, the intensity ratios were log-transformed before further 

analysis. 
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5.4 FORMULATION OF GENE SELECTION 

 

The number of features in microarrays is significantly larger than the number 

of samples.  In order to improve the performance of the classification, reducing the 

dimension of the data set is necessary.  The filtering technique has been adopted for 

this purpose. 

As shown in Fig. 5.1, the two-sample t-test is performed to pre-screen the 

noisy genes, and the remaining unfiltered genes are the more significant genes.  The t-

value of the gene feature can be determined by the following equation: 

 

1

1

1

1

11
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n

Var

n

Var
t


    (5.8) 

 

where 1n  and 1n  are the numbers of patients with positive and negative conditions, 

1  and 1Var  are the mean value and variance of gene feature in the positive group, 

and 1  and 1Var  are the mean value and variance of gene feature in the negative 

group, respectively.  The gene features with low t-values are filtered out, and the ones 

with high t-values are passed to the MWPSO optimization unit, which can search for 

the most significant gene features and the SVM parameters for classification.  

Practically, the gene features that have t-values higher than 2.5 are passed to the 

MWPSO optimization unit and the rest of the gene features are not considered.  Fig 

5.1 illustrates the procedures of the proposed algorithm, and the details are discussed 

below.  
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Step 1: Generate the population randomly 

 A set of solutions is generated randomly which represents the particles of the 

PSO.  Each solution consists of two parts, the binary-coded representation and the 

real-coded representation.  The binary-coded representation is used for gene feature 

selection and the real-coded representation is for determining the weighting of each 

kernel of the SVM. 

 Binary-coded representation is composed of a fixed-length binary string.  It is 

used to determine the usage of the gene feature by their corresponding gene.  If a bit 

value is 1, that gene is kept in the subset; and a bit value of 0 indicates that the gene is 

not included in the subset.  Therefore, the string length is equal to the number of 

genes.  The real-coded representation governs the weights of the three different 

kernels of the SVM.   

 

Fig. 5.1.  Illustration for the proposed algorithm. 
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Step 2: Fitness evaluation 

As illustrated in Fig 5.1, the fitness value’s evolution is divided into 2 steps.  In step 

2a, the binary coded representation part is separated from the solution string.  Based 

on the selected gene features from the binary-coded representation, the SVM classifier 

is then trained in Step 2b with real-coded parameters through leave-one-out-cross-

validation (LOOCV), during which the following cost function is used to evaluate the 

fitness of a solution 

 

),error= J(Dfitness ,    (5.9) 

 

The objective of the MWPSO is to minimize the fitness function by searching 

the optimal gene feature   and the weight vector   of the SVM kernel.  It can be 

seen that the best fitness value is zero if there is not any error.   

 

Step 3: Termination condition 

 There are many possible termination conditions for the PSO.  In this 

experiment, the termination condition is set as when the number of iteration is equal 

to a pre-defined number or the fitness is equal to zero, meaning that the best solution 

is found; otherwise, the algorithm goes to Step 4 for the next evolutionary iteration. 

 

Step 4: PSO operation 

 In this step, all the particles will update their position according to the pbest 

and gbest values.  After that some of the particles will be selected to undergo wavelet 

mutation.  Every particle of the swarm will have a chance to mutate governed by the 
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probability of mutation m .  The number of elements in a particle that mutate is 

controlled by the element probability Nm, such that more than one element in each 

particle can mutate in each mutation process. 
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5.5 EXPERIMENTAL SETUP 

 

On realizing the MWPSO, the following simulation conditions are used: 

 Shape parameter of the wavelet mutation ( wm ): 0.2 

 Probability of mutation ( m ): 0.2 

 Element probability (Nm): 0.3 

 Acceleration constant 1 : 2.05 

 Acceleration constant 2 : 2.05 

 Constriction factor k: 0.005 

 Parameter g: 1000 

 Swarm size: 20 

 Number of iteration: 1000 

 Initial population: All the particles are initialized randomly 

 Initial global best gbest: It is generated uniformly at random 

 Initial local best pbest: It is generated uniformly at random 
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5.6 RESULT AND ANALYSIS 

 

The SVM classifier was first trained by the sample data training set to classify 

the tumor to be a good responder or a poor responder.  The best gene combination can 

be derived according to its cross-validation accuracy.  Then the gene subset and the 

trained SVM classifier will be verified by using the test data set.  The results show the 

relevance of using the selected gene combination as the signature of chemoresistance, 

and the ability of this gene signature to predict at the time of initial diagnosis the 

histologic response as determined at the time of definitive surgery. 

The result of the proposed algorithm was used to compare with the results of 

various supervised classification algorithms (compound covariate predictor CCP, 

linear discriminant analysis LDA, 1-nearest neighbor 1-NN, 3-nearest neighbor 3-NN, 

nearest centroid NC and SVM) collected from [T.K. Man, 2005].  For all algorithms, 

LOOCV was used to fairly evaluate the performance of each classifier, and all of 

them can only achieve 60-70% classification accuracies.  Besides, different hybrid 

PSOs incorporating different kernels for the SVM were also tested for comparisons of 

performance.  In the training, the proposed method and all other methods using PSO 

can achieve 100% classification accuracy, as shown in Table 5.1.  That means out of 

the 20 samples of training sets, all samples can be classified successfully.  Comparing 

with other classifiers, the proposed classifier is more effective for the gene signature 

selection and classification.  In general, the classifier with parameters optimized by 

PSO can provide a better result. 

For the proposed method, the weights of kernels ω1, ω2 and ω3 were found to 

be 0.533, 0.1663 and 0.3007 respectively.  In this thesis, there are 937 genes selected 
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as the predictor genes; however, there is not enough information to explain the 

cooperative relationship among genes in the subsets. 

The optimal SVM classifier with the selected gene subset was then 

respectively applied to predict the chemo-response of the 14 initial biopsy samples for 

further validation purpose.  The test data are completely independent of the training 

data and process.   

In the testing, the proposed method misclassified one sample among the 14 

samples, with a correct classification rate of 92.9% as shown in Table 5.2.  The results 

in [T.K. Man, 2005] also misclassified Tumor ID 410 of a clinically good responder 

as a poor responder.  This finding is consistent with the study in [T.K. Man, 2005], 

where it was pointed out that this patient initially presented with localized disease but 

eventually developed recurrence in the lungs 25 months after the completion of 

therapy.  It was suggested that there were resistant cells present in the initial biopsy, 

which might have metastasized to the lungs before the definitive surgery, and 

subsequently gave rise to the recurrent tumor.  This result further indicates that the 

gene expression signature of the resistant cells in the definitive surgery samples was 

already present in the initial biopsy samples at the time of diagnosis.  Comparing with 

the other methods, the proposed method can provide the best result among all the 

methods.  In particular, among all the methods incorporating PSO for tuning the SVM, 

the proposed multi-kernel SVM can offer the most accuracy result as summarized in 

Table 5.2.   
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tumor 

ID of 

the 

training 

sets 

Histologic 

response  

concordance of classification with histologic response 

CCP LDA 1-NN 3-NN NC 

SPSO 

with 

multi-

kernel 

SVM 

APSO 

with 

multi-

kernel 

SVM 

MWPSO 

with 

sigmoid 

kernel 

SVM 

MWPSO 

with RBF 

kernel 

SVM 

Proposed 

method 

300 Good No No No No No Yes Yes Yes Yes Yes 

308 Good Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes 

386 Good No No No No No Yes Yes Yes Yes Yes 

394 Good No No No No No Yes Yes Yes Yes Yes 

452 Good Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes 

759 Good Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes 

771 Good Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes 

221 poor Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes 

236 poor Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes 

241 poor Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes 

252 poor Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes 

311 poor Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes 

342 poor Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes 

392 poor Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes 

483 poor Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes 

591 poor Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes 

680 poor No No No No No Yes Yes Yes Yes Yes 

691 poor No No No No No Yes Yes Yes Yes Yes 

760 poor No Yes Yes Yes No Yes Yes Yes Yes Yes 

761 poor No No No No No Yes Yes Yes Yes Yes 

% correctly classified 65% 70% 70% 70% 65% 100% 100% 100% 100% 100% 

 

Table 5.1.  LOOCV of 20 definitive surgery osteosarcoma samples 
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Tumor 

ID 

Histologic 

response 

SPSO 

with 

multi-

kernel 

SVM 

APSO 

with 

multi-

kernel 

SVM 

MWPSO 

with 

sigmoid 

kernel 

SVM 

MWPSO 

with 

RBF 

kernel 

SVM 

Proposed 

algorithm 

with multi-

kernel SVM 

410 Good  No No No No No 

197 Poor Yes Yes Yes Yes Yes 

207 Poor  Yes Yes Yes Yes Yes 

278 Good Yes Yes Yes Yes Yes 

289 Poor Yes Yes Yes Yes Yes 

345 Good  Yes Yes Yes Yes Yes 

204 Poor Yes Yes Yes Yes Yes 

274 Poor  Yes Yes Yes Yes Yes 

299 Good   Yes Yes Yes Yes Yes 

464 Poor  Yes Yes Yes Yes Yes 

479 Poor   No Yes No No Yes 

481 Poor  Yes Yes Yes Yes Yes 

545 Good   Yes Yes No No Yes 

654 Good Yes Yes Yes Yes Yes 

 

Table 5.2.  Classification results of the proposed algorithm. 
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5.7 SUMMARY 

  

In this chapter, we have proposed an integrated approach for applying 

MWPSO and Support Vector Machine to select a compact gene subset and optimize 

SVM parameters simultaneously.  Prediction of chemo-response using an independent 

dataset of 14 initial biopsy samples achieves 92.9% of accuracy, reflecting that the 

proposed algorithm is promising in selecting gene signatures that are consistently 

expressed in initial biopsy samples.  It indicates a high predicting value for drug 

response.  The results suggest that the proposed algorithm can be used to generate 

hypothesis for the identification and validation of genetic biomarkers for diagnostic 

and therapeutic purposes.  In the future, we will further validate the proposed 

algorithm in solving other similar classification problems with large data sets of 

nasopharyngeal carcinoma and lung cancer. 
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CHAPTER 6  

CONCLUSION 

 

6.1 ACHIEVEMENTS 

 

In this thesis, we have proposed an improved Particle Swarm Optimization, 

and provide some example applications to illustrate the ability of the proposed method.  

For the Particle Swarm Optimization, a new mutation operation has been introduced.  

By taking advantage of the multi-wavelet mutation operation, the solution quality and 

the solution stability are enhanced.  Application examples on half-toned color-

quantized image restoration and micro-array data selection have been provided to 

show the merits of the proposed method. 

In Chapter 3, we have presented the details about the Particle Swarm 

Optimization with multi-wavelet mutation.  The standard PSO does not have any 

mutation operation, and it is easily trapped in some local optima.  By using the multi-

wavelet mutation operation, the solution quality is improved because more freedom is 

provided for all particles to explore the searching area.  The probability of 

reproducing good particles during the iteration process is increased.  The property of 

the wavelet theory also enhances the stability of the solution statistically.  A suite of 

18 benchmark test functions has been used to test and illustrated the searching ability 
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of the proposed method.  The merit of the proposed PSO with multi-wavelet mutation 

over other methods has been clearly indicated. 

The application of the proposed MWPSO on the restoration of half-toned 

color-quantized images has been discussed in Chapter 4.  Error diffusion is one of the 

most popular half-toning methods; however, most of the recent restoration algorithms 

mainly concern on the restoration of noisy and blurred color images.  We use the 

Particle Swarm Optimization with multi-wavelet mutation as the restoration algorithm 

for half-toned color-quantized images.  Simulation results have demonstrated that the 

MWPSO can achieve a remarkable improvement in terms of convergence rate over 

the conventional simulated annealing (SA) algorithm.  By using MWPSO, the number 

of particles used for searching is increased.  The searching area is also increased in the 

early stage of iteration thanks to the multi-wavelet mutation, and each particle can 

share the information in each iteration step.  This explains the improved searching 

ability and convergence rate. 

In Chapter 5, we have discussed another application example of the proposed 

MWPSO on tuning a support vector machine with multiple kernels for gene signature 

selection and cancer prediction.  As DNA microarray studies produce a large amount 

of data, expression data are highly redundant and noisy and most genes are believed 

to be uninformative with respect to the studied classes.  Only a fraction of genes may 

present distinct profiles for different classes of samples.  An integrated approach of 

support vector machine (SVM) and particle swarm optimization (PSO) has been 

adopted as a classification tool for selecting the useful information.  The results of 

simulations have shown that the proposed algorithm can be used to generate 
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hypothesis for the identification and validation of genetic biomarkers for diagnostic 

and therapeutic purposes. 



Chapter 6: Conclusion 

103 

 

6.2 FURTHER DEVELOPMENT 

  

In this thesis, the mutation operation for the Particle Swarm Optimization is 

investigated.  The operation provides more freedom for the particles to explore the 

searching space in each iteration step.  However, the selection operation of particles 

and the termination condition for the iteration process have not been seriously 

considered in this thesis.  

The selection operation is an important step for optimization; the improvement 

of the selection operation should be considered in the further study.  For the standard 

PSO, during each iteration step, all the particles will be used to reproduce a new set of 

particles.  Individual solutions are selected through a fitness based process, and a new 

particle will replace an old one if the fitness of the new particle is higher than that of 

the old one.  A fitness based selection process might not be a good one for the particle 

selection; some information might be loss due to the replacement process.  Studies of 

the selection process might improve the performance of the PSO, particularly when 

the functions to be optimized are highly nonlinear multi-modal ones. 

How to determine if the algorithm has reached the best solution is another 

important concern for the optimization.  In many popular optimization algorithms 

including the Genetic Algorithm and Differential Evolution, a fixed number of 

iteration is usually pre-defined as the terminate condition.  It might unnecessarily 

waste too much computational power if the solution has been reached very early.  On 

the other hand, the pre-defined number of iteration might not be big enough to allow 

the algorithm to reach the global solution.  The final choice of the number of iteration 
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is usually determined by trial and error or from experience.  A study on the 

termination condition might further improve the performance of the PSO. 
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APPENDIX 

 

A.1 BENCHMARK TEST FUNCTIONS 

  

The 18 benchmark test functions for testing the MWPSO performance are 

listed below.  In these functions,  nxxx 21x , where n is the number of 

variables. 

 

A.1.1 Unimodal Functions 

Function 1: Sphere Model 
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Function 2: Generalized Rosenbrock’s Function 
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Function 3: Step Function 
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  0 = )( = )min(,105,5.0)( 33
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Function 4: Quartic Function (with noise) 
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where  random  generates randomly a floating-point number between 0 and 1 

 

Function 5: Schwefel’s Problem 2.21 

  0 = )( = )min(,50150,301,max)( 555 0x ffxixf ii
i

  

 

Function 6: Schwefel’s Problem 2.22 
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Function 7: Easom’s Function 
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A.1.2. Multimodal Functions with Only a Few Local Minima 

Function 8: Shekel’s Foxholes Function 
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Function 9: Kowalik’s Function 
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1 0.1957 0.25 

2 0.197 0.5 

3 0.1735 1 

4 0.1600 2 

5 0.0844 4 

6 0.0627 6 

7 0.0456 8 

8 0.0342 10 
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9 0.0323 12 

10 0.0235 14 

11 0.0246 16 

 

Function 10: Maxican hat Function 
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Function 11: Six-Hump Camel Back Function 
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Function 12: Hartman’s Family I 
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 aij pij  i ci 

        j 

i 
1 2 3 1 2 3 

  

1 3 10 30 0.3689 0.1170 0.2673 1 1 

2 0.1 10 35 0.4699 0.4387 0.7470 2 1.2 

3 3 10 30 0.1091 0.8732 0.5547 3 3 

4 0.1 10 35 0.03815 0.5743 0.8828 4 3.2 
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Function 13: Hartman’s Family II 
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A.1.3. Multimodal Functions with Many Local Minima 

Function 14: Generalized Penalized Functions 
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Function 15: Generalized Rastrigin’s Function 
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Function 16: Generalized Griewank’s Function 
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Function 17: Ackley’s Function 
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Function 18: Schwefel’s Function 
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