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ABSTRACT 

Abstract of thesis entitled:  Ventilation Control and Ventilation performance of 

Multi-zone Air Conditioning Systems 

Submitted by            :  Sun Zhongwei 

For the degree of         :  Doctor of Philosophy 

at The Hong Kong Polytechnic University in August, 2010. 

 

The indoor air quality (IAQ) and energy consumption of buildings have received 

increasing concern over the last twenty years. The optimal ventilation control of 

multi-zone VAV Air-conditioning (HVAC) systems provides great potential in 

reducing energy consumption while ensuring acceptable IAQ and satisfactory 

thermal comfort. In the last two decades, a number of ventilation control strategies 

with different degrees of promise have been developed for multi-zone 

air-conditioning systems. However, most of them cannot always maintain satisfying 

ventilation performance due to variable indoor thermal comfort and pollution 

sources of different ventilation zones. Another important issue is that the modeling 

of the space ventilation usually uses perfect mixing models in conventional dynamic 

ventilation simulations to test and evaluate the control of air-conditioning systems. 

However, the complete-mixing air model fails to consider the impact of non-uniform 

air temperature stratifications on the ventilation performance. 

Therefore, the aim of this study is to develop an online ventilation optimal control 

strategies for multi-zone air-conditioning systems to minimize the overall system 
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energy consumption while maintaining satisfactory IAQ. A CFD-based virtual 

ventilation test system is also developed to evaluate the dynamic ventilation 

performance by taking account of indoor air stratification phenomena using a 

CFD-based space temperature offset model. The aim is achieved through addressing 

the following objectives. (1) Develop a CO2-based adaptive Demand Controlled 

Ventilation (DCV) strategy, (2) Develop an indoor air temperature set point reset 

strategy for critical zones, (3) Develop a model-based indoor air temperature set 

point resetting strategy for critical zones, and (4) Develop a model-based outdoor air 

flow rate optimal control strategy for a full air system with primary air handling 

units. In addition, a CFD-based ventilation test method is developed to test the 

indoor air ventilation performance in a simulated environment. 

The CO2-based adaptive DCV strategy and the indoor air temperature reset strategy 

are developed to optimize the outdoor air flow rate to satisfy the coincident 

ventilation and thermal load requirements of different zones. The DCV strategy is 

further implemented and validated using an independent Intelligent Building 

Management and Integration platform (IBmanager) in a super high-rise building in 

Hong Kong by comparing with the original fixed outdoor air flow rate control 

strategy. Both the site tests and simulation tests showed that this DCV strategy can 

help to reduce the system energy cost while still maintaining acceptable indoor air 

quality. 

The model-based indoor air temperature set point resetting strategy for critical zones 

is developed to reduce the unbalance among the required outdoor air fractions of all 
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the zones and to further optimize the indoor air temperature set point of the critical 

zones. The thermal comfort, indoor air quality and total energy consumption are 

considered simultaneously. The indoor air temperature set point is optimized using 

the Genetic Algorithm (GA) based on the trade-offs among the indoor air CO2 

concentration, index of predicted mean vote (PMV) and total system energy 

consumption in the format of a system response-based cost function. 

The model-based outdoor air flow rate optimal control strategy is developed to 

reduce the system energy consumption and to optimize the outdoor air flow rate for 

the full air system with a primary air handling unit. The energy consumption of the 

primary fan and the energy consumption for cooling outdoor air are considered 

simultaneously. The outdoor air flow rate set point is optimized based on the 

trade-offs among the energy consumption of the primary fan and the energy 

consumption for cooling outdoor air in the system response-based cost function. 

A simulation package developed on the Transient Simulation Program (TRNSYS) is 

used as the simulation platform to validate and evaluate the performance of the 

proposed different ventilation optimal control strategies. The test results showed that 

about 1.01%~17.7% energy in the system under investigation can be saved when 

using these optimal control strategies when compared with the conventional 

ventilation control strategies. 

The CFD-based virtual ventilation test method is developed for control and 

optimization of the indoor environment by combining a ventilated room with a 

ventilation control system. It is demonstrated to be a feasible evaluation tool for the 
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ventilation systems for investigating the ventilation control performance in a 

simulated environment. A data-based space temperature offset model is developed 

using the data generated by the CFD model and then used as a virtual temperature 

sensor in the CFD-based virtual test method. The validated virtual sensor is used to 

compensate the air temperature non-uniform stratification in occupied rooms and 

improve thermal comfort in a mechanical ventilated room efficiently. 
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CHAPTER 1 INTRODUCTION 

1.1 Motivation 

Heating, Ventilation and Air-conditioning (HVAC) systems are the major energy 

consumers in buildings. According to the statistics provided by the DOE (2003), the 

energy consumption of HVAC systems in industrial and commercial buildings 

constituted 12% of the United State primary energy consumption. In Hong Kong, the 

energy consumption of air-conditioning systems contributed about 50% of the 

annual energy budgets in most air-conditioned buildings (Yik 1997). The energy 

efficiency of air-conditioning systems is therefore essential to reduce the global 

energy consumption of buildings and promote the environmental sustainability. In 

recent years, another issue which receives wide concern is the indoor air quality 

(IAQ) because the contribution of IAQ to the total personal exposure to air 

pollutions is significant. A poor IAQ may be caused if the operation of 

air-conditioning systems is strongly dynamic and the occupancy schedules or load 

conditions vary significantly. The set points of air-conditioning systems might 

significantly deviate from the real optimal values, which will affect health and 

productivity of occupants because people spend most of their time in indoor 

environments. 

To reduce the energy consumption of the building HVAC systems while maintaining 

or improving the IAQ for occupants of the building, a large number of researches 
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have paid significant efforts on designing energy-efficient HVAC component and 

utilizing the renewable energy sources, such as solar energy and wind energy etc. 

However, the control and operation of the HVAC systems will mainly affect the 

system energy usage and IAQ. Among basic controls of air-conditioning systems, 

the outdoor air ventilation control is essential to ensure the IAQ and thermal comfort 

with less energy consumption of the multi-zone air-conditioning systems. 

Conventional outdoor ventilation control strategies mainly involve constant outdoor 

airflow rate control or strategies based on maximum return CO2 measurement in 

summer, transient, or winter seasons. These strategies often result in either excessive 

energy waste or poor indoor environmental performance due to improper control and 

operation of strategies. Therefore, it is significant to develop several advanced 

ventilation control strategies in our research for ensuring the high ventilation 

performance of the air-conditioning systems. 

Most existing studies on the optimization and control of the outdoor air ventilation 

for air-conditioning systems were carried out through simulation tests and the field 

validation on real buildings is still limited or even lacking. In the meantime, the field 

tests of ventilations control strategies can seldom be implemented properly or 

effectively because of inadequate control strategies, inappropriate measurement 

instrumentations, measurement uncertainties/errors and component degradations and 

faults. The inadequate control strategies and inappropriate sensor instrumentation in 

multi-zone air-conditioning systems also prevent the implementation of advanced 

outdoor air ventilation control, particularly those which aim to provide satisfactory 

indoor environment of each zone by consuming minimum energy. Therefore, this 



 3 

thesis presents an in-situ implementation and validation of a CO2-based adaptive 

DCV strategy in a super high-rise building in Hong Kong. Since the accuracy and 

reliability of the major measurement instrumentations affect the actual performance 

of the adaptive DCV strategy significantly, the commissioning and calibration of 

major measurement instrumentations are presented as well. 

Another fundamental function of HVAC systems is to provide building occupants 

with comfortable thermal conditions. A large amount of research on thermal comfort 

has been done to improve the indoor thermal environment using the perfect mixing 

model. However, these studies cannot precisely feedback the spatial variations of 

controlled variables because the indoor air velocity, temperature, and pollution 

stratification are uneven in building spaces. The use of perfect mixing model may 

not be practical when controlled variables vary considerably over distances. The 

unevenness always causes poor thermal comfort in the occupied zone using the 

measurements at the sensor locations. The negligence of the indoor air stratification 

phenomena is one of the main reasons for malfunction of indoor environment 

control systems, which in turn causes frequent complaints against the poor indoor 

environment. Therefore, many complicated room models, such as Computational 

Fluid Dynamics (CFD) model and the zonal model have been developed to predict 

the indoor air stratification phenomena before the ventilation system is constructed. 

However, the computational burden is usually heavy, which prevents their online 

applications. It would be a significant step forward to integrate the simulation of the 

space ventilation and the indoor thermal stratification phenomena to a real-time 

ventilation control strategy for ventilation performance test purposes. 
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1.2 Aim and Objectives 

Development, site validation and performance test of online optimal ventilation 

control strategies for multi-zone air-conditioning systems play significant roles in 

reducing the overall energy consumption of buildings, and maintaining the 

satisfactory IAQ and thermal comfort. However, current studies on this issue are far 

away from being sufficient. Therefore, the development and implementation of the 

proposed ventilation control strategies and a CFD-based virtual ventilation system 

test platform for air-conditioning systems for real-time applications is the main aim 

of this research. The aim is achieved by addressing the following objectives: 

1. Develop a CO2-based adaptive DCV strategy and the indoor air temperature set 

point reset strategy of critical zones for the multi-zone VAV ventilation systems 

to achieve the satisfactory indoor environment of individual zones and enhance 

energy performance during typical summer seasons. 

2. Develop a model-based indoor air temperature optimal control strategy for 

temperature resetting based on the trade off among the thermal comfort, indoor 

air quality and total energy consumption simultaneously. The temperature set 

point of critical zones can be optimized using the system response-based cost 

function to reduce the unbalance among the required outdoor air fractions of all 

the zones. 

3. Present a model-based optimal control of outdoor air flow rate of full air system 

with primary air handling unit based on the trade-offs among the energy 

consumption of the PAU fan system and the energy consumption for cooling 
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outdoor air. This strategy is a preferable choice while the outdoor air enthalpy is 

smaller than the return air enthalpy. 

4. Develop the software tools and provide the implementation guidelines for 

applying online the proposed supervisory and optimal control strategy in 

practice. 

5. Perform field implementation and validation of the adaptive DCV strategy and 

enthalpy-based ventilation control strategy. To ensure the acceptable 

performance, the major measurement instrumentations, including the CO2 sensor, 

air flow rate meters, are calibrated. 

6. Develop a CFD-based ventilation test method to integrate the simulation of the 

space ventilation and the indoor thermal stratification phenomena to a real-time 

ventilation control strategy for ventilation performance test purposes. A space 

temperature offset model is also developed to compensate the indoor air 

stratification phenomena to optimal indoor ventilation performance. 

1.3 Organization of This Thesis 

The thesis is organized into ten chapters as below. 

Chapter 1 presents the motivations of this research, the aim and objectives, and the 

organization of this thesis. 

Chapter 2 presents a literature review on the simulation and practical 

implementation studies of conventional ventilation control strategies, the 
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conventional models of indoor air such as the well-mixed models, the multi-zone 

models, CFD models, and zonal models. 

Chapter 3 introduces the major parameter estimation techniques, the basic control 

loops of air-conditioning systems and system optimization techniques for nonlinear 

optimization processes, which will be used in this thesis. These techniques are 

essential for ensuring the HVAC systems to operate with a better or optimized 

performance with optimal set-points. The parameter estimation technique is also 

important to ensure the components‟ models in HVAC systems to continuously 

provide reliable estimations. 

Chapter 4 presents a CO2-based adaptive DCV strategy for multi-zone 

air-conditioning systems, which employs an online occupancy identification using 

the dynamic multi-zone ventilation equation and zone temperature set point reset 

strategy of critical zones. The energy and environmental performances of the 

adaptive DCV strategy is validated and evaluated by comparing with other typical 

ventilation strategies under various weather conditions in TRNSYS environment. 

Chapter 5 presents a model-based indoor air temperature set point resetting strategy 

for critical zones of the multi-zone HVAC system aiming at reducing the unbalance 

among the required outdoor air fractions of all the zones. The performances of the 

strategy is tested and evaluated by comparing with a conventional ventilation control 

strategy using the simulation-assisted method. 
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Chapter 6 presents a model-based optimal control of outdoor air flow rate of full air 

system with primary air handling unit aiming at optimizing the outdoor air flow rate 

by compromising the energy consumption of the primary fan and the energy 

consumption for cooling outdoor air. Case studies are carried out to evaluate the 

system performance using the simulation-assisted test method in a typical spring 

season. 

Chapter 7 describes a data-based space temperature offset model as a virtual 

temperature sensor in temperature control to compensate the temperature 

non-uniform stratification and hence to improve the indoor thermal comfort in 

occupied rooms. Case studies are carried out to validate the accuracy and reliability 

of the CFD modeling method using experimental measurements. The effect of the 

virtual temperature sensor on the zone temperature control performance is tested in a 

CFD-based virtual ventilation test method. 

Chapter 8 presents a CFD-based virtual ventilation test method for control and 

optimization of indoor environment by combining a ventilated room with a 

ventilation control system. The data-based space temperature offset model is 

integrated as a component of the ventilation control system. Case studies are carried 

out to evaluate the control accuracy and reliability of the CFD-based virtual 

ventilation test method. 

Chapter 9 presents the site implementation of a CO2-based adaptive DCV strategy in 

a super high-rise building. The performance of this DCV strategy is practically 

implemented and validated by comparing with that of an original used fixed outdoor 
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air flow rate control strategy. The test results, implementation architectures and the 

commissioning and calibration of major measurement instrumentations are presented 

as well. 

Chapter 10 summarizes the work reported in this thesis, and gives some 

recommendations for future application and research. 
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CHAPTER 2 LITERATURE REVIEW 

This chapter mainly presents various conventional ventilation control approaches for 

multi-zone VAV ventilation systems. Section 2.1 briefly introduces the significance 

of the ventilation control in HVAC systems, the ventilation performance of 

conventional ventilation strategies mainly for the DCV strategies, and the practical 

ventilation application case studies. Section 2.2 presents the significance of indoor 

air environment control for analyzing the indoor air stratification phenomena and the 

kinds of conventional room models, mainly including the well-mixed room model, 

multi-zone room model, CFD room model, zonal room model, and the new 

data-based mechanistic model presented in Chapter 7. 

2.1 Conventional Ventilation Control Approaches 

2.1.1 Importance of Building Ventilation Control 

People spend most of their time in the indoor environments. Therefore, healthy 

indoor environments are critical to the healthy of people. Indoor air quality (IAQ) 

can be enhanced by proper ventilation control, which dilutes and removes the 

moisture, CO2, and other pollutants in the ventilated rooms. 

Outdoor air ventilation control is one of the key factors affecting the air quality in 

the ventilated spaces. All the harmful contaminants need to be exhausted by using 

the outdoor air flow. Therefore, the main aim of building ventilation is not only to 
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reduce the energy consumption of buildings, but also to provide occupants with a 

better indoor air quality. At the same time, it is necessary to ensure a minimum 

outdoor air control value provided for the occupants. Therefore, how much outdoor 

air should be designed as the minimum value is important as well. This value should 

be decided using a proper ventilation control strategy to maintain a satisfactory 

indoor air environment. 

2.1.2 Demand-Controlled Ventilation Control 

The indoor quality of buildings and the associated energy use have been of growing 

significantly concern over the last 20 years. Sufficient outdoor air intake is 

essentially important to ensure acceptable indoor air quality (Elovitz 1995, Chan 

2005, Liu and Liu 2005). Demand-Controlled Ventilation (DCV), proposed by 

Kusuda (1976) in 1976, attempts to achieve acceptable indoor air quality with 

reduced energy cost by controlling the outdoor air ventilation rate based on certain 

measured variable. In DCV control, carbon dioxide concentration (CO2) is often 

used as an important parameter for ventilation control while carbon dioxide is a 

reliable surrogate for bioeffluents from occupancy and not a contaminant of concern 

in buildings (ASHRAE 1996, Chao and Hu 2004, Mui and Wong et al. 2006). 

However, many studies (Persily 1993, ASHRAE 1996) pointed out that the 

CO2-based DCV control strategy cannot adequately satisfy the ventilation demand in 

a space in many situations since CO2 concentration provides no information on the 

adequacy of ventilation rate relative to sources of other contaminants in the room, 

such as those generated by building materials. 
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Therefore, ASHRAE (1996) proposed a revised version of the ventilation standard 

(62-1989R) for public review, suggesting that the minimum requirement on the 

outdoor air ventilation rate should be determined by not only the actual occupancy, 

but also the occupied area. This approach provides a way to consider the 

non-occupant-generated pollutants. However, the standards (ASHRAE 1999, 2001) 

proposed that the minimum outdoor air rate is determined only by the actual 

occupancy together with the target outdoor air rate per person in different situations. 

In the latest standard (ASHRAE 2004), it is restated that the design outdoor air 

ventilation rate is determined by occupancy and occupied area accounting for 

people-related sources and area-related sources. 

Using these standards to determine minimum outdoor air rate, the actual occupancy 

for a space has to be quantified in advance. ASHRAE (62-1989R, 1999) proposed a 

steady-state method to detect the actual space occupancy and then to determine the 

outdoor air ventilation rate. This steady-state occupancy detection is based on 

steady-state mass balance equations, yet the assumptions are far from the real 

process resulting in large lag of occupancy detection (Persily 1993, Wang and Jin 

1998). Therefore, many researchers proposed dynamic occupancy detection methods 

to detect the variable occupancy (Ke and Mumma 1997, Wang and Jin 1998). In the 

methods, CO2 concentration derivative term in the mass balance equation is 

approximated using the current and previous samplings of CO2 concentration. The 

sensors‟ noise and dynamic derivative term may results in unstable occupancy 

detection. Wang et al. (Wang et al 1999) further developed robust filters to alleviate 

these effects. The test results of simulation and field experiments demonstrated the 
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filters can improve the stability greatly of the dynamic algorithm. Since the volume 

of carbon dioxide sensors is increasing and the prices are decreasing, CO2 sensors 

are economically justified for more practical applications of effective outdoor air 

ventilation control (Jones et al. 1997, ASHRAE 2003). 

It is very common that one air handling system serves many zones in modern 

commercial office buildings. Different zones have different occupancy and thermal 

loads. Therefore, the outdoor air fractions (the ratio of outdoor airflow rate to supply 

airflow rate) of each zone may differ greatly from other to satisfy the coincident 

ventilation and thermal load requirements. Ordinarily, the minimum outdoor air 

intake rate is designed based on the total design occupancy. In this situation, the 

identical outdoor air fraction results in over-ventilation in some zones while 

under-ventilation in other zones. Another alternative is that the minimum outdoor air 

intake rate is designed to satisfy the zone with most outdoor air needs while other 

zones keeping over-ventilation. To ensure enough ventilation for all the zones while 

minimizing energy use, the unvitiated outdoor air in the over-ventilated zones can be 

counted as outdoor air to reduce the direct outdoor air intake from outside. ASHRAE 

(1996, 1999, 2001) proposed a multiple zone equation to correct the outdoor air 

fraction for outdoor air flow rate design under design condition. 

Under full and partial occupancy load conditions, Mumma and Bolin (1994) 

presented energy performance of zone-level ventilation control with the multiple 

zone equation. The performance evaluation was based on scheduled supply air 

temperature, supply air flow rate, outdoor air requirement at each zone on the basis 
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of an hour of static state for design condition and off-design condition. Nassif et al. 

(2005) presented a supply CO2-based Demand-Controlled Ventilation control 

strategy for multi-zone air conditioning systems to reduce system energy use while 

maintaining the indoor IAQ at each zone. This strategy is based on the multiple zone 

equation and estimated supply CO2 concentration set point. The supply CO2 

concentration set point was determined on the basis of steady state mass balance. 

This makes the set point deviate from it real (optimal) value. Additionally, the 

strategy used the scheduled occupancy ratio to calculate the outdoor air fraction of 

the critical zone and the other zones statically. In fact, the critical zone varies from 

time to time depending on the thermal load and occupancy profiles of all the zones. 

Even in the critical zone, the occupancy may be partial instead of full. Ketter (2003) 

pointed out that, the multiple space equation is mainly for design purposes. When it 

is used for control, the actual number of occupancy should be counted in advance. 

On the other hand, proper online control should be assured. 

2.1.3 Enthalpy-based Ventilation Control 

The optimal control of the outdoor air is significant to provide an acceptable indoor 

air quality with less energy consumption under dynamic HVAC systems. In summer 

seasons, the DCV strategy has been validated to be an effective approach to maintain 

a satisfactory ventilation performance. However, the outdoor air with lower 

temperature might provide much more cooling into HVAC systems to reduce the 

cooling load accordingly. In this case, more outdoor air can result in better indoor air 

quality and energy efficiency of the HVAC systems. Various ways of outdoor air 
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flow rate optimal control have been studied to determine the quantity of outdoor air 

into air-handling units (Park 1984, Wang 2000, ASHRAE 2004, Spitler 1987). 

ASHRAE (2004) compared different temperature-based air-side economizer. When 

the outdoor air temperature was greater than the return air temperature, the outdoor 

air dampers were controlled at their minimum positions. However, the influence of 

the outdoor air latent heat on air-conditioning system was neglected in these 

temperature-based control strategies. Therefore the temperature-based control 

strategy might be prohibited in the very hot and humid climate zones, such as Hong 

Kong. 

To consider the effect of air latent heat on the system energy efficiency, the 

enthalpy-based outdoor air control strategies (Zaheer-uddin 2000, Ardehali 1997, Spitler 

1987, Hydeman 2003, GSA 2003) were developed to determine the outdoor air flow 

rate, especially in highly humid climates. In these studies, the outdoor air flow rate 

was set to be its lower limit when the return air enthalpy was smaller than the 

outdoor air enthalpy. Otherwise, the outdoor air flow rate was set to its maximum 

value and the cooling valve was regulated to control the supply air at its set point. It 

is worthy noticing that the above enthalpy-based strategies failed to minimize the 

coil load for certain outdoor air conditions. Therefore, Seem (2009) presented an 

optimization-based enthalpy control strategy to optimize the outdoor air flow rate 

when mechanical cooling was required. The minimized coil load could be obtained 

using the system current operating conditions. This strategy, therefore, was able to 

determine the outdoor air fraction by calculating the coil load of air-conditioning 

systems in any climates. However, the minimum outdoor air flow rate was a fixed 
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value in this study. It might result in over ventilation when the occupancy ratio is 

low and insufficient ventilation when the occupancy ratio is higher than design 

maximum occupancy. 

In addition, the outdoor air of air-conditioning systems was ordinarily induced using 

the air handling unit (AHU) not a primary air unit (PAU). Outdoor air flow rate was 

controlled by coupling the outdoor air, exhaust air and recirculation air dampers 

(Zhao 1998), coupling the outdoor air and recirculation dampers, or leaving the 

outdoor air damper widely open(Krakow et al. 2000, Xu et al 2004). These approaches 

were only suitable for outdoor air flow rate control in air-conditioning systems 

without installing the PAUs. However, the PAUs as the energy consuming 

components of air-conditioning systems are installed in some particular HVAC 

systems when induced outdoor ventilation systems are not available or the outdoor 

air quality is not satisfied, especially in some super high-rise buildings in Hong 

Kong. The primary fan is adopted to supply the required outdoor air to 

air-conditioning systems in the building. When the outdoor air enthalpy is smaller 

than the return air enthalpy, more outdoor air may reduce the load of cooling system. 

However, it will result in the increasing energy consumption of primary fan in this 

system accordingly. It is significant to develop a new outdoor air flow rate optimal 

control strategy for the air-conditioning system with the primary air handling unit. 

However, no sufficient research has been studied on this local outdoor ventilation 

control of the air conditioning system. 
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2.1.4 Performance Tests and Practical Applications 

Some site installations using the CO2-based DCV strategies were also studied to 

evaluate the energy saving potential by comparing with other types of control in 

various buildings, such as office buildings (Haghighat F et al. 1992), conference 

rooms (Fleury 1992), school buildings (Janssen and Hill 1982), banks (Gabel and 

Janssen et al. 1986), auditoriums (Zamboni M, Berchtold 1991, Fehlmann and 

Wanner et al. 1993). 

Sodergen (1982) performed the study of the CO2-based DCV strategy in office 

buildings of in Helsinki. The CO2 control system was compared with the constant 

outdoor air and timer-based control, and plots of CO2 concentrations were generated. 

The outdoor air control algorithm was not described in this study. Gabel et al. (1986) 

presented a study in a bank in Pasco, Washington. The project involved the 

measurement of energy consumption and indoor air quality. Occupant responses to 

the IAQ were also surveyed. The IAQ was monitored in winter, spring, and summer 

seasons, with one week under normal operation followed by one week of CO2-based 

DCV. When the CO2 set point was set to be 1000ppm, it can be found that air 

leakage through the closed damper was large enough to keep the CO2 concentration 

below the set point. The savings in energy consumption were calculated to be 7.8% 

when the CO2 control strategy was implemented. According to the questionnaire, the 

occupants were not able to detect any differences in air quality at CO2 levels of 300 

and 1000ppm. A comprehensive study of CO2-based DCV was performed in 

Montreal (Donnini et al. 1991) on two floors of an office building. One floor was 
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equipped with a CO2-based DCV system, while the other floor served as a control. 

The CO2 control algorithm was set so that the outdoor damper was closed at 

concentrations below 600ppm, and opened at concentrations above 600ppm, with 

the maximum opening occurring at 1000ppm. In addition to measuring the CO2 

concentration, the study measured formaldehyde, particles, ventilation system 

performance, thermal comfort and energy demand. The outdoor air dampers were 

kept closed most of the year because there were not enough people raising the CO2 

concentration above the limit. The thermal comfort was generally adequate on both 

floors. Occupants of the DCV floor complained significantly more about the indoor 

environment than those occupants of the control floor. The DCV strategy can obtain 

about 12% annual energy saving. Davidge (1991) presented a CO2-based controlled 

DCV in a 30,000m
2
 office building. According to his study, the system never 

controlled the ventilation rate because the outdoor air temperatures during the winter 

were not low enough to allow free-cooling. During the summer, however, the 

damper leakage was more than enough to control the CO2 level. Fleury (1992) 

performed a study on the performance of a CO2-based DCV in a conference room. 

According his study, the fan motor speed was adjusted based on the CO2 

concentration. Occupants rated the air quality in the conference room from good to 

excellent. The measured CO2 concentration in the space was between 350ppm and 

850ppm. Pavlovas (2004) presented that the DCV has a positive influence on the 

heating energy demand and confirmed in several aspects findings in previous studies. 

However, some aspects may be added regarding the negative influence on indoor 

climate from different DCV strategies and rather demanding occupant loads. 
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Buildings nowadays are mostly equipped with comprehensive building automation 

systems (BASs) and building energy management control systems (EMCS) that 

allow the possibility of site implementation and application of advanced DCV 

strategies in real buildings to enhance and optimize the operation and control of their 

HVAC systems (Kroner 1997, Degw 1995, Bien 2002, Arkin 1997, Wang 2004, 

Wang 2007). However, the BASs systems in buildings are usually not implemented 

properly or not used effectively because of inadequate control strategies, 

inappropriate instrumentation, measurement uncertainties/errors and component 

degradations and faults. The insufficient and inappropriate sensor instrumentation 

air-conditioning systems also prevented the implementations of advanced ventilation 

control particularly those providing satisfactory indoor environment using minimum 

energy. Since reliable and accurate ventilation control strategy and sensor 

measurements are essential, Chapter 9 presents the site implementation and 

validation of a CO2-based adaptive DCV strategy for multi-zone ventilation systems 

in a super high-rise building. Considering that the measurement instrumentations 

play a significant role in ensuring the success of the DCV strategy, the calibration 

and commissioning of major measurement instrumentations are presented as well. 

The actual control performance, energy and environmental benefits due to the use of 

the CO2-based adaptive DCV strategy are tested and evaluated by comparing with 

the originally implemented fixed outdoor air flow rate control strategy. 
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2.2 Introduction of Conventional Room Models on the Indoor Air 

Stratification 

2.2.1 Influence of Room Air Stratification on Indoor Air Environment 

The relationships between indoor air environment and human comfort have been 

widely investigated. The occupant evaluated the indoor climate mainly by its air 

quality and thermal conditions. The air quality within a building perceived by the 

occupants is a function of indoor air pollution. The thermal comfort is mainly 

determined by the indoor air flow pattern, temperature and relative humidity. 

However, individual occupants, especially located in the occupied zones will have 

varying requirements for their comfort level and the indoor air quality. Although 

environmental control systems are in use in various buildings, complaints about 

indoor climate are still common (Jaakkola 1994; Brightman et al. 1997). 

The distribution of air within rooms and among rooms is inextricably linked to 

indoor air environment. Airflow within a room affects the indoor air thermal 

distribution and the emission rate at which contaminants emit into the air from 

sources within the room. These indoor thermal plume and air pollutions are 

transported primarily by the room airflow within a room or among rooms. The 

amount of air introduced into the room, the air temperature and the air quality, the 

conditions of indoor air heat and pollution sources and the way of the air diffused 

into the room are all important factors determining the indoor air thermal and quality 

conditions. People‟s perceptions of indoor air quality and their thermal comfort are 

affected by air speed, temperature and humidity distribution. Therefore a large 
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number of researches have been studied on the indoor air stratification problems to 

attain the desirable indoor air environments. 

2.2.2 Approaches of Determining Indoor Air Quality 

A large number of room air flow modeling techniques have been developed and 

applied to building problems for system test and optimal control to maintain the 

satisfied indoor air thermal environment over the past 40 years. Measurement is 

difficult and costly, and can only give results under prevailing weather and building 

conditions. Mathematical models, on the other hand, can determine and predict air 

flow patterns and concentrations for all possible combinations of building leakage 

and weather conditions. 

As long as mechanistic modeling of indoor air flow distribution is concerned, two 

types of approaches can be identified, which are integral (macro) and differential 

(micro) approaches. Both of them are classified simply as four groups, for example 

the simple well-mixed models, multi-zone models, zonal models, and Computational 

Fluid Dynamics (CFD) models. These models are illustrated in details as follows. 

2.2.2.1 Well-mixed Room Models 

The simple well-mixed models with one air node representing the whole air volume 

in the room are commonly used to study the energy consumption of HVAC system 

in buildings (TRNSYS1996, DOE1989). 
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The air density, flow field, temperature and pollution are assumed to be well mixed 

in each ventilated zone. For example, the temperature sensor measurements can 

represent the indoor air temperature based on the concept of the well-mixed models. 

For each zone, the indoor air energy balance, moisture balance and pollutant balance 

can be expressed as Equation 2.1 to Equation 2.3 respectively.  
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where M is the air mass, C is the CO2 concentration, V is the volume, G is the 

moisture generation rate, Si is the CO2 generation rate, Qsen,i is the indoor air sensible 

heat change, Di is the indoor air humidity change, dt is the sampling interval, Cp is 

the heat capacity, m is the supply air mass exchange, v is the supply air volume 

exchange, subscripts s indicates supply air, i indicates one space. 

However, it is well known that the air temperature, air velocity and pollution 

concentration distribution are uneven in ventilated spaces. The unevenness always 

causes poor thermal comfort and IAQ in the occupied zone using the measurements 

at the sensor locations. The negligence of indoor air distribution is one of the main 

reasons for malfunction of indoor environment control systems, which in turn causes 

frequent complaints against the poor indoor environment. 
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2.2.2.2 Multi-zone Room Models 

Multi-zone models can present the airflows and pollutant dispersion in a building. 

They represent a building as a network of well-mixed spaces, or zones, connected by 

the discrete flow paths such as doors, windows, wall cracks, fans, ducts, and so on. 

Within a multi-zone model, the user describes a building by assembling various 

component models, each representing a zone, a point outside the building, or one of 

a number of types of flow paths. The model then predicts the system‟s behavior 

based on the interaction of the assembled components, for example, the typical 

multi-zone offices of a commercial building mentioned in Chapter 4. A multi-zone 

model of this building would link the different zones using models of the buildings, 

cracks and ventilation system components. 

Multi-zone models can be used with time-varying input or boundary conditions to 

predict variations in conditions over the period of interest. Assuming that air flow 

patterns are unaffected by any indoor sources, the energy and mass balance 

calculation in each zone at each time step can be included in a multi-zone model to 

predict the variation of concentrations against time. Examples of this type of models, 

which are in widespread used are COMIS and CONTAM (Feustel, H.E., 1992, 

Feustel, H.E., 1999, Walton, G., 1997). 

Actually the indoor temperature, pressure and pollution concentration field might 

vary dynamically. But the multi-zone models typically treat each room as 

well-mixed air and are limited to cope with variations in indoor flow rates, 

temperature and air pollution concentrations. No existing program provides 
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multi-zone model with facilities to model detailed variations within the ventilated 

rooms (Haghighat and Megri, 1996). Usually, the study of detailed indoor air flow, 

temperature and pollution distribution is conducted using the Computational Fluid 

Dynamics (CFD) methods (Haghighat F.,1999;  Xu W.et al,2001a and 2001b). 

2.2.2.3 CFD Room Models 

CFD methods are used to numerically model physical processes within a fluid using 

the solutions of a set of non-linear partial differential equations, such as the 

continuity, momentum, energy and pollution conservations. These differential 

equations express the fundamental physical laws that govern the conservation of 

these equations. For room air motion, the driving forces are pressure differences, 

which are caused by the wind, thermal buoyancy, mechanical ventilation systems or 

combinations of these. In this case, the indoor air flow velocity may be low with 

high turbulence intensity. Therefore, CFD models have been widely used in the 

analysis of indoor airflow, temperature, and contaminant distribution in a ventilated 

room (Haghighat et al. 1992). These models have been validated under different 

flow conditions and geometry (Chen and Xu, 1998; Nielsen, 1998; Topp 1999). 

An analytical solution of the coupled, non-linear, partial differential equations for a 

three dimensional, turbulent flow field is not possible. The numerical methods are 

necessary to discrete the flow field using finite difference methods to calculate the 

complicated flow problems (Fluent 2005). CFD models are commonly used to 

simulate fluid flows, particularly in complex environment. It is well known that the 

CFD method can generate realistic model without more costly experimental 
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investment. So the CFD method is now popularly employed for ventilation field to 

provide precise information including the distribution of indoor air flow, 

temperature, and pollution transports. 

Despite the sufficiency of the simulated results with detailed information 

considering the indoor air flow and temperature field, CFD models suffer from huge 

computation load. It is widely known that the running of a complicated CFD 

simulation might consume much more computing time. An important restriction for 

the use of the CFD model is that the solution of the system of equations converges to 

a „steady-state‟ result. Since many of the energy and contaminant transport 

conditions might be transient or dynamic, this is a serious drawback for the use of 

CFD models. The trade-off between the number of grid cells used and therefore the 

grid size and the time needed for the computation can not be neglected during the 

simulation periods. Therefore, the complicated CFD models will not be suitable for 

the dynamic ventilation control system in most cases. 

2.2.2.4 Zonal Room Models 

A zonal model is an intermediate approach between the CFD and the well-mixed 

room models. In zonal models, the ventilated space in question is divided into a 

number of macroscopic zones similarly in the multi-zone approach. According to the 

different ventilation strategies, the ventilated space can be divided into different 

zones which are identified as specific (driven) flow and standard (current) zones 

(Inard et al, 1996) and mixed zone (Haghighat et al, 2001; Musy et al, 2002). The 

specific flow zones are those zones, which are within the reach of jets, plumes and 
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thermal boundary layers. All the other zones outside the influence of specific flows 

are collectively called current zones, which are mostly found within the occupied 

region of the room. Mixed zones are combinations of specific and standard zones. 

Contrary to CFD models, only the conservation equations of mass and energy are 

solved. The Navier-Stokes equations are not considered. The air flow between the 

sub-volumes has to be calculated using empirical correlations or other simplified 

methods (pressure calculation) (Haghighat et al, 2001). For each zone (or 

sub-volume), the mass balance and thermal energy balance can be written as 

Equation (2.4) and (2.5). 

0sin

1




ksource

n

j

ij
i MMM

dt

dM
                   (2.4) 

0sin

1




ksource

n

j

ij
i QQQ

dt

dQ
                      (2.5) 

where iM  is the mass of air in zone i, and Mij is the air mass flow rate from zone i 

to zone j, sourceM
 is air mass source in zone; kM sin  is air mass sink in zone; Qi is 

the heat energy in zone i, and Qij is the rate of heat energy from zone i to zone j, 

Qsource is the rate of heat energy supplied by the source in the zone, and Qsink is the 

rate of heat energy removed from the zone. 

The pressure at the middle of the zone is assumed to obey the perfect gas law. Zones 

are rectangular parallelepiped and the mass flow across the common interface 

boundary of such zones can be expressed as a function of pressure in Equation (2.6). 
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A hydrostatic field assumption has been used to relate the zone pressures with 

reference pressure shown in Equation (2.7) and Equation (2.8). 

iii RTP                                     (2.7) 

gZPP refi                                 (2.8) 

Power law is applied to calculate the air mass flow rate across the cell interface in 

Equation (2.9). 

 n

ijdij PCV                                 (2.9) 

where iP
 is the pressure in the zone i ; jP

 is the pressure in the zone j ; i is 

the air density of zone i ; dC
 is the coefficient of power law; n is the flow 

exponent; ijA
is the area of the interface boundary; refP

 is the reference pressure at 

bottom of the zone; g is the gravitational acceleration; R is gas constant of air; iT
is 

the temperature of zone i ; ijP
 is the pressure difference between zone i and zone 

j . 

L. MORA (L. MORA 2002) compared the zonal model and CFD model predictions 

of indoor airflows under mixed convection conditions to experimental data. The 

zonal model can give a satisfactory estimation of airflow patterns with specific laws 
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to model momentum added to air by the jet. The zonal model is a suitable tool to 

estimate thermal comfort in ventilated room. However it can not get more detailed 

air flows patterns and if it is accurate in the 3 dimensional space. Laret (Laret 1980) 

developed an analytical model based on steady state conditions, which was able to 

calculate the temperature profile at the centre of the room. During H. (During H. 

1994) studied the use of zonal model for transient conditions. The number of 

sub-volume is increased to 12. Transient analysis was focused on long time periods. 

Short time dynamics, important in controller studies, have not been treated and the 

dynamic phenomenon is mainly dynamics of envelope elements. Hutter (Hutter E. 

1981) presented a zonal model for natural convection. The model uses a variable 

number of air layers and represents also the zones of natural convection near the 

walls. Brent Griffith. (Brent Griffith. 2003) developed a momentum-zonal model 

based on Euler equation to enhance building load and energy simulations by 

predicting indoor air flow and temperatures. The model has been coupled to the heat 

balance model and tested on load calculations. Total computation times for load 

calculations were two orders of magnitude higher using the momentum-zonal model 

compared to traditional complete-mixing. The zonal models predict the air flow 

pattern reasonably for natural ventilation (Wurtz et al. 1999a, Haghighat et al. 2001). 

This is because the airflow in nature convection results mainly due density 

difference. However, the zonal models have shown obvious discrepancies for 

predicting the recirculation flow pattern in a ventilated space with forced convection 

(Haghighat et al. 2001, Mora et al. 2003). Since the power-law model is applied in 

the standard zone, it is the main reason resulting in the deviation of zonal models. 
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Some attempts have been made to improve the accuracy of zone models. Wurtz et al. 

(1999a) investigated the effect of using different values of flow coefficient on the 

prediction of indoor airflow and temperature distribution for natural convection. The 

relationship between the airflow rate and temperature at some positions within room 

and varying flow coefficient are illustrated. Griffith and Chen (2003) adopted the 

micro-approach to develop an alternative model, named the momentum-zonal model. 

This model can give good prediction of temperature stratification in a natural 

ventilated space mainly driven by the buoyancy. All these zonal models are limited 

to one specific case and are not generic as well for other ventilated rooms. Therefore 

conventional zonal models are very rarely used to simulate the indoor thermal 

environment stratification phenomena based on the online feedback control for 

control purposes of ventilation systems. 

2.2.2.5 Data-based Mechanistic Models 

Most existing models mentioned above are mechanistic models, such as the 

conventional zonal models and CFD models. Mechanistic models describe the 

system based on the priori defined physical, mechanical and chemical mechanisms. 

These models are developed based on a number of assumptions and differential 

equations, which result in their exceptional complexity and time consuming of 

computation. It is a main disadvantage to adopt for ventilation system control 

purposes. 

A data-based mechanistic model can provide a physically meaningful description of 

indoor dynamics of heat and mass transfer in the ventilated space with non-uniform 
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stratifications, while providing low order models. The advantage of this model is 

that it not only considers the indoor air physical mechanism but also owns the 

compact expression and accurate performance. Therefore, it is an ideal basis for 

design of the model-based ventilation control system. 

2.3 Summary 

Ventilation control is essential for improving the indoor quality of buildings and 

reducing the associated energy use of HVAC systems. Various ventilation control 

strategies are reviewed in this chapter, such as the various DCV strategies, 

enthalpy-based ventilation control strategies. At the same time, the research on the 

indoor air stratification phenomena is presented as well, including the significance of 

study on indoor air stratification, the current research approaches and its limitations. 

All these research outcomes will provide a significant theoretical basis and guidance 

for my PhD studies. 
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CHAPTER 3 PARAMETER ESTIMATION, CONTROL 

AND OPTIMIZATION TECHNIQUES OF HVAC 

SYSTEMS 

This chapter mainly presents the online process parameters identification of dynamic 

models, the local and supervisory control, and the optimization algorithms of HVAC 

systems. Section 3.1 briefly introduces the main parameters estimation approaches, 

including the least squares estimated algorithm, the recursive least square (RLS) 

algorithm, the time-varying parameters estimated algorithm and exponential 

forgetting RLS estimated algorithm. Section 3.2 presents the significance and 

approaches of the local and supervisory control of the HVAC systems. The 

nonlinear optimization techniques for local and supervisory controls of HVAC 

systems, including the direct search method, sequential quadratic programming 

(SQP), conjugate gradient method, branch and bound (B&B), genetic algorithm 

(GA), and evolutionary programming are illustrated in Section 3.3.  

3.1 Parameter Estimation 

Online identification of process parameters is a key technique in the development 

and control of various components‟ models in the HVAC system. The least squares 

method (Astrom et al. 1989) is a basic approach for parameter estimation. With the 

exponential forgetting algorithm (Astrom et al. 1989), this method can also be 
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applied to systems with slow varying parameters. Various studies concerning the 

HVAC modeling, parameter estimation, and system identification highlight the 

feasibility and advantages of using the least square method in the whole HVAC 

system. 

3.1.1 Least Squares Estimated Algorithm 

Assume that a continuous process is describe as 
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where y(t) is an observed variable that is a function of time t, i is the known 

functions named the regression variables or the regressors, the i is the unknown 

parameters. In most applications, there are k values of the observed variables. To 

accommodate these observations, the relation in Equation (3.1) is expressed in 

matrix form as Equation (3.2). 
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where Y is an array with dimension k,  is a k*n matrix, and  is an array with 

dimension n. The variables of ,Y and  are expressed in Equation (3.3) 
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The problem is to determine the parameters in such a way that the outputs computed 

from the model in Equation (3.2) agree well with the measured variables y(i) in the 

sense of least squares. This means that the error of Equation (3.4) should be 

minimized, where the error is shown in Equation (3.5). The symbol


denotes the 

estimated variables. 
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The least-squares estimation proves that the function of Equation (3.4) is minimal 

for estimated parameters 
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If the matrix T
is nonsingular, the minimum is unique and is given by Equation 

(3.7). 
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On the basis of Equation (3.8), the Equation (3.7) can be rewritten as Equation (3.9). 

The unknown parameters are then given using Equation (3.9) with P(k) given by 

Equation (3.8). 
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3.1.2 Recursive Least Square (RLS) Algorithm 

Many real-world applications, such as adaptive control, adaptive filtering, and 

adaptive prediction, require a system model to be available online while the system 

is in operation. Recursive Estimation is a method to estimate models for batches of 

input-output data. In the adaptive controllers, the investigations are obtained 

sequentially in real time. It is necessary to make the computation recursively to save 

computation time and to reduce the space to store the historical data. In preparation 

for the recursive computations, Equation (3.8) can be rewritten as Equation (3.10). 
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The Equation (3.9) can be expressed as Equation (3.11). The error is written as 

Equation (3.12). 
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where I is a n dimensional identity matrix. The parameters of Equation (3.11) to 

Equation (3.14) can be estimated recursively. 

3.1.3 Time-Varying Parameters Estimated Algorithm 

As mentioned in Section 3.1.1 and 3.1.2, the identified parameters are assumed to be 

constant in each predicting step. However, in some cases, the parameters vary 

significantly against the time. It needs to consider this situation in which the 

parameters are time-varying. Due to the parameters of the state equations are 

varying slowly with the time, the estimated parameter is named the slowly 

time-varying parameter. Therefore the Equation (3.4) can be rewritten as Equation 

(3.15) 
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where  is the forgetting factor (0 <  ≤ 1). 

3.1.4 Exponential Forgetting RLS Estimated Algorithm 

When a time varying system is concerned, the RLS algorithm with constant 

exponential forgetting factor may not obtain satisfactory estimation under near 

steady-state conditions due to no savings of earlier data. In this case, the value of the 
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forgetting factor in Equation (3.15) can set to be close to 1. Much earlier data will 

save with the increasing of the  value. The data obtained at the previous n sampling 

time can be set to be n. This method is named exponential forgetting RLS method 

accordingly. On the basis of above calculations, the exponential forgetting RLS 

estimated method is expressed from Equation (3.16) to Equation (3.17). 
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3.2 Control of Air-conditioning Systems 

There are several factors that influence indoor air quality and thermal comfort. 

These factors are air temperature, air velocity, relative humidity, radiant 

environment and activity level. Air temperature is the most common measurement of 

comfort, and the one that is most widely understood. An air-conditioning system 

provides the controlled environment in which the following parameters are 

maintained within desired ranges: temperature, humidity, air distribution and indoor 

air quality in order to build up a comfortable and healthy indoor environment for 

people to work or live in. Thermal comfort and minimum health requirement must 

be achieved by the basic controls of system, while the control of air-conditioning 

systems aims at providing satisfying thermal comfort and indoor air quality with 

minimum energy consumption. 
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To save energy consumption and improve indoor environment, various measures, 

such as DCV control, supply air temperature reset control, VAV supply air static 

pressure control, etc., are used in Chapter 4, 5, and 6. In a typical VAV system, the 

local loop controls and supervisory controls are listed as follows. 

Local loop controls include: a) AHU supply air temperature control; b) static 

pressure control; c) zone temperature control or zone air flow rate control; d) 

outdoor air flow rate control; e) supply fan and return fan control. 

Supervisory controls include: A) outdoor air flow rate set point reset; B) Static 

pressure set point reset; C) AHU supply air temperature set point reset. 

The local loop is essential for the system to operate properly to provide the 

comfortable and healthy indoor environment, while the supervisory controls allow 

that system operates with a better or optimized performance. The outdoor air flow 

set point reset affects the energy consumption, mainly for the coil load and the 

indoor air quality. The static pressure reset affects the energy consumption of the fan 

only if it does go to improper range. It is set too low, the critical zone may not be 

provided with insufficient airflow. When it is set too high, noise problem might 

occur. The AHU supply temperature reset will affect the thermal comfort and energy 

use of the system, mainly for fan energy consumption. 

The on-line global control should optimize the overall performance not simply to 

minimize the energy cost or simply maximize the controlled indoor environment 

quality. Instead, it should find the proper compromise among the costs and quality. 
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The main variables affecting the energy consumption and environment quality 

include the zone air temperature, zone humidity, zone air pollution concentrations, 

ventilation rate and the entire system power consumption, etc. 

3.3 Optimization Techniques 

3.3.1 Significance of Optimization Techniques in HVAC System 

Optimization techniques are widely of concern in HVAC fields. The critical issues 

of control optimization problems (optimizing control set points) are to employ 

appropriate optimization algorithm to search for the optimal set point(s) according 

the system responses. In general, the optimization techniques developed in the 

optimal control field could be summarized into two categorizes: linear optimization 

techniques and nonlinear optimization techniques. The linear optimization technique 

is a simple and straightforward technique since there is always a unique optimum in 

a linear optimization problem. The linear optimization technique includes direct 

method, recursive method, iterative method, etc. Compared to the linear 

optimization technique, the nonlinear optimization technique is complex and 

sophisticated since many local optimums exist in a nonlinear optimization problem. 

It is also difficult to find the global optimum. 

Therefore, searching for the optimal values of the set points of HVAC systems is 

usually a nonlinear optimization process. The local and supervisory optimization 

techniques are required for the performance evaluation of HVAC system. A number 

of studies have been carried out on the development and application of various 
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nonlinear optimization techniques in HVAC systems, such as the direct search 

method (Hooke 1961) , conjugate gradient method (Nizet et al. 1984), sequential 

quadratic programming Olson et al. 1990, Sun et al. 2005, Chang 2004, Bassily et al. 

2005), branch and bound (B&B) method, genetic algorithm (Wang et al. 2002, 

Chang 2005, Xu et al. 2007b), and evolutionary programming (Beyer 2001). 

3.3.2 Direct Search Method 

Direct search method (Hooke 1961) is a nonlinear optimization method that neither 

requires nor explicitly approximates derivatives for the problem to be solved. Instead, 

a set of trial points is generated and their function values are compared with the best 

solution previously obtained at each iteration. This information is then used to 

determine the next set of trial points. This general description encompasses a wide 

variety of techniques, including the provably convergent pattern search methods, 

together with other approaches such as random search methods and genetic 

algorithms. It is not reasonable to apply this method if the derivatives of the loss 

function are easily available with low computational efforts. Although the direct 

search method does not require the deviations to exist, higher performance can be 

expected in smooth functions. 

3.3.3 Sequential Quadratic Programming (SQP) 

Since its popularization in the late 1970s, Sequential Quadratic Programming (SQP) 

has become the most successful method for solving nonlinearly constrained 

optimization problems. As with most optimization methods, SQP is not a single 



 39 

algorithm, but rather a conceptual method from which numerous specific algorithms 

have evolved. Backed by a solid theoretical and computational foundation, both 

commercial and public domain SQP algorithms have been developed and used to 

solve a remarkably large set of important practical problems. Recently large scale 

versions have been devised and tested with promising results. 

Its basic idea is to linearize the constraints and set up a quadratic objective function 

to form a quadratic program (QP). The basic structure of an SQP includes four steps 

(Reklaitis et al. 1983): (1) Set up and solve a QP sub-problem, and yield a search 

direction; (2) Test for convergence--if it is satisfied, then stop; (3) Take a step along 

the search direction to a new point and (4) Update the approximated Hessian matrix 

H used in the QP and return to step (1). 

3.3.4 Conjugate Gradient Method 

The conjugate gradient method is an effective method for symmetric positive 

definite systems. It is the oldest and best known of the no stationary methods 

discussed here. The method proceeds by generating vector sequences of iterations 

(i.e., successive approximations to the solution), residuals corresponding to the 

iteration, and search directions used in updating the iteration and residuals. Although 

the length of these sequences can become large, only a small number of vectors need 

to be kept in memory. Two inner products are performed in order to compute update 

scalars that are defined to make the sequences satisfy certain orthogonal conditions 

in iterations. On a symmetric positive definite linear system, these conditions imply 

that the distance to the true solution is minimized in certain norm. 
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This method is based on conjugate search directions and the spirit of the Steepest 

Descent method. It is used to find the nearest local minimum of a function of n 

variables, which presupposes that the gradient of the function can be computed. It 

uses conjugate directions instead of the local gradient for going downhill (Golub 

1989). 

3.3.5 Branch and Bound (B&B) 

Branch and bound (B&B) is a general algorithm for finding optimal solutions of 

various optimization problems, especially in discrete and combinatorial optimization. 

It consists of a systematic enumeration of all candidate solutions, where large 

subsets of fruitless candidates are discarded by using upper and lower estimated 

bounds of the quantity being optimized. The method was first proposed by A. H. 

Land et al. (1960) for linear programming. 

3.3.6 Genetic Algorithm (GA) 

Genetic algorithms (GA) are search algorithms based on the mechanics of Darwin's 

natural selection. They combine survival of the fittest among string structures with a 

structured yet randomized information exchange to form a search algorithm with 

some of the innovative flair of human search (Holland 1975). Since their 

introduction by Holland (David et al. 1989), GA has been applied to a diverse range 

of scientific, engineering, and economic search problems. The robustness of genetic 

algorithms is due to their capability to locate the global optimum in a multimodal 

landscape. Examples of applications of GA in the science and engineering fields 

http://en.wikipedia.org/wiki/Algorithm
http://en.wikipedia.org/wiki/Optimization_(mathematics)
http://en.wikipedia.org/wiki/Discrete_optimization
http://en.wikipedia.org/wiki/Combinatorial_optimization
http://en.wikipedia.org/wiki/Linear_programming
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include optimization of neural network structure and weights, solution of optimal 

control problems, and design of structures and image feature recognition (Lee et al. 

1995, Katz et al. 1994). The potential of GA for use in process control and control of 

air-conditioning systems has also been studied (Wang and Wang 2002, Chang 2005, 

Xu and Wang 2007b). 

A GA is a search procedure based on the Darwin's natural selection rather than a 

simulated reasoning process. Domain knowledge is embedded in the abstract 

representation of a candidate solution called a chromosome. Usually, the 

chromosome is constructed by a binary string. Chromosomes are grouped into sets 

called population. Successive populations are called generations. The GA 

commences by generating randomly a initial population, G(0). The population P of n 

individuals {I1,…, In] interacts with an environment E which returns a fitness f1,…, 

fn for an individual. Corresponding to each individual Ij (j= i,…,n) is a chromosome 

cj which encodes the individual's genetic information. The basic operation of a GA is 

to evolve a new population P' from P by the operations of selection, crossover, and 

mutation. The selection operation picks individuals from P based on some relative 

fitness criterion. The crossover operation takes pairs of selected individuals as 

parents and allows them to produce children containing genetic information from 

both parents. The mutation operation changes some random portion of the 

chromosome of an individual. Successive generations will produce increasingly fit 

individuals. 
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An abstract view of the GA method is listed as follows (Davis 1991): (i) Generate 

initial population, G(0); (ii) Evaluate G(0); (iii) t=0; (iv) Repeat; (v) c = t+1; (vi) 

Generate G(t) using G(t-1); (vii) Evaluate G(t). 

This process continues until solution is found. There are basically two methods for 

generating a new population P' from P. The first method needs the selection operator 

to select pairs for crossover. The children of this crossover, sometimes with mutation 

involved according to its probability, replace a pair of individuals in P. This method 

is called steady-state replacement. The other method is called generational 

replacement. A new population with the same number of individuals in P is created 

by using selection, crossover, and mutation, for a sufficient number of times to fill 

up the new population. 

3.3.7 Evolutionary Programming 

For EA in general, there are three major paradigms-evolution strategy (ES), 

evolutionary programming (EP) and genetic algorithm (GA). Their major 

differences lie in the data representation, importance of recombination and mutation, 

and the approach of selection. Generally for GA, the representation of the 

individuals is binary; recombination (or crossover) is essential; and mutation has less 

importance and selection is stochastic. For EP, the representation is real-valued, 

mutation is essential, recombination is not included, and the selection is stochastic. 

For ES, the representation is also real-valued, both mutation and recombination are 

important, but the selection is deterministic. 
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Many optimization problems were handled by EA technique (Back et al. 2000, 

Beyer 2001, Fogel 1994, Fong et al. 2006, Fong et al. 2008), such as EP and ES. EP 

in effect has similar feature in the stochastic selection as that of GA, but it is not 

necessary to be encoded in binary representation for processing, since EP can 

directly handle the real-valued individuals and mutate them with a suitable variation 

operator. There are four main stages in this evolutionary programming: Initialization, 

Evaluation, Selection and Variation. The flow chart of the developed EP algorithm is 

shown in Figure 3.1 

Initialisation

Evaluation

Selection

Max Epoch?

Start

End

Variation

 

Figure 3.1 Algorithm of evolutionary programming 
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3.4 Summary 

In Section 3.1, we briefly discuss the typical parameters estimated algorithms to 

learn unknown parameters of a given mathematical model. These algorithms will 

form the basics and guidance of various models‟ approximation of the HVAC 

systems. The application of these estimated algorithms will be discussed in the 

Chapter 4 to Chapter 8. 

Section 3.2 of this chapter summarizes the typical air side control approaches of the 

HVAC systems, including the local and supervisory control issues. Reasonable 

optimal control strategies can significantly affect the indoor environment, energy 

consumption of the different system components, and overall system performance. 

As mentioned in the Section 3.3 of this chapter, the performance of the HVAC 

system can be improved through the optimization of control set points. The great 

number of variable problems makes the conventional optimization methods require a 

sequential, computationally intensive approach to search for the optimal set of 

solutions. To optimize the overall system performance, the different optimization 

techniques of the local or supervisor control are illustrated. The generality of the 

problem restricts the number of available solution methods. The mentioned GA 

global optimization method called simulated annealing has demonstrated success in 

solving both combinatorial problems (e.g. mixed integer problems) and functions of 

continuous variables. The simulated general applicability makes it an appealing 

method for solving the general HVAC system optimization problems. 
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CHAPTER 4 AN APTIVE DEMAND CONTROLLED 

VENTILATION STRATEGY FOR MULTI-ZONES 

HVAC SYSTEMS 

In air-conditioning systems serving multiple zones, conventional ventilation 

strategies often result in over-ventilation in some zones while under-ventilation in 

other zones when heating/cooling load and occupancy profiles of zones diversify 

greatly. This chapter presents an adaptive Demand-Controlled Ventilation (DCV) 

strategy for multi-zone air-conditioning systems, which employs an online 

occupancy identification using the dynamic multi-zone ventilation equation and 

zone temperature set point reset of critical zones. The strategy identifies the critical 

zones online, and fully considers the outdoor air demand of critical zones and the 

unvitiated outdoor air in the re-circulated air from other zones. The air temperature 

reset scheme of critical zones results in the increase of the supply air fraction and 

therefore the amount of outdoor air delivered to the critical zones. Consequently the 

total outdoor airflow demand and the overall energy consumption are reduced while 

the ventilation of critical zones is satisfied. The energy and environmental 

performances of the adaptive DCV strategy is validated and compared with other 

typical ventilation strategies under various weather conditions. 
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4.1 Adaptive DCV Strategy Based On the Dynamic Multi-Zone 

Ventilation Equation 

The multiple zone equation (ASHRAE 1999, 2001) is proposed mainly for design 

purpose to correct the outdoor air fraction for the calculation of outdoor air flow rate 

set point with the known critical zone in design phase. When a VAV system serves 

multiple zones, the outdoor air flow rate requirements as well as outdoor air fraction 

requirement for different zones are very different due to the different thermal 

dynamics and different practical occupancy. Therefore, the zone with the required 

greatest outdoor air fraction (i.e., critical zone) also varies. The preset design 

outdoor air flow rate is not proper in operation due to the dynamic thermal 

characteristics, the dynamical occupancy and the ever-changing critical zone. To 

effectively determine the total outdoor air flow rate set point, the multiple zone 

equation is transplanted using the online determined outdoor air requirement of each 

zone and online determined critical zone. 

4.1.1 Dynamic Occupancy Detection 

Since the steady state occupancy detection produces obvious delay of occupancy 

profile from the actual one, dynamic occupancy detection (Wang et al. 1999) is used 

for occupancy detection. For a space with multiple zones served by a single air 

conditioning system, the CO2 balance is represented as Equation (4.1). For each 

zone, the CO2 balance is represented as Equation (4.2). The occupancy model is one 

dimensional model. When CO2 concentration derivative terms in the mass balance 

equations are approximated using the current and previous samplings of CO2 
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concentration, the average occupancy in the total space (
kP ) and the occupancy in 

i-th zone ( k

izoneP , ) at the current sampling step are detected by Equation (4.3) and (4.4) 

respectively. To increase the stability and reliability of the detected occupancy, 

filters are used to decrease the effects of sensors‟ noise and dynamic derivative term 

(Wang et al 1999). 

dt

dC
VCVCVSP R

rtnoutoutouttot                                (4.1) 

dt

dC
VCVCVSP

izone

izoneizoneizonessizonesizone

,

,,,,,,,                     (4.2) 

tS

CC
V

S

CCVVE
P

k

R

k

R

k

out

k

R

k

out

k

outack

tot








 11

2

))((
                         (4.3) 

tS

CC
V

S

CCVVE
P

k

izone

k

izone

izone

k

s

k

izone

k

izones

k

izonesack

izone








 1

,,

,

,

1

,,,,

,
2

))((
            (4.4) 

where Vout is the outdoor air volumetric flow rate, Cs is the CO2 concentration of the 

supply air, V is the air volume in the conditioned space/zone, CR is the average CO2 

concentration in the conditioned indoor space, P is the number of occupants, and S is 

the average CO2 generation rate of an occupant, zone,i indicates the i-th zone. Eac is 

the air change effectiveness. 

4.1.2 Identification of the Critical Zone 

The critical zone is the zone with the greatest required outdoor air fraction in the 

supply air, while not the maximum outdoor air flow rate requirement. The outdoor 
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airflow rate requirement of each zone shall be determined by the outdoor airflow 

rate related to occupancy and the outdoor air flow rate related to the occupied area as 

Equation (4.5). With the online measurement of the supply airflow rate of each zone, 

the greatest required fraction of outdoor air in the supply air is determined as 

Equation (4.6). 

izonebPizoneizoneout ARRPV ,,,,                         (4.5) 
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where RP and Rb is the target outdoor air requirements per person and per unit area 

respectively as prescribed in the standard (ASHRAE 2004), A is the net floor area, 

Vout,zone,i is the outdoor air requirement of the i-th zone, Vs,zone,i is the online 

measurement of supply air to the i-th zone, Z is the outdoor air fraction of the critical 

zone. 

4.1.3 Dynamic Multi-Zone Ventilation Equation 

When the air-conditioning system provides the outdoor air flow rate, which is 

determined by the total detected occupancy as shown in Equation (4.7) (i.e., 

uncorrected outdoor air flow rate), some zones are over-ventilated while others 

under-ventilated. Using the measurement of the total supply air flow rate, the 

uncorrected outdoor air fraction is calculated as Equation (4.8). 

ARRPV bPtotduncorrecteout ,                          (4.7) 
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where Vout,uncorrected  is the uncorrected outdoor air flow rate, Vs,tot is the total supply 

airflow rate, and X is the uncorrected outdoor air fraction. 

When the air-conditioning system provides the supply air with the required greatest 

outdoor air fraction (Z), the critical zone is supplied with the required outdoor 

airflow rate while the other zones are supplied with a outdoor air flow rate more than 

required. This means that there is unvitiated outdoor air in other zones, and the 

unvitiated outdoor air will return and mix in the total supply air. Therefore, the 

re-circulated unvitiated outdoor air should be counted when calculating the 

introduced outdoor air flow rate. The online corrected outdoor air fraction directly 

from outdoor is calculated as Equation (4.9). The actual corrected outdoor air flow 

rate directly from outside is calculated as Equation (4.10). 

where Y is the corrected outdoor air fraction, Vout,corrected is the actual corrected total 

outdoor air flow rate. 

Substituting with Equation (4.5)-(4.9), Equation (4.10) can be written as Equation 

(4.11). 
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The corrected outdoor airflow rate from outdoor is calculated using the online 

measurements of total supply air flow rate and the supply airflow rate to each zone, 

and the online “measurements” of total occupancy and occupancy in each zone.  

4.2 Introduction of the Indoor Air Temperature Set Point Reset 

Scheme 

4.2.1 Zone Temperature Set Point Reset Scheme 

In the adaptive DCV scheme, a zone temperature set point reset scheme is employed 

to force the demanded outdoor airflow rate (Vfr,adp) from Vfr,corrected towards 

Vfr,uncorrected by resetting (reducing in cooling cases) the zone temperature set point of 

the identified ventilation critical zones while keeping the critical zones supplied with 

sufficient outdoor air. The effect of this algorithm in the adaptive DCV scheme is 

illustrated in Figure 4.1. The zone thermal comfort will normally not be scarified 

noticeably as the PPD index does not vary significantly over a temperature range. 

The zone temperature set point reset will result in larger flow rate to these critical 

zones, less outdoor air fraction required by them and eventually less total outdoor 

airflow demand. 
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Figure 4.1 Illustration of zone temperature set point reset scheme 

4.3 Comparison the Adaptive DCV Strategy with the Conventional 

Ventilation Strategies 

For the conventional control strategies using design occupancy to determine the 

minimum outdoor air requirement, the acceptable air quality and minimum energy 

consumption often cannot be achieved in operation because the actual thermal load 

and occupancy may deviate far that at design conditions. Therefore, in this study, 

four DCV strategies, including the proposed adaptive DCV strategy, were compared 

by applying them in a multi-zone VAV system. These four DCV strategies are listed 

as follows. 

Strategy A: Outdoor air flow rate determined according to detected total 

occupancy load (e.g. according to Equation (4.7)) 

Strategy B: Outdoor air flow rate determined according to the required outdoor air 

fraction of the identified critical zone 

Strategy C: Outdoor air flow rate determined according to the required outdoor air 

fraction of the identified critical zone using the dynamic multi-zone 

ventilation equation (e.g. according to Equation (4.11)) 

V out,uncrrected V out,corrected 

Demanded total outdoor ventilation flow rate 

V out,adp 

Zone temperature 
set - point reset 
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Strategy D: Adaptive DCV using the dynamic multi-zone ventilation equation 

(Equation (4.11) and critical zone temperature set point reset 

Strategy A and Strategy B as well as their basic instrumentation are illustrated in 

Figure 4.2. Strategy A estimates the total occupancy dynamically as Equation (4.3), 

using the measurements of return air, outdoor air CO2 concentrations and outdoor air 

flow rate. The strategy determines the required outdoor air flow rate according to 

Equation (4.7). 
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Figure 4.2 Illustration of DCV Strategy A and Strategy B and instrumentation 

Strategy B determines the outdoor air flow rate according to the required outdoor air 

fraction of the critical zone to satisfy the outdoor air requirement of this zone. This 

strategy des not count the unvitiated outdoor air in the over-ventilated zones. Using 
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this strategy, as Figure 4.2, the supply air flow rate and the return air CO2 

concentration of each zone are monitored by the control outstation. They are used to 

estimate the zone occupancy using the zone occupancy estimator as Equation (4.4). 

Then, the critical zone is identified using Equation (4.5) and (4.6) using the 

estimated occupancy and the measured supply airflow rate of each zone. Based on 

the required outdoor air fraction (Z) of the critical zone and the measured of total 

supply air flow rate, the required total outdoor airflow rate of the system can be 

determined (i.e., Vout,tot =Z×Vs,tot). 
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Figure 4.3 Illustration of DCV Strategy C and instrumentation 

Strategy C, as illustrated in Figure 4.3, is a trade-off between Strategy A and 

Strategy B. Using this strategy, the estimated total occupancy and the measured total 

supply airflow rate are used to determine the uncorrected outdoor air fraction (X) as 
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Equation (4.7) and (4.8). The required outdoor air fraction (Z) of the identified 

critical zone is employed to correct the outdoor air fraction (X) using the multi-zone 

ventilation equation, Equation (4.9). The required outdoor air flow rate is calculated 

as the product of the corrected outdoor air fraction (Y) and the measured total supply 

air flow rate as Equation (4.10) or (4.11). This strategy counts the unvitiated outdoor 

air in the over-ventilated zones. 

Strategy D, proposed in this study, is the strategy reducing the total outdoor airflow 

rate by resetting the air temperature of critical zone on the basis of Strategy C, which 

is described in detail in the previous section. 

4.4 Test and Performance of the Adaptive DCV Strategy 

4.4.1 Test System and Environment 

The multi-zone VAV air-conditioning system is also illustrated in Figure 4.2. The 

system serves half of a floor of a high-rise commercial building. Served floor space 

is divided into eight zones of different usages using partitions as Figure 4.4. Zone 8 

is used as a meeting room and other zones are used as office. The ceiling height of 

the floor is 3.9 meters and the total floor area is 1166 m
2
. The concerned floor space 

faces outside at three orientations. All the conditioned air is delivered to indoor 

space through VAV boxes. Return air is drawn back through ceiling plenum. The 

design air flow rate of the VAV system is 6 m
3
/s. This system involves two fans of 

variable pitch angle, a cooling coil and interlocked dampers, etc. 
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Figure 4.4 Layout of air-conditioned floor of multiple zones 

In simulation, all the VAV boxes serving the concerned floor space is represented by 

eight VAV boxes each serving one zone. The temperature controller controls the 

outlet temperature of the cooling coil. The pressure controller maintains the supply 

air static pressure at its set point by modulating the fan pitch angle of the supply fan. 

The return air controller controls the flow rate difference to maintain a positive 

pressure in the building. The outdoor air controller controls the outdoor airflow rate 

by regulating the outdoor air damper. The outdoor air damper, return air damper, and 

re-circulated air damper are interlocked. Pressure independent VAV boxes are used 

to control zone temperatures. All the above controllers employ digital PID control. 

At high level, the system involves enthalpy control and three supervisory controls. 

Supply air static pressure set point can be reset by its supervisory controller 

according to the control status of VAV terminals to reduce the fan energy 

consumption. Supply air temperature also can be reset according to the control status 

of VAV terminals to achieve reduced fan energy consumption and to avoid the 
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indoor temperature out of control. DCV strategy determines an outdoor airflow set 

point based on estimated indoor occupancy to maintain adequate indoor air quality 

and reduce energy consumption. Enthalpy control strategy determines if more 

outdoor air and how much is introduced by comparing the air status of outdoor air 

and return air to achieve best energy saving. The outdoor airflow supervisor finally 

chooses the larger one of the set points from the enthalpy control strategy and the 

DCV strategy. In this study, the four different DCV strategies were employed 

respectively for comparison purposes. 

In practical HVAC systems, most processes are nonlinear. In this study, dynamic 

models were used to simulate the cooling/heating coils of the nonlinear nature 

(Wang 1999, Wang and Zheng 2001). The resistance characteristic of the outdoor air 

damper is nonlinear and was simulated using the Legg‟s exponential correlation 

(Legg 1987). The flow characteristics of the heating and cooling coil valves are 

equal percentage with dead bands (Xu and Wang et al. 2004). Dynamic sensor 

model was used to simulate the temperature, pressure, flow and CO2 sensors using 

time constant method. An actuator model was used to simulate the realistic 

characteristics of the actuators. The actuator is assumed to accelerate very quickly and 

then turn at constant speed (Haves and Dexter 1989). A minimum change (e.g. the 

sensitivity of the actuator) in demanded position is required to restart the actuator. The 

model also includes the hysteresis in the linkage between actuators and valves or 

dampers. The detailed description on the models of air-conditioning system and 

digital controllers can be found in references (Wang 1999). 
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4.4.2 Test Results and Performance Evaluation 

4.4.2.1 Test conditions 

In the simulation test, occupancy, lighting and equipment loads in each zone were 

provided as input data files. The solar gains of each zone transmitted through the 

windows, sol-air temperature of each zone, the outdoor air temperature, humidity 

and as well as CO2 concentration at different weather conditions, were also provided 

as input data files. The outdoor air CO2 concentration was 360ppm. The generation 

rates of CO2, latent and sensible loads of one person are selected to be 5*10
-6

m
3
/s, 

1.17*10
-5 

kg/s and 0.065kW respectively. The internal load and occupancy in each 

zones remained the same for comparison tests of alternative DCV strategies in 

different weather conditions. The air-conditioning system worked from 7:50 am to 

19:00 pm. 
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Figure 4.5 Total occupancy profile and occupancy profiles of individual zones 
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The occupancy profiles of each zone as well as the total occupancy profile are 

presented in Figure 4.5. The number of occupants varied significantly. For Zone 8 as 

a meeting room, the occupants enter the meeting room after 9:00am gradually over a 

period. The occupants reached the maximum about 50 persons at 10:30 am, and left 

the meeting room at about 12:00 am with a short period. For the zones of office 

usage from Zone 1 to Zone 7, the maximum density of occupancy is about 10m
2
 per 

person. The occupancy load varied all the day. Some occupants left the office during 

lunch hours. At about 6:00 pm, the occupants left the office gradually. However, the 

air-conditioning system still worked till 7:00 pm for the remaining people. After that, 

a small number of people still stayed in office for some time and indoor air 

temperature was maintained by the thermal storage effect of the internal masses. 

Many tests were carried out in different weather conditions. The tests of typical 

sunny summer day and cloudy summer day were presented in the study. Figure 4.6 

shows the outdoor air dry-bulb temperatures and humidity in the two test days. The 

air temperature on the sunny test day varied between 26.1℃ and 33.4℃. In the 

sunny summer day, the perimeter zones reached their design thermal load at 

different times resulting in fully openings of coincident VAV dampers. The air 

temperature in the mild cloudy summer day varied between 27.6℃ and 29.7℃ 

during office hours. In both test days, the weather was very humid. The outdoor air 

flow was governed by DCV strategy only in both days.  The overall solar radiation 

heat gains of Zone 2, 3, and 4 through windows were the highest among that of all 

the zones in the morning. In the afternoon, the overall solar radiation heat gain of 

Zone 1 was is the highest. 



 59 

10.0

15.0

20.0

25.0

30.0

35.0

0 2 4 6 8 10 12 14 16 18 20 22 24

Time (h )

O
ut

do
or

 a
ir 

dr
y-

bu
lb

 
te

m
pe

ra
tu

re
 ( ℃

)

0.015

0.019

0.023

0.027

0.031

0.035

H
um

id
ity

 (k
g/

kg
)

Sunny summer

Cloudy summer

Humidity in the sunny summer day

Humidity in the cloudy summer day

 

Figure 4.6 Outdoor air dry-bulb temperature and humidity of test days 

4.4.2.2 Occupancy detection and control performance 

In the evaluation exercise, various tests were conducted to validate the performance 

of occupancy detection in the alternative strategies at different weather conditions. 

The occupancy detector performance was similar. The test results in the sunny 

summer test day using Strategy C were used to demonstrate the performances of the 

total occupancy estimation and the occupancy estimation of each zone. 
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Figure 4.7 Estimated and actual occupancy profiles of Zone 1 and Zone 8 

Figure 4.7 presents the estimated and actual occupancy profiles of Zone 1 and Zone 

8 respectively. Zone 8 was used for meeting purpose with high occupancy density 

and sharp changes. It shows that the estimated occupancy profile of Zone 8 followed 

well the changes of the actual occupancy profile in spite of slight delay and the error 

of the estimated occupancy was 6.4% which is acceptable. The estimated occupant 

number of Zone 1 also agreed well with the actual number of occupants. The 

occupancy estimation performances of other zones were similar as they were used 

for the same purpose. 
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Figure 4.8 Estimated and actual total occupancy profiles 

Figure 4.8 presents the actual total number, the estimated total number and the 

summation of estimated occupant number of eight zones. The figure shows the three 

profiles matched well. The error of the estimated total occupant number was 7.1% 

while the error of the summated total occupant number was is 6.4% compared with 

the actual total occupant number. 
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Figure 4.9 Identified critical zones 

Figure 4.9 shows the dynamically identified critical zones. In most of the office hour, 

the critical zone was Zone 7. This zone is an interior zone with relatively less 

cooling requirement in summer season compared with perimeter zones while the 

outdoor air requirement is similar to others. When the meeting room (Zone 8) was 

occupied from 9:00am to 12:00am, the occupants increased greatly resulting in high 

demand in outdoor air. The critical zone changed from Zone 7 to Zone 8. When the 

meeting room was unoccupied, the critical zone was returned to Zone 7. Generally, 

the critical zone varies according to the change of cooling demand and outdoor air 

flow rate demand of each zone. 

As an example, the operation of the system controlled using Strategy C is presented. 

Figure 4.10 shows the demanded positions (control signals) of outdoor air damper 

and cooling coil water valve when Strategy C was used. 
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Figure 4.10 Control signals of the water valve and air damper using Strategy C 

It can be investigated that the controlled outdoor air damper position increased 

greatly after 10:00am because of almost fully opening required allowing more 

outdoor air flow rate introduced to meet the high occupancy load of the meeting 

room. 
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Figure 4.11 Total supply and outdoor air flow rate using Strategy C 

Figure 4.11 presents the measured outdoor air flow rate and its set point as well as 

the measured total supply airflow rate. It shows that demanded outdoor air varied 

very significantly due to the great changes of occupancy in the meeting room while 

the total supply air flow rate varied much less according to the total cooling load of 

the space. 

4.4.2.3 Energy and environmental performance 

The CO2 concentration profiles of individual zones using four DCV strategies in the 

sunny summer test day are presented in Figure 4.12-4.15 respectively.  
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Figure 4.12 CO2 concentrations of individual zones using Strategy A 

When the outdoor air set point was controlled using Strategy A (Figure 4.12), Zone 

8 (critical zone) was not supplied with sufficient outdoor air resulting in the 

maximum CO2 concentration over 1200ppm and CO2 concentration over 1000ppm 

lasting for about two hours when the meeting room was occupied. For the other 

zones, the CO2 concentration was almost between 800ppm and 1000ppm. It is 

obvious that the critical zone is under-ventilated seriously while other zone slightly 

over-ventilated when the estimated total occupancy was used to determine the total 

outdoor airflow rate set point. 
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Figure 4.13 CO2 concentration of each zone using Strategy B 

Figure 4.13 shows the CO2 concentration profiles of individual zones when the 

outdoor air set point was controlled using Strategy B. The outdoor air set point was 

much higher than that using Strategy A. All the zones were over-ventilated including 

the critical zone (Zone 8). The maximum CO2 concentration of Zone 8 was 927ppm 

while the average value was very low, 597ppm. The lowest CO2 concentrations from 

Zone 1 to Zone 6 were about 500ppm lasting for about one hour. After 12:00am 

when the occupants left the meeting room, the CO2 concentrations of zones were 

still low because of the unvitiated outdoor air. The average values were lower than 

600ppm. The average PPD of each zone were desirable, in a range between 5.80 and 

7.32 (Table 4.1). This strategy does not count the unvitiated outdoor air when 

determining the outdoor airflow set point. 
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Figure 4.14 CO2 concentrations of individual zones using Strategy C 

Figure 4.14 shows the CO2 concentrations of each zone using Strategy C. The 

maximum CO2 concentration of critical zone (Zone 8) was about 1000ppm lasting 

for a very short period. The CO2 concentration was within a range between 800ppm 

and 1000ppm when this zone was occupied from 10:00am to 12:00am. By counting 

the unvitiated outdoor air when determining the total supply air flow set point, the 

CO2 concentrations from Zone 1 to Zone 6 after 12:00am increased about 150ppm 

by comparing to the coincident CO2 concentrations using Strategy B. The average 

CO2 concentrations of individual zones in the office hour were between 680ppm to 

787ppm. The average PPD of each zone were also desirable from 5.80 to 7.31 as list 

in Table 4.1. When implementing Strategy C, the outdoor air intake directly from 

outside was reduced significantly by counting the unvitiated outdoor air. 

Although Strategy C can reduce the outdoor air intake directly from outside while 

maintaining acceptable environmental performance, the CO2 concentration of 
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non-critical zones was still very low resulting in high cooling energy consumption 

when the required outdoor air fractions of zones differ greatly (from 10:00 am to 

12:00 am in Figure 4.14). Strategy D can reduce the difference among the required 

outdoor air fractions of individual zones by resetting the air temperature set point of 

the critical zone slightly while not scarifying the thermal comfort of the critical zone 

significantly. In this study, a very simple rule was used to reset the zone temperature 

set point. When the difference between the required outdoor air fraction of the 

critical zone (Z) and the uncorrected outdoor air fraction (X) is larger than 0.3, the 

air temperature of the critical zone is set at 22℃. The air temperature of the critical 

zone is set at 24℃ (i.e. Original set point) when the difference less than 0.2. The 

temperature set point is set using simple linear interpolation when the difference is 

between 0.2 and 0.3. 
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Figure 4.15 CO2 concentrations of individual zones using Strategy D 
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Figure 4.15 presents the CO2 concentrations of individual zones zone using the 

adaptive DCV strategy (Strategy D). The CO2 concentration of Zone 8 (as critical 

zone from 10:00 am to 12:00 am) was about 900ppm while the CO2 concentrations 

of other zones at the same period increased more than 100ppm by comparing to that 

in the coincident period when using Strategy C. In this period, the total outdoor air 

intake from outside decreased due to the air temperature resetting in the critical zone 

(Zone 8) which resulted in the decrease of the required outdoor air fraction of this 

critical zone. 

When the air temperature of critical zone was reset, the thermal comfort of 

individual zones was not affected significantly (PDD of Zone 8 increased from 7.31 

to 7.81) as shown in Table 4.1. The average PPD of individual zones was also 

desirable ranging from 5.84 to 7.81. 
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Table 4.1 Summary of PPD of each zone in the sunny summer test day using different 

DCV strategies 

Zone Zone 1 Zone 2 Zone 3 Zone 4 Zone 5 Zone 6 Zone 7 Zone 8 

Strategy A 

Maximum 17.04 15.60 15.60 17.31 14.44 14.67 11.60 13.20 

Minimum 5.51 5.02 5.02 5.48 5.11 5.00 5.00 5.00 

Average 6.21 5.98 5.98 6.27 5.93 5.92 5.79 7.29 

Strategy B 

Maximum 17.04 15.60 15.60 17.31 14.44 14.67 11.60 13.15 

Minimum 5.51 5.02 5.02 5.48 5.11 5.00 5.00 5.00 

Average 6.23 5.98 5.98 6.30 5.92 5.92 5.80 7.32 

Strategy C 

Maximum 17.04 15.60 15.60 17.31 14.44 14.67 11.60 13.15 

Minimum 5.51 5.02 5.02 5.49 5.11 5.00 5.00 5.00 

Average 6.22 5.98 5.98 6.28 5.92 5.92 5.80 7.31 

Strategy D 

Maximum 17.04 15.60 15.60 17.31 14.44 14.67 11.60 13.29 

Minimum 5.54 5.02 5.02 5.53 5.11 5.00 5.00 5.00 

Average 6.21 5.98 5.98 6.27 5.93 5.92 5.84 7.81 

The energy performance in the sunny summer test day using these four alternative 

strategies is presented in Table 4.2. When using these strategies, the fan energy 

consumptions (including VAV supply air fan and return air fan) were almost the 

same because the total supply air rates, determined by the total cooling load, were 

not affected by the use of different ventilation strategies. What were very different 

are the cooling coil energy consumptions due to the cooling load difference of 

outdoor air when controlled using different ventilation strategies. Using Strategy B, 

the cooling energy consumption was 51.74% more than that using Strategy A 

because of a great amount of outdoor air intake, which resulted in serious 

over-ventilation in non-critical zones as shown in Figure 4.13. When Strategy C, 

counting the unvitiated outdoor air, was used, the cooling energy consumption was 

23.4% more than that using Strategy A while achieving satisfied indoor air quality. 
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When air temperature of the critical zone was reset slightly lower using Strategy D, 

the cooling energy consumption was 13.61% more than that using Strategy A while 

providing satisfied indoor environment quality. Strategy D decreased outdoor air 

cooling energy consumption greatly although the cooling energy consumption due to 

lower indoor air temperature increased slightly. This strategy saved about 8% 

cooling energy when compared with Strategy C. The overall electricity 

consumptions are also presented in Table 4.2 (assuming overall COP 2.5). The 

implementation of Strategy D can result in satisfied indoor environment quality by 

considering the outdoor air fraction demand of critical zone and unvitiated outdoor 

air in the re-circulated air, as well as resetting the air temperature of critical zones 

when beneficial. 

Table 4.2 Summary of energy performance in the sunny summer test day using 

different DCV strategies 

Strategies Strategy A Strategy B Strategy C Strategy D 

VAV fan consumption (kWh) 152.69 151.18 151.56 154.82 

Return fan consumption (kWh) 72.04 73.53 72.72 73.40 

Total fan consumption (kWh) 224.73 224.71 224.28 228.22 

Differential (%) - -0.01 -0.20 1.55 

Cooling coil consumption (MJ) 3321.87 5040.56 4099.07 3774.08 

Differential (%) - 51.74 23.40 13.61 

Overall electricity consumption 

(kWh) 
593.83 784.77 679.74 647.57 

Differential (%) - 32.16 14.47 9.05 

Table 4.3 shows the energy performance in the cloudy summer test day using four 

DCV strategies. The overall electricity consumption using Strategy B and Strategy C 
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was 25.25% and 13.56% more than that using Strategy A respectively. Strategy D 

consumed 7.83% more than that of Strategy A but 5.73% less than Strategy C. 

Table 4.3 Summary of energy performance in the cloudy summer test day using 

different DCV strategies 

Strategies 
Strategy 

A 

Strategy 

B 

Strategy 

C 
Strategy D 

VAV fan consumption (kWh) 112.98 112.70 112.59 113.89 

Return fan consumption (kWh) 52.79 53.67 53.23 53.83 

Total fan consumption (kWh) 165.77 166.37 165.82 167.72 

Differential (%) - 0.36 0.03 1.18 

Cooling coil consumption (MJ) 2711.89 3768.01 3281.56 3023.45 

Differential (%) - 38.94 21.01 11.49 

Overall electricity consumption 

(kWh) 
467.09 585.04 530.44 503.66 

Differential (%) - 25.25 13.56 7.83 

It is worth noticing that, in some situations, the actual outdoor air cannot follow the 

outdoor air set point when using Strategy B. As shown in Figure 4.16 for Strategy B 

in the sunny summer test day, the outdoor airflow rate set point was very high 

because of considering the outdoor air fraction demand of critical zone only. The 

actual measured outdoor airflow rate was much less than the set point even if the 

outdoor air damper was at the fully open position. In fact, in many conventional 

air-conditioning systems, the supply airflow rate is controlled as priority by 

modulating supply air fan while outdoor air is controlled by modulating outdoor air 

damper only. 
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Figure 4.16 Supply/outdoor air flow rates and demanded outdoor air damper position 

using Strategy B 

4.5 Summary 

Test results show that the adaptive DCV strategy provides much better energy and 

environmental performance for multi-zone air-conditioning systems compared with 

other conventional DCV strategies. This adaptive DCV strategy using dynamic 

multi-zone ventilation equation and critical zone temperature set point reset can 

achieve satisfied indoor environment with slightly more energy consumption about 

7.8% - 9% in the tested summer conditions in Hong Kong by comparing to the 

strategy which determines the outdoor air flow rate according to detected total 

occupancy load. The DCV strategy without adopting using dynamic multi-zone 

ventilation equation (Strategy B) consumed 25.3% - 32.2% more energy to satisfy 

the needs of ventilation in critical zones. When the DCV strategy employed the 

dynamic multi-zone ventilation equation, it consumed 13.6%-14.5% more electricity 

to satisfy the needs of ventilation in critical zones. The energy saving effect of 
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adopting dynamic multi-zone ventilation equation was up to 11.7%-17.7%. When 

adopting the critical zone temperature set point reset, the electrical energy 

consumption was further reduced by 5.4-5.7%. 

The environment and energy performance enhancement of the adaptive DCV 

strategy is due to the fact that the strategy considers simultaneously the dynamic 

outdoor air fraction demand of critical zone for better indoor air quality and reuses 

the unvitiated outdoor air from other zones for energy reduction, and actively 

reduces the required outdoor air fraction of critical zones using temperature set point 

resetting without scarifying thermal comfort of these zones. The tests were 

conducted in the conditions where the thermal load distribution and outdoor air flow 

distribution mismatch significantly. In practical operations, the actual energy impact 

will vary significantly. However, it can be concluded that the energy and 

environmental performance can be improved significantly by adopting the adaptive 

DCV strategy, i.e. considering the dynamic ventilation needs of critical zones 

simultaneously, and use of dynamic multi-zone ventilation equation and critical zone 

temperature set point reset. 
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CHAPTER 5 MODEL-BASED INDOOR AIR 

TEMPERATURE SET POINT RESETTING OPTIMAL 

CONTROL STRATEGY OF CRITICAL ZONES OF 

MULTI-ZONE HVAC SYSTEMS 

This chapter presents a model-based indoor air temperature set point resetting 

optimal control strategy of critical zones of multi-zone VAV air-conditioning 

systems aiming at optimizing the total outdoor air flow rate by compromising the 

thermal comfort, indoor air quality and total energy consumption. Genetic algorithm 

is used for optimizing the temperature set point of critical zones in the optimization 

process. This strategy was evaluated in an occupied building and air-conditioning 

environment introduced in Section 4.4 of Chapter 4 under various weather 

conditions. The results show that this optimal strategy can achieve significant energy 

saving while maintaining acceptable thermal comfort and indoor air quality. 

5.1 Overview of the Model-based Temperature Optimal Control 

Strategy 

The model-based temperature optimal control strategy is a dynamic temperature set 

point resetting scheme of critical zones. This strategy is different from the previous 

studies in that the temperature set point of critical zones is optimized dynamically 

and automatically, which is adaptive to the ever-changing weather conditions and 
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indoor condition (mainly occupancy) of each zone. The adaptive multi-zone DCV 

control strategy presented Chapter 4, is to optimize the total outdoor air flow rate 

directly from outdoors by considering the outdoor air requirement of the critical 

zone in multi-zone VAV air conditioning systems, as shown in Figure 5.1. This 

DCV control strategy aims at counting the unvitiated outdoor air from the 

over-ventilation zones for reducing the total outdoor air flow rate directly from 

outdoors in hot seasons when resetting the outdoor air flow rate from outdoors for 

energy saving. 
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Figure 5.1 Illustration of the dynamic multi-zone ventilation equation scheme and 

instrumentation 

However, when the required outdoor air fractions of zones differ greatly, the 

capability of the dynamic multi-zone ventilation equation scheme reducing total 

outdoor air flow rate for energy saving is very limited while maintaining the 
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acceptable indoor air quality of each zone. If the air temperature set point of the 

critical zone is reset slightly (e.g. lower in cooling condition) to delivery more air to 

the critical zones, the required outdoor air fraction of the critical zone decreases 

resulting the required outdoor air fractions of all the zone tending to be uniform. 

Eventually, the demanded total outdoor air intake will decrease when the dynamic 

multi-zone ventilation equation scheme is implemented. 

Obviously, the indoor air temperature set point resetting of critical zones will affect 

the thermal comfort more or less. The dynamic temperature set point resetting 

scheme is to optimize the temperature set point of critical zones by compromising 

the indoor thermal comfort, air quality and the total energy consumption. This 

scheme is based on model prediction and uses genetic algorithm for optimizing the 

temperature set point of critical zones as shown in Figure 5.2. 

5.1.1 Introduction of the Dynamic Temperature Set Point Resetting Strategy 

The dynamic temperature set point resetting scheme for critical zones is to the 

reduce the unbalance of the required outdoor air fractions between the critical zones 

and other zones aiming at reducing the total energy consumption while maintaining 

acceptable thermal comfort and indoor air quality in all the zones especially in 

critical zones. This scheme is illustrated schematically in Figure 5.2, which is 

parallel to the real process of the multi-zone VAV air conditioning system for online 

optimizing the temperature set point of critical zones for practical applications. This 

scheme mainly consists of parameter estimators and genetic algorithm (GA) 

optimizer. These estimators are developed to identify the parameters of the cooling 
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coil and fans for their performance predictions, and to identify the source terms (i.e., 

sensible cooling load, moisture load and CO2 pollutant load) in each zone for the 

state prediction of each zone. The parameter identification is based on the online 

measurements of the real process. 
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Figure 5.2 Illustration of the dynamic temperature set point resetting scheme of 

critical zones 

In the GA optimizer, a model-based predictor is developed to predict the total energy 

consumption, thermal comfort and indoor air quality of each zone based on the 

online identified models and the current states of the real process as well as the 

temperature set point trails of critical zones. The cost function is calculated based on 

the predicted performance by compromising total energy consumption, thermal 

comfort and indoor air quality. Genetic algorithm is employed to optimize the 

temperature set point of critical zones within the searching range. This optimizer 
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starts with a group of random set point trails within the allowed range at it first 

generation. These trails (set point of critical zones) are given to the predictor as 

inputs for performance prediction. A supervisor determines if the optimal set point is 

used in the zone temperature controller for practical control. The parameter 

identification of these simplified models, system performance prediction and 

temperature optimization of critical zones will be presented respectively. 

5.2 Simplified Online Incremental Prediction Model 

5.2.1 Parameter Identification for Performance Prediction 

For system performance prediction, the parameters of the coil is needed to be 

identified for thermal performance prediction of the coil in prediction period, and the 

parameters of fans to be identified for fan power consumption prediction based on 

predicted air flow rates. The sensible cooling load, moisture load and pollutant load 

(i.e., source terms) are also needed to be identified online for the state prediction of 

each zone (i.e., temperature moisture content and pollutant concentration) at the end 

of the prediction interval. 

5.2.2 Incremental Coil Model and Its Parameter Identification 

In the prediction period, the cooling coil model needs to predict the required chilled 

water flow rate and the air moisture at the coil outlet since the inlet air conditions 

(i.e., air flow rate, moisture content and temperature etc.) is given, the outlet air 

temperature is set, and the inlet water temperature is given. The cooling coil model 

needs to be calibrated dynamically in advance using the previous measurements. In 
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this study, two sets of parameters are assumed to be related to the heat transfer 

coefficients at water side and air side of the coil respectively. The details are given 

below. 

It is assumed that the Lewis number is equal to one approximately. It is true when 

the coil works in the normal temperature range. In this case, the Lewis relation is 

represented as Equation (5.1) (Eckert 1959). The sensible heat transfer rate of a coil 

can be computed as Equation (5.2) regarding to the Lewis relation. The sensible heat 

transfer on airside can also be computed as Equation (5.3). The total heat transfer at 

the air side is computed as Equation (5.4). The water condensation rate on the coil 

surface can be computed as Equation (5.5). The outlet air moisture content can 

further be calculated as Equation (5.6) with the known water condensation. As for 

the water side, the heat transfer has the correlation as Equation (5.7). The transfer 

coefficients on the water side and air side are the functions of water and air flow 

rates represented as Equation (5.8) and (5.9) respectively. 
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where UAa,T and UAa,h are the sensible heat transfer coefficient and mass transfer 

coefficient respectively at air side, UAw are the heat transfer coefficient at water side, 

Q is heat flow, G is the moisture content, T is temperature, Tb is the equivalent coil 

surface temperature, h is enthalpy, hb and Gb are the saturated air enthalpy and the 

saturated air moisture content at the equivalent coil surface temperature, m is mass 

flow rate, cp is air specific heat, β and   are model parameters to be identified, 

subscripts sen, cond indicate sensible, condensation respectively, subscripts a, in, 

out, w indicate air, inlet, outlet and water respectively. 

To identify the parameters of β and  , the heat transfer coefficients of UAa,h and 

UAw need to be calculated while the equivalent coil surface temperature (Tb) is 

computed in advance using iteration based on the inlet and outlet air states of the 

coil. To increase the accuracy of the model prediction, the model parameters (i.e., 

a , a , w , w ) are assumed to be constant within a limited working range. 

Therefore, they are considered to be slowly-varying parameters. These parameters 

are estimated using RLS (recursive least square) estimation technique with 
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exponential forgetting using measurements. Using the heat transfer coefficients 

calculated at the current and former sampling instants, RLS technique is used to 

estimate and update the parameters of the coil model. With the known parameters, 

the water flow rate and outlet air moisture content can be computed based on 

Equation (5.2-5.9) at the prediction period. 

5.2.3 Incremental Fan Model and Its Parameter Identification 

The power input of fans can be modeled to be approximately proportional to their 

flow rate cubed as Equation (5.10) when the change of flow rate is in a small range. 

Since the power input and flow rate are measured, the parameter can be learnt and 

estimated directly as Equation (5.11) and updated at each sampling instant. A 

first-order filter is used to filter the effects of the measurement noises on the 

parameter estimation. With the parameter, the power input of fans can be estimated 

as Equation (5.10) based on the air flow rates. 

3vW                                (5.10) 

 3k

k
k

v

W
                              (5.11) 

where W is the power input, v is the air flow rate of the fan,  is parameter to be 

estimated. This parameter is assumed to be constant in a prediction period. 

5.2.4 Incremental Source Terms of All the Zones 
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Building sensible cooling load, latent load (i.e., moisture load), and pollutant load 

are important external disturbances of the air conditioning system. In the 

optimization process, these loads are needed to know in advance to predict the air 

state of indoor space for system performance prediction. These loads can not be 

measured directly. However, they can be estimated based on measurements. For 

each zones, the energy balance, moisture balance and pollutant balance can be 

expressed as Equation (5.12-5.14) respectively. In the study, CO2 concentration is 

used to indicate IAQ of each zone although VOCs may also be used for the index of 

indoor air quality. Sensible heat load (Qsen,i), moisture load (Di) and pollutant load 

(Si) are called source terms since they are the driving forces in these equations. In a 

prediction period, these three source terms can be considered to be constant, and can 

computed during a sampling step as Equation (5.15-5.17). 
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where M is the air mass of one space, C is the CO2 concentration, V is the volume of 

one space, D is the moisture generation rate, S the CO2 generation rate, smpt  is the 

sampling interval, subscripts s indicates supply air, superscripts k and k-1 represent 

the current and previous sampling instants respectively. 

In the optimization process of the temperature set point of critical zones in one 

prediction period, this resetting of the set point will result in slightly change of the 

sensible cooling loads in critical zones due to the heat transfer through building 

envelopes and the internal mass. Therefore, the originally estimated sensible cooling 

load of critical zones is needed to corrected, and then is used in the prediction period 

for system performance prediction. This correction is made approximately as 

Equation (5.18) according to the sampling indoor air temperature and outdoor air 

temperature as well as the temperature set point of the critical zones. In the 

prediction period, the moisture load and pollutant load of each zone are assumed be 

the same as estimated in the sampling step. The sensible cooling loads of non-critical 

zones are also assumed to be the same as estimated in the sampling step. 
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where  is a coefficient accounting for the heat flow through building envelopes 

and internal mass, the subscript set indicates set point, the superscript pred indicates 

prediction. 
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5.3 System Performance Prediction Using GA Optimal Algorithm 

5.3.1 System Performance Prediction 

System performance prediction includes the prediction of the indoor air states (i.e., 

temperature, moisture content and pollutant) of all the zones, the supply air flow rate 

of each zone, the total supply air flow rate, the outlet air state of the cooling coil, the 

energy consumption of the cooling coil, the power consumption of fans etc. in one 

prediction period. To accurately predict the dynamic process responses at the end of 

one prediction period ( predt ) and within this prediction period, the prediction period 

is simulated by dividing this period into N simulation steps of the time step simt  as 

Equation (5.19). For the performance prediction of the coil, Section 5.2.2 has given 

detailed descriptions. During a small simulation time, supply air flow rate and 

conditions are assumed to be constant. Because sensible heat load (Qsen,i), moisture 

load (Di), and pollutant (Si) are slowly-varying variables, they are assumed to be 

constant during a prediction period. Therefore, Equation (5.12-5.14) can be 

expressed approximately by replacing the derivative terms with finite difference 

terms as Equation (5.20-5.22) respectively. 
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where the subscripts j and j+1 represent the current and the next simulation time 

steps respectively, subscripts sim indicates simulation. 

Neglecting the delay of the VAV local supply air flow control loop responding to the 

change of flow rate demand of each zone, the VAV supply air flow rate to each zone 

at the current simulation time step can be expressed as Equation (5.23) by the 

prediction of the VAV flow rate set point. Assuming the VAV system can deliver 

the demanded air flow rates to each zone, the total air flow rate of the VAV system 

can be expressed as Equation (5.24). The return air flow rate is assumed to be equal 

to the total supply air flow rate. The return air temperature, moisture and pollutant 

are assumed to be constant using the values at the current sampling instants although 

they are changing in the prediction period. The changes of the total supply air flow 

rate and the outdoor air rate account for the change of the cooling energy 

consumption of the cooling coil. 
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where subscripts max, min indicate maximum and minimum respectively, j

iPIDU ,  is 

the prediction of the PID control output of the space temperature controller at the 

current simulation step (j). 

j

iPIDU ,  is computed as Equation (5.25). These three terms of this equation are the 

proportional term, integral term and derivative term respectively. They can be 

predicted using Equation (5.26-5.28) for a simulation time step. These terms can be 

in different forms according to the actual PID algorithm implemented by a 

manufacturer. Ei is the difference between the zonal air temperature and its set point 

of the i-th zone, and can be expressed as Equation (5.29). At each sampling step, the 

initial values of integral term and derivative term can be fetched from the relevant 

storage of the zonal temperature controllers. 
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where Kp is the proportional gain, the subscripts P, I and D indicate proportional, 

integral and derivative respectively. 

These models for the prediction of state variables (i.e., Ti, Di, Ci) are needed to be 

tuned further for increasing accuracy since there may be derivations between the 

predictions and the real processes. The tuning model as Equation (5.30) is employed 

to correct the model predictions. At a sampling instant (t
k-1

), the required 

measurement data are collected to estimate the source terms as Equation (5.15-5.17). 

These source terms are used by these models as Equation (5.20-5.22) to estimate the 

state variables at the next sampling instant (t
k
) by the simulation of a few time steps. 

At the next sampling instant, these state variables are available and the model 

prediction error ( k

mease ) can be measured. To reduce the effects of the measurement 

uncertainty and model uncertainty, a filter using forgetting factor is used to stabilize 

the error estimation ( k

este ) as Equation (5.31). This error is used to correct the model 

output at the future next sampling instant (t
k+1

). 

eYY ˆ                                   (30) 
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where Y is the output of the model (i.e., state variables Ti, Di, Ci),  Ŷ  is the output 

of the model after correction, e is the correction factor representing the estimated 

error between model prediction and real process. eest is the model error estimation, 

emeas is the measured model error,   is a forgetting factor. 
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5.3.2 Optimization of Temperature Set Point of Critical Zones 

With these models proposed previously, the responses of the building and 

air-conditioning systems to the changes of the controls (i.e., total outdoor air flow 

rate and zonal temperature set point) can be predicted in a prediction period. The 

responses of concern are the air temperature, moisture content, supply air flow rate, 

pollutant (CO2) concentration of each zone, total supply air flow rate and outdoor air 

ventilation rate, outlet temperature and moisture content of the cooling coil, total 

cooling energy consumption and the power consumption of fans. 

In the optimization of the temperature set point of critical zones, three elements, i.e., 

IAQ (represented using CO2 concentration) of each zone, the thermal comfort of 

each zone, and total energy consumption are significantly of concern. The total cost 

function (J) for the optimization is constructed as Equation (5.32) accounting for the 

IAQ of each zone, the thermal comfort of each zone, and total energy consumption. 

Jtc is the cost function concerning the thermal comfort of all the zones as Equation 

(5.33). Jiaq represents the cost function concerning the IAQ of all the zones as 

Equation (5.34). It is worthwhile to mention that the thermal comfort and IAQ of all 

the zones are involved in the cost functions in that the building system (including all 

the zones) and the air conditioning system are interrelated together and affect each 

other although only the temperature set point of the critical zone is optimized. Jpow is 

the cost function of total energy consumption as Equation (5.35), which includes the 

cooling energy consumption of the coil, the power consumptions of the supply fan 

and return fan. 
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where J is cost function,   is the weighting factor, Cthld is the threshold CO2 

concentration (950ppm was used), PMVi is the index of PMV (i.e., predicted mean 

vote) of each zone and can be calculated by using Fanger‟s comfort equations 

(Fanger 1970), Qcooling is the cooling energy consumption of the coil, COP is the 

coefficient of performance including the pump and the chiller (assumed to be 

constant as 2.5), I is the number of zones, subscript cz, and rtn indicate critical zone 

and return respectively. 

Searching for the optimal value of the temperature set point of critical zones is a 

nonlinear optimization process. There exist many methods for such optimization 

problems such as sequential quadratic programming (House and Smith 1991) and 

conjugate gradient method (Nizet et al. 1984) and Genetic algorithm (GA) (Mitchell 

1997) etc. GA is a good optimization method since it can quickly find a sufficiently 

good solution with random initialization. This algorithm was ever used to search for 

global optimal solutions in HVAC fields (Wang and Wang 2002, Chang 2005, Xu 
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and Wang 2007b). In this study, GA is also utilized to search for the optimal value 

of the temperature set point of critical zones by minimizing the objective function as 

Equation (5.32). The fitness function ( f ) in the genetic algorithm is represented as 

Equation (5.36). 
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1
                           (5.36) 

In the genetic algorithm, only one parameter (i.e., Tcz,set ) constitutes the 

chromosome of an individual. The search scope of this parameter is between 21℃ 

and 24℃. 24℃ is the default set point of all the zones while 21℃ is near the cooler 

temperature border suggested by the standard (ASHRAE 1994). Random 

initialization of this parameter produces the initial population to start a GA run. Each 

set point trail (i.e., the temperature set point of the critical zone) is given to the 

model-based predictor to predict the responses of the system during one prediction 

period as show in Figure 5.2. Then the cost function estimator computes the “overall 

cost” (also the fitness) according to the predicted responses of the system. According 

to the fitness of parents and its rules for crossover and mutation, the GA optimizer 

generates the next generation population, and then the system responses are 

predicted, and the fitness is re-evaluated. This process is repeated. The criterion to 

stop the GA optimizer is based on the comparison of the best fitness values of two 

consecutive runs. The GA estimator stops when the relative difference between the 

two maximum fitness values reaches a threshold value. A GA run is also terminated 

if the number of the current generation is equal to a predefined maximum number. 
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The parameters of the GA driver are important for convergence speed. They are 

selected according to Carroll‟s recommendation (Carroll 2001) and also determined 

by simulation tests. 

5.4 Performance Test and Evaluation 

The multi-zone VAV air-conditioning system is also illustrated in Figure 4.3 in 

Chapter 4. The system serves half of a floor of a high-rise commercial building as 

well shown in Figure 4.4 in Chapter 4. 

In this study, at high level, the system involves enthalpy control and three 

supervisory controls. Supply air static pressure set point can be reset by its 

supervisory controller according to the control status of VAV terminals to reduce the 

fan energy consumption. Supply air temperature also can be reset according to the 

control status of VAV terminals to achieve reduce of fan energy consumption and to 

avoid the indoor temperature out of control. DCV strategies determine an outdoor 

airflow set point based on estimated indoor occupancy to maintain satisfied indoor 

air quality and reduce energy consumption. Enthalpy control strategy determines if 

more outdoor air and how much outdoor air are introduced by comparing the air 

status of outdoor air and return air to achieve best energy saving. The outdoor 

airflow supervisor finally chooses the larger one of the set point from the enthalpy 

control strategy and the DCV strategy. In this study, the DCV strategy (i.e., the 

model-based optimal ventilation control strategy) was implemented. 

5.5 Test Results and Analysis 
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The model-based optimal ventilation control strategy (i.e., optimal strategy) 

combines the dynamic ventilation equation scheme and the dynamic temperature set 

point resetting scheme of critical zones for improving energy efficiency and better 

indoor environmental quality. This optimal strategy was tested in the above test 

facility with the test conditions described in Section 5.4.1. In this strategy, many 

models are required for system performance prediction, and the performance of 

these models directly affects the performance of this optimal strategy. The main 

models of concern were evaluated in Section 5.4.2. The performance of the optimal 

strategy was evaluated in Section 5.4.3 by comparing with that of a strategy only 

using dynamic ventilation equation scheme (i.e., conventional strategy thereafter). In 

the cost function for optimizing temperature set point of critical zones, the weighting 

factors relating with the indoor air quality, thermal comfort and energy consumption 

have obvious impacts on the performance of the optimal strategy. The choice of 

these factors and their effects on the strategy‟s performance are presented in Section 

5.4.4. 

5.5.1 Test Conditions 

The test facility was built on TRANSYS platform. Many disturbances affecting 

building cooling load and indoor air quality are needed to be prepared as input files 

for TRANSYS. The internal disturbances are occupancy, lighting and equipment 

loads in each zone while the external disturbances are mainly the solar gains of each 

zone transmitted through the windows, sol-air temperature of each external wall, the 

outdoor air temperature, humidity and CO2 concentration at different weather 
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conditions. The outdoor air CO2 concentration was 360ppm. The generation rates of 

CO2, latent and sensible loads of one person are selected to be 5*10
-6

m
3
/s, 1.17*10

-5 

kg/s and 0.065kW respectively. The air-conditioning system worked from 7:50 am 

to 19:00 pm. 

This optimal control strategy is to reduce the difference of the required outdoor air 

fractions of each zone, and further to reduce the total outdoor air flow rate due to the 

variation of the occupancies among each zones at the same time and the variation of 

occupancy of one zone at different time. Therefore, the occupancy profiles of each 

zone and the total occupancy profile are presented in Figure 5.3. 
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Figure 5.3 Occupancy profiles of individual zones and the total occupancy profile 

A brief of the occupancies is also given bellow. The number of occupants of all the 

zones varied significantly. For Zone 8 as a meeting room, the occupants entered the 

meeting room after 9:00am gradually over a period. The number of the occupants 

reached the maximum about 50 persons at 10:30am, and they left the meeting room 
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at about 12:00am within a short period. For the zones of office usage from Zone 1 to 

Zone 7, the maximum density of occupancy is about 10m
2
 per person. The 

occupancy load varied all the day. 

In out tests, we found the CO2 concentration in the meeting room is much higher 

than the prescribed level (i.e., about 700ppm above the CO2 concentration of outdoor 

air) when we used the latest standard [ASHRAE 2004]. Therefore, in this study, the 

following rule was used to compute the outdoor air requirement of each zone. The 

outdoor air requirement is compute according to the number of occupants, i.e., 10l/s 

per person for office and meeting room [ASHRAE 1999, ASHRAE 2001] while the 

minimum outdoor air requirement is taken according to the air-conditioning area, i.e., 

0.3l/s per square meter for office and meeting room [ASHRAE 2004]. This rule 

gives consideration to not only the minimum outdoor air rate for occupant-generated 

pollutants but also the minimum outdoor air rate for diluting non-occupant-generated 

pollutants. 

In the cost function as Equation (5.33), the PMV index is the function of the indoor 

air temperature, velocity, relative humidity, mean radiant temperature of surrounding 

surfaces of a zone, the mean values of the metabolic rate and clothing level of the 

occupants. In the absence of detailed velocity distributions, the velocity in a zone is 

assumed to be spatially uniform and computed by dividing the supply air volumetric 

flow rate to a zone by the floor area. The occupant activity level used was 1.2 met 

and the clothing insulation value was 0.8. 
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In our test, the sampling interval of this strategy was 60s. The prediction period was 

300s while the simulation time step of the optimal control strategy was 60s. The 

weighting factors of the cost functions used are given in Table 5.1 (The detailed 

analysis of these factors will be delivered subsequently). Many tests were carried out 

to test the performance of the optimal strategy (and the conventional strategy) in 

different weather conditions. Only the tests in typical sunny summer day and cloudy 

summer day were presented in the study. Figure 5.4 shows the outdoor air dry-bulb 

temperature and humidity in both test days. In both test days, the weather was very 

humid. The set point of the outdoor air flow rate was governed by DCV control in 

both days. 

Table 5.1 Control settings of the cost functions of the optimizer 

Weighting factors of cost functions α tc α iaq α pow

Setting I 2.00 0.35 0.01

Setting II 2.00 0.50 0.01

Setting III 2.00 0.00 0.01

Setting IV 0.00 0.35 0.01

Setting V 2.00 0.50 0.00
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Figure 5.4 Temperature and humidity profiles of test days 
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5.5.2 Evaluation of the Models 

In this study, many models are required for system performance prediction, and the 

performance of these models directly affects the performance of this optimal 

strategy. The main models of concern were evaluated in this section. In addition, 

accurate estimation of occupants of each zone is the basis of this optimal strategy for 

improving energy efficiency. For the performance of occupancy detection of each 

zone and all the space, readers are encouraged to go through the article (Xu and 

Wang 2007a). 

The main models of concern are the cooling coil model, the models of source terms, 

and the models for estimating the zonal air states of each zone. All are presented 

next in detail. The results of the performance evaluation of these models are 

presented bellow when the weighting factors of Setting I were used. 
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Figure 5.5 Heat transfer coefficients of the cooling coil at water side and air side 
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Figure 5.5 presents the “measured” and predicted heat transfer coefficients (i.e., UA 

values) of the cooling coil at water side and air side respectively from 9:00am to 

7:00pm. The coefficients from 8:00am to 9:00am did not present since the 

measurements at this period were required for the initialization of RLS algorithm. 

The “measured” heat transfer coefficients were calculated using Equation (5.1-5.7) 

based on the measurements. The predicted heat transfer coefficients were calculated 

using Equation (5.8-5.9) based on the water flow rate and air flow rate while the 

parameters in Equation (5.8-5.9) were identified in advance. The predicted 

coefficients of the coil at water side and air side agreed well with the coincident 

“measured” coefficients. In addition, the heat transfer coefficient at water side is 

much larger than that at air side since water is much easier to conduct heat than air. 

The heat transfer coefficient at water side was much high from about 10:30am to 

12:00am since much water flow rate was required for cooling when the meeting 

room was occupied densely. 

For the source terms, i.e., sensible cooling load, latent load and pollutant load, the 

pollutant load (represented using CO2) is easier to calculate based on the number of 

occupants than the sensible load and latent load. Therefore, the CO2 generation rate 

is presented for validating the performance of models for source term identification. 

Figure 5.6 presents the “measured” CO2 generation rate and the actual CO2 

generation rate of Zone 1 and Zone 8. The “measured” rate was estimated using the 

model as Equation (5.17) based on the measurements. The actual rate was calculated 

based on the actual occupants. The results show that the “measured” CO2 generation 

rate matched the actual generation rate very well. 
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Figure 5.6 CO2 generation rates of Zone 1 and Zone 8 

For the estimation of zonal air states, only the indoor temperature of Zone 8 and the 

predicted temperature error are presented for performance evaluation as shown in 

Figure 5.7. 
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Figure 5.7 Comparison of measured and predicted air temperature of Zone 8 
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The results show that the predicted temperature using the model as Equation (5.20) 

basically agreed with the measured indoor air temperature. However, this prediction 

deviated from the actual measurement in some periods. When the tuning model as 

Equation (5.30-5.31) was used to correct the prediction, the situation was improved 

significantly. The tests for the prediction of the zonal moisture content and CO2 

concentration also show the model prediction matched the coincident measurement 

very well. 

5.5.3 Evaluation of the Optimal Strategy 

This model-based optimal ventilation control strategy is to establish a compromise 

among the indoor air quality, thermal comfort and energy consumption by the means 

of resetting the total outdoor air flow rate and resetting the temperature set point of 

critical zones. The choice of the weighting factors (i.e., coefficients) of the cost 

function determines the significance of the different factors when the optimal 

strategy decides the optimal temperature set point of critical zones. These parameters 

should be chosen properly according to the user's requirements and the actual system. 

For the performance evaluation of the optimal strategy, the performance of the 

conventional strategy (i.e., the strategy only using the dynamic ventilation equation 

scheme) is used as the benchmark. For the performance evaluation of other DCV 

control strategies, the previous study (Xu and Wang 2007a) has presented the 

relevant results. 

The costs related with the thermal comfort, indoor air quality, and total energy 

consumption, and the total cost in the sunny summer test day are presented in Table 
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5.2 when different control settings of the weighting factors were used. These costs 

were integrated over the entire operation period. The environmental and energy 

performance of the optimal strategy using different control settings in the sunny 

summer test day are presented in Table 5.3. The environmental and energy 

performance of the conventional strategy are also presented in this table as the 

benchmark. In this section, only the performance of the optimal strategy using the 

control setting of Setting I is analyzed subsequently in detail. Table 5.2 shows that 

the optimal control strategy considered these three terms (i.e., thermal comfort, IAQ 

and power consumption) basically evenly since the weight factors are 2.00, 0.35 and 

0.01 as shown in Table 5.1. 

Table 5.2 Summary of the costs of the optimal strategy with different control settings 

in the sunny summer test day 

Setting I Setting II Setting III Setting IV Setting V

Cost of thermal comfort 37279 37402 37322 36944 38055

Cost of IAQ -84229 -82567 -81404 -90234 -84007

Cost of power consumtion 2103897 2117451 2117232 2082715 2140582

Total cost 66116 54695 95816 -10755 34106

Cost
Control settings
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Table 5.3 Summary of the environmental and energy performance of the conventional 

strategy and the optimal strategy with different control settings in the sunny summer 

test day 

Setting I Setting II Setting III Setting IV Setting V

Environmental performance

Average PPD of Zone 8 (%) 8.86 8.01 8.08 8.09 8.22 7.86

Maximum PPD of Zone 8 (%) 16.37 14.67 14.69 14.69 14.74 14.64

Average CO2 concentration (ppm) 700 716 714 719 710 709

Maximum CO2 concentration (ppm) 1009 1083 1074 1101 989 1003

Energy performance

Fan (kWh) 224.28 227.04 227.31 227.36 227.99 226.17

Differential (%) -1.23 -1.35 -1.37 -1.65 -0.84

Cooling energy consumption (MJ) 4099.07 3789.73 3810.19 3774.01 3814.34 3941.2

Differential (%) 7.55 7.05 7.93 6.95 3.85

Overall power consumption (kWh) 679.73 648.12 650.66 646.69 651.81 664.08

Differential (%) 4.65 4.28 4.86 4.11 2.30

Environmental and energy performance
Optimal strategy with different control settingsConventional 

strategy

 

Using the optimal strategy, the temperature set point of critical zones can be reset. 

Figure 5.8 presents the temperature set point of critical zones, and Figure 5.9 

presents the identified critical zones for reference. In most of the office hours, the 

critical zone was Zone 7. From 9:10am to 12:00am, the critical zone was Zone 8 (the 

meeting room). Generally, the critical zone varied according to the change of 

cooling demand and outdoor air flow rate demand of each zone. With the identified 

critical zone, the optimal strategy optimized the temperature set point as shown in 

Figure 5.8 while the temperature set point of the other zones kept at the default value 

(24℃). 
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Figure 5.8 Temperature set point of critical zones using the optimal strategy  

(Setting I) 
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Figure 5.9 Critical zones identified  

When the optimal set point of critical zone was used for the practical control, the 

total outdoor air flow rate reduced greatly as shown in Figure 5.10 when comparing 

with that using the conventional strategy as shown in Figure 5.11. From 10:30am to 

12:00am, the total outdoor air flow rate using the optimal strategy is about two third 
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of that using the conventional strategy. It is also noticed that the total supply air flow 

rate increased in this period because the critical zone (Zone 8) needed more supply 

air flow rate to offset the sensible load due to the low temperature set point as shown 

in Figure 5.8. It is also worthwhile to mention that the outdoor air was controlled 

very well since the measured outdoor air flow rate followed the set point well. 
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Figure 5.10 Total supply air and outdoor air flow rates using the optimal strategy 

(Setting I) 
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Figure 5.11 Total supply air and outdoor air flow rates using the conventional 

strategy 

Due to the reduction of outdoor air flow rate, the cooling energy consumption also 

decreased. The cooling energy saving is 7.55% comparing with the benchmark using 

the conventional strategy. The saving of the total power consumption is 4.65% while 

the fan power consumption increased slightly due to the slight increase of the total 

supply air flow rate. 

When the optimal strategy was implemented, the thermal comfort of Zone 8 

increased slightly comparing with that using the conventional strategy as shown in 

Table 5.3 (For other zones, the average PPD using both strategies was almost the 

same, and does not be presented for analysis). The average PPD decreased from 8.86 

to 8.01, and the maximum PPD also decreased. The maximum CO2 concentration is 

1083ppm, higher than the maximum value of 1009ppm using the conventional 

strategy. However, it is still acceptable since the prescribed level is 700ppm above 
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the CO2 concentration of the outdoor air (360ppm in this study). The total average 

CO2 concentration increased from 700ppm to 716ppm. The CO2 concentration of 

each zone using the optimal strategy and the conventional strategy are presented in 

Figure 5.12 and Figure 5.13 for comparison. 
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Figure 5.12 CO2 concentration of each zone using the optimal strategy (Setting I) 
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Figure 5.13 CO2 concentration of each zone using the conventional strategy 
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The environmental and energy performance of the optimal strategy using different 

control settings in the cloudy summer day are also presented in Table 5.4 for 

reference. The optimal strategy using the weighting factors of Setting I achieved 

better thermal comfort and IAQ comparing with the conventional strategy. The 

cooling energy saving is 6.22%, and the total power consumption saving is 4.04% 

with fan power consumption increasing 0.77%. 

Table 5.4 Summary of the environmental and energy performance of the conventional 

strategy and the optimal strategy with different control settings in the cloudy summer 

test day 

Setting I Setting II Setting III Setting IV Setting V

Environmental performance

Average PPD of Zone 8 (%) 9.00 8.79 9.03 8.57 9.29 8.57

Maximum PPD of Zone 8 (%) 18.33 16.37 16.41 16.33 16.44 16.32

Average CO2 concentration (ppm) 703 711 703 716 704 705

Maximum CO2 concentration (ppm) 1070 1022 936 1098 932 1005

Energy performance

Fan (kWh) 165.82 167.09 167.59 166.96 167.88 166.95

Differential (%) -0.77 -1.07 -0.69 -1.24 -0.68

Cooling energy consumption (MJ) 3281.56 3077.34 3086.12 3056.04 3053.78 3124.09

Differential (%) 6.22 5.96 6.87 6.94 4.80

Overall power consumption (kWh) 530.44 509.02 510.49 506.52 507.19 514.07

Differential (%) 4.04 3.76 4.51 4.38 3.09

Environmental and energy performance
Optimal strategy with different control settingsConventional 

strategy

 

5.5.4 Evaluation of the Effects of Weighting Factors 

Different settings of these weighting factors have significant effects on the thermal 

comfort, indoor air quality and the total energy consumption. Investigating the 

correlation of the total cost function and these three cost functions related with 

thermal comfort, IAQ and energy consumption, the suitable factors can be obtained 

by fine-tuning these factors according to different decision-makers. The fine-tuning 



 108 

is done using the trial and error method taking into account the expected weightings 

of these three terms. 

As presented above, the control settings of Setting I made the three cost function 

terms (i.e, thermal comfort, IAQ and power consumption) had similar contribution 

to the total cost function. The control parameters of Setting II considered the IAQ 

slightly more. Table 5.3 shows the IAQ improved slightly (i.e., average and 

maximum CO2 concentrations) in the sunny summer test day when comparing with 

that using the control settings of Setting I. In this case, slightly more outdoor air was 

introduced. The total energy saving was 4.28%, 0.37% less than the saving using the 

control settings of Setting I. 

Some tests were also carried out when only any two out of these three terms were 

considered while the third term was omitted. The control settings of Setting III omit 

the cost function related with IAQ. Therefore, the average and maximum CO2 

concentrations as shown in Table 5.3 increased obviously comparing those using 

Setting I because less outdoor air flow rate was introduced. The savings of the 

cooling energy consumption and the total power consumption also increased. The 

savings are 7.93% and 4.86%, 0.38% and 0.21% more than the counterparts of the 

optimal strategy using Setting I. 

Setting IV only considered the cost functions related to the IAQ and power 

consumption while neglecting the cost function related with the thermal comfort. 

When it was used for the optimal strategy for the temperature set point optimization, 

the indoor thermal comfort was deteriorated comparing with that using Setting I 
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while the IAQ was improved as shown in Table 5.3. The average and maximum 

PPD of Zone 8 are 8.22 and 14.74. The cooling energy saving and the total power 

consumption saving are 6.95% and 4.11% respectively. 
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Figure 5.14 CO2 concentration of each zone using the optimal strategy (Setting VI) 

When the cost function of the total power consumption is neglected (i.e., the control 

settings of Setting V), the thermal comfort and IAQ had obvious improvement as 

shown in Table 5.3. This is due to that more outdoor air was introduced since energy 

is not the main issue of concern. The CO2 concentrations of each zone using the 

optimal strategy with this setting are presented in Figure 5.14 for reference. The 

energy saving potential using Setting V is 2.3%, the least among those using other 

control settings (i.e., from Setting I to Setting IV). The energy and environmental 

performance of the optimal strategy using all these control settings in the cloudy 

summer test day is presented in Table 5.4. This table also shows the similar trends of 
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thermal comfort, IAQ and energy saving with those in the sunny summer test day 

when different control settings were used. 

5.6 Summary 

The model-based optimal ventilation control strategy is based on the system 

response predicted using simplified dynamic models to reset the indoor temperature 

control of critical zones to compromise the unbalance of outdoor air demands among 

different zones. Tests shows these incremental models can ensure the accuracy of 

the models and allow the models to be used conveniently on different systems and in 

a wide working arrange by identifying the parameters online. Tests also show that 

the total cost function was constructed properly by relating thermal comfort, indoor 

air quality and energy consumption together, and the genetic algorithm is a 

convenient tool for optimizing the temperature set point for online control 

applications by minimizing the total cost. 

The evaluation of this optimal strategy shows that this strategy is capable of 

optimizing the system overall performance according to the chosen weighting 

factors. The optimal strategy was evaluated by comparing with a conventional 

strategy only using the multi-zone ventilation equation scheme. The results show 

this optimal strategy can achieve significant energy saving by comparing with the 

conventional strategy while maintaining acceptable thermal comfort and indoor air 

quality. 
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This optimal strategy was also evaluated by using different weighting factors 

(coefficients). The results show that different coefficients in the cost function have 

significant impacts on the performance of the optimal strategy since these 

coefficients determines the weightings for the optimizer to compromise the concern 

on different issues, such as energy and environment. The users can select or tune 

these weighting factors according to their concerns on different issues and according 

to the experiences on the operation of particular air-conditioning systems. A good 

choice of these weighting factors in the cost function requires more tests. 
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CHAPTER 6 MODEL-BASED OPTIMAL CONTROL OF 

OUTDOOR AIR FLOW RATE OF AIR-CONDITIONING 

SYSTEMS WITH PAU 

This chapter presents a model-based outdoor air flow rate optimal control strategy 

for multi-zone VAV air-conditioning systems with the primary air-handling units 

(PAUs). An adaptive optimization algorithm is adopted for optimizing the set point 

of the outdoor air flow rate to minimize the energy cost, which compromises the 

energy consumption of the primary fan and the cooling energy saving by the cold 

outdoor air. The dynamic primary fan energy consumption is predicted using a 

simplified incremental fan model and the main parameters of this model is identified 

online. The cooling energy saving by the outdoor air is estimated online using the air 

side enthalpy. The lower limit of the outdoor air flow rate is determined by a 

CO2-based adaptive demand-controlled ventilation (DCV) strategy using the 

dynamic multi-space equation to maintain the satisfied indoor air quality. Tests are 

conducted to evaluate the performance of the control strategy applied to a practical 

building system in simulation environment. 

6.1 Description of the Ventilation Control System 

6.1.1 Outdoor Air Flow Rate Control System with Primary Air Handling Unit 
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Figure 6.1 Schematics of outdoor air flow rate control system for an air-handling 

unit 

The primary fan unit system serves total outdoor air into 7 floors in a high-rise 

commercial building. Each floor is divided into two parts each served by an 

air-handling unit. The schematic of the outdoor air flow rate control system is shown 

in Figure 1. The nominal motor power of primary fan is 45 kW and the design 

frequency is 50Hz. The design outdoor air flow rate is 17m
3
/s. The pressure 

controller maintains the air static pressure at the sensor location at its set point by 

modulating the primary fan speed. The ventilation control system of each floor will 

be described Section 6.1.2. 

6.1.2 Introduction of HVAC System 
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The same ventilation system described in Chapter 4 is used to serve half of each 

floor of a high-rise commercial building. Each floor is divided into eight zones for 

different usages using the partitions as shown in Figure 4.4. Zone 8 is used as a 

meeting room and the other zones are used as office. The ceiling height of the floor 

is 3.9 meters and the total floor area is 1166 m
2
. All the conditioned air is delivered 

to the indoor space through VAV boxes. Return air is drawn back through the 

ceiling plenum. The design air flow rate of each floor is 6m
3
/s. The ventilation 

system of each floor involves three fans of variable pitch angle and a cooling coil etc. 

The schematic of the multi-zone VAV air-conditioning system in each floor is 

shown in Figure 6.2. 
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Figure 6.2 Schematics of multi-zone VAV air-conditioning system 

The temperature controller controls the temperature of the supply air passing 

through the cooling coil. The pressure controller maintains the supply air static 
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pressure at its set point by modulating the supply air fan speed. The return air flow 

controller controls the flow rate difference between the supply air and return air. 

Pressure independent VAV boxes are used to control zone temperatures. All the 

above controllers employ the digital PID control algorithm. At the higher level, the 

system involves three supervisory controls. The supply air static pressure set point is 

reset by its supervisory controller according to the control status of VAV terminals. 

The supply air temperature is also reset according to the control status of VAV 

terminals to achieve reduced fan energy consumption and to avoid the indoor 

temperature out of control. The model-based outdoor air flow rate control strategy 

provides a preferable outdoor air set point for the whole HVAC system based on an 

iterative optimization method. 

6.1.3 Model of Variable Speed Fan 

In our research, the variable speed primary fan model developed by Clark (1985) 

was used to calculate the fan energy consumption and pressure rise over a wide 

range. Its accuracy has been validated using different air flow rate and rotation speed. 

The dimensionless flow coefficient and the pressure rise coefficient are calculated in 

Equation (6.1) and Equation (6.2) using the manufacturers‟ catalog data. The 

dimensionless coefficients of flow and pressure rise are obtained shown in Table 6.1. 

3DRVS
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Table 6.1 Dimensionless coefficient of flow rate and pressure 

Cf Ch Cη 

0.620999 5.47272 0.72 

0.745283 5.503465 0.76 

0.919154 5.441974 0.79 

1.093025 5.349737 0.83 

1.266897 4.950044 0.8 

1.440768 4.365878 0.77 

1.614639 3.658728 0.72 

 

In Table 6.1, Cf is the dimensionless flow coefficient. Ch is the dimensionless 

pressure coefficient. Mout is the outdoor air mass flow rate. RVS is the rotational 

speed. D is the diameter of fan blades. Cη is fan efficiency. ρ is air density. Prise is 

the pressure rise of fan. 

The dimensionless coefficients of fan pressure rise and fan efficiency are 

represented as functions of dimensionless flow coefficient shown in Equation (6.3) 

and Equation (6.4). 
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where i, j, ia .and jb are the parameters. 

After the corresponding dimensionless coefficient data are generated, the parameters 

of Equation (6.3) and Equation (6.4) are identified using the least square fitting 
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method. The relationships between of dimensionless coefficients pressure rise and 

fan efficiency and the dimensionless flow coefficient are shown in Figure 6.4 and 

Figure 6.5, respectively. 
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Figure 6.3 The relationship between the dimensionless pressure and the flow 

coefficient 
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Figure 6.4 The relationship between the dimensionless efficiency and the flow 

coefficient 

On the basis of the results of Figure 6.3 and Figure 6.4, the final format of Equation 

(6.3) and Equation (6.4) are rewritten in Equation (6.5) and Equation (6.6). 

4

f

3

f

2

ff C3.74099C17.46277-C26.68084C16.74183- 9.213 hC         (6.5) 

4

f

3

f

2

ff C0.644C2.86883-C4.23314C2.31134-1.11543 C       (6.6) 

The fan power and pressure rise are thus calculated using the Equation (6.7) and 

Equation (6.8). 

22
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where Wfan is the fan power. 

6.2 Simplified Incremental Fan Model and Optimization Algorithm 

6.2.1 Incremental Primary Fan Model and Its Parameter Identification 

The power consumption of the primary fan can be modeled using a simplified 

incremental model as Equation (6.9), in which the energy consumption is 

approximately proportional to the measured outdoor air flow rate cubed when the 

change of the outdoor air flow rate is in a small range. The parameter vC  is 

assumed to be constant in the prediction period. The parameter is estimated and 

updated using the measured fan power and measured outdoor air flow rate at each 

sampling time shown in Equation (6.10). 

3vCW vfan                                    (6.9) 

3)( k

k

fank

v
v

W
C                                  (6.10) 

where, v is the measured outdoor air flow rate. vC is the parameter to be estimated. k 

indicates the current sampling time 

6.2.2 Optimization Algorithm 
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The optimal outdoor air flow rate is searched by using the least square algorithm. 

The outdoor air flow rate set point resetting scheme is illustrated in Figure 6.5. 
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Figure 6.5 Schematic of the outdoor air flow rate set point resetting scheme 

It is assumed that the energy consumptions of supply fan and return fan are not 

influenced by the measured outdoor air flow rate. Therefore, the cost function in a 

short prediction period only includes the energy consumption of the primary fan and 

the cooling energy saving by the outdoor air as Equation (6.11). This cost function is 

constructed to predict the system responses in a prediction period using the dynamic 

simplified incremental model. 
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where, outH  is the outdoor air enthalpy. rtnH is the return air enthalpy. setoutM ,  is 

the set point of the outdoor air mass flow rate. dcvM is the outdoor air mass flow rate 

based on the DCV strategy. Wcost is the sum of the energy consumption of the 

primary fan and the heating load of the outdoor air. Wfan is the energy consumption 

of the primary fan. Qoutdoor is the heating load of the outdoor air. COP is the 

coefficient of performance including the pump and the chiller (assumed to be 

constant as 2.5 in this research). k indicates the current sampling time. 

When the outdoor air enthalpy is larger than or equal to the return air enthalpy 

(
rtnout HH  ), the outdoor air flow rate set point is set according to that determined by 

the adaptive DCV strategy ( dcvsetout MM , ). Otherwise, the cost function in 

Equation (6.11) will be used to optimize the outdoor air flow rate as Equation (6.12). 

In the optimization of each sampling step, the search range of the outdoor air flow 

rate is set to be [ cvM d , MM outdoor  ], where M  is a fixed increment. A 

supervisory decision module is developed to identify the reliability of the 

model-based outdoor air flow rate control strategy. When the energy consumption of 

the primary fan for each unit outdoor air flow rate is smaller than the provided 

cooling energy by each unit outdoor air flow rate, the optimal outdoor air flow rate is 

set to be the upper limit. Otherwise, the lower limit is used to set the optimal value 

in this search range. The change rate of the set point also is controlled within a given 

limit. 
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In case there is a dramatic change on working condition of the system, the searched 

optimal value limited within a small range and limited change rate might not reach 

the new optimal value. However, the searched optimal value will approach the new 

optimal value of system after a few sampling steps, allowing stable control of the 

system. 

6.3 Validation Tests 

6.3.1 Performance of the Energy Saving Potential 

Figure 6.6 presents a comparison between the outdoor air enthalpy and the return air 

enthalpy. It is observed that the outdoor air enthalpy was smaller than the return air 

enthalpy from 8:30am to 16:00pm. During this period, the model-based outdoor air 

flow rate control strategy may be adopted to optimize the outdoor air flow for the 

air-conditioning system. 

To show the energy saving potential, the energy consumption of the primary fan and 

the cooling energy saving by using the outdoor air are presented and compared in 

Figure 6.7. It shows that the cooling energy saving by each unit outdoor air flow rate 

is larger than the energy consumption of the primary fan from about 9:30am to 

12:30pm. It is concluded that this model-based outdoor air flow rate control strategy 

can be adopted to provide more outdoor air into the air-conditioning system during 

this period. 
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Figure 6.6 Comparison of the outdoor air enthalpy and the return air enthalpy 
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Figure 6.7 Comparison of the energy consumption of the primary fan and the 

cooling energy saving by the outdoor air 

6.4 Overview of the Proposed and Conventional Outdoor Air Flow 

Rate Control Strategies 

A conventional outdoor air flow rate control strategy was employed as the reference 

in evaluating the system operational performance of the developed new strategy. The 
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proposed strategy developed is the hybrid strategy integrating the DCV and the 

model-based outdoor air flow rate optimal control (Strategy A). The conventional 

strategy is the hybrid strategy integrating the DCV and the full outdoor air flow rate 

optimal control (Strategy B) (Wang 1999). Two simpler ventilation control 

strategies were also included in the test for comparison to evaluate the proposed 

strategy, including the strategy using DCV only and the strategy with constant 

outdoor air flow according the design occupancy at the floor. The adaptive DCV 

strategy has been introduced earlier. The constant outdoor air flow set-point used 

was 1.85m
3
/s, which is the demanded outdoor air flow rate based current ASHRAE 

ventilation standard at the design occupancy. 

Strategy A - When the outdoor air enthalpy is larger than the return air enthalpy, the 

adaptive DCV strategy is adopted to manipulate the outdoor air flow rate for 

ensuring a satisfactory indoor air quality. Otherwise, a supervisory decision scheme 

of the outdoor air flow rate control is adopted to decide the potential saving of 

outdoor air. In this scheme, the change of energy consumption of the primary fan 

when increasing or reducing the outdoor air flow rate is compared with the cooling 

energy saving of using outdoor air flow rate. When the energy consumption of the 

primary fan is smaller than the cooling energy saving by each unit outdoor air flow 

rate, the model-based outdoor air flow rate optimal control strategy is activated for 

the outdoor air flow rate control. Otherwise, the adaptive DCV strategy is actually 

used for outdoor air flow rate optimal control. 
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Strategy B - When the outdoor air enthalpy is larger than the return air enthalpy, the 

adaptive DCV strategy is adopted to manipulate the outdoor air flow rate. Otherwise, 

the outdoor air damper is set to its maximum position (full air cooling mode) for the 

outdoor air flow rate optimal control without considering the energy consumption of 

the primary fan. 

6.5 Tests and Test Results 

The test system was developed on the TRANSYS platform. Occupancy, lighting and 

equipment loads in each zone, the solar gains of each zone transmitted through the 

windows, sol-air temperature of each external wall, the outdoor air temperature, 

humidity and CO2 concentration were used as input files. The outdoor air CO2 

concentration was 360ppm. The generation rates of CO2, latent and sensible loads of 

one person are selected to be 5*10
-6

m
3
/s, 1.17*10

-5 
kg/s and 0.065kW respectively. 

The air-conditioning system worked from 7:50 am to 19:00 pm. 

6.5.1 Total Occupancy Profile and Occupancy Profiles of Individual Zones 
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Figure 6.8 Total occupancy profile and occupancy profiles of individual zones in 

each floor 

The occupancy profiles of each zone are presented in Figure 6.8. The number of 

occupancy in all the zones varied significantly. The occupants entered in the meeting 

room (Zone8) from 9:00am to 12:00am. The number of occupancy reached the 

maximum about 25 persons at 10:30am, and the occupants then left the meeting 

room at about 12:00am. Seven zones from zone 1 to zone 7 are used as offices. Its 

maximum density of occupancy is about 10m
2
 per person. 

6.5.2 Predicted and Actual Total Occupancy Profiles 

In order to validate the accuracy of the dynamic occupancy detection scheme 

presented by Wang (1998) in our air-conditioning system, the total number of 

occupancy in each floor is compared with the predicted total number. Figure 6.9 

describes the predicted and actual total occupancy profiles of each floor. The 
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predicted total number of occupancy can match well with the actual total number of 

occupancy. 
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Figure 6.9 Predicted and actual total occupancy profiles in each floor 

6.5.3 Predicted and Actual Occupancy Profiles of Zone 1, Zone 2 and Zone 8 

8 10 12 14 16 18 20

0

5

10

15

20

25

 

 Detected occupants in zone 1

 Detected occupants in zone2

 Detected occupants in zone 8

 Actual occupants in zone 8

Actual occupants in zone 1

 Actual occupants in zone 2

Time (hour)

N
u

m
b

e
r 

o
f 

o
c
c
u

p
a
n

c
y

 i
n

 z
o

n
e
 1

 a
n

d
 2

0

5

10

15

20

25

30

N
u

m
b

e
r o

f o
c
c
u

p
a
n

c
y

 in
 z

o
n

e
 8

 

Figure 6.10 Predicted and actual occupancy profiles of Zone 1, Zone 2 and Zone 8 
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Meanwhile the actual number of occupancy in some zones is compared with the 

predicted number as well. Figure 6.10 describe the predicted occupancy profiles of 

Zone1, 2 and 8 respectively. Zone 8 is the meeting room in each floor. The number 

of occupancy in zone 8 (meeting room) changed sharply shown in Figure 6.8. In this 

case, the numbers of the estimated occupants in zone 1, Zone 2 and Zone 8 were 

compared with the actual numbers to validate the availability of the dynamic 

occupancy detection scheme. It is found that the predicted number agreed well with 

the actual ones with the error less than 10%. The occupancy prediction performances 

of other zones (zone 1-zone 7) were similar as the change of occupants is smooth. 

6.5.4 Identifying the Critical Zone at a Floor 
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Figure 6.11 Identified critical zone in each floor 

Figure 6.11 describes the detection of the critical zone in each floor. It was 

investigated that from 9:00am to 12:00am zone 8 was detected to be the critical zone 

shown in Figure 6.11, which coincided with the trend of the occupants in different 

zones in Figure 6.8. In addition, zone 7 was detected to be the critical zone in most 
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working time except the meeting periods. This result also agreed well with the trend 

of detected occupants in zone 7. It is also illustrated that the detection of critical 

zone was reasonable in our study. 

6.5.5 Comparison between the Outdoor Air Flow Rate and Set Point at a Floor 
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Figure 6.12 Outdoor air flow rate and set point using strategy (A) at the typical floor 
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Figure 6.13 Outdoor air flow rate and set point using strategy (B) at the typical floor 
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Figure 6.12 and 6.13 present the actual outdoor air flow rates and the outdoor air 

flow rate set points when using the two outdoor air flow rate control strategies 

respectively. From 9:30am to 12:30am, the outdoor air flow rate using the new 

strategy in Figure 6.12 was larger than the set point of the DCV strategy. It is 

noticed that the outdoor air flow rate increased in this period because the primary fan 

energy consumption of each unit outdoor air flow rate is smaller than its provided 

cooling energy as shown in Figure 6.7. It is also worthwhile to mention that the 

outdoor air was controlled well since the measured outdoor air flow rate followed 

the set point well as Figure 6.12 and 6.13. 

6.5.6 Comparison between Indoor Air CO2 concentration of Different Zones 

The indoor CO2 concentration is an indicator of the indoor air quality. The average 

CO2 concentration of each zone using the proposed strategy A was 644.0ppm, while 

it was about 621.8ppm using the conventional strategy B. The average CO2 

concentration of each zone using the DCV strategy and the constant outdoor air flow 

strategy was 724.8ppm and 520.7ppm respectively. 

The CO2 concentrations of individual zones using the proposed strategy A and 

conventional strategy B are presented in Figure 14 and 15 for comparison. For most 

of time, the CO2 concentration using the (A) strategy was larger than that using the 

(B) strategy. However, it was still in the acceptable range lower than 1000ppm 

(ASHARE 2004). It is illustrated that the decreasing of outdoor air flow rate using 

the hybrid strategy of the DCV and the model-based outdoor air flow rate optimal 

control did not affect the IAQ. 
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Figure 6.14 CO2 concentration of each zone using (A) strategy 
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Figure 6.15 CO2 concentration of each zone using (B) strategy 

6.5.7 Effects on the Energy Consumption of the Air-conditioning System 
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The effects on the energy consumption of the proposed strategy A, strategy B, the 

adaptive DCV strategy, and the constant outdoor flow ventilation strategy are 

compared in Table 6.2. It shows the energy consumptions of the cooling coils and 

the fans, the total energy consumption of the primary fans and the cooling coils, as 

well as the total energy consumption of the entire air-conditioning system of the 

seven floors served by the same primary air-handling unit. The results show that the 

energy consumption of the primary fan decreased, while the energy consumption of 

the cooling coils increased. The energy consumptions of the supply fans and the 

return fans nearly remained unchanged. It indicates that the previous assumption (in 

Section 6.2) on the supply and return fans was suitable. The strategy B is used as the 

reference ventilation control strategy in this study. The percentage saving of the 

primary fan and the cooling coils energy consumption when using strategy A was 

about 5.74%. The percentage saving of the system total energy consumption was 

3.35%. The percentage consuming of the primary fan and the cooling coil energy 

consumption when using the adaptive DCV strategy only was about -1.47% (more 

consumption), which is equivalent to -0.86% of the system total energy consumption. 

The percentage consumption of the primary fan and the cooling coils energy 

consumption when using the constant outdoor air flow ventilation strategy was 

about -5.61% (more consumption), which is equivalent to -3.26% of the system total 

energy consumption. Compared with the cases using the DCV strategy and constant 

outdoor air flow ventilation strategy, the saving of the proposed strategy was 7.21% 

and 11.35%. 

Table 6.2 Energy consumptions when using different strategies in a typical spring day 
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Control Strategies 
Strategy 

A 

Strategy 

B 

DCV 

strategy 

Constant 

Flow 

Supply fan consumption (kWh) 1085.22 1081.75 1085.91 1080.75 

Return fan consumption (kWh) 533.01 536.16 531.83 535.89 

Primary Fan consumption (kWh) 524.91 748.54 466.66 880.05 

Total fan consumption (kWh) 2143.14 2366.44 2084.40 2496.68 

Cooling coil consumption (MJ) 14725.34 13896.30 16736.44 13869.97 

Energy consumption sum of 

primary fan and cooling coil 

system (kWh) 

2161.06 2292.57 2326.26 2421.16 

Percentage energy saving of 

primary fan and cooling coil 

system (%) 

5.74 - -1.47 -5.61 

Overall energy consumption 

(kWh) 
3779.29 3910.48 3944.00 4037.79 

Overall percentage saving (%) 3.35 - -0.86 -3.26 

 

6.6 Drawbacks of Using Primary Air Handling Units in Application 

The model-based outdoor air flow rate optimal control strategy can significantly 

reduce the system energy consumption for full air ventilation system with the 

primary air handling unit by optimizing the energy consumption of the primary fan 

and the cooling system. However, it was found that the system total energy 

consumption increased obviously when comparing with the system inducing outdoor 

air directly for ventilation. When the ventilation system inducing outdoor air directly 

is concerned, the total energy consumption using the hybrid strategy integrating the 

DCV and the enthalpy control (The same control decision will be given by the 

strategy A and Strategy B when without PAU) was 3161.94 kWh. The total energy 

consumption of the system with PAU when using the strategy A was 3779.29 kWh. 
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It can be found that 16.34% energy savings could be obtained if the PAU is 

eliminated. 

Therefore the direct induction of the outdoor air is the preferable choice for the 

selection of the outdoor ventilation system in buildings when it is possible in 

practical systems. For example, in the cases the architectural constraint and local 

outdoor air quality do not make the use of direct fresh air induction of AHUs 

impossible. 

6.7 Summary 

A model-based outdoor air optimal control strategy is developed to optimize the 

outdoor air flow rate of HVAC systems with primary air units, compromising the 

energy consumption of the primary fan and cooling energy saving by the outdoor air 

based on the system performance prediction using a simplified incremental model 

online. Tests shows the incremental fan model can allow the models to be used 

conveniently on different systems and in a wide working arrange by identifying the 

parameter and adapting the model online. 

This model-based outdoor air flow rate optimal control strategy was evaluated by 

comparing with different conventional ventilation control strategies. The results 

show this model-based outdoor air optimal strategy can achieve significant energy 

saving while maintaining acceptable indoor air quality for the ventilation system 

with a primary air handling unit. 



 135 

The model-based outdoor air flow rate optimal control strategy was also evaluated 

by comparing with the induced outdoor ventilation system without installing a 

primary air unit. The results show that significant energy savings could be obtained 

if the primary air handling unit is eliminated. 
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CHAPTER 7 DEVELOPMENT AND APPLICATION OF 

A DATA-BASED TEMPERATURE OFFSET MODEL 

The prediction of airflow, temperature, and pollution concentration distribution in 

ventilated rooms is important for the design as well as for the optimal control 

performance of efficient HVAC systems. Since experimental methods are difficult 

and expensive to use for parametric studies of indoor air, a preferable alternative for 

the prediction of such airflows is based on room modeling and mathematical 

calculation. A CFD-based space temperature offset model is developed in this 

Chapter to describe the air temperature non-uniform stratification, and to be used as 

a virtual temperature sensor in temperature control to compensate the temperature 

non-uniform stratification, and hence to improve thermal comfort in occupied 

rooms. 

The temperature offset model is described in Section 7.1. Firstly, a CFD model is 

employed to emulate the air temperature non-uniform stratifications. Secondly, a 

temperature offset model is identified based on the data generated by the CFD model. 

Section 7.2 validates the accuracy and reliability of CFD model by using a practical 

experimental test. 
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7.1 CFD-Based Model and Its Parameter Identification 

CFD models as a powerful tool have successfully been applied in the HVAC field 

(Zhang J.S. et al 1992). CFD models provide a wealth of information to detect the 

indoor air stratification phenomena. Meanwhile, a validated CFD model can be used 

to calibrate some simple empirical models to provide accurate data for system test, 

when the experimental measurements are difficult to carry out. In contrast to full 

scale ventilation performance test, the CFD method is a relatively inexpensive and 

alternative method. Hence, one purpose of applying CFD model in this study is to 

generate necessary data for the model identification and reduce the experimental 

costs as well. 

CFD model is also selected as an alternative for representing the room as a virtual 

ventilated room model. Choosing a proper numerical model for CFD simulation is 

also necessary to obtain accurate data according to the relevant system configuration. 

The detailed introduction of CFD numerical models and simulation procedure for 

developing a data-based space temperature offset model are explained as follows. 

7.1.1 CFD Theoretical Model 

When the CFD simulation is used to describe the indoor thermal environment, the 

Navier-Stokes equations are derived based on the conservation equations of 

continuity, momentum, energy and mass. In three-dimensional Cartesian 

co-ordinates, these partial differential equations of indoor air flow, energy and mass 

transport are illustrated in Equations (7.4) to Equation (7.9). 
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Continuity equation 
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Conservation of momentum in x-direction 
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Conservation of momentum in y-direction 
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Conservation of momentum in z-direction 
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Conservation of energy 
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Conservation of pollution transport 
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where u is the air velocity in the x direction (m/s), v is the air velocity in the y 

direction (m/s), w is the air velocity in the z direction (m/s),  is the air density 

(kg/m
3
),  is the air viscosity (Pa·s),  is the thermal expansion coefficient of air 

(K
-1

), g is the gravitational acceleration (m/s
2
), t is the time (s), p is the pressure 

(Pa), T is the temperature (K), T is the reference temperature (K), pC is the air 

specific heat (J/kg·K), k is the air conductivity (W/m·k), q is the heat within the 

control volume (W/m
3
), C is the concentration of contaminant (kg/m

3
), D is the 

molecular diffusion coefficient for the contaminant (m
2
/s), S is the volumetric 

contaminant generation rate (kg/m
3
·s). 

Above these equations fully characterize the transient fluid flow field, heat and 

pollution transport throughout the air volume within a ventilated room. It can be 

found that six unknown parameters such as temperature, pressure, concentration of 

pollutions, three velocity components are existed to cope with using six equations. 

The problem can be closed in this case. 

7.1.2 CFD Simulation and Boundary Conditions 

The size of the ventilated room is 3.0 meters, 3.0 meters and 2.5 meters in length, 

width and height respectively. The ventilated room is geometrically built using 

Gambit software (Fluent 2005), which is a general-purpose preprocessor for CFD 

analysis. In traditional zonal modeling methods (Zhang J.S. et al 1992), the 

ventilated room is divided into a number of macroscopic homogeneous zones. In 

each zone, the air temperature, density and concentration are assumed to be 
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uniformly distributed. Then, equations of air continuity, momentum and energy 

conservation are established for these zones, which are coupled with each other. The 

temperature distribution in the whole room can be investigated by solving these 

continuity, momentum and air energy conservation equations for each zone. 

Refer to this principle of traditional zonal models; the ventilated room in our study is 

also divided into a number of macroscopic homogeneous zones. Generally, three 

significant types of zones should be distinguished: one is the measurement zones 

where measurement tools, e.g. temperature sensors, are located; one is the 

occupancy zones where occupants usually stay; and the other is the heat source 

zones which generate heat and cooling load for this room. In most cases in 

application, the measurement zones are not the occupancy zones probably due to 

installation problems; while the thermal comfort in the occupancy zones is mainly 

concerned in room temperature control. As a simple example shown in Figure 7.1, 

the ventilated room is divided into six zones. The temperature sensor is located in 

Zone 6 near the exhaust air exit; while occupants always stay in Zone 2. Some times, 

the occupancy zones are also the heat resource zones, especially when occupants and 

their activities are the main heat sources. 
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Figure 7.1 Configuration and partition of the ventilated room used CFD model 

After the geometrical model of the ventilated room is established using Gambit 

software, CFD models can be built for numerically solving the partial differential 

equations that govern the conservation of air continuity, momentum and energy in 

the geometrical model. The indoor air is assumed to be steady state, 

three-dimensional, incompressible and turbulent. The mathematical equations 

describing the turbulent flow shown in Equation (7.4)-Equation (7.9) are unified and 

described in Equation (7.10). 
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                 (7.10) 

where ρ is the air density (kg·m
-3

); ГΦ,eff is the effective coefficient (kg·m
-1

·s
-1

); V is 

the air velocity vectors (m·s
-1

); SΦ is the source term of the general flow property; Φ 

is the variable representing the air velocity, pressure and temperature individually. 
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Many researcher have studied the performance of different numerical models for 

ventilation system, especially the indoor airflow, temperature and pollution 

distribution. Chen (Chen 1999) compared five different k–ε models, including the 

standard k–ε, the LR k–ε and the RNG k–ε model. He recommended only the RNG 

k–ε model for simulations of indoor air-flow and noted that the performance of the 

other models was not stable. Rouaud et al. (Rouaud et al. 1999) showed that both the 

standard k–ε and the RNG k–ε model predict well the main features of the flow in 

clean rooms. They also claimed that the RNG k–ε seems to be more suitable, while 

the standard k–ε model overestimates turbulent diffusion. Cheong et al. (Cheong 

2003) evaluated the current thermal comfort conditions of an air-conditioned lecture 

theatre, using the code Fluent (Fluent 2005) and the RNG k–ε model. Calculations of 

airflow characteristics and temperature gradients were in fair agreement with 

empirical measurements. Posner et al. (Posner 2003) have evaluated the laminar, the 

standard k–ε and the RNG k–ε models with respect to their performance in 

simulating the flow in a model room. Their simulations using the code Fluent 

(Fluent 2005)with the laminar and the RNG k–ε models agreed better with 

experimental data than calculations with the standard k–ε model. 

Therefore, the RNG k–ε model is employed in our study and the coefficients of used 

in RNG k-ε model are shown in Table 7.1. The form of the RNG k-ε model is shown 

as Equation (7.11) and Equation (7.12). 
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where Gk is the generation of turbulence kinetic energy due to the mean velocity 

gradients, Gb is the generation of turbulence kinetic energy due to buoyancy, YM is 

the contribution of the fluctuating dilatation in compressible turbulence to the 

overall dissipation rate, the quantities ∂k and ∂ε are the inverse effective Prandtl 

number for k and  respectively, Sκ and Sε are user-defined source terms. The 

general used parameters for this k-ε turbulence model are listed in Table 7.1. 

Table 7.1 Coefficients used in the RNG k-ε model 

42.11 C  RTyYM //2  

C2ε=1.68 68.12 C  393.1  aa  

0845.0C  012.0  

ifii aaTgGh  /Pr/  tSk /  

2SG tk  ,
ijijSSS 2  38.40   

The continuity, momentum and energy conservation equations in steady and 

unsteady state are solved using the finite volume, the second-order upwind scheme 

and the SIMPLE algorithm. The air is assumed to be incompressible and its physical 

properties are assumed constant. The residuals of continuity, momentum and 

turbulent kinetic energy and its dissipation rate can be set by users. For example, one 

can use 1×10
-4

 in magnitude for convergence, and 1×10
-7

 in magnitude for the 

residual of energy. 
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No penetration and non-slip conditions are imposed at all solid wall boundaries. The 

constant heat flux thermal boundary condition is imposed at the solid boundaries of 

the local heat source. The supply air vent is defined as the velocity flow inlet. 

Turbulence of the supply air is specified by the hydraulic diameter of the vent and 

the turbulent intensity at the inlet vent. The pressure outlet boundary is imposed at 

the outlet vent. The window and the relevant wall are set with certain value of 

radiation heat flux. The other three walls, floor and ceiling are considered as 

adiabatic conditions. The supply air is assumed to be sent into the room with a 

constant air temperature, e.g. 17℃. 

The independent grid was used in this CFD-based ventilated room model. For grid 

generation, the main consideration is the accuracy of numerical solver in modeling 

the airflow profile. More cells will lead to more accurate results, but will increase 

the computation burden. In this study, three different numbers of cells (about 360000, 

260000, and 180000) were adopted to test the simulation performance by 

compromising the accuracy and computation resources. It is validated that 260000 

cells are preferable for CFD-based ventilated room with higher computational 

accuracy and less computational time. 

7.1.3 Simulation Results Based On CFD Models 

In this study, some typical cases are considered in the development of the 

temperature offset model. The number of occupants (Nocc) is set from 1 to 7 with an 

interval of 1, and the supply air flow rate is set from 0.16m
3
/s to 0.48m

3
/s (or 0.72 

m
3
/s) with an interval of 0.08m

3
/s respectively. The detailed procedure of 
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development of the temperature space offset model is illustrated in Section 7.3. 

Occupants are considered as the main heat source of the room. Occupant number 

changes from time to time, but occupants‟ activities are mainly located in the 

occupancy zone. In this case, the temperature difference between the measuring 

points and the occupancy zone is mainly determined by the supply air flow rate and 

the number of occupants. The former factor affects the ventilation and the hot stack 

of the room; while the later factor affects the amount of heat or the cooling load 

condition. By varying Vsup and Nocc, the indoor temperature values of different zones 

can be calculated accordingly. 

In contrast to the conventional zonal and nodal models (Feustel H.E 1999, Ren Z., 

Stewart J. 2003), the effect of the heat transfer from the neighboring zones is not 

included in Equation (7.5). Since the inlet and indoor source conditions are 

responsible for the thermal characteristics of different zones, the model only creates 

a link among the inlet air, indoor occupants‟ number and individual zones. The 

supply air flow rate and heat flux of occupants would have created the aggregate 

effect of the convective flux interaction with the neighboring zones on the 

well-mixed zone in consideration. This is a useful assumption, because it creates a 

direct relationship between the actual sensor and virtual sensor without the need for 

modeling zonal interactions. 
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Table 7.2 Temperature of different zones with varying supply air flow rate (Nocc=1) 

Supply 

air flow 

rate 

Zone 1 Zone 2 Zone 3 Zone 4 Zone 5 Zone 6 

0.16 19.2693 19.5989 19.735 19.8834 19.4153 19.5989 

0.24 18.8682 19.0392 19.0836 19.2911 18.9321 19.0392 

0.32 18.6424 18.8235 18.8455 18.9665 18.7046 18.8235 

0.40 18.5023 18.6618 18.6898 18.7544 18.5486 18.6618 

0.48 18.4023 18.5523 18.5893 18.6009 18.4409 18.5523 

0.56 18.3316 18.6192 18.5284 18.5066 18.38 18.4884 

0.64 18.3288 18.5704 18.4597 18.4608 18.365 18.4215 

0.72 18.2962 18.4993 18.3759 18.441 18.3272 18.3738 
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Figure 7.2 Relationship between supply air and temperature of zones with 1 

occupant 

Figure 7.2 shows the relationship of temperature values of different zones within this 

ventilated room with the supply air flow rate when the number of occupants is set to 

be 1. The actual temperature sensor is located in zone 6 near the duct of exhaust air 

and the zone 2 is set to be occupied zone where the occupants located mainly. It is 

found that the temperature of all zones decreased with the increasing of supply air 

flow rate with constant temperature, while the number of occupants is constant. As 

for each zone, the temperature decreased with the increasing of supply air flow rate 

as well. The temperature differences among different zones are obvious. 

When the number of occupant is one, the temperature difference between the zone 2 

and zone 6 is detected in Figure 7.2 based on the results of Figure 7.3. The 
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data-based temperature offset model in this case is shown in Equation (7.13).The 

R-Square is 0.99828. It can be found the simplified model with the identified 

parameters is with high accuracy to express the relationship between the actual 

temperature sensor and occupied zone, 
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Figure 7.3 Temperature difference between actual and virtual sensor at different 

supply air flow rates (1 occupant) 

478.0*684.1*757.2*509.1
23

 SensorSupSupSupVirtual TVVVT         (7.13) 

Using the same approach, the temperature values of actual temperature sensor and 

occupied zone with varying Vsup and Nocc are obtained accordingly and its results are 

shown in Table 7.3. 
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Table 7.3 Temperature values of actual temperature sensor and occupied zone with 

varying Vsup and Nocc 

 
Number of 

occupants 

Temperature of 

actual sensor (℃) 

Temperature of 

occupied zone 

(℃) 

Vsup=0.16 

1 19.5989 19.87191 

2 19.74615 20.05544 

3 20.05905 20.89782 

4 20.41927 21.42868 

5 20.7149 21.99772 

6 21.01446 22.41423 

7 21.36727 23.06554 

Vsup=0.24 

1 19.0392 19.25102 

2 19.10137 19.47058 

3 19.32659 19.68687 

4 19.52535 20.12447 

5 19.75851 20.43641 

6 19.96255 20.83488 

7 20.19787 21.21541 

Vsup=0.32 

1 18.8235 18.9955 

2 18.75 18.75 

3 18.85 19.05 

4 19.05 19.35 

5 19.15 19.55 

6 19.45 19.95 

7 19.75 20.05 
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Vsup=0.4 

1 18.6618 18.81073 

2 18.60571 18.81616 

3 18.74294 19.02219 

4 18.85446 19.18679 

5 19.01226 19.41839 

6 19.1163 19.58497 

7 19.26742 19.79235 

Vsup=0.48 

1 18.5523 18.69027 

2 18.48446 18.66142 

3 18.59603 18.82438 

4 18.70919 18.98112 

5 18.81939 19.1514 

6 18.90814 19.30251 

7 19.01849 19.47333 

To detect the decision parameters (supply air flow rate and number of occupants) 

which are relevant to the temperature difference between actual temperature sensor 

and the occupied zone, it necessary to identify the empirical model accurately using 

the results of CFD numerical simulations. Temperature difference with different 

supply air flow rate and occupants are illustrated in Table 7.4 accordingly. 

Table 7.4 Temperature difference with different supply air flow rate and occupants 

Flow rate 

(m
3
/s) 

Nocc=1 Nocc =2 Nocc =3 Nocc =4 Nocc =5 Nocc =6 Nocc =7 

0.16 0.27301 0.36921 0.83877 1.00941 1.28282 1.39977 1.69827 

0.24 0.21182 0.306 0.428 0.59912 0.6779 0.87233 1.01754 

0.32 0.172 0.26 0.31 0.45 0.54 0.62 0.7 

0.4 0.14893 0.21045 0.2525 0.33233 0.40613 0.46867 0.52493 

0.48 0.13797 0.17696 0.22835 0.27193 0.33201 0.39437 0.45484 
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Figure 7.4 describes that temperature difference between actual sensor and the 

occupied zone with different supply air flow rate with constant number of occupants. 

And the fitting relationships are identified as well. It can be investigated that the 

temperature difference are obviously different with the different supply air flow rate 

and number occupants. The temperature difference can be calculated based on 

varying supply air flow rate when the number of occupants is known. This idea can 

be adopted for indoor ventilation control system to consider the indoor air 

stratification phenomena. 
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Figure 7.4 Relationship between supply air and temperature of zones with different 

occupants 

CFD modeling can generate a temperature offset contour map. As an example, 

Figure 7.5 shows the temperature offset varies with the occupant number and the 
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supply air flow rate. It can be investigated that the temperature difference increases 

with the increasing number of occupants when the supply air flow rate is constant. 

Meanwhile, the temperature difference decreases with the increasing supply air flow 

rate when the number of occupants is constant. 
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Figure 7.5 Temperature difference between Zone 2 and Zone 6 relative to supply air 

flow rate and number of occupants 

7.1.4 Development of a Space Temperature Offset Model 

Given the number of occupants and the supply air flow rate, the temperature offset 

contour map can be used as a look-up table for finding the temperature difference 

between the temperature measurement and the temperature which is concerned in 

control. In order to reduce the requirement for data storage, a simplified method 
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should be used to replace the contour map. The general expression of a space 

temperature offset model has the form as Equation (7.14). 

sup( , )off off occT f V N                             (7.14) 

where 
ofT  is the temperature offset (℃); 

supV  is the supply air flow rate; occN  is 

the occupant number; 
offf  is usually a nonlinear function. 

It is sometimes difficult to obtain the explicit form of the nonlinear function 
offf  

w.r.t. Vsup and Nocc. A simple method to solve this problem is to rewrite the nonlinear 

function as Equation (7.15). 

  1

sup

1

N
i

off i occ

i

T C N V 



                            (7.15) 

where the nonlinear function offf  is written in the form of a polynomial of Vsup; and 

the parameters Ci, i = 1 - N are Nocc-dependent. 

The space temperature offset model in the form of Equation (7.15) was given in 

Table 7.5, where different sub-models corresponded to different numbers of 

occupants and the polynomial order N = 3 was used. These coefficients were 

identified using the least square method. 

Table 7.5 The identified coefficients and order of the space temperature offset model 

Coefficien

t 

Nocc 

C1 C2 C3 C4 N 
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1 0.478 -1.684 2.757 -1.509 3 

2 0.517 -1.053 0.803 -0.187 3 

3 2.893 -19.753 49.839 -42.223 3 

4 2.817 -16.873 40.020 -33.187 3 

5 4.293 -29.249 75.529 -66.287 3 

6 3.556 -19.415 42.192 -32.239 3 

7 4.519 -25.461 55.566 -42.026 3 

The space temperature offset model is developed to use virtual temperature sensor to 

compensate temperature non-uniform distribution in ventilated room for maintaining 

satisfied indoor air thermal environment. CFD simulation is applied to describe the 

temperature stratification in an occupied room and generate essential data. Based on 

these data, a simple space temperature offset model is developed, which establishes 

a simple relationship between the measured temperature and the temperature which 

is concerned in the control of room temperature. 

The temperature offset model shown in Figure 7.6 is identified using the data 

generated from the CFD simulation of the air temperature non-uniform 

stratifications. Many significant factors, which will affect the structure of the offset 

model, such as variations in the supply air flow rate and the strength of heat sources, 

are taken into account in CFD modeling. After the corresponding training data are 

generated and the structure of the offset model is determined, the least square fitting 

method is used to identify the parameters of the offset model. This temperature 

offset model is used as a virtual temperature sensor in a zone temperature control 

system to compensate the temperature non-uniform stratification and to improve 

thermal comfort in occupied rooms. 
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Figure 7.6 Strategy of developing practical space temperature offset model 

The space temperature offset model (7.15) can be used in the temperature control 

system of a conditioned space to improve the thermal comfort. Figure 7.7 shows 

how to use the space temperature offset model (7.15) in a typical pressure-dependent 

VAV system. In this system, the supply air temperature is usually maintained to be a 

constant and the indoor air temperature is controlled to a predefined set point by 

changing the supply air flow rate. The manipulation of the supply air flow rate is 

done through a VAV box according to the control signal given by a PI controller. 

Temperature 
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temperature controller
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Figure 7.7 The control system of pressure-dependent VAV box 

7.1.5 Simplified Space Temperature Offset Model 
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The virtual temperature sensor has the form of Equation (7.16) 

offsensvirt TTT                           (7.16) 

Where, Tvirt is the output of the virtual temperature sensor; Tsens is the temperature 

measurement from the actual temperature sensor; ∆Toff is calculated by Equation 

(7.15). The virtual sensor is placed between the actual temperature sensor and the 

controller. The inputs of the virtual sensor include the temperature measurement 

from the actual sensor, the supply air flow measurement and the number of 

occupants. When the three inputs are available, the virtual sensor calculates the 

temperature difference between the measuring point and the place where zone 

occupants actually stay, and send the calculated temperature measurement to the 

controller. 

The supply air-flow measurement can be obtained using a flow meter. However, it is 

difficult for the virtual sensor in application to know exactly the number of 

occupants. To solve this problem, it is possible to design the virtual sensor to allow 

the occupants to manually reset the occupancy number; but this is not convenient in 

application especially when the number of occupants varies frequently. 

To simplify the application of the models in Table 7.5, the simplified modeling 

method introduced next. The basic idea is that the number of occupants is divided 

into different modes with a small number, for example, small level medium level 

and large level. Then, the space temperature offset model of (7.15) becomes 

Equation (7.17). Table 7.6 listed the coefficients of these simplified sub-models. The 
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temperature difference between the space temperature offset model (7.15) and the 

simplified version (7.17) can be calculated using the results of Table 7.5 and Table 

7.6. It should be noted that the introduced relative errors were less than 8.0%. 

Therefore, the dominant modal behavior of the temperature process can be captured 

well. 

Mode j: 
1

, sup

1

sN
i

off i j

i

T C V 



                          (7.17) 

where j indicates the j
th
 mode; Ns is a total number of modes which should be much 

smaller than N. In application, users need only to choose the operating mode, not to 

change the occupant number frequently. It is described in the red circle part of 

Figure 7.9. Although the model accuracy will be reduced, the operation of the virtual 

sensor becomes much simple and convenient. 

Table 7.6 The identified coefficients and order of the simplified model 

Coefficient 

Level (NOcc) 
C1 C2 C3 C4 N 

Small (1-2) 0.497 -1.368 1.780 -0.848 3 

Medium (3-4) 2.855 -18.313 44.929 -37.705 3 

Large (5-7) 4.123 -24.709 57.762 -46.851 3 

7.2 Experimental Validation of the CFD-based room model 

7.2.1 General Description of Set-up 

A real ventilation room was used to test the indoor air temperature distribution using 

temperature data logger to validate the accuracy of CFD-based room model. The 
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size of real ventilated room is 3.0m×3.0m×2.5m (L×M×H), and its size is the same 

as the simulated room shown in Figure 7.1. Two dry bulb air temperature sensors 

were used to measure the indoor air temperatures in the occupied zone and near the 

inlet of the return air duct. Its accuracy is ± 0.2℃  and the working range is from 0℃  

to 50℃ . The response time of sensor is 360 seconds. It was found that the indoor air 

temperature take around 20 minutes to reach the stable condition indicating the room 

thermal constant of around 20minutes. 

One sensor was located in the occupied zone which was 1.25 m from the front wall, 

1.5 m from the front left wall and at a height of 0.8 m above the floor. The other was 

located near the return duct which was 0.1 m under the ceiling (below the louver). 

The temperature of supply air was kept at 18℃ . The measurements of two 

temperature sensors were recorded with a sampling interval of 1 min. The supply air 

flow rate was set to be 0.16m
3
/s, 0.24m

3
/s, 0.32m

3
/s,0.4m

3
/s, and 0.48m

3
/s and the 

number of occupants was 1 and 4 respectively. The internal heat gain was the 

generation of occupants. Totally 8 tests were conducted with different combination 

of the supply air flow rate and the number of occupants. After the indoor air 

temperature became stable, the average of the temperature measurement over a 

period of 20 min was taken as the temperature of the sensors to reduce effects of the 

noises and disturbances in the experiment. The temperature profiles of the sensors 

with different supply air flow rates and occupant numbers were shown in Figure 7.8 

and Figure 7.9. 

7.2.2 Comparison of Experimental and Simulation Results 
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Figure 7.8 Temperature profiles of actual sensor and temperature difference 

(Number of occupants is 1) 
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Figure 7.9 Temperature profiles of actual sensor and temperature difference 

(Number of occupants is 4) 
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The air temperature measurements at two sensor positions with different supply air 

flow rate and occupants were used to evaluate the accuracy of the CFD model. 

Figure 7.8 and Figure 7.9 present the comparisons of the actual temperature 

measurements and its difference with the virtual (CFD) sensor measurements. There 

were noticeable differences between the virtual and real sensor measurements due to 

the heat flux through walls, windows, and indoor heat generation. But acceptable 

agreement can be found between them. The comparison shows that there was 

significant difference between the air temperatures at different locations with 

practical air-conditioned space and the accuracy of presented CFD-based room 

model was acceptable for the application in this study. 

7.3 Summary 

A virtual temperature sensor has been developed to compensate the non-uniform air 

temperature stratification and improve the accuracy of the temperature control in 

occupied zone. Experimental tests have been carried out to validate the accuracy of 

the CFD room model. Fair agreement was found between the simulated and 

measured results. The result verified that the use of the virtual temperature sensor 

can efficiently compensate the influence of the temperature non-unified stratification 

on temperature control systems, and hence improve the thermal comfort in the 

occupied zone. 
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CHAPTER 8 DEVELOPMENT AND EVALUATION OF 

A VIRTUAL VENTILATION CONTROL TEST SYSTEM 

The traditional complete-mixing air model fails to consider the impact of 

non-uniform air temperature stratifications. This chapter presents a CFD-based 

virtual test method for control and optimization of indoor environment by combining 

a ventilated room with a ventilation control system. The ventilated room and its 

dynamic ventilation control system are represented by a Computational Fluid 

Dynamics (CFD) model and dynamic models of the temperature sensor, PID 

controller and actuator and VAV damper model respectively. A space temperature 

offset model developed in Chapter 7 is used to improve the accuracy of temperature 

measurement and control at the occupied zone as a virtual sensor. The control 

strategy adopted by the ventilation test system, model components of the test system, 

typical case studies are introduced in detail in Section 8.2 and Section 8.3. 

8.1 Introduction of Indoor Ventilation Test Systems 

8.1.1 Overview of Well-Mixed Based Ventilation Control and Test Systems 

The operation and control of heating, ventilating and air conditioning (HVAC) 

system are essential for ensuring satisfactory indoor comfort and indoor air quality 

(IAQ). Over the last decades, there have been increasing interests in studying how to 

maintain appropriate indoor comfort level. Proper ventilation of buildings can create 
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thermally comfortable environment by controlling indoor air parameters, such as air 

temperature. A low ventilation rate may cause deficiencies of the system 

performance such as poor mixing of supply and room air, poor indoor thermal 

comfort. To improve the indoor ventilation performance, it is essential to have a 

suitable tool to predict and test ventilation performance in buildings. Many local and 

supervisory control approaches of air-conditioning systems for the last twenty years 

are presented to evaluate and improve the ventilation performance. 

Wang (Wang 1999) developed several dynamic models of building and variable air 

volume (VAV) air-conditioning systems, which incorporate the thermal (i.e. indoor 

air temperature), hydraulic, environmental and mechanic characteristics as well as 

energy performance. These models can simulate the system using a model-based 

program to maintain satisfied indoor thermal comfort. Kwok (Kwok 2003) 

presented an adaptive interface relationship of indoor comfort temperature with 

outdoor air temperature in order to preset the indoor air temperature as a function of 

outdoor air temperature. This algorithm can improve the occupants‟ acceptance of 

thermal comfort. Feriadi (Feriadi 2003) developed a thermal comfort prediction 

chart and fuzzy thermal comfort model suitable for naturally ventilated buildings in 

the tropics based on data collected through field surveys in Singapore and Indonesia. 

Wang and Jin (Wang et al 2000) presented a supervisory ventilation control strategy 

to predict indoor air thermal condition and evaluate the ventilation performance of 

HVAC system based on TRNSYS simulation platform. Yuan (Yuan 2006) 

developed a model predictive strategy to access multiple-zone ventilation and 

temperature control performance of a single-duct VAV system. Chao (Chao 2004) 

http://www.scopus.com/search/submit/author.url?author=Chao+C.Y.H.&origin=resultslist&authorId=7403320307
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established a dual-mode demand control ventilation strategy targeting at use in 

buildings where the number of occupants varies frequently. Natasa (2007) 

presented an approach to improve building thermal comfort by use of 

computer-based tools. 

All these simulation systems have taken the indoor air as “perfectly mixed” into 

consideration. Since the indoor dynamic property is simplified, these simulation 

systems can not precisely feedback the spatial variation of the controlled variable. 

Such an assumption can be unrealistic in applications where controlled variables 

vary considerably over distances. 

8.1.2 Feasibility of CFD Models for the Building Ventilated Room 

CFD model as a powerful tool have successfully been applied in the HVAC field 

(Pappas A. 2008). Many researches on predicting detailed room airflow patterns, 

indoor temperature distributions, and pollutant transportation indoors have been 

studied (Zhai et al 2005; Chung 1998; Aganda 2000; Sinha 2000, Alamdari 1994). 

Meantime, CFD is a useful tool in design practice for the verification and 

comparison of tentative building design alternatives (Taeyeon 2007). In contrast to 

full scale ventilation performance test, the CFD method is a relatively inexpensive 

and alternative method. It is applicable to provide complete information concerning 

indoor environment and space ventilation control performance of a new developed 

control strategy before it is constructed. 

http://www.scopus.com/search/submit/author.url?author=Pappas+A.&origin=resultslist&authorId=23098545200
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It would be a significant step forward to integrate the simulation of the space 

ventilation and the indoor thermal stratification phenomena to a real-time ventilation 

control strategy for ventilation performance test purposes. This Chapter presents a 

CFD-based test method combining a ventilated room with a dynamic ventilation and 

control system. The ventilated room is built using the CFD models. The ventilation 

and control system is programmed using user defined function program (UDF) 

interfaced with the CFD model. The UDF program is compiled using C
++ 

code. This 

approach of merging the traditional ventilation and control system with CFD 

simulation to test indoor ventilation performance is very challenging, but if it is 

successfully achieved, it will undoubtedly provide new possibilities for testing and 

evaluating the ventilation control processes in applications. 

8.2 Development of the CFD-Based Ventilation Test System 

8.2.1 Overview of the Ventilation Test Method 

In the design of ventilation test system, evaluating the indoor air environment has 

been the main target of the analysis from the start of CFD application. Based on our 

experiences in applying CFD to HVAC system, we have refined the following two 

major components which are indispensable for indoor ventilation performance test: 

(1) simulated ventilation room, (2) ventilation and control system. Both of these 

have become essential tools in the analysis of indoor environments and space 

ventilation. 

1) Simulated ventilation room 
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Experimental measurements are reliable for providing sufficient data to test 

ventilation performance but need large labor-effort and time. In the proposed 

ventilation test method, the CFD simulation is used to represent the room as a virtual 

ventilated room model (Fluent 2005). 

2) Ventilation and control system 

The next critical step in applying CFD for ventilation and control test is the 

development of a ventilation and control system. The components of the ventilation 

and control system in this study include a temperature sensor model, a space 

temperature offset model, a PID controller model, an actuator model and a VAV 

damper model, which are programmed using user defined function program (UDF) 

and interfaced with the CFD model. 

At this stage, the CFD-based online ventilation control test technique combined CFD 

simulation with the ventilation and control system has developed into a preferable 

test tool. The schematic diagram of the virtual online ventilation control test method 

is shown in Figure 8.1. 
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Figure 8.1 Configuration of virtual online ventilation control test system 

The indoor air temperature near exhaust air is monitored by a temperature sensor as 

the actual indoor air temperature measurement. Figure 8.2 describes the typical 

pressure-dependent VAV ventilation control system used in this study, in which the 

supply air temperature was set as constant and the indoor temperature is controlled 

to a predefined set point. The manipulation of the supply air flow rate is done 

through a VAV damper according to the control signal given by a PID controller. 
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Figure 8.2 Control schematics of pressure-dependent VAV system 

8.2.2 Ventilated Room Model 

 

Figure 8.3 Ventilated room configuration 

Assume the size of the room is X meters, Y meters and Z meters in length, width 

and height respectively. The ventilated room is geometrically built using Gambit 

software, which is a general-purpose preprocessor for CFD analysis. After the 
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geometrical model of the ventilated room is established using Gambit software, CFD 

models can be built for numerically solving the partial differential equations that 

govern the conservation of air continuity, momentum and energy in the geometrical 

model. The flow is assumed to be steady state, three-dimensional, incompressible 

and turbulent. The mathematical equations describing the turbulent flow are 

described by the following time-averaged Navier-Stokes equation. As a commonly 

used and popular CFD model, the renormalization group (RNG) k-ε turbulence 

model is adopted in this study because it is reliable for assessing indoor thermal 

environment. The detailed introduction of the CFD room model, RNG k-ε turbulent 

model, boundary conditions, and grids are illustrated in Section 7.1 of Chapter 7. 

8.2.3 Temperature Sensor Model 

The dynamics of the temperature sensor (Wang, S.W. 1999) was simulated by using 

the time constant method. One first-order differential equation (Equation (8.1)) 

represents the dynamic characteristics of a sensor: 

cT

yy

d

dy '' 



                                (8.1) 

where y is the true value of the measured temperature, 'y  is the measured value of 

the variable, and 
cT  is the time constant. 

8.2.4 PID Controller Model 
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A typical PID controller model (Wang, S.W. 1999) is adopted in this study. The 

controller function used in dynamic ventilation control loops uses the ISA algorithm, 

which has the discrete form as shown by Equation (8.2) and (8.3). The handling of 

the proportional term, integral term and derivative term follows the algorithm 

implemented in ventilation control system. 
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where 1, kk ee  the error signals at current sampling and previous sampling, pK  is 

the proportional gain, iT  is the integral time, dT  is the derivative time, T  is the 

sampling interval, kI  and 1kI  is the integral time at the current and previous time 

steps, kU  is the output of PID controller. 

8.2.5 Actuator Model and VAV Damper Model 

The actuator model was used to represent the characteristics of actuators (Haves 

1989). The actuator is assumed to accelerate very quickly and then turn at constant 

speed. A minimum change (e.g. the sensitivity of the actuator defined as a parameter 

of the model) in a demanded position is required to restart the actuator. The model 

includes the hysteresis in the linkage between actuators and dampers. The damper 

stem is driven by a rotary actuator; the speed of the damper stem varies with the 

position of the crank. The actuator model also counts the number of “start/stop or 
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reversals” of an actuator and the value of “travelled distance” of the valve (counted 

as one unit when the valve moves from its minimum position to its maximum 

position). 

8.3 Test and Evaluate the Ventilation Performance 

8.3.1 Performance Indices of the Developed Ventilation Test System 

To check the ability of the CFD-based test method in testing the control stability, the 

parameters of the controller were tuned to investigate their effects in system control 

response. The proportional gain of the controller was set to be -0.1, -0.3 and -10.0 in 

the tests respectively. The integral time value was selected to 65. The results of these 

tests illustrated in Figure 8.4. 
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Figure 8.4 System responses in tests with different proportional gains 
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Figure 8.4 shows the comparison of the actual supply air flow rate with different 

proportional gains of the PID controller. It can be found that the actual control of the 

supply air flow rate was stable when the gain was -0.3. When the gain was -0.1, the 

system response was too slow in reaching the control reference value. The supply air 

flow rate was oscillating obviously when the gain value was -10.0. It can be 

observed that the unstable control performance was caused by using the irrational 

parameters of PID controller. 

8.3.2 Control Error Analysis 

An increased amount of emphasis on the mathematical and measurement of control 

system performance can be studied on automatic control. A performance index is a 

quantitative measure of the performance of a system and is chosen so that emphasis 

is given to the important system specifications. Modern control theory assumes that 

he systems engineer can specify quantitatively the required system performance. 

Then a performance index can be calculated or measured and used to evaluate the 

system performance. A quantitative measure of the performance of a system is 

necessary for automatic parameters optimization of a control system, and for the 

design of optimum systems. 

The system is considered an optimum control system when the system parameters 

are adjusted so that the index reaches an extreme value, commonly a minimum value. 

A performance index, in order to be useful, must be a number that is always positive 

or zero. Then the best system is defined as the system that minimizes this index. The 

summary of the system control errors with different gains is presented in Table 8.1 
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using the averaged error analysis method. This method is an error analysis method 

analyzing the averaged absolute magnitude of the errors. It is written in Equation 

(8.4). The relative errors of different gain value with time are shown in Figure 8.5. 

n

dtte
I

T

error


 0

)(
                           (8.4) 

where T is a finite time when this averaged value approaches a steady-state; errorI  

is the performance index; )(te is the relative system error. 
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Figure 8.5 The absolute magnitude of the relative error with time 

Table 8.1 Averaged absolute magnitude of the error 

Gain value -0.1 -0.3 -10.0 

Error 0.0273 0.0129 0.0363 
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Based on the results of Figure 8.5 and Table 8.1, it can be seen that the average 

system control error was smallest when the gain value was -0.3. It shows that -0.3 is 

preferable for the temperature controller to improve the dynamic control 

performance based on the test using the system developed in this study. From these 

results, it can found that the tuning test of the controller can be conducted to test the 

stability of different control strategies. 

8.3.3 Constant Temperature Set Point of Indoor Air 

Firstly, the indoor air temperature set point is set to be 18℃ . The indoor number of 

occupants is set to be 1. 

A typical pressure-dependent VAV ventilation and control system was constructed 

on this virtual ventilation test platform with 2 seconds sampling time. First, one 

hundred time steps with a time difference of 0.2 seconds was simulated. Internal 

iterations are set to 70 which make sure the system is converged in initial each time 

step. Then, nine time steps with a time difference of 2 seconds was simulated. For 

each time step 70 internal iterations were found to be adequate for mass and energy 

convergence criteria as well. 

In this dynamic ventilation control process, the measured temperature near exhaust 

air of room was used as the input of temperature controller. The supply air flow rate 

is manipulated by the VAV damper based on a pressure-dependent ventilation 

control system. 
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Figure 8.6 Supply air flow rate response of ventilation system 
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Figure 8.7 Comparison between temperature profiles at different locations 

Figure 8.6 presents the dynamic supply air flow rate trend of the ventilation system. 

Figure 8.7 presents the temperature profiles at different locations, i.e., the 

temperature of actual sensor, temperature control set point and temperature of 
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occupied zone. The indoor air temperature near exhaust air was calculated using 

CFD model as the actual sensor value. This temperature value was monitored by a 

temperature sensor. In addition, the temperature of occupied zone in the ventilated 

room was calculated based on a volume weighted temperature value using CFD 

simulation. The supply air temperature was also set to be 17℃, and the temperature 

set point was set to be 18℃. Both control strategy stabilized the closed-loop system. 

However, there was a significant offset between the room temperature and its set 

point in the conventional control strategy, which may cause thermal comfort for 

occupancy. It can be found that the sensor value reached the temperature set point 

with less deviation when the supply air flow was 0.328m
3
/s. This ventilation control 

reached a stability condition after about 20 minutes. It is observed that the proposed 

CFD-based test method is a feasible way to evaluate a ventilation control strategy. 

In order to improve the accuracy of temperature measurement and control at the 

occupied zone, a virtual sensor is developed by using a space temperature offset 

model as in Chapter 7. The general expression of this space temperature offset 

model can be written as Equation (8.5). 

SensorperheatOccupantSupVirtual TQNVfT  ,*)(              (8.5) 

where 
SupV  is supply air velocity through a damper, 

SensorT  is the measured 

temperature using an actual sensor; 
VirtualT  is the predictive temperature using a 

virtual sensor, OccN t is the number of occupants perheatQ ,  is the heat generation of 

each occupant indoor. 
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In contrast to the traditional zonal and nodal models (Feustel 1999, Ren 2003), the 

effect of the heat transfer from the neighboring zones is not included in Equation 

(8.3). Since the inlet and indoor source conditions are responsible for the thermal 

characteristics of different zones. The model only creates a link among the inlet air, 

indoor occupants‟ number and individual zones. The supply air flow rate and heat 

flux of occupants would have created the aggregate effect of the convective flux 

interaction with the neighboring zones on the well-mixed zone in consideration. This 

is a very useful assumption, because it creates a direct relationship between the 

actual sensor and virtual sensor without the need for modeling zonal interactions. 

For example, when the indoor number of occupants is set to be 1, the coefficients 

and orders of the Equation (8.5) are identified by the least square algorithm using the 

simulated data. A third-order temperature offset model obtained in Chapter 7 is 

mentioned again as shown in Equation (8.6). 

478.0*684.1*757.2*509.1
23

 SensorSupSupSupVirtual TVVVT      (8.6) 

Based on the developed space temperature offset model, the temperature difference 

between actual and virtual temperature sensor with varying supply air velocity is 

fitted in Figure 7.3 of Chapter 7. 

When the indoor number of occupants is changed to be 7, the relevant space 

temperature offset model shown in Equation (8.7) can be obtained using the same 

estimation approach. 
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5191.4*0738.4*4225.1*1721.0
23

 SensorSupSupSupVirtual TVVVT     (8.7) 

The temperature of occupied zone was higher than the actual sensor value. Obvious 

indoor thermal stratification might be caused by indoor thermal plume of heat 

sources and poor mixing between supply and indoor air. It is significant to 

interoperate a space temperature offset model with this ventilation test method to 

estimate indoor thermal stratification in the room tested. A space temperature offset 

model in Equation (8.6) was adopted to compensate the indoor air temperature 

stratification for improving the ventilation control. 
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Figure 8.8 Temperature profiles of the actual & virtual sensor 

The virtual sensor located in occupied zone represents the indoor air temperature, 

which was alternatively used as the input value of PID controller to control the space 

temperature in the room tested. 
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Figure 8.8 presents the actual sensor and virtual sensor temperatures. The indoor air 

temperature set point was set to 18℃ . Without using a space temperature offset 

model, the temperature of occupied zone was much higher than its actual sensor 

temperature as shown in Figure 8.7. When the space temperature offset model was 

used, the temperature of the occupied zone represented by the virtual sensor was 

used by the controller. The indoor temperature control performance after adopting 

the space temperature offset model was evaluated on the simulation platform. The 

temperature of occupied zone extracted using CFD simulation in Figure 8.8 is also 

used as a reference value to validate the accuracy of the control strategy. The 

profiles of the actual temperature at the occupied zone and the temperature 

measurement of virtual sensor agreed very well. The results show that the use of the 

virtual sensor improved the accuracy of the ventilation control process significantly. 

It can also seen that there were obvious difference between the actual temperature 

profiles in the occupied zone without and with using the space temperature offset 

model in the control strategy in the cases the same temperature control set point was 

used. The actual sensor temperature measurement shown in Figure 8.7 was higher 

than 0.25℃  than that virtual sensor measurement in Figure 8.8. The temperature 

difference when using the actual sensor measurements for control directly resulted in 

a deviation of about 0.2℃  in the occupied zone. 

Figure 8.8 presents the temperature given by the actual sensor and the virtual sensor 

in the closed-loop control system, in which the supply air temperature was set to be 

17℃, and the indoor air temperature set point was still set to be 18℃. The dotted 
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line describes the actual temperature variations of the occupied zone. It can be seen 

that the actual temperature of the occupied zone and the temperature measurement of 

the virtual sensor agreed very well, which shows that the temperature offset model 

can achieve acceptable accuracy in presenting the temperature of the occupied zone. 

There were obvious differences between the temperature given by the virtual sensor 

and the actual one. Therefore, when they were used as the input of the PI controller 

separately, the performance of the control of the occupied zone temperature was 

different, as shown in the studies below. 
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Figure 8.9 Supply air flow rates at tests with and without adopting temperature offset 

model 

Figure 8.9 presents the supply air flow rate profiles at the tests with and without 

adopting temperature offset model. It is found that the supply air flow rate 

determined by ventilation control strategy when adopting the temperature offset 



 180 

model was 20% higher than that controlled by the strategy without adopting the 

offset model. The reason was that more supply air flow rates were needed to dilute 

the indoor heat plume in the occupied zone. 

The conclusion can be drawn in other operating modes. For example, Figure 8.10 

compares the control performance of the proposed strategy with the conventional 

one when the medium level mode was used in the virtual sensor. In this case, the 

temperate difference was about 0.4℃ , and this difference was compensated 

efficiently by the virtual sensor. Therefore, the thermal comfort was certainly 

improved. 
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Figure 8.10 The temperature of occupied zone with the use of the actual & virtual 

sensor 
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8.3.4 Incremental Reset of Indoor Air Temperature Set Point 

The indoor thermal environment is affected when varying the indoor or outdoor 

conditions, such as supply air flow rate, supply air temperature, indoor heat source 

radiation and heat flux through the exterior walls and windows. In this section, 

simulation test is conducted to evaluate the control performance of the virtual sensor 

for ventilation control system at different working conditions using varying indoor 

occupants‟ number. Referring to the space temperature offset models as Equation 

(7.14) developed in Chapter 7, experimental tests were also carried out to investigate 

the control performance when the operating mode was switched from the small-level 

(one occupant) to the medium-level (five occupants). 
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Figure 8.11 The temperature profile with varied control mode of occupants 
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Figure 8.11 illustrates the test results. At the moment when the time was 33 minutes, 

the operating mode was switched from the small-lever mode to the medium-level 

because the number of occupants was changed from 1 to 5. It can be seen that the 

closed-loop system was stable in both operating modes. The room temperature was 

manipulated back to its set point in around 10 minutes. Therefore, the switch of 

operating modes did not affect the system stability seriously. However, the time 

consumed to reach to the steady condition obviously decreased comparing with the 

initial status when the number of occupant was one. Some initial values of system 

boundary condition might not be reasonable. To improve the control system 

responses to the varying indoor heat loads quickly, it‟s necessary to select the 

preferable initial values for this virtual test system. 

When the operating mode was switched from the small-lever mode to the high-level, 

which are the number of occupants was changed from 1 to 5, the indoor air 

temperature response of occupied zone with different number of occupants were 

illustrated in Figure 8.12. 
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Figure 8.12 The temperature of occupied zone with different number of occupants 

The virtual sensor temperature was estimated based on a space temperature offset 

model. The CFD simulated occupied temperature and the actual temperatures of 

occupied zone were obtained using CFD simulation. The virtual sensor temperature 

values in the test can agree well with the CFD simulated occupied temperature with 

the minor averaged error. It can be concluded that the virtual sensor can efficiently 

compensate the effect of non-uniform distribution on the temperature control in a 

simulated environment for developing optimal control strategy in advance. 

8.4 Computation Speed and Practical Constraints in Applications 

The CFD-based feedback ventilation test method was carried out successfully in this 

study. An important restriction for the use of this type of CFD simulation for room 

model is that the time taken for solving the numerical equations of room model. 

Computing time consumed by the simulation includes two parts: the time spent by 
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calculation of the ventilation system and control strategy and the time spent for the 

CFD calculation (CFD internal iterations). CFD internal iterations take most of the 

total computing time. The actual ventilation control strategy was tested for one hour, 

while the computing time taken by the coupled ventilation control system running 

the CFD model was about 10 hours on a Pentium 2 3.16 GHz PC. 

With improving the processor and the simplification of the traditional turbulent 

model for CFD simulation, the presented CFD-based ventilation test method could 

be a test tool suitable for practical use in testing and evaluating the ventilation and 

control performance of spaces served by their ventilation systems and control 

strategies. 

8.5 Summary 

A CFD-based ventilation test method is presented by integrating a conditioned room 

model into its ventilation system and control strategy to evaluate the ventilation 

performance. This test method is demonstrated to be a feasible way for investigating 

ventilation control performance in a simulated environment as an evaluation tool for 

the ventilation systems and control strategies. However, the current typical mean of 

CFD simulation of the ventilated space is still too slow in computing on today‟s 

personal computers while the computing time for the ventilation system and control 

strategy simulation is negligible. To bring this test method for practical application, 

more effective CFD simulation, such as simplified numerical models, or more 

powerful computers is needed. 
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CHAPTER 9 IMPLEMENTATION OF CO2-BASED 

ADAPTIVE DCV STRATEGY AND ENTHALPY 

CONTROL IN A SUPER HIGH-RISE BUILDING 

This chapter presents the site implementation and validation of a CO2-based 

adaptive DCV strategy in a super high-rise building in Hong Kong. An intelligent 

building management and integration platform (IBmanager) and the online control 

software packages of the optimal control strategies for implementing these 

technologies/tools are presented. The IBmanager can communicate with the control 

stations of the Building Management System (BMS) through a proper 

communication protocol and interface. The performance of this DCV strategy is 

practically tested and validated by comparing with that of the original used fixed 

outdoor air flow rate control strategy, which was implemented in the BMS. The 

enthalpy-based outdoor air optimal control strategy in this high-rise building is also 

tested and the total annual potential energy saving in Region 2 is estimated as well. 

9.1 An Outline on the Management and Communication Platform 

The management and communication platform was developed based on IBmanager. 

IBmanager was developed in Prof. Wang‟s team in The Hong Kong Polytechnic 

University. IBmanager is an open IBMS integration and management platform based 

on middleware and web services technologies to support the integration and 
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management of building automation systems from different vendors as well as 

remote monitoring and management services. It provides a convenient platform for 

integrating full scale building automation and industrial automation (IA) systems. 

IBmanager integrates various subsystems, involving data acquisition, network 

communication, automation and information management, and provides relevant 

software platforms for the supervision, management and customized development. 

IBmanager supports the customized development of various IB subsystems. 

Figure 9.1 presents the interface connection and function blocks of IBmanager, 

which is actually a middleware platform. This platform can be divided into several 

parts, i.e., OPC (OLE for Process Control) servers, historical database, BMS 

function components, BMS HMI (human machine interface) based on the LAN 

(Local Area Network) version, web services server and building management web 

server. The OPC servers are distributed on various PCs in the LAN. The BMS 

function components execute the tasks of real-time data access, alarms & events 

process, historical data access, scheduling, parameter optimization of control 

strategies, performance/fault diagnosis of HVAC systems, etc. The BMS HMI based 

on the LAN version realizes the full BAS functions in the LAN applications. The 

web services server converts the COM/DCOM interfaces to web services interfaces. 

The Active Service Pages (ASP) and dynamic link library (DLL) files are deployed 

in the building management web server to communicate with the web services server 

and provide the user access interface (web pages) to users. There are several 

important functions that should be implemented in BASs, such as real-time data 

sharing, alarm/event, historical data and trending, scheduling and network 
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management. The real-time data access is accomplished by OPC DA (Data Access). 

The historical data access is accomplished by OPC HDA (historical data access) and 

the alarms & events are accomplished by OPC AE (Alarm & Event). These 

functions are wrapped as public web services interfaces for the communication and 

integration on Internet. 
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Figure 9.1 Interface connection and function blocks of IBmanager 

Typical applications of IBmanager are listed as follows: 

 Internet-based centralized management platform integrating multiple (vendor) 

systems: support centralized services and management on Intranet/Internet; 

 Supervision, integration and development platform for BA and IA systems: 

integrate field control stations of different vendors (protocols); 

 Supporting and management platform for independent online applications:add 
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third-party or complicated application programs of added-value services to BA 

systems. 

9.2 Online Optimal Control Software Packages and Their 

Implementation Architectures 

Figure 9.2 shows the in-situ implementation architectures of the DCV strategy, in 

which an Intelligent Building Management and Integration platform (IBmanager) 

was used as the communication platform for implementing the DCV strategy 

presented in Chapter 4. The DCV strategy was programmed by using the application 

program of Matlab and complied as a dynamic link library (DLL) module and 

integrated into IBmanager. IBmanager and integrated DCV strategy are operated on 

a separate Personal Computer (PC) connected with the main station of the BMS 

through a BACnet protocol and interface. IBmanager can receive the system 

operation data and also can send the optimal control settings to the BMS for 

practical control. A decision supervisor is designed for the operator to set whether 

the set point from the DCV strategy can be used or ignored. This implementation 

approach provides adequate spaces and freedoms for further improving the 

performance of the DCV strategy to make it have satisfactory performance and be 

convenient used in practice. 
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Figure 9.2 In-situ implementation architectures of the DCV strategy 

The interface is used for the interoperation of the management and communication 

platform based on IBmanger and ATC (Automatic Temperature Control) system. 

This interface was developed based on a trial version of the BACnet SDK (Software 

Development Kit) since the network of the BMS system was based on the BACnet 

protocol. IBmanager can receive the system operation data through a NAE 

connecting with local controllers, and BA outstations connecting with sensors, 

actuators, etc. At the meantime, IBmanager can send the optimal control settings to 

the ATC systems through the NAE for the practical control of the building services 

systems to improve their operating efficiency. 
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9.3 Overview of the Intelligent Building Management System 

The IBMS (intelligent building management system) for the application of the 

online control software packages to achieve reliable and energy efficient control and 

operation of the ventilation control system in the super high-rise building presented 

in Chapter 4, is shown in Figure 9.3. This platform includes six main functions, i.e., 

Access Management, History Data, System Setting, System Configuration, System 

Maintenance and Real-Time Monitoring. 

 

Figure 9.3 Front page of the IBMS 

Access Management is to control the authorities of different users including 

supervisory user, advanced users (including programming) and usual operators. The 

supervisory user has the highest authority and can manage the access of all other 
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users. History Data is to record the system operation data into the database. The 

recorded operation data can be used for many purposes, i.e., modeling training, fault 

detection and diagnosis, etc. System Setting is to configure this system in terms of 

the protocols used in building automation systems and/or the building management 

systems. System Configuration is to configure the data points of IBmanager based on 

the field installation information provided by the MVAC&BMS contractors. It can 

also set the parameters for different control strategies. System Maintenance is to 

provide the log services. Real-Time Monitoring is to monitor the system operation, 

component operation, etc. It has friendly human machine interface (HMI). Some 

operation data can be monitored with visualization while some can be monitored in 

the form of tables. Figures 9.4 to Figure 9.7 show the monitoring interfaces of the 

real-time operation data with visualization for the ventilation system, respectively. 

The main operation data (i.e., flow rate, CO2 concentration and temperature of 

supply air; flow rate, CO2 concentration and temperature of return air; flow rate, 

CO2 concentration and temperature of outdoor air; CO2 concentration of different 

zones, etc.) can be displayed on these monitoring interfaces to allow the operators to 

know whether or not the system/corresponding components are operated properly. 
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Figure 9.4 Monitoring interface of the CO2 sensors status in AHU1 system 

 

Figure 9.5 Monitoring interface of the CO2 sensors status in AHU2 system 
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Figure 9.6 Monitoring interface of AHU1 system operation status 

 

Figure 9.7 Monitoring interface of AHU2 system operation status 
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9.4 Building System Description and the DCV Strategy 

Implementation 

9.4.1 Building and Ventilation System Description 

The building concerned in this study currently is the tallest building in Hong Kong. 

It is approximately 490 meter height and about 321,000 m
2
 floor area. It involves a 

basement of 4 floors, a block building of 6 floors and a tower building of 98 floors. 

The basement is mainly used for car parking. The block building from the ground 

floor to the fifth floor mainly serves as the commercial center involving hotel 

ballrooms, shopping arcades and arrival lobbies. The tower building is mainly used 

for commercial offices and a six-star hotel on the upmost zone. Each office floor has 

a floor area of 3600 m
2
 and is served by two air-handling units (named AHU1 and 

AHU2, respectively). 

The building is divided into five regions and the 15
th
 floor in Region 2 (from the 15

th
 

floor to 47
th
 floor) is selected as the typical floor and is mainly concerned in this 

research. Figure 9.8 is the schematics of the multi-zone ventilation system in this 

typical floor. This typical floor is divided into 7 zones for multi-zone ventilation 

control. Zones 4, 5, 6 and 7 are served by the AHU1 ventilation system, and Zones 1, 

2 and 3 are served by the AHU2 ventilation system. Required supply air into the 

whole typical floor is firstly supplied through four separate supply air ducts, and 

then mixed in the main supply air duct. VAV dampers are installed to connect the 

main supply air ducts to deliver supply air into ventilated zones with diffusers. 

Return air is drawn back through the ceiling plenum. 
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Figure 9.8 Schematic of the multi-zone ventilation system in the typical floor 

To fully study the performance of the proposed DCV strategy, this typical floor was 

fully instrumented. The major instrumentations installed include the air flow meters 

of AHU systems, CO2 sensors of AHU systems, CO2 sensors located in different 

zones, and fan power meters, etc. For each AHU system, the outdoor air is supplied 

through four separate supply air ducts. The locations of the air flow meters for each 

AHU systems are illustrated in Figure 9.9. 
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Figure 9.9 Schematic of the location of CO2 sensors in the typical floor 

The outdoor air for the whole Region 2 is centrally supplied by four primary air 

units (PAUs). Two of them serve for AHU1 systems and two of them serve for 

AHU2 systems in all floors in Region 2. Figure 9.10 presents the schematic of the 

outdoor ventilation control for each AHU system. The DCV strategy provides the 

outdoor air flow rate set point for the outdoor air controller of each floor. The 

outdoor air flow rate is then controlled through adjusting the position of the outdoor 

air damper to maintain the actual air flow rate of each AHU system at the desired set 

point. The static pressure in the 36
th

 floor is used for the fan speed control. The static 
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pressure set point can be maintained constant or can be reset down at part-load 

conditions. 

The sub-processes in this ventilation system are controlled by the local digital 

controllers. The air temperature in each zone is controlled by a pressure-independent 

VAV controller. The positions of VAV dampers are controlled by maintaining the 

supply air flow rate at the intended set point. The supply air temperature is 

controlled by adjusting the chilled water flow rate through the AHU systems. 
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Figure 9.10 Schematics of the outdoor ventilation control system for each AHU 

system 

The CO2 sensor product eSENSE is selected to measure indoor air CO2 

concentration in the ventilated rooms. The eSENSE-d is a display model with a LCD. 
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Both are available for wall mounting as well as for duct mounting. The unit is 

designed for connecting to direct digital control. The linear output functions are 

pre-programmed as CO2 transmitters with the outputs 0-10V. The measuring ranges 

can be modified form a PC and use of the software UIP (version 4.0 or higher) 

together with the communication cable. The configuration of the CO2 sensor 

installed in practical ventilation system is shown in Figure 9.11. 

 

Figure 9.11 The configuration of the CO2 sensor 

9.4.2 Implementation of Two Ventilation Strategies 

The online control software packages of the ventilation control strategy for 

implementing technologies are integrated with BAS system with the support of the 

management and communication platform to achieve energy efficient and indoor air 
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quality control. The control packages of control strategies are developed in the 

application program of Matlab. The occupancy detection strategy and multi-zone 

ventilation control strategy complied as control packages are programmed as a form 

of subroutines, and are complied as a DLL module for the convenient 

implementation in IBmanager. All developed online control packages operate on a 

separate computer connected with the main station of ventilation control system 

(BMS). All control packages can run in parallel with ventilation program developed 

by the BMS system. A decision supervisor in the ventilation control system is 

designed for the operator to set whether the set point of outdoor air flow rate or 

occupancy profiles generated by the developed control packages are used or ignored 

as the reset value of BMS system. 

IBmanager can receive the system operation data through a network automation 

engine (NAE) connecting with local controllers and BA outstations connecting with 

sensors, actuators, etc. At the meantime, IBmanager can send the optimal control 

settings to the automatic temperature control (ATC) system through the NAE for the 

practical control of the building services systems efficiently. 

The performance of the DCV strategy was practically tested and compared with that 

of the original implemented fixed outdoor air flow rate control strategy. Figure 9.12 

illustrates the flow chart of the original outdoor fixed air flow rate control strategy, 

in which the return air CO2 concentration was used to reset the outdoor air flow rate 

set point. When the measured return air CO2 concentration was equal to or larger 
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than the set point of 800ppm, the outdoor air flow rate was set to 1200L/s. Otherwise, 

the outdoor air flow rate set point was set to 960L/s. 

Cmeas

Cset Vout,set =1200

Measured value

800ppm Y

N
Vout,set =960

Cmeas≥Cset？

 

Figure 9.12 Control flow diagram of the existing fixed outdoor air flow rate control 

strategy 

where Cmea is the measured CO2 concentration of return air, Cset is the CO2 set point 

of return air, Vout,set is the outdoor air flow rate set point. 

Secondly, the dynamic adaptive DCV strategy presented in Chapter 4 was also 

compiled as a DLL module as a control package operating in the IBmanager system. 

The control logic of DCV strategy is shown in Figure 9.13. The control package of 

this strategy is determined by the decision supervisor to be the set point of outdoor 

air flow rate of BMS system accordingly. 
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Figure 9.13 Flow chart of the adaptive DCV strategy 

In this strategy, the occupancy of each zone and the total occupancy need to be 

determined for calculating the required outdoor air flow rate, and the critical zone is 

identified using the measured supply air flow rates of each zone together with the 

calculated coincident outdoor air flow rates. Based on the identified occupancies and 

critical zones as well as other measurements, the demanded outdoor air flow rate 

directly from outdoors can be estimated as presented subsequently. 

9.4.3 Commissioning and Calibration of Measurement Instrumentations 
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Various aspects may affect the measurement accuracy of instrumentations. To 

ensure the system to operate as desired, all measurement instrumentations should be 

calibrated and commissioned properly to make them have capability of providing 

reasonable and reliable measurements. Considering that the air flow meters and CO2 

sensors of the AHU systems play significant roles in the implementation of the DCV 

strategy, their commissioning and calibration are presented hereafter. 

Figure 9.14 describes the AHU system schematics of 15
th
 floor in ICC building. The 

outdoor air flow rate, supply air flow rate and return air flow rate are measured by 

the air flow stations. The CO2 concentration of outdoor air, return air and supply air 

are measured using CO2 sensors located in the main ducts of AHU system. The 

measured air flow rate and CO2 concentration are all saved in the IBserver data base. 

 

Figure 9.14 The monitored AHU1 system of 15th typical floor of ICC building 

9.4.3.1 Calibration of AHU air flow rate 
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There are four air flow meters are installed in the four separate supply air ducts to 

measure the supply air flow rates in four supply air ducts. The actual total supply air 

flow rate of each AHU system is the sum of the measurements of the four air flow 

meters. To calibrate their accuracies, a portable air flow meter was used to measure 

the air flow rates of the four separate supply air ducts and the measurement results 

are named „manual measured’. In the meanwhile, the measurements of the four air 

flow meters installed in these four ducts were recorded by the BMS and the 

measurements results are called „BMS recorded‟. Table 9.1 summarizes the 

comparison results between the two sets of measurements. 

Table 9.1 The calibration results of the AHU air flow meters 

AHU 
Measurement 

locations 
BMS recorded (L/s) 

Manual measured 

(L/s) 

Relative 

deviation (%) 

AHU1 

A1 1512.9 1525.5 0.8 

B1 2968.0 3120.0 4.9 

C1 1567.6 1642.2 4.5 

D1 3061.0 2917.0 4.9 

Total flow 

rate of four 

meters 

9109.5 9204.7 1.05 

AHU2 

A2 2946.0 3070.0 4.0 

B2 1577.9 1665.0 5.2 

C2 2880.0 2791.3 3.2 

D2 2159.0 2030.0 6.4 

Total flow 

rate of four 

meters 

9562.9 9556.3 0.1 
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Figure 9.15 The comparison of air flow rates of each AHU system between the 

recorded result using the BMS and field measurement 

Figure 9.15 presents the comparison of total supply air flow rate between the 

recorded result using the BMS and field measurement. It can be found that the air 

flow rate of each meter recorded by the BMS agreed well with the measured data by 

using the portable flow meter. The relative deviations between the two sets of 

measurements were less than 7.0%. The relative deviations of the total air flow rate 

of each AHU system between them were less than 1.05%. It can therefore be 

concluded that all these air flow meters can provide the reliable measurements. 

9.4.3.2 Effects of sensor locations 

The air flow rate sensors of AHU system are located in the main ducts of two AHU 

systems to measure the practical air flow rate values. Meantime CO2 sensors are 

installed as well to monitor the field CO2 values of total supply air, outdoor air, 

return air, and different zones. The locations of sensors in each AHU system are 
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shown in Figure 9.16. The return air CO2 value was often less than the supply air 

CO2 value or equal to the outdoor air CO2 value during the working time. According 

to the field observation, it was noticed that the return air CO2 sensors were installed 

near the mixing region of outdoor air and return air. On the basis of the field 

installing experience, it can be concluded that the CO2 sensors values of return and 

outdoor air were influenced by the intensive turbulent flow field in the main mixing 

region. To solve this problem, the return air sensors were relocated into another 

position which was outside of the mixing zone shown in Figure 9.17. After the 

relocation, the return air CO2 value was investigated to be higher than the CO2 

values of the supply air and outdoor air during the whole working time. 

CO2 CO2

CO2

Return air

Outdoor air

Supply air

Figure 1Schematics of Locations of CO2 Sensors on the AHU1

Air Handling Unit

Mixing region

 

Figure 9.16 Schematics of locations of CO2 sensors of the AHU system 
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Figure 9.17 Schematics of relocations of CO2 sensors of the AHU system 

9.4.3.3 Calibration of CO2 sensors 

Because the accuracy of CO2 sensors directly affects the performance of the 

occupancy detection scheme, the CO2 sensors installed in the AHU systems were 

calibrated as well. The CO2 sensors were calibrated using the volume concentration 

conservation method based on the measurements of air flow meters. In principle, the 

CO2 sensors of the AHU system should satisfy the CO2 volume concentration 

conservation equation, as described in Equation (9.1), if the measurements of all 

related CO2 sensors are accurate. Since the recorded CO2 values of the outdoor air 

sensors were in the range of 350ppm - 400ppm, it is concluded that the outdoor air 

CO2 sensors are accurate (ASHRAE 2004). To verify the measurement accuracy of 

the return air and supply air CO2 sensors, the measurement of the return air CO2 

sensors was firstly assumed to be accurate. The supply air CO2 concentration can 
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therefore be calculated using Equation (9.2), based on the CO2 concentrations of the 

outdoor air and return air as well as the measured air flow rates of the AHU systems. 

0***  ssrtnrtnoutout CVCVCV                       (9.1) 

srtnrtnoutouts VCVCVC /)**(                         (9.2) 

where Crtn is the CO2 concentration of return air, Vs is the supply air flow rate, Vout is 

the outdoor air flow rate, and Vrtn is the return air flow rate. 

Figure 9.18 and Figure 9.19 present the comparisons between the actual measured 

supply air CO2 concentrations and calculated ones for the AHU1 system and AHU2 

system, respectively. It can be observed that the obvious deviations were existed 

between the two sets of values. Therefore, the measurements of CO2 sensors of 

supply air or/and CO2 sensors of the return air might be inaccurate. 
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Figure 9.18 CO2 concentrations of sensors in AHU1 system before calibration 
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Figure 9.19 CO2 concentrations of sensors in AHU2 system before calibration 

To improve the measurement accuracy of CO2 sensors of the return air and supply 

air, both sets of sensors were calibrated in the typical atmospheric conditions 

(around 400ppm). Their measurements were compared with the measured values 

using an accurate CO2 sensor. If the relative deviation was larger than 5%, the 

settings of sensors will be adjusted using the method presented in Ref. (Ogura et. al. 

2000). Otherwise, it can be validated that the calibrated sensor is accurate. 
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Figure 9.20 CO2 concentrations of sensors in AHU1 system after calibration 
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Figure 9.21 CO2 concentrations of sensors in AHU2 system after calibration 

After the field calibration, the measured supply air CO2 values were compared with 

the calculated supply air CO2 values using Equation (9.2). The comparison results for 

the two AHU systems are presented in Figure 9.20 and Figure 9.21. From both 

figures, it can be found that the measured supply air CO2 values agreed will wit the 

calculated ones. It worthy noticing that all CO2 sensors located in AHU systems in 

the typical floor were calibrated using the same method. 

9.5 Validation and Performance Evaluation 

Since the CO2-based occupancy detection scheme plays a significant role in the 

DCV strategy, the performance of the CO2-based occupancy detection scheme is 

firstly validated in 9.4.1 while the performance of the DCV strategy is validated in 

Section 9.4.2. 
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9.5.1 CO2-based Occupancy Detection Scheme 

To validate the effectiveness of the CO2-based occupancy detection scheme, the 

actual occupancy in the typical floor was counted by observing the number of office 

occupants going and leaving the offices through the monitor of the central CCTV, as 

shown in Figure 9.22. The counted number of occupants was compared with that 

coincident predicted value by using the occupancy detection scheme of the DCV 

strategy based on the online measurements. Figure 9.23 and Figure 9.24 show the 

comparison results. It can be found that the predicted number of occupancy can 

agree well with the counted number of occupancy. This demonstrated that this 

CO2-based occupancy detection scheme can provide the reliable estimates under 

dynamic working conditions. 

 

Figure 9.22 Schematic of site counting the occupancy in the typical floor 
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Figure 9.23 Comparison of measured and predicted occupancy profile of typical 

floor 

Comparison of observed and predicted number of occupancy (Oct. 30)
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Figure 9.24 Comparison of measured and predicted occupancy profile of typical 

floor 

Deviations still existed in several particular time periods; it might be caused by the 

detecting delay of CO2 sensors happened in some special sites of this complicated 

and huge ventilation system. 

9.5.2 Adaptive DCV Strategy 
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Many field tests were carried out in winter periods and the results of a typical winter 

day are presented herein. To further demonstrate the performance of the DCV 

strategy, the simulation test in summer working conditions was also conducted. The 

simulation test was carried out using the actual historical data recorded by the BMS. 

The only difference between the site test in winter period and simulate test in 

summer conditions is that the set point in the winter period is actually used for 

practical control. In the simulation test, the recorded data from the BMS were used. 

It is worthwhile to point out that, during the test, the primary air fan operating 

frequency was constant (i.e., 45Hz) since the current operation of the primary fan in 

site is the fixed speed operation. 

The performance of the DCV strategy is evaluated by comparing with that of the 

fixed outdoor air flow rate control strategy in terms of the outdoor air flow rate and 

indoor air CO2 concentration as well as the energy performance.
 

Figure 9.25 illustrates the outdoor air flow rate set points provided by the two 

ventilation strategies. It can be observed that the outdoor air flow rate set point 

optimized by the DCV strategy was much less than that provided by the fixed 

outdoor air flow rate control strategy during the whole test period. 
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Figure 9.25 Comparison of outdoor air flow rate using two ventilation control 

strategies 

Meanwhile, the outdoor air is a main parameter to affect the indoor air quality (CO2 

concentration) in the ventilation control system. Therefore it will be significant to 

analyze the energy consumption and indoor air quality of these two control 

strategies. 

Figure 26 and Figure 27 present the indoor air CO2 concentration of each zone when 

using the fixed outdoor air flow rate control strategy. Where Czone,i is the CO2 

concentration of zone i. i = 1,...,7. The average CO2 concentration of each zone in 

the AHU1 and AHU2 system were 580.7ppm and 540.5ppm, respectively. Figure 

9.28 and Figure 9.29 present the indoor air CO2 concentration of each zone when 

using the DCV strategy. The average CO2 concentration of each zone in the AHU1 

and AHU2 system were 623.8ppm and 570.6ppm, individually. It is clearly showed 

that, in most of test period, the CO2 levels using the DCV strategy were larger than 
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that using the fixed outdoor air flow rate control strategy. The maximum CO2 

concentration using the DCV strategy in the AHU1 system was 815.2ppm, which is 

some higher than the maximum value of 755.0ppm associated with the use of the 

fixed outdoor air flow rate control strategy, while the maximum CO2 concentration 

using the DCV strategy in the AHU2 system was 700.5ppm, which was also some 

higher than the maximum value of 625.5ppm related to the use of the outdoor air 

flow rate control strategy. However, these maximum CO2 value was still significant 

less than 1000.0ppm, which therefore still is in the acceptable range described in the 

ASHRAE standard (2004). 
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Figure 9.26 Indoor air CO2 concentrations of individual zones in AHU1 system 

using the fixed flow control strategy 
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Figure 9.27 Indoor air CO2 concentrations of individual zones in AHU2 system 

using the fixed flow control strategy 
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Figure 9.28 Indoor air CO2 concentrations of individual zones in AHU1 system 

using the DCV strategy 
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Figure 9.29 Indoor air CO2 concentrations of individual zones in AHU2 system 

using the DCV strategy 

 

The energy consumptions of both the tested data in the winter periods and simulated 

data in the summer and spring periods due to the use of the two ventilation strategies 

were also compared. The energy consumption for cooling outdoor air was calculated 

using the outdoor air enthalpy, the return air enthalpy and the coefficient of 

performance (COP) including chillers and pumps (COP of 2.5 was used). Table 9.2 

summarizes the energy consumptions of the primary fan and the energy 

consumption for cooling outdoor air in the typical floor when the DCV strategy is 

only used to control the outdoor air for the typical floor. It can be found that, in the 

winter and spring test days, the cool outdoor air provided free cooling (marked as 

negative consumption), which therefore helped to reduce the energy consumption of 

the water side system (as the system was still running in cooling mode). The more 

cool outdoor air, the more cooling energy will be saved and DCV strategy therefore 

should not be used in winter and cool spring days. However, in the hot days in 
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summer and middle seasons, the hot outdoor air needs to be cooled down. The more 

hot outdoor air is used, the more cooling energy will be consumed. Compared with 

the use of the fixed outdoor air flow rate control strategy, the primary fan energy 

consumption was reduced when the DCV strategy was used, due to the use of less 

outdoor air. 

Table 9.2 Energy performance comparisons between two reference ventilation 

strategies in spring, winter and summer test days (Typical floor) 

Test cases Strategies used 
AHU1 AHU2 

Fixed flow DCV Fixed flow DCV 

Spring case 

(simulated) 

Primary fan energy 

consumption (kWh) 
612.3 608.0 794.6 761.9 

Energy consumption for 

cooling outdoor air (kWh) 
-7.9 -3.0 -5.0 -2.8 

Summer case 
(simulated) 

 

Primary fan energy 

consumption (kWh) 
612.3 608.0 794.6 761.9 

Energy consumption for 
cooling outdoor air (kWh) 

198.1 79.8 124.4 71.9 

Winter case 
(site tested) 

Primary fan energy 

consumption (kWh) 
612.3 608.0 794.6 761.9 

Energy consumption for 

cooling outdoor air (kWh) 
-110.0 -38.3 -69.1 -31.8 

As mentioned earlier, there are four primary fans were used to provide the outdoor 

air for all floors in Region 2. To demonstrate the energy benefits due to the use of 

the DCV strategy for all floors in whole Region 2, the data in the three typical days 

are presented. The mechanical cooling was needed in the air-conditioning system in 

the spring, summer and winter periods, although the outdoor air temperature may be 

relatively cool in the winter period. In the simulation study, the actual historical data 

recorded by the BMS were used as the working conditions. When the fixed outdoor 

air flow rate control strategy was implemented, the primary fan was operated using 



 218 

the current operation strategy in site (i.e., maintaining the fan operating frequency at 

45Hz). The DCV strategy was used only when it is beneficial in saving energy. 

When the DCV strategy was used, a simplified variable frequency primary fan 

model was used to optimize the fan operating speed. The dimensionless air flow rate 

coefficient, pressure coefficient and fan efficiency in the fan model were fitted using 

the manufacture catalogue date of the actual fan used in the real building. The 

pressure controller maintained the air static pressure of sensor at its set-point by 

modulating the primary air fan operating frequency. Table 9.3 summarizes the test 

results by using the DCV strategy and the fixed outdoor air flow rate control strategy 

in the three selected typical working days, when the set-points provided by the both 

strategies were used to control the outdoor air of all floors in Region 2. 

Table 9.3 Comparisons of the energy consumption performance related to the use of 

the two ventilation strategies in the three typical working days 

Cases Control mode 
AHU1 AHU2 

Fixed flow DCV Fixed flow DCV 

Cool Spring 
day 

Primary fan energy 

consumption (kWh) 
612.3 288.3 794.6 324.5 

Primary fan energy 

saving (%) 
- 52.9 - 59.2 

Energy consumption 
for cooling outdoor air 

(kWh) 

-189.6 -73.0 -119.0 -67.4 

Energy saving for 

cooling outdoor air 
(%) 

- -61.5 - -43.4 

Summer 

day 

Primary fan energy 

consumption (kWh) 
612.3 288.3 794.6 324.5 

Primary fan energy 

saving (%) 
- 52.9 - 59.2 

Energy consumption 
for cooling outdoor air 

(kWh) 

4754.4 1915.2 2985.6 1725.6 

Energy saving for 

cooling outdoor air 
- 59.7 - 42.2 
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(%) 

Winter day 

Primary fan energy 

consumption (kWh) 
612.3 288.3 794.6 324.5 

Primary fan energy 

saving (%) 
- 52.9 - 59.2 

Energy consumption 

for cooling outdoor air 

(kWh) 

-2640.2 -919.7 -1657.8 -763.5 

Energy saving for 
cooling outdoor air 

(%) 

- -65.2 - -53.9 

The results showed that the primary fan energy consumption was decreased while 

the energy consumption for cooling outdoor air was increased significantly when the 

DCV strategy was used, as compared with the use of the fixed outdoor air flow rate 

control strategy in the spring and winter test day. However, both the primary fan 

energy consumption and the energy consumption for cooling outdoor air were 

decreased obviously related to the use of the DCV strategy in the summer test day. 

On the basis of the energy consumptions of the three typical test days, the annual 

energy consumptions for outdoor air ventilation in Region 2 (i.e., including PAU fan 

energy consumption and the energy consumption for cooling outdoor air) by using 

the DCV strategy (only when it provides energy benefit) was about 523,766 kWh. 

When using the fixed outdoor air flow rate control strategy, it was about 1,186,058 

kWh. Compared with the original fixed outdoor air flow rate control strategy, about 

662,292 kWh (55.8%) of outdoor air ventilation energy was saved by using the DCV 

strategy in Region 2 of the building whilst the ventilation requirement was fulfilled. 

9.6 Energy Savings of the Enthalpy-based Ventilation Strategy 
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The adaptive DCV strategy can provide significant energy savings in summer season. 

However, additional energy will wasted in cold winter seasons. Because the 

enthalpy of outdoor air is much lower than the enthalpy of return air. Conventional 

studies (Park 1984, Wang 2000, ASHRAE 2004, Spitler 1987) have validated that 

enthalpy-based ventilation control is a satisfied approach to save system energy 

consumption during a cold winter season. Therefore, the enthalpy-based ventilation 

control is recommended to be used in the high-rise during the cold winter seasons. 

When the outdoor air enthalpy is smaller than the return air enthalpy, the 

enthalpy-based ventilation control strategy is used to provide the outdoor air flow 

rate set point. Due to the installation of the PAU systems in this high-rise building, 

the power consumption of PAU systems are not neglected when enthalpy control 

strategy is adopted. Two operation schemes are included in the enthalpy ventilation 

control strategy. One is the full outdoor air control scheme; the other one is the 

model-based outdoor air flow rate optimal control scheme, presented in Chapter 6. 

In this case, a supervisory strategy will be used to determine which operation mode 

to be used. In the very cold winter test days, it was found that the cooling energy 

saving by the outdoor air were much larger than the energy consumption of the PAU 

fan system. Therefore the full outdoor air cooling scheme is set to provide the 

outdoor air flow rate set point. In this case, more outdoor air provided, more energy 

be achieved. 

In middle seasons, the power consumption of the PAU fan system might be larger or 

smaller than the cooling energy saving by the outdoor air up to the outdoor air 

temperature, outdoor air relative humidity, return air temperature and return air 
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relative humidity and so on. In this case, the developed model-based outdoor air 

flow rate optimal control scheme can be used to reset the outdoor air flow rate set 

point. Figure 9.10 presents the schematic of the outdoor ventilation control for each 

AHU system. During the implementation of the enthalpy control strategy, the energy 

consumption of the PAU fan system are measured using the power meters, and the 

enthalpy of outdoor air and return air are measured by using the enthalpy sensors, 

which can be calculated based on the measured return air parameters (i.e., 

temperature, RH, etc.). However, there are no RH sensors and no temperature 

sensors (except that in the typical floor) for measuring the return air status in. To test 

and evaluate the performance of the enthalpy-based control strategy in practice, it is 

necessary to install the enthalpy sensors in Region 2 of the high-rise building. This 

section briefly estimated the potential energy savings due to the use of 

enthalpy-based ventilation control strategy in Region 2 in advance. 

9.6.1 Estimation of Additional Energy Savings 

In very cold winter days, the full air cooling scheme will be used about 480 hours. 

Otherwise, the model-based outdoor air flow rate optimal control scheme (partial air 

cooling mode) will be used to reset the outdoor air flow rate set point for about 360 

hours. The full air cooling control scheme was tested in field and the energy 

consumption of the air-conditioning system was measured and calculated 

accordingly. As far as the partial air cooling mode is concerned, the system energy 

consumption was estimated with the historical recorded field data. Next part is the 

brief illustrations of the estimated procedure of annual total energy saving of 
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air-conditioning system in Region 2 of the high-rise building by using the 

enthalpy-based ventilation control strategy. 

Firstly, the original fixed outdoor air flow rate control strategy introduced in Section 

9.4.2 can maintain the outdoor air flow rate of each primary air fan in AHU1 and 

AHU2 are 10.5m
3
/s and 9.5m

3
/s, respectively. The power of the primary fan is near 

30Kw, and the frequency is 45Hz. According to the manufacturer data, the design 

flow rate of each primary air fan is 17m
3
/s; the design frequency is 50Hz. Because 

the cooling energy saving by the outdoor air is larger than power consumption of the 

PAU systems, the full air cooling control scheme is use to provide more cold 

outdoor air into the ventilation system to reduce the cooling energy consumption. 

Therefore, the maximum outdoor air flow rate and frequency were all set to be the 

design values. The energy consumptions between these two outdoor air flow rate 

control strategies are measured and calculated. Table 9.4 summarizes the additional 

energy savings of Region 2, which are estimated based on the current operation of 

PAU systems in Region 2 of this high-rise building. It is estimated that about 

179020.8 kWh cooling energy can be saved by using the enthalpy-based control 

(from the use of full air cooling concept and model-based outdoor air optimal 

control) with a cost of 50400 kWh PAU energy consumption. However, the total 

energy saving is still obvious, about 12.8000 kWh. 
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Table 9.4 Annual total energy savings of Region 2 due to the use of enthalpy control 

Items 
Outdoor air cooling 

energy saving (kWh) 

Additional PAU fan power 

consumption (kWh) 

Total energy 

saving (kWh) 

Value 179020.8 50400 128620.8 

Remarks: the above estimation is based on the overall COP of water system is 2.5. 

9.7 Summary 

The performance of adaptive DCV was in-situ implemented and tested by 

comparing with that of the original implemented fixed outdoor air flow rate control 

strategy. The results from the site test and simulation study showed that this DCV 

strategy can help to reduce the system running cost while still maintaining the 

satisfied indoor air quality. Test results show that the annual total energy 

consumption in Region 2 when using the DCV strategy can be significantly reduced 

by compared with that with the use of the fixed outdoor air flow rate control 

strategy. 

The results also showed that the DCV strategy can help to reduce the overall energy 

consumption significantly in the hot summer and middle seasons in Hong Kong, but 

it may not be the proper method for outdoor air control in winter conditions. In the 

winter periods, the enthalpy control strategy should be a better choice instead of 

using DCV strategy. The enthalpy-based outdoor air flow rate control strategy is 

evaluated by compared with the original fixed outdoor air flow rate control strategy. 

Its potential energy savings due to the use of enthalpy control in Region 2 in this 

building are also validated on the basis of the simulation accordingly. 
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Chapter 10 CONCLUSIONS AND 

RECOMMENDATIONS 

Firstly, the ventilation optimal control strategies for multi-zone air-conditioning 

systems have been developed. They include: (1) a CO2-based adaptive Demand 

Controlled Ventilation (DCV) strategy, (2) an indoor air temperature set point reset 

strategy for critical zones, (3) a model-based indoor air temperature set point 

resetting strategy for critical zones, and (4) a model-based outdoor air flow rate 

optimal control strategy for a full air system with primary air handling units. There 

four ventilation control strategies were tested in a simulated environment. 

Meanwhile, the CO2-based adaptive DCV strategy was practically implemented and 

validated in a super high-rise building in Hong Kong. The performance test and 

evaluation of these strategies showed that all these optimal control strategies can 

maintain satisfactory indoor air quality provide acceptable indoor thermal comfort 

with less energy inputs. 

Secondly, a CFD-based ventilation test method has been proposed for the control 

and optimization of indoor environment by combining a ventilated room with a 

ventilation control system. This test method can provide new possibilities for testing 

and evaluating the ventilation control processes in real systems. In this method, a 

data-based space temperature offset model was used to describe the complex indoor 

thermal non-uniform distribution. This offset model can effectively describe the 
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difference between the temperature in actual sensor location and in the occupied 

zone in the CFD-based ventilation test method. 

10.1 The Main Contributions of This Thesis 

1) Conclusive Remarks on CO2-Based Adaptive DCV strategy and 

Indoor Air Temperature Set Point Reset Strategy for Critical Zones 

The CO2-based adaptive DCV strategy using the dynamic multi-zone ventilation 

equation has been proposed for the multi-zone air-conditioning systems. The 

performance of this strategy was evaluated by comparing with that of three 

conventional DCV strategies in summer conditions in Hong Kong. The three 

conventional DCV strategies include: Strategy A – it uses the detected total 

occupancy load to determine the outdoor air flow rate; Strategy B – it uses the 

required fresh air fraction of the critical zone to determine the outdoor fresh air flow 

rate; Strategy C - it uses the dynamic multi-zone ventilation equation to determine 

the required outdoor air fraction of the identified critical zone. The CO2-based 

adaptive DCV strategy can achieve satisfied indoor environment with slightly more 

energy consumption about 5.4% -5.7% by comparing with the strategy A. The 

strategy B consumed 25.3% - 32.2% more energy to satisfy the needs of ventilation 

in critical zones. The strategy C consumed 13.6%-14.5% more electricity to satisfy 

the needs of ventilation in critical zones. However, the energy saving of the 

CO2-based adaptive DCV strategy was up to 11.7%-17.7%. 
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The indoor air temperature set point reset strategy for critical zones has been 

developed to reset the temperature set point of the identified critical zone. This 

strategy can adjust the demanded outdoor airflow rate, while keeping the critical 

zones supplied with sufficient fresh air. It will result in less total outdoor airflow 

demand eventually. This indoor air temperature set point reset strategy is combined 

with the adaptive DCV strategy to evaluate its performance by comparing with the 

DCV strategy which determines the outdoor air flow rate according to total 

occupancy load. When adopting the indoor air temperature set point reset strategy 

for critical zones separately, the electrical energy consumption can be further 

reduced by 5.4-5.7%. This adaptive DCV strategy using dynamic multi-zone 

ventilation equation and critical zone temperature set point reset can achieve 

satisfied indoor environment with slightly more energy consumption about 7.8% - 

9%. 

2) Conclusive Remarks on Model-Based Indoor Air Temperature Set 

Point Resetting Strategy for Critical Zones 

The model-based indoor air temperature set point resetting strategy for critical zones 

has been developed and evaluated in selected summer conditions in Hong Kong. The 

system response predicted using simplified incremental models to optimize the 

indoor temperature set point of critical zones to improve the unbalance of fresh air 

requirements among different zones. Validation tests allow the models to be used 

conveniently and accurately on different systems and in a wide working arrange by 

identifying the parameters online. 
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The evaluation tests of this optimal strategy show that this strategy is capable of 

optimizing the system overall performance according to the chosen weighting 

factors. The optimal strategy was evaluated by comparing with a conventional DCV 

strategy. The maximum CO2 concentration using this optimal strategy is 1083ppm, 

slightly higher than the maximum value of 1009ppm using the conventional DCV 

strategy. However, it is still acceptable since the prescribed level is 700ppm above 

the CO2 concentration of the outdoor air (360ppm in this study). The maximum PPD 

value is 14.74 lower than the maximum value 16.37 when using the conventional 

DCV strategy. The results show this optimal strategy can achieve significant energy 

saving (about 3.09%-4.51%) by comparing with the conventional DCV strategy, 

while maintaining acceptable thermal comfort and indoor air quality. 

3) Conclusive Remarks on Model-Based Outdoor Air Flow Rate 

Optimal Control Strategy 

The model-based outdoor air flow rate optimal control strategy has been developed 

to optimize the outdoor air flow rate of HVAC systems with primary air-handling 

units. A cost function is constructed by compromising the power consumption of 

primary air fan and the energy consumption for cooling outdoor air. The system 

response can be predicted by using a simplified incremental primary air fan model. 

A hybrid strategy of the DCV and the model-based outdoor air flow rate optimal 

control and a conventional hybrid strategy of the DCV and the full outdoor air flow 

rate optimal control are proposed and compared in the tested spring conditions in 

Hong Kong. The averaged CO2 concentration using the hybrid strategy of the DCV 
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and the model-based outdoor air flow rate optimal control is 644.2ppm, slightly 

higher than the maximum value of 621.8ppm using the conventional strategy. The 

percentage savings of primary fan and cooling coil power consumption is about 

1.93%. The total power saving of the whole system is 1.01%.The results show this 

outdoor air optimal strategy can achieve noticeable energy saving while maintaining 

acceptable indoor air quality for the ventilation systems with primary air-handling 

units. 

However, it was found that the system total energy consumption increased obviously 

by comparing with the induced outdoor ventilation system. As the ventilation system 

with a primary air unit in our study is concerned, the total energy consumption using 

the hybrid strategy of the DCV and the model-based outdoor air flow rate optimal 

control was 1563.68 kWh, and the total energy consumption using hybrid strategy of 

the DCV and the full outdoor air optimal control with the induced outdoor air unit 

was 1413.71 kWh. It is investigated that about 9.59 % energy savings could be 

obtained without installing the primary air handling unit. Therefore the induced 

outdoor air unit is the preferable choice for the installation of the outdoor ventilation 

system in the modern building when it is feasible in practical system construction. 

4) Conclusive Remarks on CFD-Based Virtual Ventilation Control 

Test Method 

The CFD-based virtual ventilation test method has been presented by integrating a 

conditioned room model into its ventilation system and control strategy to evaluate 

the ventilation performance. This test method was demonstrated to be a feasible way 
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for investigating ventilation control performance in a simulated environment as an 

evaluation tool for the ventilation systems and control strategies. Complex indoor 

thermal conditions, especially the difference between the temperature in actual 

sensor location and in the occupied zone, were compensated using a data-based 

space temperature offset model. Experimental tests have been carried out to validate 

the accuracy of the CFD room model. Fair agreement is found between the 

simulated and measured results. The experience shows that the use of the virtual 

temperature sensor can efficiently compensate the influence of the temperature 

non-unified stratification on temperature control systems, and hence improve the 

accuracy of the ventilation control process significantly. 

5) Conclusive Remarks on In-situ Implementation of the Ventilation 

Control Strategies 

The site implementation and validation of the adaptive DCV strategy in a super 

high-rise building in Hong Kong is presented. The performance of this strategy was 

validated by comparing with that of the original implemented fixed outdoor air flow 

rate control strategy. The results from the site tests and simulation studies show that 

this DCV strategy can help to reduce the system energy cost while still maintaining 

the satisfied indoor air quality. When the DCV strategy was used in the typical floor, 

both the primary fan energy and the energy consumption for cooling the outdoor air 

were decreased in the hot days in the summer and middle seasons. However, the 

primary fan energy consumption was decreased while the energy consumption for 

cooling outdoor air was increased in the cool days in winter and middle seasons. 
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Test results show that the annual total energy consumption when using the DCV 

strategy can be significantly reduced by comparing with the fixed outdoor air flow 

rate control strategy. 

The results also show that the DCV strategy can help to reduce the overall energy 

consumption significantly in the hot summer and middle seasons in Hong Kong, but 

it may not be the proper method for outdoor air control in winter conditions. In the 

winter periods, the enthalpy control strategy should be a better choice instead of 

using DCV strategy. 

In addition, the enthalpy-based outdoor air flow rate control strategy is evaluated by 

compared with the original fixed outdoor air flow rate control strategy in the cold 

winter periods in the high-rise building. It is estimated that about 179020.8 kWh 

cooling energy can be provided by using the enthalpy-based outdoor air control 

strategy (from the use of full air cooling concept and model-based outdoor air 

optimal control) with a cost of 50400 kWh PAU energy consumption in the Region 

2 (totally 24 floors). However, the total energy saving is still obvious, i.e. about 

128,000 kWh per year. 

10.2 Recommendations for Future Work 

1) Site implementation and commission of ventilation control 

strategies 
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The implementation and evaluation of the CO2-based adaptive DCV strategy have 

been operated in a super high-rise building using the IBmanager system. Results 

show that this DCV strategy can obtain the acceptable indoor environment quality 

with less energy by comparing with the conventional ventilation strategy with fixed 

flow. To further improve the ventilation performance in this building, the proposed 

model-based indoor air temperature optimal control strategy for temperature 

resetting and the model-based optimal control of outdoor air flow rate of full air 

system with primary air-handling unit in field should be implemented and validated 

on the ventilation performance in the practical high-rise building. Many problems 

may arise with the in-situ implementation of these developed ventilation strategies 

and extra efforts are therefore needed to test these ventilation strategies to achieve 

satisfactory control performance. 

2) The CFD-based ventilation test method 

On the space temperature offset model, it is currently developed for a single zone 

system. Since the inlet and indoor source conditions are mainly responsible for the 

thermal characteristics of different zones, the model only creates a link among the 

inlet air, indoor occupants‟ number and individual zones. It is assumed that the 

supply air flow rate and heat flux of occupants would have created the aggregate 

effect of the convective flux interaction with the neighboring zones on the 

well-mixed zone in consideration. It creates a direct relationship between the actual 

sensor and virtual sensor without the need for modeling zonal interactions. In fact, 

the effect of the heat transfer from the neighboring zones should be included into the 
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space temperature offset model. To improving the accuracy of the model, it is 

therefore necessary to extend the method for considering the interaction among 

different zones in the future. 

The CFD-based feedback ventilation test method was carried out successfully in this 

research. However, the current CFD simulation of the ventilated space was still too 

slow using today‟s personal computers while the computing time for the ventilation 

system and control strategy simulation is negligible. To bring this test method for 

practical application, a simplified numerical model will be needed to develop for 

more effective CFD simulation in future. 
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