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Abstract

Abstract

In make-to-order (MTO) manufacturing environmepigducts are customized
and production processes are only started uporiviegea customer's order. To
satisfy customer requirements and punctually nteedelivery time, it is necessary
to handle several customers’ orders simultaneoasly allocate the appropriate
machines and resources before starting product®onduction scheduling and
planning is an important process for avoiding ddtlayroduction and improving
manufacturing performance to fulfill customers’ dee Different constraints are
considered in formulating the most satisfactorydpiction plan. These constraints
are constant and predictable. However, in the &chamufacturing environment,
shop floor managers face numerous unpredictabkes iis day-to-day operations,
such as defects in the supplied components or raterrals, errors, failures, and
wastage in various production processes. The ummpabie risks not only entail
stringent requirements regarding the replenishroématerials but also increase in
the difficulty in preparing material stock. Theredpit is essential to effectively and
efficiently handle such risks to achieve smoothdpiation.

Researchers are considering machines and matarallihng equipment as
constraints when addressing production material asheimissues in production
scheduling. Their studies consider “off-line” schig problems, in which a
schedule is generated within a time period andas expected to involve any
changes. However, these studies are not capalbtehahg stochastic production
material demand problems because existing schedapproaches solely focus on
the allocation of production resources, such ashmas and workers. These

scheduling approaches consider warehouse resourdeg form of forklifts, but
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neglect manpower. Warehouse resources are impantamnimizing risks. They are
utilized to pick, transfer, and store productiontenials between the warehouse and
production lines when problems occur during thedpobion process. The existing
approaches can be seen as processes of allocgumgrent to perform specific
production tasks before production starts. Sucleareh does not take into
consideration real-time equipment, which is usedfdailitate production. The
consideration of real-time equipment helps imprake visibility of warehouse
operations and enhances productivity. Neverthelpssyious research did not
consider the allocation of warehouse resourcesatdithte production processes.
The objective of this research is to effectivelyd afficiently allocate warehouse
resources for replenishing appropriate productioatenmals between these two
facilities to assure that the production processroa smoothly.

To efficiently and effectively solve stochastic guation material demand
problems, a real-time production operations degisigpport system (R-PODSS) is
developed. The proposed system consists of thredulemx Real-time Data
Collection, Data Storage and Exchange, and Formual&odule of Optimal Pickup
and Delivery Route. Real-time Data Collection Maduitilizes Radio Frequency
Identification (RFID) technology in capturing pradion operations information.
Different RFID reading performance tests are festformed to evaluate the reading
performance of all RFID equipment and to verify thest suitable location for the
installation of the hardware. A reliable RFID teology implementation plan is
formulated to capture real-time production and Watse information
simultaneously. Data Storage and Exchange Modwudesyatically stores captured
production and warehouse information in the ceizedl database and transforms

them into meaningful information. Database Managénsystem (DBMS), Query



Abstract

Optimization, and Structured Query Language (SQiatesnent are adopted to
provide data retrieval and storage to users. Thentdation Module of Optimal
Pickup and Delivery Route provides an optimal resewllocation plan for utilizing
appropriate resources to pick/transfer/store prodoiecnaterials from the warehouse
to the production lines. Artificial Intelligent teoiques, such as Case-Based
Reasoning (CBR) and Genetic Algorithm (GA) are daddpto select appropriate
warehouse resources and formulate the shortestupicnd delivery routes,
respectively.

To validate the feasibility of the proposed systemup case studies are
conducted. Through the pilot run of the systemhie tase studies, the improved
visibility of production and warehouse operatiossobserved. The efficiency of
production and warehouse operations is also sgamfly enhanced. The results
reveal that the proposed system effectively aclsi¢ve objectives of this research.

The major contribution of this research is the giesand development of an
effective system, which allows real-time trackingdatracing of production and
warehouse resources and corresponding operatmnsjuace the effect of stochastic
production demand problems and enhance productvitthe shop floor and in the
warehouse. The deliverables of this research peotrid development of R-PODSS.
They also pave the way to future research oppdrégnior incorporating warehouse
resource management in production operation maragerand implementing

emerging RFID technology and artificial intelligaathniques in logistics industry.
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Chapter 1 Introduction

Chapter 1 Introduction

1.1 Research Background

The concept of supply chain is based on the fortimmaf indivisible network
among retailers, distributors, transporters, wamnehe, and suppliers, which
participate in the sale, delivery, and productiéma @articular product (Lau and Lee,
2000; Kaihara, 2003). Due to the effects of glatalon, supply chain networks are
gradually becoming complex. Enterprises have tol dgth numerous channel
partners located a great distance apart and reguester diversity of products. At
present, enterprises also need to deal with moat¢utety requirements and
documentation compared with the past (Vogt et ap05). Monitoring and
controlling material flow has become a dauntinktass a result, the fulfillment of
customers’ demands for superior quality products,time product delivery, and
superior logistics services have become difficaltathieve. Organizations tend to
implement production control systems, such as thepSFloor Control System
(SFCS) or Manufacturing Execution System (MES), ealmat monitoring the
material flow to facilitate production activitie®rf fulfilling customers’ demands.
These systems maintain shop floor productivity bgntmlling shop floor
manufacturing information to reduce the complexfydata manipulation and to
facilitate decision making, with regard to resosresd inventory control (APICS,
2004). However, the existing systems solely foauseohancing the performance of
shop floor activities. They are incapable of monnitg other key business processes,
such as warehouse operations. It is essential nesider the warehouse operation
status during production because the performanceatérial flow from warehouse

to production line affects production activitiesuréent warehouse management
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systems (WMSs) are incapable of monitoring theustaif production lines. A
resource management system is required to aid inagmag production and
warehouse activities to fulfil customers’ demanthisTresearch aims to develop a
real-time production operations decision supporstay (R-PODSS), with a
combination of real-time data capturing technologgd artificial intelligent

techniques, to achieve the objective.

1.2 Statement of Problem

In today’s globalized business environment, enisegr must provide better
products or services in a cheaper and faster wagusiain their competitive
advantage in the globalized business environmea @t al., 2004; Manson et al.,
2007; Pinto, 2005). On-time product delivery is asfethe important issues for
enterprises to achieve customers’ satisfaction ¢e#wet al., 1998). However,
maintaining the flows of customer order deliverasaong suppliers and customers
within the global supply chain is difficult becauseipply chain networks are
becoming increasingly complex. Moreover, providimgh volume production and
distribution using minimal inventories throughotietlogistics chain within short
period of time has become a requirement (Berg.efl@89). The increasing number
and variety of orders, order-lines, and customere mtegrate the technology used
and processes designed has enhanced the compbéXigistics operations. It is
essential to assign appropriate resources for mgntiw volumes and wide variety
of Stock Keeping Unit (SKUs) within a short respertsme and in an effective
manner in different logistics domains.

Many enterprises have adopted barcode-based shopdbntrol systems and

warehouse management systems to monitor the produwrtd warehouse operations
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status. People mainly rely on their experienceykhow, and knowledge to manage
production and warehouse activitiesHigure 1.1, several problems observed in the

current manufacturing organization are shown.

Problem:
e No linkage between the current SFCS and WMS for

Raw )
Materials mategial transfer
Finished
Finished Raw Goods
Goods Materials
— Manufacturing p—— <+—— Warehouses ———>
Customers —— Barcode-based— <«+——Barcode-based | ———  Customers’
demand SFCS WMS demand fulfillment
=" _workflow tracking [ < - Inventory Centrol »
- production planning - Layout Planning
—_— et —l —_ctc —
® Actual production status? s Actual mventory level?
* Location of WIP? ¢ Location of material
* Machine utilization? handling equipment?
s gic s ¢ic
Problems: /

o Difficult to acquire, retrieve accurate information

e Difficult to obtain a clear picture of the material
flows within the manufacturing organization

¢ Difficult to make appropriate decisions when
problems occurred

Figure 1.1 Existing problems in the manufacturing oganization

(1) It is difficult to acquire, retrieve, and manipw@atarious types of
production and warehouse resource information, sagHocation and
status of the material handling equipment, for rtavmg and controlling
different manufacturing plans and operations ai¢ii

(i) Doubt is placed on the accuracy and quality of dgtat into the systems,
resulting in wrong report generation for decisioakng.

(i)  Human error is inevitable, particularly under s¢fak conditions. When

problems are discovered in the generated repatssidns would have to
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be made to address the problems, based on theengepf managers. In
general, there is uncertainty about the suitabdityhe decisions because
these may vary due to different education levelsrking experiences,

and biases.

(iv)  The existing systems solely focus on monitoring aoatrolling the
performance of activities in a specific domain. SF€blely focuses on
production activities, whereas WMS focuses on waushk activities. It is
difficult to manage value activities in differenteas of an organization.
This renders the management incapable of obtathidull picture of the
key business activities as basis for making differéecisions and

strategies.

With imperfect information and ambiguous productiand warehouse
operations status, decision making would becoméffigult task when problems
occur. Enterprises will lose their competitive atkzges as they cannot achieve
customers’ satisfaction. Hence, there is a needetelop an intelligent system for

capturing accurate information and suggesting nmegini and useful decisions.

1.3 Research Objectives
The specific objectives of this research are:

e To design an R-PODSS for facilitating inbound opers and
subsequently increase the visibility of productiamd warehouse
operations status, and enhance the efficiency dfettigeness of
decision making when production problems, e.g., ravaterial

replenishment during production, machine breakdaeitm, occur.
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e To conduct different RFID tests to determine tHeative RF coverage
of RFID technologies during the setup of RFID equgmt in shop floor
environment.

e To establish a warehouse resource allocation mwillela combination
of Case-based Reasoning (CBR) and Genetic Algori({@a) to
optimize the pick-up and delivery routes of produttimaterial between
shop floor and warehouse environments toward miingithe effect of

stochastic production material demand problems.

1.4 Significance of the Research

Traditional shop floor control and warehouse mansgg systems focus on
managing production and warehouse separately. késstarch studies focus on a
particular operation’s improvement or optimizatio@ptimizing material flow
between production and warehouse facilities islyaseldressed. The inbound
material flow is directly affected by the informati captured by the systems.
Therefore, determining the real-time status andenatflow between production
floor and warehouse is essential for fulfilling tareers’ increasing demand, and in
providing superior products and services. Inforpratrisibility is the core capability
for the integration of supply chain operations amthagement during manufacturing
and warehousing. Successful implementation of e&®ltechnologies can help
improve supply chain operations and create profthe long run. For these reasons,
this research is concerned with the introductionanfR-PODSS, which aims to
provide aid for inbound operations in the manufantuindustry. The functions of
the system, which include exact resource locaticacking, production and

warehouse operations monitoring, and productiomrpiay and replenishment, are
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used by decision-makers to formulate accurate mtomiuand warehouse operations
plans according to real-time operations situatibhne system helps manufacturing
organizations achieve the objectives of enhancifigiency and effectiveness of

inbound operations.

1.5 Thesis Outline

The thesis is divided into seven chapters. Therautf the thesis is as follows:
(1) Chapter 1 states the problems which occur in egsgproduction
operation management, and describes the backgrenohanotivation for

this research.

(i) Chapter 2 is an academic review, which shows tlstieg situation and
problems in the manufacturing industry. The chaptintifies the
necessary collaboration with warehouse operations enhance
manufacturing performance. The analysis of reaktidata collection
technologies and expert systems is then reviewddlmscussed.

(i)  Chapter 3 is divided into two main sections. Thetfsection describes
the operating specification of R-PODSS. The secseuation introduces
the system architecture of R-PODSS, which cons$ta Real-Time
Production and Warehouse Data Collection, Datairgjand Retrieving,
RFID Information Exchange, and Optimal Order Pigkiand Delivery
Modules. These four modules are developed to aehtibe research
objective of enhancing production and warehouseabip®s.

(iv)  Chapter 4 provides generic implementation guid®¢tODSS from the
startup, structural formulation, evaluation andtitgs and operation

stages.
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(V) Chapter 5 focuses on operating the system in the sample
manufacturing companies based in Hong Kong. Pdrthe processes
within these two companies’ workflow are chosend&monstrate the
feasibility of the proposed methodology. The R-P@DSoftware
prototype is developed and system verification hid proposed design
methodology is also shown in this chapter.

(vi)  Chapter 6 explains the result and presents thg/sisalt consists of two
sections. The first section discusses the expetamheasults of system
performance in the production-warehouse operatemistbn support. The
second section discusses the overall performandeeafwo case studies
after the implementation of R-PODSS.

(vii)  Chapter 7 draws conclusions from the study. Coutidns made by this

research are presented, and areas for future chsaa also identified.
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2.1 Introduction

To survive in the worldwide competitive market, ratacturing firms are
required to provide superior products within a shp@riod of time. Thus, different
types of manufacturing systems have been adoptedobypanies (Tiwari and
Vidyarhi, 2000). Traditional manufacturing systepesform different functions with
the help of a computer system. The performanceaainapany relies heavily on the
efficient allocation of resources to its variousemgiions (Tuncel, 2007). To
efficiently and effectively perform the company’sinttions, it is essential to
consider the problem of resource allocation. Problerelated with resource
allocation on the shop floor involve: raw materiafed material handling equipment
scheduling, execution of production operations, tingu of raw material,
work-in-process, and final products (Chan and CR&80,1). Many researchers (Qiu
et al., 2003; Shnits and Sinreich, 2006; Tuncel)720have suggested different
approaches for solving resource allocation problemshe shop floor. Most of the
existing approaches solely focus on managing ptemtucesources. However, the
support of warehouse resources is also criticalse warehouse resources are used
to select the production materials from the warskoand deliver them to the
production shop floor.Figure 2.1 illustrates the production material demand
problems in production and warehouse environmetdader a traditional
manufacturing system, it is difficult to identifyhich production stations experience
production failure and what kind of production metls are needed in the
workstations in a real-time manner. It is also stomes impossible to determine

where the production material is stored in the Wwause and which item of material
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handling equipment is most appropriate for a paldic production demand order.
Therefore, it is necessary to consider the managerok both production and

warehouse resources to improve the performanceaatifacturing systems.

Problem 1: Which
workstation has problems?

Problem 2: What kind of raw
ﬂ\ % ﬂ\ % % ﬂ ﬂ ﬁ fi&‘\ ﬂ\ % materials have been requested?
l |

Production

ShopFloor\ﬂﬂ ﬂﬁﬁﬂﬂﬂﬂﬁﬁ/
| |

”””””””””””””””” Problem 3: Where is the
requested material stored?

/
Warchouse j

—— | | : Problem 4: Which items of

D B N . .
- e : |_material handling equipment
== are most appropriate for

dealing with the order?

Figure 2.1 Traditional production material demand problems in production

and warehouse environments

This chapter addresses the needs of real-timdigetiel resource management
system in the manufacturing industry. First, theletton and challenges faced by
current enterprises are discussed. Second, sysidopsed in key business processes,
such as production and warehouse activities, asduated. Various information
technologies, such as data management and attifitidligence, are also reviewed
to provide a foundation for the development of a?@DSS to aid in managing

production and warehouse activities.
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2.2 Evolution of the Current Supply Chain Environment

According to Kaihara (2003) and Liu et al. (200®)supply chain is a valuable
information sharing channel among suppliers, mastufang and storage facilities,
distributors, and customers for facilitating they Heusiness activities of the sale,
production, and delivery of a particular produdtisl a network of upstream and
downstream organizations involved in different @eses and activities in providing
products and services to ultimate consumers (Qpigr, 1992). In traditional
supply chains, firms operate independently to deigth suppliers and customers
without considering the interests of other partielsis results in the phenomenon
called bullwhip effect or Forrester effect as désst by Forrester (1958). Bullwhip
effect is the magnification of fluctuations of tdemand patterns (in the form of
orders) from downstream (customers) to upstreanpp{ers), and the supply
variations (in the form of lead time) from upstreatm downstream. This
phenomenon would cause supply uncertainty, whicult® in a major negative
impact on the supply chain (Mason et al., 2003).€efirciently and effectively
manage supply chain activities, supply chain mamege (SCM) has been proposed.
SCM involves materials and supply management fitogrstipply of raw materials to
the final consumer products. It focuses on thezation of suppliers’ processes,
technology, and capability to enhance competittheaatage (Tan et al., 1998). The
main principle of SCM is to effectively integrathet material flow and related
information within the demand and supply proceg&soor and Tarokh, 2006).
There have been numerous literature on the adopmtfomaterial requirements
planning (MRP), manufacturing resource planning IR enterprise resource
planning (ERP), supplier relationships manageme8RM), and customer

relationships management (CRM) to improve the perémce of supply chain

10
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activities, which include material sourcing, protae scheduling, warehousing, and
product distribution (Choy et al., 2004; Koh, 20@&tikidis et al., 2008; Loh and
Koh, 2004; Stevenson et al., 2005; Tang et al. 5208owever, due to the global
extension of supply chain networks, enterprisesdrieecollaborate with suppliers,
customers, or even competitors in different timenes) across numerous
organizational boundaries, and in a variety ofurels. Under these circumstances,
the challenge of allocating production, transpatatand inventory resources to
satisfy demand is daunting (Simchi-Levi et al., 200

In a supply chain, manufacturing is responsible rezeiving raw materials
from the suppliers, transforming the materials ifmal products, and delivering the
products to end users. It entails a set of cootdthdunctions, such as molding,
casting, assembling, and so on, to produce a ptodince all manufacturing
functions are interdependent, and most of the n@s@enerating activities of the
company, such as business development, produatetattbnship management, and
pricing, take place in the production facility, tiperformance of manufacturing
functions affects the enterprise and the whole jugipain. Thus, it is essential to

simultaneously consider these functions to effetyiproduce superior products.

2.2.1 Current Situation in Production Shop Floor Bfronment

According to Scherer (1998), manufacturing is aterfiace between the
external market of an enterprise and its interredue~adding areas. The aims of
manufacturing are to: i) transform customer demand production orders, ii)
release orders to production area, iii) managersrde their way to the factory, iv)
ensure that orders are completed on-time, v) mopitoduction status, vi) control

lead times, vii) set order priorities, viii) plahet capacity at each work centre, ix)

11
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control queue time and work-in-process (WIP), xgore performance of actual

results to compare with standards and targetsxartlp the managerial level staff
adjust daily operations when something goes wrontheé manufacturing process,
such as workers’ absenteeism, machine breakdowss,df materials, and so on
(Schroeder and Flynn, 2001; Wassweiler, 1997). diiffe approaches are then
required to monitor and control manufacturing opers. For years, shop floor

control system (SFCS) has been essential for matuiiiag organizations because it
controls the production activities on the shop fld®FCS also manages material
flows to perform several activities, such as thigug tracking, work forecasting,

quality control, capacity feedback, status monitgyiand WIP tracking (Poon et al.,
2007). SFCS is an interface between the externdlimternal value-added areas.

Based on Wassweiler (1997) and Scherer (1998)tther functions of SFCS are:

. To transform direct customer demands or marketatgssplan into production
orders

. Torelease orders to the production area

. To manage orders on their way to the factory

. To ensure the orders are completed on-time

. To collect production status

. To monitor and control lead times

. To establish and receive order priorities

. To plan the capacity at each work center

. To control queue time and WIP

. To record the performance of the actual resultthey can be compared with

standards and targets

12
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. To help the management adjust daily operations enogething goes wrong in
the manufacturing process, such as workers’ absisne machine breakdowns,

loss of materials, and so on.

Traditional SFCS uses bar-code based systems toaiyascan and input data.
However, due to increase in the scale of manufegfleystems and the complexity
of shop floor control software, a number of disadeges have been discovered.
Huang et al. (2007) illustrate that the traditioggétem is time consuming, prone to
errors, and tedious for the manual systems of daitaction and capturing. Human
error is inevitable, particularly under stressfohditions (Poon et al., 2009). The
manufacturing processes require different typesomdérations and activities on
machines and involve more workers (Pongcharoenl.et2804). Tracing and
tracking WIP items in a large manufacturing plasmtai daunting task. Moreover,
manual worksheets are frequently damaged, lost,naisgdlaced. Since shop floor
operators are busy with other operations, theyhardly motivated to input data of
their operations. Mistakes are frequent in manaabrding. The information does
not accurately reflect production performance. Hencis difficult for production
managers to make appropriate shop floor decisi®os.et al. (2001) state that, it is
difficult to make simultaneous decisions based @ ghop floor status as reported
by equipment controllers who have different edurstl levels. Since the job tasks
are done by people from various educational backgls, interpretation or
understanding of production status often varies.

Due to the effect of the present financial crifiisns are facing the challenges
of providing high quality products with short leditnes to meet the growing

requirements of customized production. In this sertbe traditional SFCS is

13
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incapable of fulfilling the requirements. Therefoiteis essential to ensure effective
and efficient production processes during manufaaju However, unpredictable
risks, such as defects in the supplies of compaenentraw materials, or errors,
failures, and wastage, always occur in the prodagbrocess (Poon et al., 2007). It
IS necessary to replenish appropriate productiotemad in the production lines to
maintain productivity when problems occur. This dan defined as a “stochastic
production demand problem.” Christensen (1994 )est#élhat providing better and
faster recognition of and response to machine melfifons, rush orders,
unpredictable process vyields, human errors, etmne of the key requirements for
maintaining competitiveness. In terms of risk, @dg the volatility of production
time is critical to maintaining or even increasipgoductivity (Sanajian and
Balcigglu, 2009). Therefore, many researchers have suggjestierent approaches
to minimize the effect of the stochastic productmemand problem. One of the
common approaches is production scheduling. Bycaling appropriate resources,
production operations and activities are effectivaid efficiently performed (Baker,
1974). Numerous articles in literature mention thmbduction planning and
scheduling plays a significant role in improving therformance of manufacturing
(Fayad and Petrovic, 2005; Guo et al., 2006; Matam@nd Sharifyazdi, 2009;
Morita and Shio, 2005). According to J6zefowska dimdniak (2008), the task of
production planning and scheduling includes plagniand control of the
manufacturing processes and related resources, asichaterials, machines, and
others. The existing production scheduling appreaamainly focus on allocating
production resources only. The support of productioaterials is an essential
catalyst to ensure the execution of a productian glithin an effective and efficient

schedule. It is essential to consider simultangodlsé planning decisions on

14
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material supply, production and product deliveryagduce the high risk from market
uncertainty (Wang and Cheng, 2009). As productiatemials are generally stored in
a warehouse, the operation performance of a wasehdaecomes critical in
facilitating the planning and scheduling of jobstbe production floor. Due to the
fast development of the global market and its cditipe nature, most
manufacturing enterprises are transforming androzgay themselves into networks
of manufacturing, warehouse facilities, and disttibn sites (Gumus and Funeri,
2009). It is essential to consider simultaneoudlgrent operation statuses in these
facilities toward providing high quality productstivshort lead time. Therefore, the
operational efficiency of a warehouse is importantacilitating the planning and
scheduling of jobs on the production floor. Empkdsas been given to managing
the operations in both production and warehouser@mwments to maximize the

productivity of enterprises.

2.2.2 Current Situation in Warehouse Environment
According to Guet al. (2007), a warehouse is the most importamttfan for

linking the partners to formulate seamless integnadf the whole supply chain and
for ensuring the smooth flow of products inside thetwork. A warehouse has
different functions, such as a make-bulk/break-buotinsolidation terminal, a
cross-dock operation, a transshipment node, anmédgefacility, a product
fulfillment center, and a returned goods depot {fitigon and Bookbinder, 2005).
Basic warehouse operations comprise four procegpereceiving SKUs from a
source, (ii) storing the SKUs, (iii) picking the BK when required by orders, and,
(vi) shipping the orders to the customers (Rouwesthet al., 2000). Some of the

warehouses provide packaging and assembly func@snsalue-added services.
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Since a warehouse is an essential link betweenragmst (production) and
downstream (distribution) entities, and most wateteooperations are either labor-
or capital-intensive, the performance of these ajpamns affects the productivity and
operation costs of a warehouse and the whole suppgin. With such an
arrangement, it is essential to handle efficierahd effectively the warehouse
resources, such as SKUs, pallets and racks, paleks and forklifts, and
warehouse staff members, to achieve smooth manwuiagt operations, reduce
inventory, lower processing, storage, and transs@ig costs, and increase
productivity within facilities (Vogt et al., 2005)A highly efficient warehouse
management is embodied through accelerating the dfomaterials, reducing the
stock in the supply chain, ensuring shorter leages, and improving customer
satisfaction (Min and Zhou, 2002). Within the chawwarehouse management
systems (WMSs) are adopted to handle warehousaroesoand operations. WMS
is a computer application used to record warehdusesactions and maintain
accurate inventory to improve the efficiency of tirehouse (Shiau and Lee, 2010).
WMS contains information on supplier and customarelouse inventory levels
and key customer ordering patterns, wherein a mtodureceived in a facility and
shipped to the end customers (Mason 2003; Napoli2d01).

Nowadays, many companies adopt WMS in their wareé®uo monitor the
warehouse operations of receiving, storage, ordeking, packing process, and
shipping process. However, the current WMSs arapable of providing timely and
accurate warehouse operations information or ofiahizsing the actual working
status because they do not have real-time and atitordata retrieval features
(Huang et al, 2007). Instead, the systems heavily rely on mamugailtting of

operation information or on bar-code systems. lremrinformation is unavoidable
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from time to time as human error is inevitable (®axet al., 2000). Moreover, it is
difficult to formulate reliable material handlinglations to handle different orders
either by warehouse staff members (who may be #)asethrough WMS (Chow et
al.,, 2006). Based on the input of incorrect infotiora in inventory level on
warehouse capacity and storage location, inaccuegierts are generated from
WMSs. Consequently, warehouse staff members cueatdiable material handling
solutions for managing the daily warehouse opematim addition, the positions of
the resources are not accurately located by cudatat collection techniques (Shih
et al, 2006), resulting in inappropriate resource allmcatas regards warehouse

operations. Thus, an effective resource allocanodel is necessary.

2.2.3 Resource Allocation Model in Production andavéhouse Environment of
the Current Study

Approaches to solving resource planning and capadibcation problems can
be divided into two categories: mathematical prograng and soft-computing
methods (Wang et al., 2008). In the mathematicab@mming category, linear
programming (LP) and mixed integer linear programgn{MILP) are the most
common approaches. According to Makowski et al0@0an LP model is defined

by:

Min{z: aTx}
Subject to
Bx<c

x>0
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where scalaz is the objective functiorg andx are twom-dimensional vectors,
andc is ann-dimensional vectoB is matrixmxn. Theo elements of the vector
are the values of the decision variables. The dstpfl such models are optimal
solution x and optimal value of the objective function

The MILP model is an advanced LP model, which lim@ar objective function
subject to linear equality and inequality constimifTatu et al., 2010). A general

MILP model is defined by:

Min{z' =d Sy}
Subject to

E®y = f

where scalarz' is the objective function, andl , y , y', and y" are the
m-dimensional vectors. Symboals andf *are n-dimensional vectors, whereas

andE®* are matrices mxn. Symbols y ' and y" are the upper and lower

boundaries of y, respectively.

Many companies adopt LP and MILP to solve variousd& of practical
problems in transportation, production planningyestment decision, blending,
location, and allocation (Jansen et al., 199%ghezzaf (2007) adopts a mixed
integer programming model for developing a capaaitg warehouse management
plan that satisfies the expected market demandtivthowest possible cost. Kruiger

and Scholl (2009) integrate integer linear prograngnwith a rule-based approach
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to solve resource constrained multi-project schadybroblems with transfer times.
Jolayemi and Olorunniwo (2004) construct a mixeteéger linear programming
model for planning production and transportatiorarmities in multi-plant and
multi-warehouse environments with extensible cajesci Ozpeynirci and Aziziu
(2009) adopt a mixed integer linear programming ehdd maximize the total
weight over all operation assignments for solvipgration assignment and capacity
allocation problems.

There is no doubt that linear programming can gaditain optimum solutions
using related and well-defined variables. Howevesjthough existing
mathematical-based modelling and exact solutionhats are accurate, these are
extremely time consuming due to the complexity lué problems. In a real-life
dynamic production environment, large numbers odlstmatch production material
demands frequently occur. By using LP, computatiamae in searching for
possible solutions becomes lengthy (Lau et al.82@@d can be easily trapped into
local optima (Kwong et al., 2009). It is essent@lsolve the problems effectively
and efficiently within a short period of time. Hencsoft computing methods have
rapidly emerged to address capacity allocationexpénsion problems (Wang et al.,

2008).

2.3 Soft Computing Techniques Adopted in Production and

Warehouse Activities

As previously mentioned, it is difficult for humamns make decisions during
production and warehouse operations. Thus, sofpoting-based decision support
approaches have been widely adopted to assistcisioile making. In this section,

several types of soft computing techniques areiremdl| and investigated. Some
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possible techniques are determined for the devetopiof R-PODSS.

In the soft computing methods category, there ar®us well-known Artificial
Intelligence (Al) technologies for the developmeftdecision support systems to
manage the production and warehouse resources pedtions. They are: i)

rule-based reasoning (RBR), ii) CBR, iii) fuzzy iogand vi) GA.

2.3.1 Rule-based Reasoning

RBR is a particular type of reasoning, which usdss to solve problems. With
reference to Looney and Alfize (1987), the ternAlrcan be defined as an IF-THEN
structure, which relates given information or fadts an IF part, called the
antecedent (premise of condition), to some actiorai THEN part, called the
consequent (conclusion or action). The RBR mechamsillustrated inFigure 2.2
There are four main processes involved in RBR. Wédna@ew problem is identified,
the pattern of the problem is matched againstulesiin the knowledge base. A set
of applicable rules is then found and used to sdive problem. After that,
intermediate results are generated for testingfélasibility of the solution. The
process is repeated until the desired solutiore ssateached (Dutta and Bonissone,
1993).

RBR is an Al problem-solving approach whose rulesehmerits of easy
implementation and cheap computational cost (P20R6). Using a set of “rules,”
the decision-making behavior of management candsdyesimulated (Kerr and
Ebsary, 1988). A rule-based approach brings laminceptual simplicity, and ease of

communication for decision-makers (Janssen e2@05; Oglethorpe et al., 2000).
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Figure 2.2 RBR mechanism

RBR has been widely applied in different studidsarkar and Zhong (2006)
propose a rule-based approach to detect and gladmf defect patterns, which
appear on semiconductor wafer surfaces. Ballis @artia-Vivo (2006) present a
rule-based system to specify the correctness ampleteness of websites, and
check whether the properties are automaticallyiledf. By combining rule-based
and memory-based learning, Park (2006) proposesdelnto tackle the problem of
automatic word spacing in mobile phones. Huahgl (1995) develop a rule-based
matrix framework for re-entrant flow-shop schedgliproblems, whereas Kerr and
Ebsary (1988) implement a rule-based system forompg production schedules.

RBR has been used in building expert systems appkmnowledge acquisition
techniques (e.g., interviewing, protocol analyssnulation, personal construct
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theory, card sorting, etc.) for eliciting tacit kmedge from domain experts
(Hendriks and Vriens, 1999). However, the rule baseds to be refined when the
problems become complex. When the knowledge repgsibllects a large amount
of knowledge, RBR is affected by low response s@e®tlinflexibility, and requires
a modification of or addition on the rules to attdetter reasoning. Unlike RBR,
CBR has a high level of independence from spetsadisd domain experts (Tiwana,
2000). The reasoning principle is to solve new [@wis by reusing past cases. CBR
Is simple and can be used in a complex environnsereh) as the situation in supply

chain management.

2.3.2 Case-based Reasoning

CBR is an Al technique utilizing previous experierto solve problems (Kolodner,
1993). Previous problems and corresponding solsitiare stored as cases for
reference. Case representation, retrieval, andtiatdapre the major issues for
developing a CBR system (Liao, 2004igure 2.3 shows the CBR mechanism
which involves four main processes. They are:tjaeing cases with highest scores
of similarity from the case base repository, ifgsmg the potential cases to solve the
problems, iii) revising the cases if new informatis uncovered during the process
of creating the new solution, and iv) retaining tieav solution as a new case and

storing it in the case base repository (Pal e2al01).
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Figure 2.3 CBR mechanism

This learning mechanism of CBR has successfullytrdmrted to different
domains including manufacturing (Tsai and Chiu, 200Wu et al., 2008),
warehousing (Chow et al., 2006), purchasing (Mcleoral.,, 1997), and vehicle
maintenance (Kuo et al., 2005). There are vari@se cetrieval methods employed
in these domains. Some of the methods are foréas¢val time, whereas others are
for high accuracy of case retrieval. Sun and Fin{#604) illustrate that the
nearest-neighbor retrieval (NNR) system is onehef most simple and common
CBR techniques, which can provide an assessmenhefdegree of similarity
between problem descriptions attached to a catleeicase base repository and the
description of the current problems which need @osblved. Cheung et al. (2006)
propose a nearest-neighbor-based service automagistem for providing high
guality customer services with fast and efficienistomer responses in a
semi-conductor equipment manufacturing company. é@n the time spent on

retrieving potential solutions for a new query igedtly proportional to the number
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of cases stored in the case base repository. Téamsithat it will take a long time to
retrieve the case if there is large number of casa®d in the repository. Kolodner
(1993) shows the difficulty of determining the magpropriate case to represent the
current query case when only few cases are availalihe case base. Thus, NNR is
a technique which can be used to find the mostag@te case for the new query,
despite the lengthy retrieval time. Several redeasc have tried to reduce the
retrieval time because managers do not have the timwait for solutions in the
actual working environment. Hence, Watson (1997plars that the inductive
approach is a technique which determines the mogtoiitant features in
discriminating cases, and generates a decisiontytpee structure to organize the
cases in the case base repository. Shin and H&1)2@monstrate the effectiveness
of the inductive learning approach to case indefargousiness classification tasks
in a bonding company. Although fast retrieval spisedchieved by this approach, a
long time is needed for indexing the features ofase. As a result, a hybrid
approach is proposed for solving the problems. Clval. (2006) propose an
NNR-Inductive CBR engine to solve the order pickprgblems for enhancing the
performance of warehouse operations. Wang et &07R suggest utilizing the
NNR-Inductive retrieval approach for predicting thetual restoration cost, solving
order change problems, and reducing the budgetwetine. Another approach is to
adopt a case clustering method with the NNR tealmid¢kim and Han (2001) and
Can et al. (2004) mention that there are two stegsse retrieval of the clustering
approach. The queries are first compared with thsters or centroids, which are
associated by similar problem descriptions. Detiagaerying is then performed on
the retrieved cases. Although the time for casdexatl varies according to the

number and the size of the centroids, it is reddyivfaster than the other retrieval
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approaches. Using this clustering approach elirmgahe time spent on case

indexing and shortens the case retrieval time.

2.3.3 Genetic Algorithm

Among the soft computing techniques, GA is the npagtular method to solve
resource planning and capacity allocation proble@%.is a global meta-heuristic
search technique introduced by Bagley in 1967. Atiog to Maulik and
Bandyopadhyay (2000), GA is a randomized search aptamization technique
capable of determining the most appropriate salufiar a large-sized problem
within a reasonable period of time. The typical gedure of a GA includes
randomly generating chromosomes, checking for timaof chromosomes with
rules, evaluating the fithess of individuals in thmopulation, reproducing
chromosomes, and terminating the algorithm whendisred result is obtained.

The procedure is shown kigure 2.4

Chromosome Encoding Chromosome Selection

l No l’

Crossover

.

Mutation

Population Initiation

A\ 4

Fitness Evaluation

Yes l'

a

Population Modification Repairing

{

New Chromosome

Generation
]

Figure 2.4 GA mechanism
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In the domain of production-and-warehouse enviramsje numerous
GA-related studies have found solutions to différgmoblems. Thus, many
researchers adopt this search technique to solugple& problems in different
domains, especially in production and warehous@@mwents.

With the help of GA, the problem of capacity expansand allocation has
been solved in the semiconductor testing indudtgn(@ and Lin, 2002). Mendes et
al. (2009) integrate a GA with heuristic priorityles to solve resource-constrained
project scheduling problems. Guo et al. (2008) psepa GA for solving order
scheduling with multiple constraints for maximizitige total satisfaction level of all
orders while minimizing total throughput time. Kéhgmd Kdchel (2006) presented
a GA simulation-based sequencing and lot size opdition for a multi-item
Capacitated Stochastic Lot-Sizing Problem in a petidn-and-inventory system.
Hong and Kim (2009) illustrate a GA for determiniting replenishment order policy
of the items so as to minimize the average invgntost. Cha et al. (2008) propose
a hybrid GA approach to solve the joint replenishtmproblem and provide a
delivery schedule for a case of one warehouse anltphe retailers. Mirhosseyni
and Webb (2009) develop a Fuzzy-GA hybrid systens@idving material handling
equipment selection and assignment problems. Afs&A heuristics is introduced
for solving integrated production scheduling andventive maintenance planning
problems (Sortrakul et al., 2005). Rau and Cho 92@0opose a GA approach to
tackle the inspection allocation problems for réramt production systems. Hsu et al.
(2005) design a GA-based order batching methocalle order batching problems
by minimizing the total travel distance within a neaouse. Yao and Chu (2008)
demonstrate a genetic algorithm approach to mimmize warehouse space

requirements by identifying the optimal raw matereplenishment cycles. Ni et al.
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(2007) propose a GA-based approach to solve mijdetive scheduling problems
in utilizing resources and minimizing mold manutaatg time. Rajkumar and
Shahabudeen (2008) suggest an improved GA, whildngaarious GA operators to
solve the flow shop problem on the production sthoqr.

The current GA-based solution highlights the imance of using a GA in
solving scheduling and replenishment problems ganebusly (Khouja and Goyal,
2008). Although existing GA approaches are ablprtwide optimal replenishment
solutions in maximizing the utilization of wareheusesources, minimal attention
has been paid to adopting GA for simultaneous sglvof scheduling and
replenishment problems. Hence, in this researchis@opted to formulate feasible
small batch pick-up solutions, so as to solve ttwehastic production material
demand problems.

Existing mathematical programming and soft-commutimethods utilize
historical information to model and solve matepinning and capacity allocation
problems. Two assumptions are considered in theguproduction-and-warehouse
solutions. These are, (i) all products manufactuassl of perfect quality, and (ii)
unlimited inventories are stored in a warehouseu(@het al., 2009). Missing
information is revealed through historical decisdivMarar and Powell, 2009), and
inappropriate solutions would then be providedHhsy éxisting methods. It is a usual
practice to handle various warehouse operationulg&meously using a small
number of material handling items of equipment. afging limited warehouse
resources and ensuring the capability of these lvoaise resources to handle such
demands are complex tasks. Therefore, it is esdetatiadopt a real-time data
capturing technique and advanced Al to monitor ¢hanges during production

operations and provide feasible solutions withghart period of time.
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2.4 Current Automatic Data Capture Techniques

To enhance the speed of data sharing, automatcodgturing techniques are
required. In this section, existing automatic dapture techniques are investigated.
Several automatic data capture techniques are edidpt facilitating information
sharing in the existing markekome of the techniques are capable of providing
object location information. In the outdoor envinoent, the most well-known
technology in location tracking is the Global Posit System (GPS). It is a
space-based radio-navigation system, which usesalites orbiting around the
Earth and receivers to locate objects, in term$@fght, longitude, and latitude
coordinates (Postorino et al., 2006). The mainiappbn of GPS is to determine the
location of vehicles and the actual traffic coratiti Although it accurately locates an
object in the outdoor environment, it is unableldoate objects inside buildings.
Hence, Cell of Origin (COO) or Cell-ID is proposéal locate objects between
indoor and outdoor environment. COO is a networkeldalocation system, which
uses the latitude and longitude coordinates of hase station and transmitters
serving the mobile device, as the location of teeryJagoe, 2003). However, it is
inaccurate in locating a moving object, as “blindints” always occur due to
defective coverage of the network, especially oloor environment. Hence, various
technologies have been developed to locate objedise buildings. Barcode and

RFID technologies are the most common approache&(d Gang, 2006).

2.4.1 Barcode Technology
A barcode is a scheme in which printed symbolsasgmt textual information.
The printed symbols generally consist of verticatsh spaces, squares, and dots.

Based on a particular encoding and decoding ruleh «inds of symbol can be
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transformed to meaningful characters and numbéris i§ also called symbology.
Lahiri (2006) claims, that about 270 different syidgies have been invented to
support specific requirements. Approximately 50 Bgiogies are widely used
today.

A barcode scanner is the main tool used to receghiz barcode. It uses a light
beam to scan the barcode. During the scanning ggpdtke reader measures the
intensity of the reflected light by the black anti@ regions of the barcode. A dark
bar absorbs light and white space reflects lightight sensitive electronic device
called photodiode or photocell translates thistlighttern into electrical. Electric

circuits then decode this generated electricaleturinto digital data.

e Barcode Standard

There are several types of barcode standards imthestry. These standards
can be mainly divided into linear and two dimensiofExamples of linear standard
are Uniform Product Cod@PC), European Article Numbering System (EAN), and
Code 128. Two-dimensional standard consists ofaBtetData Format (PDF) 417,

Aztec code, and DataMatrix.

Linear Barcode Standard

UPC has UPC-A and UPC-E versions, as showhigure 2.5 UPC-A consists
of 12 digits, and the last digit is used as a chdigk. The first digit represents the
product type and the next five digits, the manufeat code. The rest of the digits
identify the actual product. UPC-E consists of sewgits, and its structure is
similar to UPC-A. UPC-E compresses a UPC-A code iatsix-digit code by

suppressing its trailing zeros for the manufactuede and leading zeros of the
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17723456"78901""2 1234586 5

Figure 2.5 UPC-A (left) and UPC-E (right)

actual product.

EAN is the European version of UPC. There are twogygeEAN, namely,
EAN-13 and EAN-8, as illustrated iRigure 2.6. EAN-13 contains an additional
digit. This additional digit and the twelfth digienerally represent the country code.
EAN-13 is used in the publishing industry to reprégsISBN numbers of books.
EAN-8 consists of eight digits, in which the fitsto comprise the country code.

The next five digits are used for data, and thedas is used as a check digit.

006985"156158 4£210"1925

Figure 2.6 EAN-13 (left), and EAN-8 (right)

Code 128uses both alphabetic symbols and digits, as ptegenFigure 2.7.
Code 128 can represent the numbers from 00 thr8@glas well as uppercase and

lowercase alphabets.
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alb2c3
Figure 2.7 - Code 128

Two-Dimensional Barcode Standard

PDF can represent 2525 characters, as showkigare 2.8 It is a mature

symbology, which provides several options, suctaa security, compression, error

Figure 2.8 PDF

detection, and correction.

Aztec Codecan encode 3750 characters, as illustrateBigure 2.9 At the
center of this bar code is a square-shaped budissesrounded by layers of encoded

data.

. o "

Figure 2.9 Aztec Code
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DataMatrix can encode 3116 characters, as presenteBligare 2.10 A
distinguishing characteristic of this symbologytssperimeter pattern. Apart for this,

this type of bar code offers maximum read accuracy.

Figure 2.10 DataMatrix

e Problems and Limitations of Barcode Technology

Although the barcode system has already been figlyeloped, Hunt et al.
(2007) illustrate that several problems and linotadé of barcode technology still
exist, which cannot be solved. The limitations asdollows:

® Short read range — The read range of a bar codteraa generally
confined to a few meters.

(i) Need for line of sight — A bar code scanner musdreeclear line of sight
to scan a bar code.

(i)  Easily damaged — A bar code usually prints on pdpereasily damaged
when used in moist environment.

(iv)  Small data capacity — A bar code can store 13-diggtracters which is
not enough in today’s industry.

v) Not rewritable — A bar code can only store staatadwhich cannot be

rewritten.
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(vi)  Not intelligent — A bar code should be scanned Wyuman using the
reader scanner. Consequently, it is susceptildeitaan error.

(vi)  Not capable of real-time capture — As a bar codenaakeep tracking
and tracing continuously and cannot be rewritteis, mot able to perform

real-time data capturing.

2.4.2 RFID Technology

According to Landt (2005), the commercial use oflREechnology began in
1980s, primarily in the railroad and trucking intiies. It is able to send, process,
and store information (Wu et al., 2006). Subseduyethis technology has been
widely adopted in different business operationglémtify, locate, and track people,
as well as animals or assets (Streit et al., 2008yissen et al., 2006; Vijayaraman

and Osyk, 2006; Huang et al., 2007).

e Architecture of RFID System

RFID technology consists of two sections, i.e.,das@re and software. The
hardware part is composed of tag, reader, and @atefhe software part is

composed of the middleware and the host compufevae system.

Hardware Section

()  Tag

An RFID tag is a device which can store and trahslatia to a reader in
a contactless manner using radio waves. An RFIDbtsically consists of a
microchip and antenna. Microchip contains the maidu) which modulates the

received reader signal. Likewise, it has a memarydata storage. A tag’s
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antenna is used for drawing energy from the readsghal to energize the tag,
and for sending and receiving data from the real@s antenna is physically
attached to the microchip. The antenna geometrgeistral to the tag’s
operations. Lahiri (2006) claims, that the antel@mgth is directly proportional
to the operation wavelength of the tag. A dipoléeana consists of a straight
electric conductor (e.g., copper) interrupted at ¢enter. The total length of a
dipole antenna is half the wavelength of the reglirequency to optimize the
energy transfer from the reader antenna signdladag. A dual dipole antenna
consists of two dipoles, which can greatly redueetag’s alignment sensitivity.
As a result, a reader can read the tag at diffet@mtorientations. A folded
dipole consists of two or more straight electriadoctors connected in parallel.
Each has a dimension that is half of the wavelenftie different designs of
the tag’'s antenna may affect the reading distaknewn orientation, and
transmitting speed of the tag.

RFID tags can be classified into three: (i) PassiveActive, and (iii)
Semi-Active Tags.

Passive Tagloes not have a non-board power source. It ugepdiver
emitted from the reader to energize itself anddmaih its stored data to the
reader. A passive tag is simple and has no movartspas shown ikigure
2.11 As a result, the tag has a long lifespan and rgélgeresistant to harsh
environmental conditions. It can read ranges sigrtirom less than 2
centimeters to 9 meters. Furthermore, a passiveigagenerally cheaper

compared with active or semi-active tags.
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=N == 1n—=

Figure 2.11 Passive Tag

Active Tagcontains an on-board power source, and it is @eally
powered for performing specialized tasks. An actag uses its on-board
power for data transmissiofigure 2.12illustrates a sample of active tag.
The on-board electronics can contain microprocess@ensors, and
input/output ports powered by the on-board powenre® The reading

distance of an active tag can be up to 30 m or more

Figure 2.12 Active Tag

Semi-Active Tagcontains an on-board power source and electroaics f
performing specialized tasks. The on-board powe@plsuprovides energy to
the tag for its operation. However, for transmdtuhata, a semi-active tag uses

the reader’s emitted power.
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(i) RFID Reader
An RFID reader or “interrogator” is a device whican read from and

write data to compatible RFID tags, as showrFigure 2.13 Thus, a reader
also acts as a writer. The main components of #slar are transmitter,
receiver, microprocessor, memory, input/output cledsfor external sensors or
actuator, controller, communication interface, guiver. The transmitter and
receiver are used to send the reader’s signaldacstinrounding environment
and receive tag responses back via the readerrastehe microprocessor is
responsible for implementing the reader protocol dmmmunicate with
compatible tags. The RFID reader performs decodimdjerror checking of the

analog signal from the receiver.

Figure 2.13 RFID reader

Generally, there are three types of communicatietwéen a reader and
a tag. They are the modulated backscatter, tratesmand transponder types.
The reader transmits a continuous-wave (CW) RFasigmo the reading

environment. When a tag appears in the area, iubates or breaks up the CW
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signal into patterns of ones and zeroes, whichdafmed as the tag's digital
data. Since it “speaks” essentially by reflectifge treader’s “voice,” a
backscatter tag is physically incapable of commating data outside the
presence of a reader’s signal. A transmitter taghraadcast a message in the
environment even if there is no active reader netlfhear” it. This tag acts
similarly to the ringing of a telephone even whename is home to answer it.
Another type of tag is the transponder. To cons@awer and minimize RF
noise pollution, some active/transmitter tags maygdnfigured to “go to sleep”
or enter a quiescent or lower-power state whers ihat being interrogated.
When a reader enters the area, it then transnsigral to “wake up” all the
tags in that area. Therefore, each tag only traissimiresponse to the reader’s

command.

(i)  Antenna

Generally, an antenna is physically attached weader by a 6 to 25 feet
cable, as shown iRigure 2.14 A single reader can support up to four antennas.
The antenna is also called the reader’s coupliegieht because it creates an
electromagnetic field to couple with the tag. Timéeana broadcasts the reader
transmitter’s RF signal in its surroundings anderees tag responses on the

reader’s behalf.

Software Section

The host and software system is an all-encompadss&ng for the
hardware and software component separated fronR#I® hardware. The

system is composed of edge interface/system, midalls enterprise back-end
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interface, and enterprise back-end.

Figure 2.14 RFID antenna

Hunt et al. (2007) state that middleware is useshte data between the
RFID networks and the IT systems within an orgaimra Middleware merges
new RFID systems with legacy IT systems. Middlewara software tool, which
moves data to and from transaction point. For exeymp a tag-read process, the
middleware moves the data contained in a tag froenreader to the proper
enterprise IT system. Conversely, in a tag-writecpss, middleware moves the
data from the enterprise IT system to the propadee and ultimately to the
proper tag. Different companies usually build difet middleware themselves
to fulfill their special need. Most of the middlesgaproducts currently under

development are based on EPC global standards.

e Standard of Radio Frequency

Different countries have established different emngf frequency for RFID, as

shown inTable 2.1
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Table 2.1 International RFID frequency regulations

Country/ Low frequency High Ultra high Microwave
Region (LF) (KHz) frequency frequency (GHz)
(HF) (UHF) (MHz)
(MHz)
United States 125-134 13.56 902-928 2.400-2.4835,
5.725-5.850
Europe 125-134 13.56 865-868 2.45
Japan 125-134 13.56 950-956 2.45
Singapore 125-134 13.56 923-925 2.45
China 125-134 13.56 840-843, 2.446-2.454
917-925
Hong Kong 865-868,
920-925

e Electronic Product Code (EPC)
EPC is a standard marking system using RFID a@rfate technology without
a fixed air interface framework. The system defimestandard product coding

structure for item management application. Accagdio the EPC Global official

website (2008), EPC can be classified into thefaithg types:
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(1) Class 0 —This is a passive tag which can storer ®6 its of EPC. This
is designed for UHF (900 MHz). A class 0 tag cotssef a unique serial
number, which has already been written by the netufer before the
tag was shipped to a customer.

(i) Class 1 — This is a passive tag which can storer®6 bits of EPC data.
Class 1 is designed for both UHF (860-930 MHz) HIFd(13.56 MHz).

(i)  Class 1 Generation 2 — This is a new generatioBRE WORM tag
based on the UHF Generation 2 Foundation Protedakh will replace
Classes 0 and 1 tags. This is designed for UHF{(880 MHz) and
consists of a 128 bits RW tag with 96 bits reserfieedEPC data and 32
bits for error correction and kill command.

(iv) Class 2 — This is a passive RW tag, which can stiar&PC with user
data. The minimum user data capacity of such t&#p4sbits. These tag
types are still in the prototypical stage.

()] Class 3 — This is an RW active tag, which hasgelaata capacity that is
still unspecified at this time. A Class 3 EPC tagpmorts on-board
processing and I/O capability.

(vi) Class 4 — This is an RW active tag with a large ds¢a capacity that is
yet to be specified. The minimum read range is f&@®d. These are the

most expensive tag types.

e Operating Principle of RFID

Figure 2.15 shows the inductive principle of RFID technologihe vast
majority of RFID systems operate according to thagyple of inductive coupling.

A wave is a disturbance, which transports energynfrone point to another.
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Electromagnetic waves are created by electronsotiom and consist of oscillating
electric and magnetic fields. These waves can flassigh a number of different

material types.

Magnetic field H

. _ Tag
KReader (Transponder)
(Interrogator)

Figure 2.15 Operating principle of RFID technology(Extracted from

Finkenzeller, 2003)

RF waves are electromagnetic waves with wavelenggween 0.1 and 1000
km. Radio waves can also be defined in terms afueacy, e.g., electromagnetic
waves whose frequencies lie between 30 and 300 Gz rest of electromagnetic
wave types are infrared, visible light wave, ultodet, gamma-ray, x-ray, and
cosmic-ray. In general, RFID utilizes radio wawebjch are generally between the
frequencies of 30 KHz and 5.8 GHz.

The physical connection of RFID can be divided ifdor types, as shown in

Figure 2.16
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One to One Many to One
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Figure 2.16 Connection between RFID tag and reader

Many to Many

B yin—a

The communication method of “many to one” is comipoadopted in the
actual production/warehouse environment. An RFIDusially used to detect

multiple tags. This can also be applied in SFCSrawing the WIP.

e RF Properties with Various Materials

According to Lahiri (2006), radio waves can be etiéel by the material during
transmission. A material is called RF-lucent or /REndly for a certain frequency if
it allows radio waves at this frequency to paseugh it without a substantial loss of
energy. A material is called RF-opaque if it blockeflects, and scatters RF waves.
A material which allows the radio waves to propagarough it but with substantial
loss of energy is referred to as RF-absorbent. RReabsorbent or RF-opaque
property of a material is relative because it delsesn the frequency. Cooney (2006)
illustrates that a lower frequency radio wave igdu$or a longer communication

distance because it has less energy loss. Onltee loand, a higher frequency radio
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wave is used for a short communication distancelodes energy quickly but

transmits data fastefable 2.2presents RF properties of various materials.

Table 2.2 RF properties of various materials (Extrated from Scherer, 1998)

Material LF HF UHF Microwave
Clothing RF-lucent RF-lucent RF-lucent RF-lucen
Dry-wood RF-lucent RF-lucent RF-lucent RF-absorbent
Graphite RF-lucent RF-lucent RF-opaque RF-opaqgjie
Liquid RF-lucent RF-lucent RF-absorbent  RF-absaorben
Metals RF-lucent RF-lucent RF-opaque RF-opaqglie
Motor oil RF-lucent RF-lucent RF-lucent RF-lucent
Paper products RF-lucent RF-lucent RF-lucent RF-lucent|
Plastics RF-lucent RF-lucent RF-lucent] RF-lucent
Shampoo RF-lucent RF-lucent RF-absorbent  RF-absbrpe
Water RF-lucent RF-lucent RF-absorbent  RF-absorhent
Wet wood RF-lucent RF-lucent RF-absorbent

RF-atBurlr

e Advantages of RFID over Bar Code

Although RFID is much more expensive than barcadrology, enterprises

are willing to adopt these techniques, if only taprove accuracy of data capture.

The advantages of adopting RFID technology arel®as.
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(i)

(ii)

(iii)

(iv)

(v)

(vi)

(vii)
(viii)

Does not require line of sight- An RFID reader does not need a line of
sight to read a tag’s data, unlike a barcode reader

Writable data — An RFID tag data can be written many times. dag

on a barcode is static and cannot be changed.

Longer read range— An RFID tag can have a significantly longer rang
than a barcode. Generally, a passive RFID tag meadarange of about 9
meters. A barcode reader has a read range of enéters.

Larger data capacity — A barcode generally has 12 digits. However, an
RFID can store much more data than barcode. ILB8%its equal to 39
digits.

Multiple reads — An RFID reader can read several tags within iy ve
short period which a barcode cannot do.

Sustainability — A barcode can be damaged more easily than ab RFI
tag. An RFID tag is generally resistant to rugged harsh environments.
Read accuracy— RFID is far more accurate than barcodes.

Real-time control — An RFID tag’s data can be monitored in real-time

by the connection of RFID reader and the host softvgystem.

RFID technology can remedy the problems of the didecsystem in real-time

monitoring. Moreover, it has wider access areagdarmemory storage, and
performs automatic data tracking. The cost of RR#3 rapidly decreased in recent
years. Thus, it is a technology, which could be pded in SCFS to increase

production efficiency.
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e RFID Applications in the Existing Market

With RFID technology, the feature of automated dadpture is established.
RFID technology has been widely adopted in productiand warehouse
environment (Gu et al., 2007; de Brito and van ldsan, 2009; Sahin and Dallery,
2009; Zhou, 2009). Yin et al. (2009) developed &ilRbased precast production
management system for controlling the quality ahponents during the production
stage and managing the storage and transportasoies of finished products. An
agent-based collaborative mold production systesnbleen designed for solving the
problems of vendor selection and task selectioagpey et al., 2009). The system
utilizes RFID technology to control and monitor afrcing partners instantly. Poon
et al. (2009) propose an RFID case-based logistiesurce management system to
improve the efficiency and effectiveness of ordiekimg operations in a warehouse.
Martinez-Sala et al. (2009) present the framewdik packing and transport unit for
the grocery supply chain. RFID technology is adddta tracking and tracing the
products in the cold chain.

However, the mechanism coordinating the resourceagement process of
analyzing information, decision support, and knalgke sharing is still neglected.
This highlights the need to adopt Al techniquesgnated with RFID technology to
support the management of production-and-warehpreszesses.

To conclude, there are independent systems adoptednanaging the
production and warehouse activities in organizatiddowever, these systems are
either barcode- or manual-based. People mainlyameltheir experience, know-how,
and knowledge to manage production and warehousigitias, resulting in
incapability of acquiring, retrieving, and maniptihg various types of production

and warehouse information for monitoring and cdhitrg different planning
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activities and operations. Human error is inevialparticularly under stressful
conditions (Hockey and Sauer, 1996; Sexton et28l00). As a result, error and
rework frequently occur, resulting in increasedrapiag cost and low accuracy and
resource utilization. Enterprises lose their contipet advantages if they cannot
satisfy their customers. It is essential to implatree real-time Al-aided system for
managing material flow between production and wauwsk facilities to provide

superior products and services for fulfilling cusrs’ demands.
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Chapter 3 Real-time Production Operations Decision Support

System

3.1 Introduction

In this chapter, the development of an R-PODSSssudsed to illustrate the
process of increasing the visibility of product@md warehouse operations status and
enhancing the efficiency and effectiveness of decisnaking when production
problems occur. This will enable warehouse res@utoebe located on a real-time
basis and instant material handling solutions Ve suggested for automatic
handling of customer orders. The feature of reaktand automatic data retrieval in
the proposed system is supported by RFID technplegyich also facilitates
construction of an effective triangular localizatischeme to determine the exact
locations of warehouse resources. The collected gathen compared with the
attributes stored in an embedded case-based ehmidetermine the appropriate
material handling equipment to handle the ordekipgs operations. Moreover, a
material handling solution formulation model is stncted by GA to generate the
shortest pickup sequence for the appropriate nahtieaindling equipment. Through
this, the objectives of maximizing the productivitywarehouse and minimizing the
operation costs in a warehouse are achieved. Twstieation phases for R-PODSS

are required for this process:

Phase 1 — Defining the operating specification (#@DSS

Phase 2 — Constructing the architecture framewbR-BODSS

The detailed explanation of these phases is prdvidéne following sections.
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3.2 Phase 1 — Defining the Operating SpecificatiohR-PODSS

The objective of this phase is to define the ojegaspecifications of the
proposed system. Five stages are involved: (i) marse and shop floor layout study,
(if) evaluation of RFID equipment, (iii) RFID reamj performance tests, (iv) result

analysis, and (v) system design, testing, and atialu

Stage 1. Warehouse and shop floor layout study

It is essential to perform a warehouse and shopr flstudy before the
implementation of the proposed system becauseajmils of warehouse and shop
floor vary among different companies. The physaa environmental factors, such
as the size of the warehouse, number of aislesbauof racks, types of racks, types
of material handling equipment, types of produdresi, humber of production
lines/workstation, etc., affect the readable raage accuracy of tags (Bhuptani and
Moradpour, 2005). By studying the actual environtheéhe specification of the

warehouse and production shop floor is determinedRFID equipment selection.

Stage 2: Evaluation of RFID equipment

As previously mentioned, there are two common typeRFID equipment
available on the market, namely, active RFID tetbgy and passive RFID
technology. The items of equipment of these tealgiek vary in size, cost, reading
performance, and application domains. The most comRFID equipment used in
warehouses and shop floors, are the Active (Ali@B02Mhz Series) and the Passive
(Alien 9800 series) RFID apparatus. Experiments ehdeen conducted for
evaluating the reading performance of these typemqoipment to select the most

appropriate for the actual production shop floatt amrehouse environments.
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Stage 3: RFID reading performance tests

Seven tests, namely, i) Orientation, ii) Heigh), Range, iv) Material, v) Power
level — distance, (vi) Tag angle, and (vii) Anteramayle tests are proposed to evaluate
the performance of the RFID device in the actuaddpction and warehouse
environment. In addition, two terminologies, E-gaand H-plane, are adopted in the
tests. According to Balanis (1969), E-plane is ki as “the plane containing the
electric-field vector and the direction of maximuadiation,” whereas the H-plane is
“the plane containing the magnetic-field vector aihe@ direction of maximum
radiation.” Therefore, in this study, the E-plaserégarded as the elevation plane
(x-y plane) and H-plane is regarded as the azimlathe (y-z plane), as illustrated in

Figure 3.1

N

E-plane
/

RFID Antenna

/

/

X H-plane

Figure 3.1 E- and H-plane patterns

Before performing the tests, the RFID readers agd should be appropriately

installed so as to obtain reliable experimentalltesA pair of antennas is placed at a
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fixed location and the center of the antennasasqa 1 meter from the ground. Tags
are stuck onto objects placed in various locatidasing different directions, and
stuck onto various materials. After this, the reatkés of the tags (total reads per

minute) are taken by performing various tests.

1)  Orientation test

The test determines the horizontal effective RFecage range of the reader.
The tags are stuck on the front, top, and sideasad of the object and corresponding
read rates of the tags are measured by horizomtediying the object across different

distances. The configuration of the orientation i®shown inFigure 3.2

RFID RFID v —
Reader tag horizontally

Object
(Top Surface)
(Side Surface) l /
(—— -

(Front Surface)

e ~ & | B

LR S e S e e

Im

| M|
! Distance 1

Figure 3.2 Configuration of orientation test

i) Height test
In this test, the effective vertical RF coveragege of the reader is determined.
The tags are stuck on the front surface of theablgkaced at 1 meter from the reader.

Subsequently, the object is vertically moved acrdsgterent distances and the
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corresponding read rates of the tags are measthedconfiguration of the height

test is shown ifrigure 3.3

RFID N

Reader S Move

RFID vertically

S Object

I m

Figure 3.3 Configuration of height test

lii) Range test

The test determines the maximum RF coverage rarigtheo reader in a
horizontal direction. As illustrated iRigure 3.4, the object is placed 1 meter from
the reader and the tags are stuck on the fronaseidf the object. Read rates of the

tags are measured when the object is horizontadlyeah across different distances.
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RFID
Reader

RFID oy, Mowe
j’ vertically
tag \- 1 m
Object ~_| -
. e :_ _____ :

Figure 3.4 Configuration of range test (top view)

Iv) Material test

In the material tests, the reading performancenefRFID device is measured
when the tags are placed on the front and backaesfof various types of products
in the actual environment. Similar to the oriemtatitest, the tags are stuck on the
nearest and farthest surfaces of the object. Thecbls horizontally moved across
different distances and the corresponding read ratehe tags are measured. The

configuration of the material test is showrHigure 3.5

RFID
Move
RFID tags horizontally
Reader Different types
B / of products
S ' | lI 77777 I
| ) rE————
Im 3 i J: 3
| i B

|
Distance 4

Figure 3.5 Configuration of material test
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v) Power level-distance test

In this test, the effective RF coverage range efrdader is determined with an
appropriate power level. Two variables are congden this test: i) distance from
the antenna (the center point of the two antentoaib)e tag, and ii) energy level. The

configuration of this test is shown kigure 3.6.

RFID Antenna

—Power level-»

RFID tag

¢— Distance )I

—Power level»

Figure 3.6 Configuration of power level — distancéest (side view)

vi) Tag angle test

This test determines the effective RF coveragegarighe reader when the tag
is placed at a certain angle).(Two antennas are placed in line parallel toEh@and
H-planes, and the tag is placed in different posgiin the E-plane. The angle of the
tag changes in the H-plane. By doing this, the maadie under different tag angles

can be plotted. The configuration of the tag angst is shown ifrigure 3.7.
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RFID Antenna

\ ss‘ ‘
SRy
‘< ' —o» > a
Dy |\ \
L \
- RFID tag

Figure 3.7 Configuration of tag angle test (perspéiwe view)

vii) Antenna angle test

This test determines the effective RF coverage gavfgthe reader when the
antennas are placed at a certain arft)leXn object is moved in front of the antennas
at different angles and the corresponding reads ratehe tags are measured. The

configuration of the antenna angle test is showrignire 3.8

Velocity

A

VA7~ Mobile RFID tag

K Radiation
direction

Stationary RFID antennas

Figure 3.8 Configuration of antenna angle test (topiew)
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Stage 4. Result analysis

After the tests, three kinds of results are obthiaad analyzed, as shown in
Table 3.1 The first set of results determines the relatmbetween the power level
and the distance between the tags and antennas.sd@tmnd set shows the
relationship between the reading performance apddtfierent reader angles. The
third set illustrates the most effective RF coveraange of the reader. Based on the
results, the RFID devices are installed in the satbrklifts, and production materials
for real-time data collection, as illustratedRigure 3.9 Through RFID technology,
information of material handling equipment is captiwhen the equipment passes
the antennas. The retrieved information is in EB@&t, which is a standard product
coding structure for item management applicatidime retrieved information is then
systematically stored in a centralized databasduidher processing (e.g., location

tracking of production materials and optimizatidrtiee pick-up routing plan of the

forklifts).
RFIZ“E?::: " B =T = R [ .| . .
Production L:#:% ‘:r = = o O
Lines s [ — Z Z z Z :
o | o e

L T | R

) oo | o COC

Warchouse i Ug i i i ]
] O LIS ]

e o B

Figure 3.9 Setup of RFID equipment in shop floor ad warehouse
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Table 3.1 Results of the tests

Test Expected result Final result

Horizontal effective RF coverage
Orientation Test
range of a reader

Vertical effective RF coverage
Height Test
range of a reader

Maximum RF coverage range of a
Range Test
reader in a horizontal level

RF performance effects of
Material Test

handling different materials The most effective RF

RF performance effects of settingoverage range of the
Power Level -
different power levels and placingeader
Distance Test
in different locations

RF performance effects of setting
Tag Angle Test different angles between the tags

and antennas

RF performance effects of setting
Reader Angle Test different angles between the

antennas

Stage 5: System design, testing, and evaluation
After defining all the operating specificationsethrchitecture of R-PODSS is
designed then tested under two case studies taectisat all the equipment work

within the defined specifications.

56



Chapter 3 The real-time production operations datisupport system

3.3 Phase 2 —Constructing the Architecture Framewaf R- PODSS

After finishing Phase 1, the data capture capabdit the RFID is verified.

Figure 3.10shows the architecture framework of R-PODSS cangjisif four main

modules.
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| ] Il ] = R | o by
=\ e el s [ R |
PR r R s,
/I_ .
o P e RFID
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D'}"—J[@E’”" f Technology
LA (=] (il
N ]
[ (e (b, :
& T Wireless
Technology

'

]| | — . |
Database l l i l
b | Srsaiion | [opeation) | Qualiy | | Defeat ||
Qu?ry : | | information area record type Lodenens

Optimization | database

database databasc | | database | | database
Data Storing H___Al»_j T
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Retrieving

Transforming
Module RFID Information Exchange Module

T|

Effective Triangular Localization Scheme ‘

Function [: Identification of resources locations

l S —

Casc-based Resources Sclection : Case Base Repository
Model *

Function 2: Selection of material handling equipments

GA- based Pick-up and Deliver Route Formulation Model

Function 3: Formulation of shortest route for order picking

Optimal Order Picking and Delivery Module

Figure 3.10 Architecture framework of R-PODSS
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The first module is the Real-Time Production andédause Data Collection,
through which the raw warehouse and productionaifmer information is collected.
In the second module, the Data Storing and Retrigvretrieved information is
stored in the centralized database systematicadle third, RFID Information
Exchange Module, transforms the EPC code in theDRfag into meaningful
information for further usage. The last module, i®pt Order Picking and Delivery,
encompasses the relevant operation componentsrfaufation of the pick-up routes.

The detailed description of each module is preskasefollows.

3.3.1 Real-Time Production and Warehouse Data Cciien Module

In this module, RFID devices are adopted for datéection in the warehouse
and production environments. Two types of data, elgmstatic and dynamic
warehouse and production resource data, are cdptwethe RFID readers to
visualize the actual status of warehouse and ptamuoperations. Static warehouse
and production resource data involve the locatiand quantities of production
materials stored, types of production materialsailabsle space for incoming
products, etc. Dynamic warehouse and productiorouree data involve the
production material demand orders from the produactifloor, locations of
forklifts/warehouse staff members, inventory levaiseach rack, status of order
picking operations, etc. With the help of wirelasstwork, i.e., 801.11 g WIFI
network, the collected warehouse and productiooue® data are transferred and
stored in the centralized database. The generahanéam of Real-Time Production

and Warehouse Data Collection Module of R-PODSRustrated inFigure 3.11
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Figure 3.11 Mechanism of Real-Time Production and \Wtehouse Data

Collection Module

3.3.2 Data Storing and Retrieving Module

In this module, the data collected in Real-TimedRation and Warehouse Data
Collection Module, together with related informatiextracted from the Enterprise
Resource Planning (ERP) database, are stored inergtrabzed database
systematically. As shown in Figure 3.12 numerous pre-user-designed data
worksheets are constructed in the centralized dagabThe data are stored in
different worksheets according to their nature.sTmodule adopts the Database
Management System (DBMS) and Structured Query LaggySQL) statement to
provide the function of data retrieval and storégeusers. It helps minimize the time
used and avoid human mistakes in preparing thergnogtatement for obtaining the

required datasets.
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Resource Information (From
ERP Database)
+ Manpower
« Machine Capacity
» Raw Material
» Stock Level
+ Stock Location
» Purchase Lead Time
Product Information (From
ERP Database)
+ BOM
* Praduction Lead Time
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+ Customer Orders
« Date of Delivery
= Quantity
+ Production Orders
« Start Date
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Actual Shop Floor
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RFID/Handheld Device)
» Manufacturing Time
» Setup Time
« Queuing Time
* Processing Time
« Transportation
+ Machine/Manpower Status
« Failure? Out of Control?
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= Quality Pass/Fail Rate
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» Process Taken
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\ —> - Customer Orders
| I— - Ordered Quantity
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- Wendor Number
- Purchase Orders
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- Repair Time
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- Repaired Quantity
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- Arrival Time
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Database Throughput
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- Quantity
- Producl:on Order
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- Purchase Order
- Serial Number
- BOM number

v

Figure 3.12 —Systematic data storage in the centiaéd database

To increase the speed of data retrieval in thebda® query optimization

technique is applied in R-PODSS. Query optimizai®the process of minimizing

the time used in executing a given query expresgiolat et al., 2001).

components help determine how queries are perfariivétl query optimization, the

time for information searching is reduced as redmbdlecision rules are eliminated

and restructured (Grant et al., 200Bjgure 3.13 demonstrates a comparison

between traditional and revised tree expressiongnwthe user retrieves the

production material information at a time when gineduction material is assigned a

specific material handling equipment. The hierarohyhe tree has been decreased

by one level by adopting query optimization (sho@mthe right hand side). This

means that that the corresponding processing tinlealso be shortened as the
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search area in the database has also been redtieedden et al., 2000). This helps

improve the performance of data retrieval fromdhetralized database.

A A
%’ -———-—-—- Level | —————————- D|<]
/H\ """" pevelz e B/f\m
MHE ,/D{K """ el LilZ:KaJﬁE—_ P zoNE
e e
»Pn'_"'i_ L _ZONE "~ Desired Dam/
Set
where A= []

FAS  tppe FA  Weight FM _ Length FA  Width FAY  Height FA _ Shape

B= Our ip-roizs
MHE = Material Handling Equipment

PM = Production Material
Figure 3.13 Comparison between traditional and re\ded tree expressions

3.3.3 RFID Information Exchange Module

The aim of this module is to facilitate the ideiettion of stochastic production
material orders during production processes. A ggrieFID tag with 24 digits and
hexadecimal code is divided in two parts: basidpod information and production
status. The basic product information is writterthet first stage of production. The
product status is subsequently updated by the REHder at each operation area.

The notation of the RFID EPC identification (epasgishown inTable 3.2
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Table 3.2 Notation of the RFID EPC Code

epcid=a.b.c.d.e.f.g.h.i

a 5 Digits Product Code

b 4 Digits Finish Goods Number
c 3 Digits Part Number

d 2 Digits Operation Area Code
e 2 Digits Quality Record

f 2 Digits Defect Type

g 2 Digits x-coordinates

h 2 Digits y-coordinates

i 2 Digits z-coordinates

The EPC codes collected from the RFID readers rgratted into the module
and transformed into meaningful informatidfigure 3.14 shows the mechanism of
this module. First, the epcid is sent to a decodimction, which decodes the
original epcid into different sections. The secticare then sent to corresponding
databases to start the search for related infooma#ill the information retrieved is
sent to the transforming function to formulate aanmiagful failure report that will be

used in the next module.
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Qperation Defect Type
: Area Code :
Production Quality Locations
information Record
0B .0A8. 0013456 ) .15

Decoding

Production
information

Quality

Locations
record

database

database
database

Transforming
RFID Information Exchange Module
!

Failure record

Product: PD0001

Part: PD0001003

Serial Number: 0013456

Operation Area: Assembly area

Quality Record: 1st failed

Defect type: crack

Location: CNC machine area, machine 2

Figure 3.14 Mechanism of RFID Information ExchangeModule

3.3.4 Optimal Order Picking and Delivery Module
This module is the core of R-PODSS, which manigsgdhe data from previous
modules effectively and transforms the data intoammegful information for
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formulating efficient and reliable material handjisolutions to address stochastic

production material demand problems. There areethvactions in this module.

They are:
)] Function 1: Identification of the resources locasio
i) Function 2: Selection of material handling equipimen
i) Function 3: Formulation of the shortest route faday picking

Function 1: Identification of locations of resousce

Function 1 is designed for identifying the exaatations of the resources in a

warehouse to enhance the visibility of warehouseraimpns. This is illustrated in

Figure 3.15
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Function 2: Identification of locations of resources

Figure 3.15 Mechanism of Function 1: Identificationof resources locations
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With the help of the effective triangular localiwet scheme and the pre-set
location information in each reader, the exact tioce of the resources are
determined. There are two steps involved. Step dlcuation of the distance
between the reader and the object, and Step 2:ribieiag the corresponding
coordinates of the object, for identifying the exbirations of the resources. The

notation of this function is presentedTiable 3.3

Table 3.3 Notation of effective triangular localizéion scheme

f, Frequency provided by reader

vy Wavelength of frequency provided by reaser

(X, ¥,) Location of readex

(xo, yo) Location of object (e.g., forklift, production matd, etc.)

r, Maximum radius of frequency provided by readercan be
reached

dy.o Distance between object and reaxler

Px Period of time for tag detection

C, Number of tag detection within a period of time

The detailed description of this function is givsziow.
e Step 1: Calculate the distance between the readértlae object
By using the specification of the reader, the distgabetween the readerand

the object is determined. Equation (1) is adopteddiculate the distance between
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the readek and the object.

dy o = (f,xvx p)/(2xC,) (1)

e Step 2: Determine the corresponding coordinatet@fobject
By using geometrical calculation, the distance leetwreader and the object is

identified, i.e.,

di.oz\/(xi_Xo)z"'(yi_YO)2 i:O,lZ,"',n'

where

)

When considering only two readers;[(%) and (¥, y;)] and the object (x Yo),

- (di,oz‘djyoz)‘(yiz‘yjz)‘(ﬂz‘sz)ﬂ(yi Y Yo
2 x)

®3)

Substituting Equation (2) into (3) as formulatedthg remaining point X y«),

Vo 2AxD +CD- A2y Jy, (c2+2AxC- A2|3)=0

o (A + D7) (A2 +D?) C)
where

A=20x -x;)

B=dy o — i~ X

C=d,02-d, ) (v? - v2)- (62~ %7

D=2y, -v;)

i=012--,n

[=012-.n

k=012-,n
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i#j=k

By solving Equations (3) and (4), the exact loaatioof the objects are

identified.

Function 2: Selection of material handling equipinen

Function 2 is designed for selecting the appropmaaterial handling equipment
for managing the order picking operations. Funcaontains a case-based resource
selection model for searching for similar caseshim case-based repository and for
the proposed reliable solutions for handling thekfip orders. The three-step
process of selecting appropriate material handlisquipment using the

case-clustering retrieval approach is describedvizel

e Step 1: Cluster the case in the case-based repysito
A list of previous cases is retrieved from the elaased repository and
divided into n clusters according to their ordeedfcations. The value of each

cluster is calculated by the k-NN method.

e Step 2: Retrieve the cluster with the potentiaighkst degree of similarity
When a new pick-up order is released, differenteorattributes, such as

SKU type, weight, dimensions, and shape are adogdeproblem descriptions.

The problem description of the current query is pared with the clusters by the

following evaluation function (Sun and Finnie, 1%96
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Zn:Wi xsim(f;', ;%)
= (5)

W

where is the importance of featuréi, Sim s the similarity function, and

| CR
(fi. 5 are the values for featurdiin the input and retrieval clusters/cases,

respectively.

e Step 3: Suggest suitable material handling equigrf@nthe order from the
potentially useful cases in the retrieved cluster
Once the cluster with the highest similarity iscdigered, the current
query is then compared with the cases in the vedeluster by Equation (5).
According to the degrees of similarity, a list ofler handling solutions on
association between material resources equipmehtosasers is generated.
Through this, less time is spent on assigning gppate resources to
different orders, resulting in the best resourcdization and highest

productivity.

Function 3: Formulation of shortest route for ordaicking

As illustrated inFigure 3.16 this function consists of two embedded layers.
The aim of Layer 1 Algorithm is to solve the opthaiion of production material
demand order constraints for the assignments oénmahthandling equipment. The
aim of the Layer 2 Algorithm is to solve the priaration of the sequence of the
items of material handling equipment, so that tifeergnt materials are handled
according to the sequence in which the ordersariihe notation of this function is

presented ifable 3.4.
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Figure 3.16 Mechanism of two-layered algorithm

Table 3.4 — Notation of GA

a Number of production workstations

b Number of racks in the warehouse

c Number of types of production materials
d Number of material handling equipment
Z, %k Parameter index

A={1,2, ..., a} Set of index of production workstation
B={1,2,...,b} Set of index of racks in the warehouse

c={1,2,..,c¢c} Set of index of types of production materials

D={1,2,...,d} Set of index of material handling equipment

W i-th production workstation located @t, y;), Vie A

R, j-th rack located &, y) in the warehouseYj € B
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My ktype production material located afx, W) in the
warehouse,Vk e C

Hi I-th material handling equipment locatedaty), VI e D

Ni k(t) Quantity ofk-type production materiatequested by\; at
timet, VkeC

CH(t) Capacity ofH; at timet, VI eD

O Production material demand order froivth production
workstation

T, T, T2 Time Record Set

e Quantity of production material demand orders rstpe by
workstations

G Completion time of production material demand or@eto
workstationW,

R Requesting time of production material order from
workstationW,

S Starting time to pick production materigbf orderi in the
warehouse

R Processing time of production materjabf orderi in the

warehouse
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(1) The Layer 1 algorithm

Layer 1 is designed to optimize the job sequenawaitrial handling equipment,
(i.e., forklifts), for a production material demandder to minimize the completion
time of each order. In this algorithm, the failweeords generated by the real-time
data transformation engine are first reformed ataumber of order chains. Each
chain represents a sequence of incomplete produaotiaterial demand orders, as

shown inFigure 3.17

01 02 03 Oa

Figure 3.17 Structure of an order chain

For each order chain, an originating time recotdaeeach forklift, T, exists
which represents the time when each forklift caartsto process the top ranking
order of that order chain. An initial order chairs icreated using the
first-come-first-served strategy, such that theomplete orders in seét are
scheduled first according to the requesting tinoenfthe corresponding workstation.

The set of time recordsT *and the order identity are passed to Layer 2 glyorior

the calculation of the value of completion time ezch order, as well as its time
records, setT?. Hence, the completion time of the orders ando$gime records

T2for following the order chain are evaluated iterally using Layer 2 algorithm

until all the completion times of the grouped osder the orders chain, as well as set

of time records,T?, are both solved. The detailed description of geetpdes for

solving an order chain is illustrated as follows.
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For i = 1 to number of grouped orders in the propdorders chain
If (i==1) [/l the first element of orders chain
TH=T°
[Completion time of that orderT *(i)] =Interrupt call Layer 2 algorithm
(set of time recordE', order identity)
Else
T'=T?(i-1
[Completion time of that orderT *(i) ] =Interrupt call Layer 2 algorithm

(set of time recordE', order identity)
End;

End;

Based on the results of estimated completion tifnth@ orders, the makespan
value (i.e.Ci — R) is determined. Layer 1 algorithm minimizes thekesgpan on the
production floor. This facilitates the calculatioof the average makespan
minimization by swapping around the precedencerardestraints within the orders
chain. A transition process for the order chaigrisated by using a swap mutation
operator. In this swap mutation operator, two stgrcut-point sites are randomly
chosen and the lengths of the two swapping banelsaardomly determined with
their constraints. However, the chosen swappingl®anust not overlap nor should
they be identical. After the swapping process, \& nader chain, called a transition
order chain, is formed. The average makespan is thaluated by iteratively
interrupting the call Layer 2 algorithm. Subseqlgnthe transition order chain
replaces the original one. Therefore, the stepbabing used in approaching the
minimum value of the average makespan are repeatildche number of iterations
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for that particular transition order chain meets termination condition. After the
transition order chain with the optimum order semeeis settled, the value of the

earliest completion time of a production materiahénd order is also determined.

(i) The Layer 2 algorithm

Layer 2 algorithm, used to solve the assignmentodflift at the production
material level for a particular order for workstet¥ , is embedded in Layer 1
algorithm. In Layer 2 algorithm, an interrupt cafid the set of time records are first
received from the Layer 1 algorithm. The set ofetiracords from Layer 1 algorithm
is a time vector, which represents the time that firklifts are available. In this
algorithm, a row vector is constructed to repredbatforklift assignment for that

particular order. As there akenumber of forklifts, the order of availabilififA} for
accessing them from set of time records, is defased
{FA}={FA FA,,...FA }.

The initialization of a row vector is intended tll the identities of forklifts

according to their availability in recursive acaéagsorder.

Availability of forklifts Instant Production Material Demands
[FA[FA,| .. | o [FAJFA NG NG| o NG [Na [ Noa | s [Nae| o | [N [Naa | e [ Nae

[0 |0, O .. [ .. O]

Order Chain from Layer 1

Figure 3.18 Structure of a row vector
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As shown inFigure 3.18 the original row vector is divided into two aredse
availability of forklift area and the instant pradion material demands area. In each
chromosome, the encoding schemes for the two areadifferent. In the availability
of forklift area, the value of each gene is binavizereas the value is a real number
in the instant production material demands area ddrrelation between the two

areas is illustrated iRigure 3.19

il — 4

|FA]|FA3| | |I‘hf\k|FA||N|.||N]‘3| |N1_(|Ng_|

NZ.E

Figure 3.19 Correlation within the chromosome

Based on real-time information collected from thesfloor, the value of a gene
is 1 in the availability of forklift area, if theocresponding forklift is available at that
moment. The requested quantities of specific prodaanaterials from the particular
production demand order in the order chain fromdrely are stored in the correlated
genes in the instant demand of production mateaesda. For example, if demand

order O; is present, the requested quantities of specifodyction materials are

stored in the correlated gerlds, Vk € C .

e Fitness evaluation

To determine the fittest chromosome in the popwomgtia fitness function is
adopted to evaluate every chromosome. In this |aper objective function is to
minimize the total makespan on the shop floor byimizing the time spent in

waiting for production materials requested from ksbations, due to production
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failure
ie., Min{ZCi —~ R}where VieA, (6)

subject to the following constraints:
(i) Assignments of material handling equipment eduction material of each order
is assigned to only one forklift.

1 if productionmaterialj of orderiisassignedo materialhandlingequipmenk in thewarehouse

Xijk = { 0 otherwise @)

(i) The starting and processing times for handling production material of each
order must be greater than 0;

S, 20 and P, > Q (8)

(iif) The requesting time must be greater thandb@pletion time of each order;

R>C. ©)

(iv) The total quantity of production materials r&t@ in the warehouse must be able
to fulfill the total quantity of production matelsarequested by all the production

workstations;

b a
DM NG (10)
j i=1

j=1

(v) The total capacity of all items of material bidng equipment must be able to

satisfy the total quantity of production materiaéxjuested by all the production

75



Chapter 3 The real-time production operations datisupport system

workstations;

C

iCH, zzz N, - (11)

a
|=a i=1 k=1

e Uniform Crossover

A crossover operator is applied to combine thecsete parents for generating
new offspring. However, only a couple of parenketpart in the crossover operation,
with a probability of crossovepgoss A crossover probability indes, randomly
generated in the range of 0 — 1, is assigned tehhemosomes and compared with
the probability of crossoveross If S < peross theni-th chromosome is selected from
the mating pool to perform the crossover operat@therwise, no crossover occurs.
In the proposed system, a uniform crossover isieghpA mask is generated before
performing crossover, using a random number georevdth a binomial distribution,
i.e., either 0 or 1. Through the mask, the offggsiare generated from portions of the
selected parents. For examplebif mask = 1, bit; chromi@nd bit; chrom2 @are exchanged,
wherechrom andchrom are the selected parents. On the other hbitighask = O,

thus no action is taken.

e Mutation with probability between 0.0015 and 0.03

A mutation operator is applied to transform theoohosome by randomly
changing chromosome of genes. This is a criticaragon because it diversifies the
search directions and avoids convergence to a uaha. Only several offsprings
take part in the mutation operation with a prolgbibf mutationpmn: The typical

value ofpmytis between 0.0015 and 0.03 (Guo et al., 2008).
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e Repairing

Violations, including the destruction of consisterietween the two areas, may
occur after the crossover and mutation operatiortee chromosome. It is therefore
essential to repair the chromosome before the itendtion. According to Het al

(2008), repairing is divided into three stageswiand, backward, and limit repairing.

1. Forward repairing

In forward repairing, checking starts from the gemethe availability of forklift
area. If a gene contains a value of 1 in the abitia of forklift area, but all of its
related genes contain a value of 0 in the instandiyction material demands area,
random numbers are generated and assigned to rilesponding zero-valued genes

in the instant production material demands are& iBldemonstrated iRigure 3.2Q

Violation
1]ofol1] ... 220010 ...... 10[4[8[16/3] ... lo] ... Calolojo] ... 0D
l Forward Repairing l Generation of random

numbers
1lolol1] .. @zzoloml ______ 10l 4] 816l 3] ... 3] .. q@Lel11l5] .. [2D

Figure 3.20 Forward repairing of a rhromosome

2. Backward repairing

In backward repairing, checking starts from theegem the instant production
material demands area. If the genes contain namaadues in the instant production
material demands area, and their related geneainamwvalue of O in the availability
of forklift area, the values of those genes arengkd from 0 to 1 accordingly. This is

illustrated inFigure 3.21
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Violation
...... | 1]12]20/ 010 ...... 1104 | 816 3] ...... 9) ... |10] 8 [11]5] ...... EA
Change from 0 to 1 1 Backward Repairing l

WA [ e | 1]12]20] 0 [10] ...... [10€4 8 [16]3] ... £ - (1] & [11] 8] s 2]

Figure 3.21 Backward repairing of a chromosome

3. Limit repairing

In limit repairing, only the values of genes in timstant production material
demands area are checked. Since only one item t#risdahandling equipment is
assigned to one chromosome, the total quantiteqiiested production material in a
chromosome may exceed the capacity of the assigragdrial handling equipment
after the crossover and mutation operations, EN >ZCHI , wherel-th material
handling equipment is assigned to handle the oaddd demand order. Therefore, it
Is essential to conduct limit repairing to assignadue of O to the gene with the

largest value in a chromosome, i.e., newly repavade Ni"k = max(N, . )—0.

Figure 3.22shows the limit repairing process.

Sum of values in the instant Capacity of assigned
demands of production >  material handling
Largest Value materials area equipment

. m— s — m— P e— i ee— o m—
. — — . "
 e—

1]1]o]1] ... [117\2_93“0[ ...... [10]4]8]16]3] ...... 9] ... 10/ 8 [11]5] ...... 2T

T e o e e e e m— s e— w—

Change to 0

Figure 3.22 Limit repairing of a chromosome
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The transition row vector is accepted if and oflthe order’s completion time
of the transition row vector is less than thathef parent row vector. The row vector
is replaced by the transition row vector if thensiion row vector is successfully

accepted.
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Chapter 4 The Implementation Procedures of the sysin

4.1 Introduction

In this chapter, the design and implementation gulaces of R-PODSS in real
working practice are described. The system devedopnm this research is divided
into six phases: (i) ldentification of Problems afbjectives, (ii) Structural
Formulation of Real-Time Production and WarehouséaDBCollection Module, (iii)
Structural Formulation of Data Storing and RetmgviModule, (iv) Structural
Formulation of RFID Information Exchange Module) &tructural Formulation of
Optimal Order Picking and Delivery Module, and,) (8iystem Implementation and

Evaluation, as shown iRigure 4.1

4.2 Phase 1 — Identification of Problems and Objectve

The aim of this phase is to identify the problemsl @bjectives in an actual
manufacturing company. This phase consists of tigpss 1) company operation

analysis, and, 2) preparation of system development

e Step 1: Company operation analysis

This step involves the study of existing productaperation flows in the
company. Activities, such as interviews with thenpany staff and investigation
of production operation flows, are conducted to nga fundamental
understanding of the company. Interviewees involwedhis phase include
production managers, Information Technology (IT) nangers, warehouse
managers, and workers. Through the interviews dmal ihvestigation of

production operation flows, problems are identifiithus, the scope of the
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project and the duration of system implementatiendefined.

1) Company operation analysis
2) Preparation of system development

\Phase 1 - Identification of Problems and Objectives
'
1) Definition of data types of production and warehouse operations
2) Physical testing and set up of RFID equipment
3) Construction of data capturing mechanism
\Phase 2 - Structural Formulation of Real-Time Production and Warehouse
Data Collection Module
'

1) Construction of datasheets with different natures
2) Construction of statement of query optimization

\Phase 3 — Structural Formulation of Structural formulation of Data Storing
and Retrieving Module
Y

1) Construction of sub-databases for decoding purpose
2) Construction of decoding and transforming mechanisms

\Phase 4 — Structural Formulation of RFID Information Exchange Module
'

1) Construction of effective triangular localization scheme
2) Construction of case-based resource selection model
3) Construction of two layers algorithm

Phase 5 - Structural Formulation of Optimal Order Picking and Delivery
Module
v

1) Prototyping
2) Implementation
3) System performance monitoring

\Phase 6 — System Implementation and Evaluation

Figure 4.1 The implementation procedures of R-PODSS
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e Step 2: Preparation of system development

This step entails the preparation of specificatifimssystem development.
In this step, the requirement of production andelvause operations are defined
by production and warehouse managers, respectiviélg. requirements of
production and warehouse operations include daiat,iroperation processes,
and output in a structural graphic form. With thedphof the structural graphic

form, IT managers are able to construct the R-PQDSS

4.3 Phase 2 — Structural Formulation of Real-Time Pradtion and

Warehouse Data Collection Module

The aim of this phase is to formulate the Real-TPneduction and Warehouse
Data Collection Module of R-PODSS. This phase «iaf two steps: 1) definition
of data types of production and warehouse opergtiemd 2) physical testing and set

up of RFID equipment.

e Step 1: Definition of data types of production amrehouse operations

In this step, different types of information withthe production and
warehouse operations are studied. The informatiaiudes production and
warehouse operations data, resource data, dateodfigiion material demand
orders, and related attributes. To visualize thteagroduction and warehouse
operation and obtain real-time production matetehand orders, sets of RFID
equipment are tested and implemented in the pramucshop floor and
warehouse environments. The raw warehouse and gifodu operation
information is collected by the RFID equipment amdnsmitted to RFID

Information Exchange Module by the wireless techgylfor further processes.
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e Step 2: Physical testing and set up of RFID equigme

This step comprises different experiments for eathg the reading
performance of active and passive RFID equipmentsétect the most
appropriate one for the implementation in the potidtm shop floor and
warehouse environments. By using the results frém éxperiments, the
effective RF coverage ranges of the RFID equipnagtidentified, so as to
determine the best locations for installing RFIRders and antennas. The setup
of RFID equipment within the manufacturing companiaries according to the
reading performance of RFID equipment, layouts, rajpen flows, and

throughput of the production shop floors and watsles.

e Step 3: Construction of data capturing mechanism

This step is concerned with the construction of theta capturing
mechanism of R-PODSS. The program language of #ahanism is Java Script,
as illustrated irFigure 4.2 With the help of the script, the data storedhia tags
are scanned and captured by the RFID readers daadras. The captured data

are transmitted to the centralized database fondumuse.

4.4Phase 3 — Structural Formulation of Data Storing @nRetrieving

Module

The aim of this phase is to formulate the DataiStpand Retrieving Module of
R-PODSS. This phase consists of two steps: 1) eaigin of datasheets with

different natures, and 2) construction of statenoéigjuery optimization.
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Void DataCapture() §{
Do {
int RFID_DEVICES NO = RFID_DEVICES.LENGTH;
FOR (int counter=0; RFID DEVICES NO > counter; counter ++)
{
String TAG_DATA = RFID_DEVICES[counter].readTag();
StoreToDB(String TAG_DATA, CurrentDateTime);

}
+ While (IsSystemRunning == True);

Figure 4.2 Script of data capturing mechanism

e Step 1: Construction of datasheets with differexitires

In this step, the systematic construction of déf¢ datasheets in the
centralized database is performed to facilitatess¢o the data by users within a
short period of time. As shown iRigure 4.3 the data structure inside the
centralized database is constructed by a well-ddfifentity Relationship
Diagram (ERD). Data from different sources, such ERP database and
Real-Time Production and Warehouse Data Collechtwdule, are stored in

different tables in the database according to thaiure.
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deliveryitem T skutype_addvalue
delivery
— Pl |ladelivery PK |idreceive PK |skutype id o
Iddelivery PK |ideliveryitem | | py |igrocoiveitem |  |PK |addvalue psno produ
fdproduct PK | idproduet - PK | idproduc
day addvalue_pid
cre.aledale Stalusl status addvaluezone_id product_name
| cubcol grprow skutype product_skutype_id
subrow subcol product_customer_id
racklevel subrow PK |idskutype product_on_shelfrack_id
racklevel product_on_forklift_id
| skulype_name product_on_storezone_id
product_on_loadingzone_id
forklift_log preduct_on_addvaluezone_id
product_weight
PK | forklift id
PK |forklift_action_day forklift
customer addvaluezone_log PK |forklift_action_datetime
customer id P P PK | forklift_status PK | idforklift
PK | av_action_day ift fini i forklift_model_no
customer_name PK |av_action_datetime :g:::g’gﬂ:ilﬁ‘:s?;lme I forklift_name
PK | iddelivery forklift_x forklift_maxcapacity
PK |status forklif_y forklift_speed_maxloadup
- - forklift_z forklift_speed_maxloaddown
av_finish_datetime delivery_id forklift_speed_maxtravel
!dproducl receive id forklift_response_area
idskutype product_id
idavp addvaluezone_id
loadingzone_id

receive
PK |idreceive shelfrack
PK |shelfrack_id

day i
loadingzone
crgaledale shelfrack_grpcol
ﬁnlshdats. PK |loadingzone_i shelfrack_grprow
customer_id - shelfrack_shelfcol
loadingzone_name shelfrack_shelfrow
loadingzone_maxcapacity shelfrack_level
loadingzone_x shelfrack_skutype_id
Icad!ngzone_v shelfrack_priority
loadingzone_type shelfrack_customer id

shelfrack_maxcapacity

Figure 4.3 ERD of Data Storing and Retrieving Modué

e Step 2: Construction of statement of query optitrona

Conduct of the statements for query optimizat®ihe focus of this step.
This improves the performance of data retrievainfrihe centralized database.
The query optimization is formulated by SQL statatae An example of query

optimization is shown as follows:

CREATE VIEW TAAS
SELECT SID, TrdDate, ltemName
FROM (TRADE NATURAL FULL OUTER JOIN ASSET)
WHERE TrdDateBETWEEN #4/1/2008#AND #4/30/2008#
AND TrdType = 'ORDER'
SELECT SID, SName, TrdDate, ltemName
FROM (SUPPLIER NATURAL INNER JOIN TA)

WHERE SID ='S1032'
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45 Phase 4 - Structural Formulation of RFID Informabtn

Exchange Module

The aim of this phase is to formulate the RFID infation Exchange Module of
R-PODSS. This phase consists of two steps: 1) aaigin of sub-databases for

decoding purpose, and 2) construction of decodtgteansforming mechanisms.

e Step 1: Construction of datasheets with differexitires

Different sub-databases are constructed in the RRi@mation Exchange
Module for decoding and transforming mechanisms 3iib-databases include
production information, operation area, qualityarel; defect type, and locations
databases. When an EPC code is sent to the RFdDviafion Exchange Module,
data stored in the sub-databases will be utilizzddecoding and transforming

the EPC code into meaningful information.

e Step 2: Construction of decoding and transformirginanisms

Decoding and transforming mechanisms are formultdeansform EPC
codes collected from the RFID readers into meaningformation. The epcid is
sent to a decoding function, which breaks the pabgiepcid into different
sections, such as production information, operaioga, quality record, defect
type, and locations. Each section is then sertiéabrresponding sub-databases

to search for related information, as showkrigure 4.4
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String[] DecodeTranform(String EPC id) {
int DecodingPattern[] = {12, 2, 2, 2, 6};
//Production information = 12 digits
//Operation Area Code = 2 digits
//Quality Record = 2 digits
//Defect Type = 2 digits
//Location = 6 digits, 2 for x-co, 2 for y-co, 2 for z-co
String Transformed Info [] = DecodeFromDB(EPC id, DecodingPattern);

return Transformed Info; // send out the meaningful information to screen

Figure 4.4 Script of decoding and transforming mechnism

An example of searching process is shown as follows

SELECT operation_area
FROM OPERATION_AREA_DATABASE

WHERE operation_ID = ‘05'.

Once the searching process is completed, a meahfagtire report will be
constructed by the transforming mechanism. The rtegothen sent to the

warehouse staff for production material order pigki

4.6 Phase 5 — Structural Formulation of Optimal Ordd?icking and

Delivery Module

The aim of this phase is to formulate the Optimadl€d Picking and Delivery

Module of R-PODSS. This is the most important phasthe roadmap because this
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module manipulates the data from previous modueddrmulating efficient and
reliable material handling solutions to addressclststic production material
demand problems. This phase consists of three:st@psonstruction of effective
triangular localization scheme, 2) construction caflse-based resource selection

model, and 3) construction of two-layered algorithm

Void LocationTracing()
d
Do {
int RFID DEVICES NO =RFID DEVICES.LENGTH;
int TAG_READCOUNT][] = new int[RFID DEVICES NOJ;
double ObjDistance [|]= new double[RFID DEVICES NOJ;
FOR (int counter=0; RFID DEVICES NO > counter; counter ++)
{
TAG_READCOUNT[counter] = _
RFID DEVICES|counter].readCount();
ObjDistance[counter] =
CalculateDistance(RFID DEVICES[counter].location,
TAG _READCOUNT[counter]);
CalculateObj XY (ObjDistance);

}
+ While (IsSystemRunning == True);

Figure 4.5 Script of effective triangular localizaton scheme
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e Step 1: Construction of effective trianqular loealiion scheme

Effective triangular localization scheme is formakhin this step to identify
the exact locations of the resources, such asifigstkinanpower, raw materials,
etc., in a warehouse. Through this, the visibiliy warehouse operations is
enhanced and the order picking process is hast@hedorogramming language,
Java Script, is adopted to formulate the schem#uatrated inFigure 4.5

In the scheme, three or more sets of RFID anteandseaders are adopted
for locating the exact locations of the objects.eGret of RFID antenna and

reader can identify the object but its exact laoatannot be captured, as shown

in Figure 4.6
Radio

Radio Frequency

Coverage

Frequency - ge

(RF) \\ R o / Range of

b ““~._ RFID reader
TN b RFID

Reader

Objects

Figure 4.6 One set of RFID equipment for locating lnject

Similarly, when using two sets of RFID antennas ggatlers, two points of

the object are determined, as illustrateéigure 4.7.
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Radio

. Radio

5 requency Frequency
Radio Objects (RF)

Frequency
(RF)

Coverage
. / Range of

\*\\ RFID reader

Figure 4.7 Two sets of RFID equipment for locatingbject

It is impossible to reflect the actual locationtbEe object accurately. To
retrieve a higher confidence level of the locatiofighe object, additional data

are required and one more set of RFID antennaeadkr is needed, as shown in

Figure 4.8

N Radio
— ! Frequency
' ’: \ Coverage
/ y Range of
Object / d RFID reader
e )
i
Radio 3 _ RFID
Frequency \ N Reader
RF) —

Figure 4.8 Three sets of RFID equipment for locatig object
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e Step 2: Construction of case-based resource seleatiodel

Case-based resource selection model for seledim@ppropriate material
handling equipment is developed to manage ordekingcoperations. The
software tools for developing the model are Java@Sand MATLAB. During
the model formulation, warehouse information witliompanies is provided,
validated, and constructed in machine-readable dotmy warehouse managers.
The information includes standard operating prooed(SOP), skills and
experiences of staff members, solutions of previmesiuction material demand
problems, order-picking sequence, etc., within toepany. The warehouse
information is presented in a case-format to suppue case-based resource
selection model. Through CBR, warehouse informati®rretrieved and an
appropriate material handling equipment is provided system users for
handling the production material demand ord&igure 4.9 demonstrates the

mechanism of case-based resource selection model.

Void CBR Process() |

String RankingList[| = ReadFromCriteria();

String InputRankingList []= ReadFromInputRanking();

String InputValues []= ReadFromInputValues();

String Cases[][] = CasesFromDB();

String ranking weighting[] = CalculateWeighting(InputRankingList, RankingList);
double sim_ value[] = Cases[0].length();

for (int cases_no=0; cases_no <= Cases[0].length(); cases_no++)

for (int attr_no = 0 ; attrno <=RankingList.length() ; attr_no++)

simvaluc[cases no] = ranking_weighting *
CompareDiff(InputValues[attr_no], Cases[cases_no][attr_no]);
i

Sorting(Cases, sim_value);

Figure 4.9 Mechanism of case-based resource seleatimodel
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e Step 3: Construction of two-layered algorithm

In this step, the two-layered algorithm is formathtto provide a
comprehensive solution for stochastic productiortema demand problems.
The algorithm comprises two activities: (i) optimion of production material
demand orders and (ii) optimization of the sequenicthe items and material
handling equipment. The mechanism of two-layeregmridhm is presented in

Appendix D.

4.7 Phase 6 — System Implementation and Evaluation

System implementation and evaluation is the lastsphof the R-PODSS in
manufacturing companies. In this phase, three steps., prototyping,
implementation, and system performance monitornegravolved. In the first step, a
prototype is designed and developed by the systemelopers according to the
design methodologies from previous sections. JayatSand MATLAB are utilized
for developing the prototype of R-PODSS, whereaxrddioft SQL Server is
adopted for constructing the centralized databamk the sub-databases. In the
second step, the developed prototype is implemerded tested in the
manufacturing companies to evaluate its feasibityd reliability in actual
manufacturing environments. In the last step, caispas between traditional and
proposed approaches for addressing stochastic grodu material demand
problems are conducted to determine the performahdke proposed R-PODSS.

The relevant experimental results are discuss&hapter 6.
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Chapter 5 Case Studies

5.1 Introduction

In this chapter, two application case studies Hmen conduct ed to validate the
feasibility of adopting R-PODSS in providing sopluated decision support for
manufacturing companies in dealing with stochapticduction material demand
problems. The case studies were carried out in rivemufacturing companies: i)
Group Sense Limited (GSL), one of the world’s legdmanufacturers of electronic
dictionaries and other handheld information deviged ii) Jing Chi Engineering
Company Limited (JCE), a mold manufacturing compdihys chapter provides the
profiles of the case companies, the existing prastiof each company, and the

implementation of R-PODSS.

5.2 Case Study 1 — Electronic Devices Manufacturi@gmpany

GSL was founded in June 1988. It launched the Ergjlish/Chinese electronic
dictionary in Hong Kong in 1989. The company hasdmee a leading consumer
brand in the Greater China market. In 1996, GShdaed the world’s first Personal
Digital Assistant (PDA), which operated on a Chadésnguage platform, together
with the functions of inputting Chinese characté@rshandwriting, and built-in
electronic dictionaries. GSL manufactures a numdehi-tech Original Design
Manufacturing (ODM) electronic products for majarstomers in Japan and Europe.
Over the years, GSL has been granted numerous swarch as Consumer Product
Design (1995), Technological Achievement (1997)odRctivity (1999), Quality
(1999) by the Hong Kong Awards for Industry and entinan 10 other awards in

different categories.
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5.2.1 Problem definition of GSL

Since GSL is an international electronic devicevpter, it is required to handle
large numbers of production orders everyday. Thueduction failures occur
frequently and production materials are requiretheaadelivered from warehouse to
production shop floor to ensure the throughput hid tompany. Currently, GSL
adopts a manual-based order pickup and deliveryhamsm in its warehouse and
manually records the documents of warehouse inverstiatus and the location of
production materials. Owing to this, several pratdehave occurred, as shown in

Figure 5.1

Warehouse
O e &2
P
O &3 T o
% i o o J_DJ/*oblem 4;, Vl’;?_aere
is/ar¢ production
CoCD C LY mateyials for
o o [ production lines
KOCD oo o
) £9
O O &0
Problem 5: Which 5
forklifi(s) z's/;re % () % % % % =
appropriate for
order picking = o O
process Eﬁilﬁf{ IS YIS
"] P
=] i )
(—JodJ ] —N\__ Problem 3: Where

Problem 2: What-is /

the inventory level is/are the

of the rack appropriate spaces
for the incoming
Problem 1: Where products
is/are the forklift(s)

Figure 5.1 Problem definition of GSL
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There are five problems found in GSL.: i) Problemhere is/are the forklift(s),
i) Problem 2: What is the inventory level of theck, iii) Problem 3: Where is/are
the appropriate space(s) for the incoming produefsProblem 4: Where is/are
production material(s) for production lines, and?vdblem 5: Which forklift(s) is/are
appropriate for order picking process. To solves¢hgroblems, GSL adopts

R-PODSS for tracking production materials and fiftkin the warehouse.

5.2.2 Deployment of R-PODSS for Supporting Decissam Order Picking in GSL

To facilitate the decision-making process of org@éking operations, GSL
implements R-PODSS in the warehouse in DongguannaChThe proposed
R-PODSS is constructed using JavaScript computeguege. Through RFID
technology, the resources, such as forklifts amdipection materials, are tracked and
traced in a real-time manner. Thus, RFID is ablefaalitate the order picking
process in the warehouse. As showrkigure 5.2 there are five operating steps in
the R-PODSS.

e Step 1: Study the actual warehouse environmenSh G

In this step, a clear picture of the actual warekoenvironment in GSL is
essential for adopting appropriate RFID equipmeith whe most suitable
specifications. Finished products, such as PDAsctelnic dictionaries, and
corresponding electronic parts are stored in the ®@&ehouse. The warehouse
consists of six aisles and 24 two-level racks. Mbight of each rack is about
four meters and the width of the aisle is 6 fedieré are three means of
handling material: forklifts, manual trucks, and relaouse staff manpower.
These are all used for handling the pickup order<GEL. The warehouse

attributes previously mentioned are the selectrieria for RFID equipment.
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Step 1: Study the actual
warehouse environment

—

Warehouse environment
specification
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Figure 5.2 Five operating steps in the R-PODSS

e Step 2: Select the appropriate RFID equipment

In this step, four tests, i.e., i) Orientation, Height, iii) Range, and, iv)

Material Tests, have been conducted for evalughegeading performance of

these types of equipment to select the most aptedor the actual production

shop floor and warehouse environments.

1) Orientation Test

Figures 5.3 — 5.5demonstrate the hardware setting of this testh Blo¢

tag and antennas are perpendicular to the E-plartais test, the tag is placed

on the front, at the top, and on the side surfaé¢le object and moved along

the intersection line of the E-plane and the H-plafhus, the read counts per

second can be measured.
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Figure 5.3 — 5.5 Orientation Test

2) Height Test

Figures 5.6 — 5.8lemonstrate the hardware settings for the height The
tag is placed at a distance of 1.2 meters andhaight with increments of 20
centimeters from floor level up to 180 centimetdrse read counts per second

are measured with different heights of the tags.

Figures 5.6 — 5.8 Height Test
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3) Range Test
Figure 5.9shows the hardware setting of the range test. ddéstplaced 1
meter from the reader. The read counts per seaench@asured when the object

Is horizontally moved across different distances.

Figure 5.9 Range Test

4) Material Test

The tag is placed on the front and back surfacevamious types of
products, such as metal, water, and carton. The ceants per second are
measured when the object is moved horizontallysscdifferent distances.

After performing the testghe reading performance comparison between

active and passive RFID equipment is conductedshasvn inTable 5.1 The
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reading performance of active RFID technology itdsethan that of passive

RFID technology.

Table 5.1 Reading performance comparison between tace and passive RFID

equipment
Active RFID equipment| Passive RFID equipme
Test
Average Results (total counts/second)
Orientation Test 1157 349
Tags stuck on the front surface of the 1482 447
product
Tags stuck on the top surface of the 1474 313
product
Tags stuck on the top surface of the 516 287
product
Height Test 2465 436
Range Test 646 95
Material Test 1117 202
Tags placed in front of the produgt 1492 389
Tags placed behind the product 1486 375
Tags placed in front of the metal 1826 5
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Tags placed behind the metal 157 166
Tags placed in front of the water 1541 166
Tags placed behind the water 199 108

However, the costs of active RFID readers and edlaquipment are
relatively high (between US$2,000 and US$3,000d¢aders and US$20-30 for
tags), compared to the costs of passive RFID ds\icetween US$1,000 and
US$2,500 for readers and US$0.07-1.00 for tagsgd@®pan and Sweeney,
2006). It is difficult to implement the active RFiievices for item-level RFID
tagging in the warehouse environment due to higplementation cost. To
overcome this problem, a full passive RFID impleta@on plan is suggested
for implementation in GSL.

According toTable 5.2 the reading performance of the passive largedsize
tag is the best among the three passive tags. Haoweévis not suitable in
tracking material handling equipment, such as ftiskbecause the reader is
unable to detect the tags stuck on the metal. Tpassive middle-sized tags are
adopted in this case study.

In Appendix B, the effective RF coverage range of the readebmia2

meters when middle-sized tags are selected.
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Table 5.2 Reading performance comparison among pase RFID equipment

Test

Large-sized tag

Middle-sized tal

g Small-sized {

Average Results (total counts/second)

Orientation Test 611 357 80
Tags stuck on the front surface |of 716 527 99
the product

Tags stuck on the top surface of the 396 544 0
product

Tags stuck on the top surface of the 720 0 142
product

Height Test 532 595 182
Range Test 200 84 0
Material Test 266 339 0
Tags placed in front of the produc 556 611 0
Tags placed behind the product 590 535 0
Tags placed in front of the metal 0 14 0
Tags placed behind the metal 194 305 0
Tags placed in front of the water 195 304 0
Tags placed behind the water 60 265 0
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Therefore, one set of reader and antenna is iedtall each level of the rack, which
is fully covered by the RF from the RFID reader amntenna, as illustrated Fgure

5.10 The middle-sized passive RFID tags are stuck trecsurfaces of forklifts and
products directly facing the RFID readers and amaen A unique Internet Protocol

(IP) (in terms of x-, y-, and z- coordinates) is iseeach reader (antenna) to represent

exact locations of the reading points.

Figure 5.10 RFID technology implementation in a waghouse environment

e Step 3: Collect and store the data

In this step, instant warehouse resource data apaured by the RFID
device and stored in the centralized databasehasrsin Figure 5.11 By
utilizing RFID technology, information about forkB is captured when the
forklifts pass the antennas. The retrieved inforomatis then stored
systematically in the centralized database forhfrtprocessing, such as

location tracking of resources.
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o Step 4. Select the potential material handling pment for new pick-up

orders
Before performing the selection of material hamglliaquipment, 501
pick-up orders performed in GSL are transformedcases and stored into a
case-based repository. A decision tree is formdlébe categorizing the cases

and problems in the repository, as showfigure 5.12

Tag Forklifts|Detected By |Read count Coordinates

urncepctid: sgtin:4567 1234.00999. 1000001004 |D 0005 116 i IF X y
urn:epc:id: sgtin:4567 1234.00999.1000001001_|A 0013 126 0001]192.168.100.1 0 0
urn:epc:id: sgtin:45671234.00999.1000001002_|B 0007 104 0002]192.168.100.2 1] 10
urn:epc:id: sgtin:45671234.00999.1000001003 |C 0021 130 0003]192.168.100.3 0 20
. . . . 0004[192.168.100.4 0 30
Forklift Identification Information Table o0 e T o0 e o 0
0006{192.168.100.6 10 0
0007 [192.168.100.7 10 0
0008|192.168.100.8 10 20
0009(192.168.100.9 10 30
0010[192.165.100.10 10 40

Reader Information Table

Tag Forklifts
urn: epc:id: sgtin: 4567 1234.00999. 1000001001 |A
um: epc:id: sgtin:45671234.00999.1000001002 |B

=
D

. urn:epc:id: sgtin:45671234.00999.1000001003
umn: epc:id: sgtin:45671234.00999. 1000001004

Centralized / um'epe:id-sqtin-45671234 00999_1000001006_|E

Database Forklift Information Table

Tag Model PO Carton
urn:epc:id: sgtin: 4567 1234.00001.1000001001 | TestMDODO1 [Test 20071101

urn:epc:id: sgtin:45671234.00001. 1000001002 | TestMDO0O1 |Test 20071101

urn:epc:id: sqtin: 4567 1234.00001, 1000001003 | TestMDOOD1 [Test 20071101

urn:epc:id: sgtin:45671234.00001 1000001004 | TestMDODO1 [Test 20071101

urn:epc:id: sgtin:4567 1234.00001.1000001005 | TestMDOOO1 [Test 20071101
urn:epc:id:sgtin:4567 1234.00001. 1000001008 | TestMDOOO2 [Test 20071102

um:epc:id: sgtin:45671234.00001.1000001007 | TestMDO0DO02 | Test 20071102

| wn| = ||| = o s wir] =

— et Deteaied By uin;epc.id: sgtin:45571234.00001 . 1000001008 _|TestMDDD02 [Tes!_20071102
P g0 - urn-epc-id: sqtin-4567 1234 DO0DT 1000001008 _|TestMDOO03 |Test 20071103
urn:epc:id: sgtin: 4567 1234.00001. 1000001003 3 0003 e
10:5g1] urn:epc:id: satin:4567 1234,00001,1000001010_|TestMDODO03 [Test 20071103
urm:epeid:sqtin: 4567123400001, 1000001006 : oona “epc.id:sqtin 4567 1234.00001,1000001011_|TestVDODO3 |Test 20071103
urn:epc:id:sgtin:45671234.00001.1000001012 ] 0005 urn: gpe:Ic. sglin: : - = o=

urn:epc:id: sgtin:45671234.00001.1000001012 | TestMDOOO3 [Test 20071103

Inventory Information Table Pick-up Order Information Table

Figure 5.11 Data collection and storage

By adopting a case clustering method, the casesdiarded into ten
clusters based on four key attributes: order siweduct dimension, product
weight, and product shape. The clusters are thaexad by the k-NN method.
Once the new pick-up order is released, the osleompared with the clusters
using Equation (5) for selecting the clusters vatipotentially high degree of

similarity. By using a similar approach, these pttly useful cases are
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retrieved from the selected clusters as referemases; and the corresponding
material handling equipment is suggested as thépesunt for handling the

current query.

Decision Tree

Warehouse Design Issue q Design far Skieing
' ‘ = I\ Zoning

I
Order picking Intemal layout
system design

'? Zones formed are based on..
G Product size
- Produet weight
// = 4 Product weight
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. Q3
-4
= 4
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\\L Itemns location assigroment

1

juawubissp
| uoyn 30| W)
Aoiod
abioiS 4

/

Figure 5.12 Decision tree formulation

As illustrated inFigure 5.13 Cluster B is the first choice for solving new
pick-up order “PLO01" because its similarity valieeCluster B is 99%, which
is the highest among the ten clusters. By usingmalas approach in case

“PA231,” the 95% similarity value ranks as the ffiresource choice for

handling “PL0O01.”

e Step 5: ldentify the locations of the resources

With Equation (1), the warehouse operation dataused as the input
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parameters for calculating the distance betweeridtkdifts and RFID readers.
The result of the calculation is used to deterntime exact location of the

resources.

PL001

‘ Attribute
Case 5 asg CBR arder size
R 1to 1 Product dimension
eposttory EIlglIle Product weight

Product shape
@ wew | | |
| | | | . | e
L]
| :
1st Selection

Cluster B

Similarity Value er A

=99% arity Value rE

=90% ity Value 4 Cluster I
=88% ¥®  Similarity Value
_ = 66%
2nd Selection
Case:
PA231 se:
Similarity Value L
— 059 B401 e,
Similarity Value e, Casa:
=93% )
PC142

Similarity Value
=46%

Figure 5.13 Selection of the potentially useful matial handling equipment for

new pick-up orders

Let the RF of the RFID reader 0013 be 915 MHz drel dorresponding
wavelength be 33 cm. When forklift A, with an embtled RFID tag, passes
through RFID reader 0013, it is detected and theesponding read out within
a fixed period of 5 seconds by reader 0013 is ifledtand stored in the
centralized database. Then, using Equation (1)distance between the forklift

A and reader 0013 can be obtained by:
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oo1a o = (925MHzx 33cmx 5s)/(2x 250) = 301.95 cm= 3 m.

After calculating the distances between the readers the objects, the
exact locations of the objects in term of x- andgerdinates, are determined by

applying Equations (3) and (4), respectively.

Using forklift A as an example, substitute the amtes among readers

0013, 0014, 0018, and corresponding locationseféaders into Equation (4).

2 Z(AX0018D +CD - A2y0018)yA " (C2 + 2A%0C — AZB)

(A4 D?) (A1 D?) =0

Ya

where
A= 2(X0013_ X0014): 2(20-20)=0

B = oo A° — Yoois — Xoo1g =1—400-400=-799

2 2 2 2 2 2
C= (d0013A —doo14 A )_ (YO013 ~ Yoo14 )_ (X0013 — Xo014 )
=9-25-400+900- 400+ 400= 484

D = 2(Yo013~ Yoor4) = 220-30) = -20

Thus, the equation becomes

2 2484* (20)ly,  (4847)
AT (400) o (400) =0

ya’ —484y, +58564=0

L Yp =242
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Material handling equipments

sub. Ya=242nt6 (3),

X, =17.06

As a result of using the effective triangular lozalion scheme, the exact
location of forklift Ais (17, 24).

Through R-PODSS, all the exact locations of the emat handling
equipment can be identified in the warehouse armvshin the Java-based

platform, as illustrated ifkigure 5.14

Exact locations of the material
handling equipments

File Help

o Forklift Status:
Forklift: Orkll'ft -
Location: 17,24

Order Status:
Order Number: PLO01
Number of item: 8
Pick-up sequence:

I2i>n>p>l>0>m>j>|

Setup:

E Random Stocks ]

;EOE.-«J] @kﬁfﬁ }

| Forkiift 8| | ForkiftD |

Production [
Workstation A& Random Processes l

Controls:

L | stert | | Pause | | Stop |
J

1 Top HMiddie [Bottoml

proposed by CBR engine

Their pesitions are (11, 21), (55, 48), (33, 27], (05, 13), (42, 23), (21, 10), (34, 32) and (26, 13).

Figure 5.14 Java-based platform of R-PODSS
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Thus, GSL solves the problem of selecting the nsdtehandling
equipment to perform the pick-up order. As a reshk productivity of GSL is
enhanced through selecting the right equipmenthi®iorder-picking process.

In the following case study, the function of R-PGDB manipulating the
exact locations of the resources to support thesa@emaking process of order

picking routes formulation is illustrated.

5.3 Case Study 2 — Mold Manufacturing Company

Mold manufacturing can be divided into two categsriproducing standard
molds and unique molds. Standard molds enablettharslining of the production
cycle for specific products. This kind of mold isnufactured in the Make-to-Stock
(MTS) mode of production, in which the productiomgesses and specifications of
each product are standardized. In contrast, thguenimold is operated in the
Make-to-Order (MTO) mode, in which products are ofantured according to
customers’ unique requirements.

Jing Chi Engineering Company Limited (JCE), a molahufacturing company,
was established in 1968. It is a vertically inteégdasurface finishing organization,
and mainly focuses on producing molds of automopiags, bathroom, and kitchen
equipment. To provide high quality and customizedvise to customers, they

produce in the MTO mode so that the products cagalsédy customized.

5.3.1 Problem definition of JCE

Due to the economic down-turn and low-sale seagbescompany found that
the capacity of the shop floor is excessive. A hd/Mirusiness mode of producing
standardized and unique molds is adopted in thepaom In shifting to this
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production model, the company faced difficultiegoreparing a suitable production
schedule. Due to the confusing production schedubggerial requirement planners
found difficulty in preparing the materials for thgroducts in the two different
production modes. In addition, the scrap in producincreases due to the frequent
re-calibration of the machines. This makes the emphment of material more
difficult. Therefore, JCE is determined to furtherprove the performance of shop
floor so as to enhance its manufacturing capacity ismprove its customer service
along four initiatives: i) to be alert, in real-tmto the need to replenish any
materials or to the necessity for setting up a meaduction line, ii) to enhance
customer service by acquiring the production statticustomer orders and the
activities being performed by the equipment in teak, iii) to allocate the forklift
and manpower effectively and efficiently in order fulfil stochastic production
demand, and iv) to define the actual inventory llewel locate the exact position of

material handling equipment and SKUs in the wargkou

5.3.2 Deployment of R-PODSS in JCE in Support oktbecisions on Warehouse
Operations Planning

To achieve these goals, JCE adopts R-PODSS foringolthe stochastic
production material demand problem. The seven tpegrateps in R-PODSS are

shown inFigure 5.15

e Step 1: RFID performance evaluation

In this step, three more tests are conducted ttuaeathe RFID reading
performance, as illustrated Figures 5.16 and 5.17The tests are 1) Power

level-distance, 2) tag angle, and, 3) antenna aegts
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Most satisfied
order sequence
No

Step-3 Data Collection Centralized Database
and Storage

L

A 4
Step 2: Hardware Step 4: Formulation of |

Installation Order Sequence
A

“urther Improvement
of productivity?

Step 1: RFID l Yes No

@ 4
Performance Evaluation Step 7: Swap mutation

for Order Sequence

A 4
Step 5: Formulation of |
Material Sequence

urther Reduction o
completion time?

Step 6: Swap mutation
for Material Sequence

|
Figure 5.15 Seven operation steps of R-PODSS

Figures 5.16 — 5.17 On site tests in JCE

1) Power level — distance test
Figure 5.18llustrates the hardware setting of this test.hBtite tag and
antennas are perpendicular to the E-plane. In ptavef test, the tag is moved

along the intersection line of the E-plane andHhkglane. In doing so, the read
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counts per second can be measured with differenbo@tions of distances and

power levels.

y

Figu 5.18 Péwer level-distance test
2) Tag angle test

Figures 5.19 and 5.2@lemonstrate the hardware settings for the tageangl
test. The radiation directions of both antennaspamallel to each other. Both
the RFID antennas and the RFID tag are fixed atighth of 100.0 centimeters.
The distance between the geometrical centers oftwlme antennas is 30.0
centimeters. In this test, the tag is rotated ahia interval of 15-degree steps
along the H-plane, and the angles vary from 0 0 d8grees. The read counts

per second are measured with different combinadistances and angles.
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Figures 5.19 and 5.20 Tag angle test

3) Antenna angle test

Figures 5.21 and 5.23how the hardware setting of the antenna angle test
The antenna angle being tested varies from 0 tod&g@ees at the unit interval
of 30 degrees, and the object is moving at thedspéd.5 m/s in front of the

antennas. The read counts per second are measutteddifferent antenna

angles.

Figures 5.21 and 5.22 Antenna angle test
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e Step 2: Hardware installation

After evaluating the RFID reading performance, timost effective
hardware setting is identified. By performing theee proposed tests, RFID
performance is evaluatedrigure 5.23 shows the relationship between the
power level and distance between the tags and medermThe minimum RF
power level required to detect a tag is 7 dB, drrhaximum distance is 200
centimeters. The maximum average read count isndr8L6 times per second.
The read count is relatively stable at the maximlavel. However, the
readability between the tag and the reader sigmflg drops with an increase in
distance or a decrease in power level. Theref@iagwa higher power level can

provide a better and larger coverage range.

Read count per second at different power level and distance

Tag-reader Distance (cm}
a 25 50 75 100 125 150 175 200
15

14

13

12

Read count

11 per second

8-10
10
6-8

Power Level (dB)

m4-6

m2-4

mg2

Figure 5.23 Different power levels and distances

Figure 5.24illustrates the relationship between the readieggsmance in

the form of read count per second and differentatagjes. The performance of
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angles between 0 — 30 degrees is slightly lowen that between 135 — 180
degrees. The reading performance becomes stable thikeangle is between
45 — 120 degrees. Thus, it is not necessary te plectag parallel to the surface

of the reader.

Read count per second at various angles (Fixed position)

Per second Read count
O MNWR A~ ®O©
Y
/

0 15 30 45 60 75 90 105 120 135 150 165 180
Tag angle (degree)

Figure 5.24 Result of tag angle test

Figure 5.25explains the relationship between the readingoperdnce in
the form of read count per second and differentleeaangles. The result
indicates that the readability of the antennaseiases when the angle between
the two antennas increases. The optimum readabflitye reader is achieved at

reader angle of 120 degrees.
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Average Read Count with Different Various
Reader Angles

45 60 75 90 105 120 150 180

Angles betweentwo antennas (deg)

=

[ )

Per secondread count
S NW RGN WO

Figure 5.25 Result of reader angle test

By using the results of the tests, two sets of eemdnd antennas are
installed at the entrance of each operation argallustrated inFigure 5.26
Thus, the operation area is fully covered by thefiRf the RFID readers and

antennas.

* width =7 feet »

o
RFID Antennas :

D1=0.94ft

Stands

D2=3.33it

D3=3.33ft

| D4 = 0.6ft
Figure 5.26 Hardware installation
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e Step 3: Data collection and storage

In this step, the production data is captured ey RfFID equipment, and
then transferred and stored in the centralizedbdata for further analysis. If
production failure occurs, a sign will be sent tigbh RFID technology and

transmitted to the order sequence in the GA engine.

e Step 4: Formulation of order sequence

Once the signs are obtained from the RFID technpliig order sequence
is formulated, as shown iRigure 5.27. For example, if production failure
occurs in Operation Area 1, the corresponding geitlebe marked 1 in the

order sequence. Otherwise, it will be marked O.

| 0 | 1 0 0
Order 1 for Operation Area |  Order 2 for Operation Area 2 Order n for Operation Area n

Figure 5.27 Order sequence

e Step 5: Formulation of material sequence

Once the order sequence is formulated, the pramluctaterial demand of
each operation area is identified. With the integra of the availability
chromosome of the material handling equipment, dbeesponding material
sequence is constructed, as showfrigure 5.28 The size of the population is

100. The chromosomes are evaluated by fithess Bundt), and the

probability of selection of each chromosome g&hrom)= f, f f , where

x=1

ieft100
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Avallabl_hty o Instant Production Material Demands Fitness

forlihfts ‘ va‘ues

Parents Distance
chromi[=[1]0]0 1 1 112]20[ 0 [10] ... [10]0]0J0]0] .... 5[814[6] . 243
chrom2=lo[1]0[0]|.... [o|o|o|o[o0].... [0][4|8]16]3].... ololo]o0]. 251
chrom3/=|1[1]0]0]|.... [1|7[8]2]0]. 5(7[11]9]4] ... 10/ 8 [11]5] . 237
chrom4/=] 00| 1]1 ojolofo]o]. olofololo] ... ololofo]. 224
chroms/=| 00|01 1]ololofo]. ololololo] ... 617 10[9]. 245
chromsl=] 111 [1]1 1 Jo[11]3]7] . 215]911]4] ... 6l2[5]8]. 241
chrom7|=]...|...|... I mmr s |

Figure 5.28 Population of material sequence

A random number is generated for selecting the parents. If thee/alfr
is between 0 ang(chrom), chrom is selected. Similarly, if the value ofis
between p(chrom) and p(chrom), chrom is selected. The selected
chromosomes are then transferred to the mating pmolcrossover and
mutation.

Before performing uniform crossover, a crossovesbpbility index s,
randomly generated in the range of 0 — 1, is assiga the chromosomes and
compared with the probability of crossov&f.ss If the value ofs is smaller
than the value gbcoss thei-th chromosome is selected from the mating pool to
perform the crossover operation. Otherwise, nostesr occurs. Assuming that
Pcross IS 0.8, the process of crossover is executgd<f0.8. After that, a mask is

created by a random number generator through MATIs&Bpt, as illustrated

in Figure 5.29
generate mask MAT]_“AB
mask=round (rand (1,Nt)) ; e
mask [=lol1]1[1] ... lolol1]1]o] ... [111]1]olo] ... o] ... ol1]1]o] ... 1]

Figure 5.29 Mask generation through MATLAB
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Through the mask and the MATLAB script, paremtsrom and
chrom are combined and offspringdfspri, andoffspri, are generated. As
illustrated in Figure 5.3Q bitz chrom1 @and bits chrom1 are exchanged with
bit3 chrom2@nd bits chromz When bitz mask and bity mask are equal to 1. On the

other hand, ibiti nask= 0, no action is taken.

ohrom1|=|1]0[0] 1] [ 1112|20] 0 |10] [0jololola] lo |s|814]8] 7]
MATLAB . I RN NI I ) L& | 1 §! { I Parents
Seript chromz|=[ 0] 1]0T0] ... [0ToTolofe].... [0T4Ts[8[3] ... [8] ... [0]olofe] ... [0]
P(keeptic, :)=mask.*P(ma,:)+not (ma| mask [=[0li[171]....[ofol4l4[0].... [1]1]1[e[0] [o] ... [o[4T4]0] [1]— Mask
sk} . *Plpa, 1) ‘ ¥ ¥ ¥ 4 t
offsprit[=[ 1 [1]010] [1Ti2[e]o]10 [eT4T8To]0g] ... [¢] ..... [s[eT0]6] ... [G]
3 i 1] ! 0 U ! Ll _[— Offsrping
offspri2[=] 0 [0 0] 1] ...... [0]0[20[@]0] ... [1G]0[0[16]3] ..... [@] [oTeT4l o] 7]

Figure 5.30 Offspring generation by crossover

After crossover, mutation starts with the prob#pilof mutation pmy:
Repair operations will take place if there is anilation between the
production workstation area and the instant dema@ingroduction materials.
The generated offspring are then passed to Equd@prfor evaluation, as
shown inFigure 5.31 The total travel distance for fulfilling each ohmosome

is re-calculated.

Parents L || Distance
chrom1|=| 10|01 .... 1112]20] 0 |10 ...... 10/0/0]0|0] ...... | 0| s 58 146 | cun | 7 | 243
chrom2|=|0|1]0]|0]| ...... 0/0/0]0|0]...... 0[4816{3] ...... L8| e 0/0]0]0] ...... 1 0 | 251
chrom3|=|1]1]0]0]| ...... 1171820 ww S5|71119(4)| ... [ 1018 1115 ... | 2 | 237
chrom4/=| 0|0 |11 ... 0/0]0]|0|0] ... 0/0]0]|0|0] ...... 10 ... 0/0]0]0] ...... 10 | 224
chrom§|=| 0|0 |01 ... 1010|010 ... 0[0]0]|0|0O] ...... 10 ...... 6171019 ...... 15 | 245
chromg|=| 1| 1]1]1] ... 1101137 ...... 2519 14| i 18] ... 6258 11| 241
chrom7|=| ... | ... | ... [ oo pon Lo | sna | e [some | 833 JRVS S O OO ORI [ [PV P O OO R ||
1st Generation L | Distance
offspri1|=| 1100 ...... 1]112/0]010] ...... 0/4/8/0[0] ... 19 ...... 5/0/0]6] ... 10 | 232
offspri2|=| 0|0 | 01| ...... 0[0]20/0]0] ... 1000 16|33 ...... 10 ...... 0[8]14|0] ...... 1 7 | 238
offsprid|=| 1| 1] 1]1] ... 11710120/ ... 0[7 0, 0]4)] 0 [ e 100 110 | v 1 2 | 245
offspri4|=| 11|00 ...... 11018100 ..... 5[01119]0 ] weews LO | v 0[8]0]5] ... 10 | 229
offspri5|=| 1|0 01| ... 11010130 ...... 0[0]0]0|0O] ...... 10 ... 61258 ... 11 240
offspri6|=| 1| 1] 1]1] ... 110107 ].... 2(519/11[4] ... 181 ... 61711919 ...... 15 | 240
offspriz|=] ... ... o[ o] oo oo Lo Lo Lo | e L L L e e | e [ [PV O OV OO R ||

Figure 5.31 Fitness evaluation
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The optimized replenishment routes are then fortadlavith the shortest
distance after several crossovers and mutationsough JavaScript, the
optimized and suggested pick-up routes are sughemtel shown as user
interfaces for handling the replenishment operatiom coordinate form, as

shown inFigure 5.32andTable 5.3,respectively.

//show message

fidlbl.setText (a.getfid(oidlist.getText()))
lsglbl.setText (a.getsq(oidlist.getText () )+ "Deport Area”) ;
itemsnolbl.setText (a.getitemsno (oidlist.getText()));

if (b.length - count == 1)

{

if (prev_tmpsrow==0) ‘ | I ‘ |
{

Production Floor

_______
gcImage.drawLine (prev_tmpX, prev_tmpY, prev_tmpX, prev_tmp¥+40); |
gelmage.drawLine (prev_tmpX, prev_tmpY+40, prev_tmpX+350, prev_tmpY+40) ; [ | | ! ‘ |
}

felse if (prev tmpsrow==1)

{ | 1
gclmage.drawline (prev_tmpX, prev_tmpY, prev_tmpX, prev_tmp¥+30); ‘ | | | . ‘ |
geIlmage.drawline (prev_tmpX, prev_tmpY¥+30, prev_tmpX+350, prev_tmp¥+30): !

+

lelse if (prev_tmpsrow==2)
{

gcImage.drawLine (prev_tmpX, prev_tmpY, prev_tmpX, prev_tmp¥+20);

gcImage . drawLine (prev_tmpX, prev_tmpY+20, prev_tmpX+350, prev_tmpY+20) ; i
b [H 1
else if (prev_tmpsrow==3) I : ] !
[ L=

gcImage.drawline (prev_tmpX, prev_tmpY, prev_tmpX, prev_tmpY¥+10); TTI :
geIlmage.drawline (prev_tmpX, prev_tmpY¥+10, prev_tmpX+350, prev_tmp¥+10): ER 1
= = = = 1

+ . 1
gcImage.drawText ("Depot”, 420 , 200); i
'

1

|

1

gcImage.drawText ("Area”, 420 , 220); [
textarea.append ("The location of Depot Area is (" + |
(prev_tmpX+350)+", "+ (prev_tmpY+20)+") .") ; I HaE ===\

N L}

| I il N ]
i T T —
i [HEEE] I_I.._I”]I [l
gcImage.setLineStyle (SWT.LINE SOLID) ; - i

|
gcImage. setBackground (shell.getDisplay () .getSystemColor (SWT.COLOR BLACK) FOm==mmmme—— *
) - Warehouse

}

Figure 5.32 Formulation of optimized pick-up route

Table 5.3 Suggested pick-up route

Route 1
Sequence of route 1 2 3 4 5

Node I i n P 0
Coordinates 11, 21|55, 48|33, 27|05, 13|26, 13
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Chapter 6 Results and Discussion

6.1 Introduction

In this research, an R-PODSS is proposed for fatiig inbound operations to
increase the visibility of production and warehowgerations status and enhance
the efficiency and effectiveness of decision makimgen production problems occur.
R-PODSS adopts RFID technology, CBR, and GA teakesgfor optimizing the
pick-up and delivery routes of production materidlstween shop floor and
warehouse environments to minimize the effect otlsastic production material
demand problems. In this chapter, the results asdussion on two areas are
presented in Sections 6.2 and 6.3.

Through the experiments and case studies, the itensf the proposed
R-PODSS are examined and described. These ingightserve as references for

enterprises interested in adopting the RFID satutio

6.2 Experimental Results and Discussion of SysteerfBrmance in

the Production-warehouse Operation Decision Support

In this section, two experiments are conducted xanene the system
performance of R-PODSS in the production-warehasration decision support.
Experiment 1 is the comparison of transaction srrbefore and after the
implementation of the RFID system, whereas Expeningis the comparison of
processing time for stochastic production mateteahand problem. The aim of the
first experiment is to evaluate the transactiomrsriof a warehouse system before
and after implementation of the RFID system. Thgedive of the second

experiment is to determine the contribution of REFS3 in the efficiency and
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effectiveness of tackling the stochastic productraterial demand problem.

6.2.1 Experiment 1: Comparison of Transaction ErsrBefore and After
Implementation of the RFID System

To determine the performance of the RFID systemrmaghematical model is
proposed for evaluating the transaction errors efaaehouse system before and
after implementation of the RFID system. Assumd thdransaction error in the
warehouse system due to the unreliability of thestmcted RFID system for

productj is denoted ag; for reading processyje J. The characteristics of

reliability of the constructed RFID system, befarglementation of RFID system
(nRFIDs) and after implementation of RFID systenkI(®s), are shown iTable

6.1

Table 6.1 Characteristics of reliability of the RFDs and nRFIDs

Probability of Probability of Probability of
miscounting exact counting | repeated counting
(RFIDs)/ for 1 tagged P, P, P,
item unit
(NRFIDs)/ for 1 item @, o ?,
unit

The probability of repeated counting is time-indegent and follows a
geometric distribution. Based on this, the mathe&ahéxpressions of Equation (12)

are constructed:
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Po— B

< 1- S 1-¢,—¢
po+p1+zliz1:1 p2:2_ ¢o+¢1+2¢2=1 Py =
n=1 -1

Po— B n ’ 2=py =, ) (12)

Thus, the expectation of the counting result fitefn unit is denoted as,

A = p,(0)+ Dl(1)+g B(n)=p+(3- p- R(+ p- P for RFID

ﬁ2:¢1+(3_¢70_§01)(1_(00_(01) for nRFIDs

A=

(13)

The time-independent transaction error for promimMi iseli, which shows

the difference between the actual amount and eafecs of the counting result;

e; = M; - 1M, =(1-1 M _ (14)

Through the above mathematical models, the degfe@mprovement of
transaction errors before and after the implemaemtadf RFID system is derived
and shown inTable 6.2 The results show the average transaction ernoonuer is

greatly reduced, i.e., 75%, after the implementatibRFID system.

Table 6.2 Degree of improvement of transaction erms before and after the

implementation of the RFID system

Average transaction error/order

NRFID 0.20

RFID 0.05

Degree of improvement 75%
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6.2.2 Experiment 2: Comparison of Processing Timar fStochastic Production
Material Demand Problem

In this section, all the results are generatedguMiATLAB 2006b on an Intel
Core 2 Duo 2.00 GHz PC with 2G MB memory. Threeesame analyzed, namely, i)
small production material demand order size, ii)dime production material
demand order size, and, iii) large production matetemand order size tests, to
evaluate the performance of the proposed algoriffire problem sets are solved
within each case, and the number of workstationd @ne type of production
materials are the same in each problem set. Eatilgon set is simulated ten times
to find the worst, average, and best total makegppdhne R-PODSS for solving the
problem. The total makespan comparison betweefirdtecome-first-served (FCFS)

strategy and R-PODSS is also recorded.

) Small-sized production material demand order test

Five problem sets with a number of production maketemand orders from 10
to 90 under two production environments are geedrathe results are shown in
Table 6.3 In these problem set results, both FCFS straaagyproposed R-PODSS
result in a longer makespan when the number ofymtoah material demand orders
and the number of production material requested iacecased. However, the
proposed R-PODSS provides better results for thed tnakespan than the FCFS
strategy. The average makespan generated by tHe’F&8 is 30.29% shorter than
that generated by the FCFS strategy in a heavyuptimh environment, and 23.73%
shorter than a normal one. The results prove theakibty of the proposed

R-PODSS in minimizing the total makespan for pradgogoods when handling
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small sized incoming and outgoing orders, withinre@sonable computational

runtime.

i) Medium-sized production material demand order test
Five sets of medium-sized production material desmander problems ranging from
110 to 190 incoming order sizes are used. The teesuié recorded iffable 6.4
Results similar to those of the small size inconongder test are obtained. The total
makespan generated by the proposed R-PODSS outpsrfine FCFS strategy.
However, the average percentage deviation of totakespan between the two
approaches has dropped by nearly 20% comparedtiagttsmall size production

material demand order test.

1)) Large-sized production material demand order test
Five large production material demand order probéets ranging from 210 to 270
are tested. The results can be foundahle 6.5 The average percentage deviations
of makespan generated by the two approaches @&%4and 5.31% in heavy and

normal situations, respectively.
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Table 6.3 Results of FCFS strategy and R-PODSS oandom instances of small-sized production materialemand orders

Total C aring two cases of total
Number of orders Number Total makespan (R-PODSS)(seconds) orpalins tuaiases o1 Sl

i makespan ) g y
Scenario Trial of raw Total makespan P Computation time of R-
B Run m]te‘ml (FCFS)(seconds) PODSS (seconds)

Incoming / |Ratio of Incoming /| Matert )
diitdeig SitaalhE requested Worst Average Best (seconds) (%)

1 10/30 0.33 156 843 501 407 345 436 5112 664

2 30/30 1 331 2364 1511 1399 1326 965 40.82 3210

3 50/30 1.67 505 5095 4652 4111 4054 984 1931 3225
Heavy

4 70/ 30 2:33 664 11949 10875 9811 9513 2138 17.89 4761

5 90/30 3 841 10918 11507 8545 8106 2373 21.73 5016

Average 233.8 5809.2 4854.6 4668.8 1379.2 30.29 3375.2

1 10/30 0.33 160 248 232 220 214 28 11.29 412

9 30/30 1 325 608 421 342 281 266 43.75 524

3 50/30 1.67 497 813 661 523 506 290 35.67 602
Normal

4 70/ 30 288 668 1039 912 898 791 141 13.57 579

5 90/30 3 825 1589 1484 1361 1284 228 14.35 557

Average 859.4 742 668.8 615.2 190.6 23.73 334.8
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Table 6.4 Results of FCFS strategy and R-PODSS oandom instances with medium-sized incoming orders

Total ) AT S CANEE 5
Number of orders number of Total makespan (R-PODSS)(seconds) CampsLie o siser ol
Ssumarls Trial raw Total makespan makespan Computation time of R-
’ ‘ Run aterial (FCFS)(seconds) PODSS (seconds)
Incoming /| Ratio of Incoming / materta Worst Average Best (seconds %)
outgoing outgoing requested ’ ARG i ) o

1 110/30 3.67 1010 14564 14212 13857 13151 707 4.85 2371

2 130/30 433 1170 19178 17511 15689 14209 3489 18.19 1890

3 150/ 30 5 1336 27435 26917 24970 23411 2465 8.98 2545
Heavy

4 170 /30 5.67 1530 35816 34542 33355 31547 2461 6.87 2973

=) 190/30 6.33 1698 46861 #4526 41346 400987 5515 L1E7 3101

Average 28770.8 27541.6 25843.4 24661 29274 10.13 2576

1 110/30 3.67 921 2491 2491 2387 2262 104 418 390

2 130/30 4.33 1196 1214 4268 4095 3945 119 2.82 568

3 150/ 30 8 1391 6996 6855 6591 5249 405 5.79 989
Normal

4 170 /30 5.67 1554 7991 7991 7746 7521 245 3.07 438

5 190/ 30 6.33 1704 11897 13521 11510 10974 387 3.25 512

Average 6717.8 7025.2 64658 5990.2 252 3.82 3794
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Table 6.5 Results of FCFS strategy and R-PODSS oandom instances with large-sized incoming orders

Total C aring two cases of total
Number of orders number of Total makespan (R-PODSS)(seconds) orpet mgl “0' L‘ISES GLoLs
— Trial raw Total makespan makespan Computation time of R
’ ¢ Run . i ial (FCFS)(seconds) PODSS (seconds)
Incoming /| Ratio of Incoming / materta Worst Average Best (seconds) (%0)
outgoing outgoing requested ’ Sy ‘ ’ ) ¢
1 210/30 7 1848 53584 43211 45514 39983 8070 15.06 2434
2 230/30 7.67 2034 63002 55144 51069 48182 11933 18.94 2364
3 250/30 8.33 2195 68478 62592 57009 55417 11469 16.75 3055
Heavy
4 270/30 9 2363 84402 75218 66015 64624 18387 21.79 4321
5 290/30 9.67 2464 76712 76712 75151 75059 1561 2 2915
Average 69235.6 635754 58951.6 56653 10284 14.91 3117.8
1 210730 7 1791 20076 19451 18507 13159 1569 7.82 598
2 230/ 30 7.67 1948 28771 28156 27721 26854 1050 3.65 682
3 250/30 8.33 2078 32691 32691 31854 30749 837 2.56 570
Normal
4 270/30 9 2395 32787 32187 31606 30174 1181 3.6 586
5 290/30 9.67 2485 47177 43528 42058 38474 4219 8.94 1098
Average 32300.4 31202.6 30529.2 27882 1771.2 5.31 706.8
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Based on the three tests results, the proposed [BSBOis capable of
minimizing the makespan in the shop floor environtm&able 6.6are the results of
improvement of total makespan among different gtiaatof orders with different
optimization approaches. For the small size ordéns, improvement of total
makespan is from 17.89% to 51.72% in the heavyymtioh scenario. In the normal
production scenario, there is similar improvemdrtotal makespan, from 14.35% to
43.75%. For the medium size orders, the improveroétwtal makespan is smaller
than that in small size orders. A similar improvemeange of total makespan
between medium and large size orders in the headuption scenario is shown, i.e.,
around 15% improvement of total makespan. For tbenal scenario, the total

makespan is increased by 5% when using the FCR®&gyrand the R-PODSS.

Table 6.6 Results of improvement of total makespabetween different numbers

of orders and different optimization approaches

Three Scenarios

Small number of orders Medium number of orders Large number of orders

Total Efficiency |Efficiency |Total Efficiency |Efficiency |Total Efficiency |Efficiency
number of |(Heavy) (Normal) |number of|(Heavy) (Normal) |number of|(Heavy) (Normal)
orders orders orders

40 51.72% 41.29% 140 16.85% 4.18% 240 15.06% 7.82%

60 40.82% 43.75% 160 18.19% 2.82% 260 18.94% 3.65%

80 19.31% 35.67% 180 12.98% 5.79% 280 16.75% 2.56%
100 17.89% 13.57% 200 14.87% 3.07% 300 21.79% 3.60%
120 21.73% 14.35% 220 11.77% 3.25% 320 3.03% 4.94%

The proposed R-PODSS provides good solution resaftd reasonable
computational run time when addressing the prolémandom arrival of incoming
orders in both heavy and normal production envirents. In the heavy production
scenario, a 15% to 20% maximum improvement witfi@@®to 3000 seconds (40 to

60 minutes) is observed. Thus, the most optimalraatistic results are generated in
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that period, as illustrated Figure 6.1

Relationship between computation time
and improvement of total makespan
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Figure 6.1 Relationship between computation time ahimprovement of total

makespan in the heavy production scenario

In a normal production scenario, there is at mo$0% to 15% improvement

within 500 seconds (about 8 minutes). Thus, thetmpmal and realistic results are

generated in that period, as showrrigure 6.2
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Relationship between computation time
and improvement of total makespan

50.00%
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25.00% |
20.00% |
15.00% -
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Improvement (%)
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Computation Time

Figure 6.2 Relationship between computation time ahimprovement of total

makespan in a normal production scenario

By comparing the relationship between computatiore tand improvement of
total makespan, the improvement of total makespgatinmited to a fixed range,
whether the computation time is short or long.

In the next section, the performance of R-PODSSupporting the decision

making on production-warehouse operations in twsecstudies is recorded and

discussed.

6.3 Discussion of the Use of R-PODSS in Two Caseligts

In the previous sections, the development of pypied in two case studies was
described to evaluate the feasibility and adoptshbif the proposed R-PODSS. In
this section, quantitative measurements of the BR$® are carried out and

evaluated to verify system performance in actuahufecturing companies. Within
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the quantitative measurements, comparisons of edioce assessment criteria,
before and after system implementation, are corducthe performance results in

the two case studies are positive after implemgri@fPODSS.

6.3.1 Results and Discussion of R-PODSS in GSL Camp

In this section, the contributions of R-PODSS te t6SL Company are
examined and described. R-PODSS enhances the warebo operating
performance of GSL in three categories: i) RFIDm@am procedure simplification,
i) improvement of accuracy of retrieved informatjoand, iii) enhancement of

productivity of the warehouse.

1) RFID adoption procedure simplification

Through the proposed reading performance testqédtiermances of active and
passive RFID devices are determined in differemnados, such as in different
locations, with different materials being handlediccording to the results in
Appendix B, the distance at which an active tag is able ¢teive a signal is about
10 meters, but a passive tag cannot receive a Isigggond a distance of
approximately 2 meters. The reading performancanadctive RFID device is better
than that of a passive RFID device. Results rettestl all of the tags achieve their
best performance when placed at the same levhaeaatennas. Based on the results,
the procedures for the RFID equipment selection sangplified. This facilitates
determination of the locations suitable for thetafiation of RFID devices in the

GSL warehouse.
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i) Improvement of accuracy of retrieved informatio

Once the RFID equipment is installed effectivelyg taccuracy of retrieved
warehouse information is significantly improved. Table 6.7, the inventory level
recorded by R-PODSS is exactly the same as thaldetel, which is better than
using manually recording this information. R-POD@8vides the exact location of
the material handling equipment. The visibility ofarehouse is significantly

increased.

Table 6.7 Improvement in the accuracy of retrievednformation

Previaus Situation (Manual Document/Barcodz) | R-PODSS (RFID) | Actual
Inventary in warchouse 1547 Units 1574 Tits 1574 Units
Inventomn in specific
lacations {Level 2 af Mo Eecord 43 TTnits 473 TTnits
Rack 6)
Location of material
handling equipment Zone & (17, 24) (18, 23)
(Forklife A)

iii) Enhancement of productivity of the warehouse

Owing to the adoption of RFID technology and quapyimization technique in
R-PODSS, the performance of retrieving and storirigrmation are significantly
enhanced. The lengths of time for retrieving andrisgy specific warehouse
information are reduced from one minute and teoses to five seconds and two

seconds respectively, as showTable 6.8
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Table 6.8 Time reduction in retrieving and storinginformation

Previous Situation (Mannal R-PODSE (RFIDguery
Dacument/Barcode) eptimization)
Time for retrieving warehonse
information

Inventory in warehouse 30 s 2s

Inwentory of specific type of product 1 trin O3

Time for recarding warehouse 108 9
infarmation (weight of SKI7 A)

Moreover, the job assignment process is changeth froanual-based to
automatic. The speed of assigning pick-up jobs fanchulating material handling
solutions for fulfilling customers’ demands is sigrantly enhanced. Previously, the
average time for formulating one material handlsggution is about two minutes.
Time is greatly reduced to 15 seconds when R-POB$8plemented, as illustrated

in Table 6.9 This enhances the productivity of the warehouse.

Table 6.9 Time reduction in formulating the materid handling solutions

Previous Stination | R-PODSS

Time for formulating one material
handling safution

Determine the appropriate material handling 7
Ecquipment
Determine the shortest pick-up route 458 15s
Maodify the solution if not feasible 1 trun
Tatal 2 s

6.3.2 Results and Discussion of R-PODSS in JCE Camp

In this section, the contributions of R-PODSS te thCE Company are
examined and described. R-PODSS enhances produsgiemnation performance of
JCE in two categories: i) time reduction in ideyitify the stochastic production
demand orders, and ii) time reduction in formulgtsolutions for the stochastic
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production material demand orders.

1) Time reduction in identifying the stochastic guation demand orders

Table 6.10 shows the different lengths of time for identifyithe stochastic
production demand orders. When the number of oparateas and material demand
orders increase, identification time of productifailure also increases under a
manual approach. The efficiency of information eclion is significantly enhanced

after implementing the RFID equipment.

Table 6.10 Identification time of production failure

Number of operation areas | Number of praterial depiands | Manual Approach (Sec) | R-FODSS (Sec)
i 10 2
1 2 12 2
3 11 2
4 13 2
1 3l 2
5 2 27 2
3 25 2
4 34 2
1 75 2
3 2 65 2
3 89 2
4 a0 2
1 g0 2
¥ 2 100 2
3 111 2
4 130 2

i) Time reduction in formulating solutions for thstochastic production
material demand orders

Two different probabilities of crossover, 0.8 and®,0and two different
probabilities of mutation, 0.0015 and 0.03, ar¢ée@sind evaluated in this case study.
Using different combinations of GA parameters, sashprobability of crossover,
probability of mutation, population size, and numbgiteration, the average fithess

value, standard deviation, and best fitness valeeecorded (refer tppendix C).
134



Chapter 6 Results and Discussion

Based on the results, the fithess values are redfroen generation to generation
until there no improvement is observed in the figstss value, up to 2000 iterations.
With reference to the results, the combination & farameters, probability of
crossover foss = 0.9, and probability of mutationng = 0.0015, achieves lower
fitness values. Thus, the shortest routes are flatenl by adopting this combination.
By adopting the probability of crossovesqss= 0.9 and the probability of mutation
Pmut = 0.0015, the traditional manual-based approadhtlaa proposed R-PODSS for
solving the stochastic production material demamdblem are compared.

Generally, three steps are involved for formulatirgutes for stochastic
production material demand orders: i) determine &ppropriate material handling
equipment, ii) determine the shortest route, arjdniodify if the solution is not
feasible.Table 6.11presents the lengths of time for formulating reut& stochastic
production material demand orders for both manppt@ach and R-PODSS. Using a
manual approach to formulate a feasible pick-uper@aaitime-consuming if only one
item of material handling equipment and a few pigk+tequests are considered.
When the number of items of material handling eo@pt is considered and the
number of production workstations requesting proddacmaterials is increased, the
time for formulating a feasible route is greatlnmased when using the manual
approach. On the other hand, no significant diffeesis observed when R-PODSS is
adopted to generate the routes. For example, né thiee 4 items of material handling
equipment assigned to handle production matergtéenishment orders from 80
production workstations, it is necessary to spes¥b8econds for formulating small
batch replenishment routes for those orders, wkenady 20 seconds are spent for
the same purpose with R-PODSS. This illustratesttiea GA approach facilitates a

faster search and generates a better solutioargeisized problems.
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Number of material handling Number of production
o workstations requesting Manual approach (second) R-PODSS (second) Improvement (%)
production materials
5 60 15 300.00
10 123 15 720.00
1 20 257 15 1613.33
40 558 16 3387.50
80 1201 17 6964.71
5 118 16 637.50
10 234 17 127647
2 20 466 16 2812.50
40 972 16 5975.00
80 1840 17 10723.53
5 241 18 1238.89
10 508 18 2722.22
3 20 1019 19 5263.16
40 2164 19 11289.47
80 4321 19 22642.11
5 513 18 2750.00
10 1108 19 5731.58
4 20 2097 20 10385.00
40 4299 20 21395.00
80 8545 20 42625.00
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Chapter 7 Conclusion and Future Work

7.1 Summary of Research Work

In today’s trend of increasing mass customizatemaller lot size and short
delivery time have caused frequent changes in naatwing operations. Due to the
changes, problems such as workers’ absenteeisnhimealbreakdowns, and loss of
materials frequently occur in real-life dynamic guection environments. Small
batches of production materials have to be deltdérequently from warehouse to
production shop floors within a short period of éimNarehouse operations are no
longer confined to inventory storage and protectbrgoods, but include different
operations ranging from receiving, packaging of agoand after sales services to
light assembly and inspection. Organizing availadtel appropriate resources to
cope with the daily demand, has become a compgix ta

The aim of this research is to propose and devalo@R-PODSS to aid in
managing production and warehouse activities tdil fudlustomers’ demand.
R-PODSS makes use of RFID technology and Al tealesgsuch as CBR and GA,
to increase the visibility of production and wareke operations status and enhance
the efficiency and effectiveness of decision makimgen production problems occur.
The principle and structure of R-PODSS have beerldped and demonstrated in

Chapters 3 and 5.

7.2 Contributions of the Research

This research provides a methodology for the deent of a production
operation decision support system for the manufacguindustry to facilitate

inbound operations. The contributions of this researe summarized below.
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(i)

(ii)

(iii)

(iv)

In this research, RFID technology is adopted tdw&preal-time information
in the production shop floor and warehouse enviremis1 This enhances
information flow, visualizes the actual productiand warehouse operations
better, and facilitates production and warehousaimn decision making in
a real-time manner. In addition, the use of theppsed RFID reading
performance tests determined the reading perforesaot RFID equipments
in different scenarios. This simplifies the RFIDoatlon procedure in the
companies used as case studies. Moreover, withh#éie of proposed
effective triangular localization scheme, the eXacttions of resources are
easily identified. This facilitates the resourcéo@tion process effectively

and efficiently.

DBMS and SQL statements are adopted to providefuhetion of data
retrieval and storage for users. These help prevembhan mistakes in
preparing the program statement for obtaining dwgiired datasets. Through

guery optimization, the speed of data retrievaifithe database is enhanced.

The RFID Information Exchange Module has been aga for converting
the EPC codes collected from the RFID readers tanmgful and readable
information. The unique feature of this module litaties identification of
stochastic production material orders during prddac processes and

resource allocation for the orders.

Through Optimal Order Picking and Delivery Modutee RFID data are

manipulated efficiently and effectively which fatated the formulation of
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v)

(vi)

reliable material handling solutions to addresstsdstic production material
demand problems. The embedded CBR and GA facilitateselection of
resources and the route formulation for order pigkprocess, respectively.
Thus, the time for solving stochastic productiortenial demand problems is

significantly reduced.

In R-PODSS, RFID technology and Al technique inacdgdCBR and GA are
adopted to deal with stochastic production mateteahand problems. From
the literature review, the research area relatedintegration of these
technologies in monitoring production status inl-teme to provide instant
solution to solve daily shop floor problems is lied. Therefore, an
opportunity to study the adoption of several tedbgies to improve the

performance of the existing system exists.

The successful implementation of R-PODSS in actoanufacturing
companies is demonstrated in two cases studieser ABunching the
R-PODSS in the companies, overall efficiency ofduction and warehouse
operations is significantly improved. Thus, the ecastudies prove the

feasibility of R-PODSS in actual working practice.

7.3 Limitations of the proposed system

Although R-PODSS is proposed to solve the stoahgstbduction material

demand problem, it is necessary to address thewl limitations of the proposed

system.
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() The CBR-based module manipulates historicdiormation as cases for
facilitating order picking activities. In order tensure the accuracy of the
solutions provided by the module, it is essent@lrénew the cases in the
case-based repository frequently and validate gpeopriateness of the cases
to deal with the new problems. If the enterprisesdnot renew and validate the

cases regularly, the reliability of the case-basedule may be reduced.

(i) Two case studies have been conducted in ectreinic manufacturer and a mold
manufacturer, so as to validate the proposed systeEimwever, other
manufacturing sectors have similar production ntelemand problems. It is
necessary to determine the feasibility and adolityabf the proposed system in

different manufacturing sectors in the future.

(iif) The proposed system solely consider the raspdime for fulfilling customers’
orders as a key performance indicator. It is sugget® consider more attributes,

e.g. cost or quality, in determining the systenfqremance in the manufacturing

industry.

7.4 Suggestions for Future Work

Although R-PODSS has improved the operation perfmee in the companies
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studied, there is still room for improvement. Thi@eas should be considered in

future research toward improving the capabilitiethe proposed system.

(i)

(ii)

(iii)

(iv)

Another type of RFID tag has not been examinedhia tesearch. It is a
semi-passive tag, which is battery-assisted, witkaigr sensitivity than
passive tags, and cheaper than active tags. lsgenéal to evaluate the
reading performance of this tag in production slilmer and warehouse
environments to provide a comprehensive RFID perémce comparison for

formulating an efficient RFID solution.

In this research, the effective triangular localma scheme is developed for
locating moving objects. However, it is only apgliby the passive RFID
technology. Therefore, it is essential to modifye teffective triangular

localization scheme for application in active RE§uipment.

A GA mechanism is adopted in formulating replenishiroutes. However, it
Is important to handle different warehouse openatiwith a limited amount
of material handling equipment. Therefore, furtirestigation has to be
done to enhance the efficiency of the GA mechanisndetermining the

priority of warehouse operations.

Nowadays, people are more conscious of their partimethe entire supply
chain performance. A generic R-PODSS is necessanyahage the logistics
resources for improving the operation performanceuch a supply chain.

Therefore, studies on different parties, such talyelistribution, etc., should
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be considered to determine the requirements forifjing the current
architectural framework of the R-PODSS toward rfgtiwith the whole

supply chain network.

This thesis provides an overview of the developmeintR-PODSS in the
production shop floor and warehouse environmentsolee stochastic production
material demand problems. It is hoped that thieaesh inspires exploration from
both researchers and enterprises with regard tiveef@pplication of RFID and Al

techniques in the manufacturing industry
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Appendix A

Appendix A - Basic description of the testing equiment

(Source: http://www.alientechnology.con)

Reader Active RFID Reader Passive RFID Reader

specification

Brand Alien Technology Alien Technology

Name Nanoscanner Reader Alien Multi-Port General Puriis®
Reader

Model Number B2450R01-A ALR 9800

Frequency 2410 MHz — 2471.64 MHz 902.75 MHz — 927.25 MHz

Antenna Circular Linear

Polarization

Antenna Active Passive

Frequency 2410 MHz — 2471.64 MHz 902-928 MHz
Polarization Circular Linear
Tag - o 1

ULQ_;JULFLB.

Nature Active Passive (large) Passive (middle) Passivall}m
Dimension (cm) 8x25x1.2 9x4.5 9.5x3 4x25

Al




Appendix B

Appendix B - Results from the RFID tests

B1 Orientation test

B1.1 Tags stuck on the front surface of SKU

Total Read in 1 Min [Fassive

Total Readin 4 kMin [Active] Total Readin 1 Min [Passive large] | | Total Read in 1 Min [Passive middle] mall]

Distance [cm]f A1 2 3 4 5  |[Awverage 1 2 g 4 5 |Awverage 1 2 2 4 S [Awversge|| 1 | 2 |23 |4 | & |Average
20 1100[1100[{1700{1500{ 900 | 41260 | |1000|1000|1000|{1000[1000] 4000||4000|1000f 1000{ 1000 1000]  1000| |goo|go0|9zs|os0{9gs| 9248
40 2000[2100|2000{2100{1100| 1260 agg| 095| g9z ave| ove|  9g1.2||4000|4000| 1000| 1000|1000 1000 |2s50|a7e|es6|es0|854] 257 6
B0 2000|1200 160021002000 1920 O75| O¥0| O72) Q62| o975 O72.2 ) [ 1000) 1000] 1000{ 4000| 1000 1000 ol o) o) 0] 0 a
a0 1000|2000|2000{2100{1600] 1920 ao7| 910 gog| oo0s| 910 aog | | 1000 4000| 1000| 1000] 1000|1000 of of ol o] a a
100 1000|2000|2000{2400{1900| 2040 250| 966| 956| 965| aso|  963.4||4000| 1000| 1000| 1000) 1000|1000 ol of ol o] a a
120 2500|2200 240022002400 2260 JEO| FO0| Fo0| 200( 205 Jo97|| 920 020 022 020) Q20 o204 O o 0] 0] 0 a
140 2200|2000 200022002600 2220 231| 850 770| 240| 254 220|| Q60| OG5 O8G( 020) Q60 Ogg.2 o o) 0] 0] 0 8]
160 2200 2200) 2200)2400{2400( 2230 O70| 953 | 936] 940( 960 951.8| | 800] 800) 200] 200{ 200 200 ol oj 0] 0] 0 u]
180 2500|2500 2000|2500{2300( 2540 710| GG8| G80| 714| 705 625.4| | 200] 800 S00| S00( 202 S00.4 ol aj o] o] 0 a
200 2500|2500 2600|2400{2000( 2400 970| aro| 975| a75| 972 a72.4| | 878| 920 S290| A70| 265 9445 ol aj o] o] o a
300 1100[1100[1100{1900{1000| 1240 734| 730| 730| 746| 750 738 a o o o o a ol of ol o] a a
400 1800 | 2000|2000{2200(1900) 4950 F00| 630| 698| 702| 700 == 1= a a a a 1] a ol aj a] o] 0 a
500 380 | 420 | 360 |900 [s00 | s572 660| 655| 664| 620| 610 6418 o o o o =n a ol of ol o] a a
600 200 | 260 | 230 |200 [550 | =02 230| 7oo| 7oo| g25| 823] s34 a o o o o a al of of o] a a
700 200 | 480 |4490 |400 (270 | 414 715| 720| 717| 7490| 6090|7122 a o o o =n a al of 0| o] a a
200 1000|700 | 770 |g00 |700 | 724 z00| 208| 314| 290| 217| 3128 a o o o =n a of of ol o] a a
Q0o 450 | 420 | 400 | 250 | 220 202 a a 1] 1] a a u] u] u] u] 1] Q ol o) o) 0] 0 a
1000 A70 | 130 | 1580 | 150 | 220 170 a a a o a a a a a a 1] a o] aj o) o] o a

Response rate between actixe and passive tags (Direct facing)
100% L
1~ ~ 7~

il T ~~ \

80% T ~ \ ~
~ * \/ ~A / ~N
R 70%
€ Vas N /A~ =

] Passive Tag (large)
5] \ e Passive Tag (middle)
o 50% T v .
o s \ = = 'Passive Tag (small)
S 40% T ' :
@ \ = Active Tag
Sl I |
1
20% 3 \/ )
10% T ' \\\
L ]
0% } } =t } T } } } t t t } t i}
20 40 60 80 100 120 140 160 1801200 J300 400 500 600 700 800 900 1000
Distancg (cj)

Effective coverage of reader

B.1
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B1.2 Tag stuck on the top surface of SKU

Total Readin 1 Min [Passive Total Readin Min
Total Read in 1 Min [Active] large] Total Read in 1 Min [Passive middle) [Passive small]
Distance [z 1 2 3 a4 S |Awverage| | 1 | 2 314 |5 |Average 1 2 55 LS 5 |Awersge| [1)2]3]4]5 Arrerage
20 900 | 760 | S00 | 450 | G600 =5 QG0 06E| 067 050|066 Q56| [1000]1000] 1000{ 10001000 1000 [0]ofo]ofo
40 2400|2300 2400|2300 2300| 2340 o7 4|095| 0o6| 97e| 09 955.2) [1000]41000] 1000 { 1000} 1000 1000 [0]ofo)ofo
60 2600 2700|2600|2600(2800| 2660 292|994 | 298| 978|995 994 .4] 1000} 4000] 1000 {1000] 1000 1000 ) |ofofojojo
20 2200|2600 2700|2500|2700] 2660 Q1 900| 905| 020|902 Sz 6| (1000 ] A000] 1000 { 1000|1000 1000 [0jofo)ofo
100 2200|2500 2700|2600(2600( 2640 QOG5 956 |940| 921|924 947 4] 1000|4000 1000 (1000|1000 A000 | |Ofofojojo
120 2600|2500 270026002700 2620 833|877| 20]850|254 B26.58| | 1000} 1000]1000{1000] 1000 A000 ) |Of{ofojojo
140 2300|2300 2200| 2200|2100 2220 520|518| 5256|530 536 S26G) |1000{1000)1000] 1000|1000 1000] [0jofd)ofa
160 15001 1500{ 1600 1500]1200] 1420 FPZ| 70| 7e0 TAE| 70 FEQ.E| | 20| 924) 9¥E8| 75| 082 g70.2] [0jofo)ofo
180 2100|1200 2000[1900(1900( 41940 al o al o] o 0] | 806| 925| 926| 26| 921 Qz20.8)] |O{ofojofo
200 FO0.| 700 (770 Fe7 [ 712 | F35.8 al o o) o] o 0] | 00| 290| 899 280| 924 8986 |o{ofojojo
300 1742|1674 1200[1700(1300] 1517.2 gl o] o] of o Ju] u] [u] [u] [u] u] ol [ojofajofjo
400 MATE| 13221271 1210({ 1188 1233.2 al o o o] o 0 0 8] u] 0 8] af |ojojojojo
500 914 | 910 | 874 [1026)1245] 1014 al o o of o a u] i} u] 0 u] aj [ojofajofjo
600 162 | 154 [ 160 | 100 | 100 [ 135.2 al o] o] of o 1] a u] o] 0 i ajl [ojofajofja
Fo0 FET | 022 | 925 |945 | 700 | 2558 o] o) o] of O 0 1] u) [u] 1] u) o] [ojofojofo
200 374 | 413 (480 | 429 [ 266 | 4144 al o al o] o 0 0 u] u] 0 o af|ojojojofo
00 2711332 [282.1 251 [180 | 2632 al o o) o] o 0 0 1] 8] 1] 8] ol |ojojojofo
1000 123410651204 1076[1235) 1162.8 al o o] o] o 1] 1] o a 1] o o |ojojojofo
Response rate between zf\e and passive tags (Horizontal)
100% p— fﬁ \
[r—
90% \
80% \ ~
_ Ve
& 70% A \ \
b — = Passive Tag (large)
;:.3 60% \4 > =
- . e Passive Tag (middle)
] 50% .
g e \ 4 = = 'Passive Tag (small)
e 8 / \ \/ \ / — Active Tag
2 30% ! V A
20% \
0% + t t = + t t + y + + + + + + t
20 40 60 80 100 120 140 160 180 \200 f300 400 500 600 700 800 900 1000
Distanc \)
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B1.3 Tags stuck on the side surface of SKU

Total Readin 1
tin [Passive

Total Readin 1 Min [Active] Totsl Readin 1 Min [Passive large] rniddie] Total Readin 1 Min [Passive small]
Distance [cm)|| 1 2 3 4 S |[Aversge 1 2 3 4 5 |Awverage) |[1]2[3|4|5|Average| | 1 [ 2 [2 [ 4[5 Aurerage
20 2300|2366 | 2346|2180(2308| 2300.2 1000 1000{1000] 1000|1000 1000 0] | GO0|204{539] 550|554 G 4
40 2000|1978 2000|2100 1862 1988 4000 | 1000] 1000 [ 1000 (1000 1000 0] [200{200(200{200(900 Qo0
60 942 | 915 (948 |1035( 908 | 9496 1000 1000{ 1000| 1000|1000 1000 | Ojo|ojofo 0] | 900]|905(921] 921|200 Q09 .4
a0 2030|1700(1700{1830|1700] 4792 1000 1000] 1000 | 1000|1000 1000 |ajo|ajojo aj [100f{100{4100{ 104|102 101.2
100 200 | 7G60 | 250 [900 | 750 212 4000 1000] 1000 [ 10004000 1000 |0fo|0joj0 0 o] o] o] of O a]
120 124 | 216 [ 160 | 100 | 100 140 Qo0 99| 990 (1000 992 ges.2| (0o [ojofo 0 o] o] o] of O Ja]
140 S50 | G20 (800 | 700 | 720 Foz 950 | Q56| 954 9z0| 925 Q44 | |0jo(ojojo 1] 1] ol o ol o 1]
160 20 | 10 | 15 [ 14 | 10 13.8 982| 289| 890| 854 873 8776 [0jo[ojofo i) al o o] of o u]
180 sl 10 7 15 | 12 10 F21| 7458| 7AG| 55| 720 739.4| [ojo[ojofo Ju] al o o] of o 1]
200 500 | 500 | 650 | 600 | 640 578 Fa0| 21| 7a0| 24| T2 TG 0 0 ol o ol o 0
300 o] u] u] u] u] u] 600| 635| 625| 641| G20 G242 Ju] al o o] of o u]
400 0 [a] 0 0 [a] [a] G00| G032| G66| 667 | GO0 G27.2 0 o] o] o] of O a]
S00 o] Ja] Ju) o] 0 Ja] g20| g25] 7o9| 70| 754 JE5G 0 o] o] o] of O Ja]
[aju]u] u] 1) o u] 0 1] 820| 750| 898| 854| 787 821.8 1] 1] o] o ol o 1]
700 u] Ju] u] u] Ju] u] 830| 820| 780| 745| 860 a07 i) al o o] of o u]
200 8] 0 0 0 0 0 0 [a] 0 u] Ja] o] Ja] o] o] o] of O 0
Q00 o] Ja] ju) o] 0 0 o) 0 o) o) 0 o) 0 o] o] o] of O a]
1000 a 1] o a 1] 1] o 1] o o 1] o) |ojofojojo 1] 1] o] o o] o 1]
Response rate between active and passive tags (Vertical)
100% -~
~
90% 7 T =~
30% \: v \ — —
¢ . ’ N — 7 \
;; 70% - \ ¥ \\ // ‘
~ . 1 N — — = Doccive T- o
% 60% . A Passive Tag (large)
= \ ,/ \ \ e Passive Tag (middle)
o 50% )
g e \ /‘ \ \ = = 'Passive Tag (small)
L] ¥ .
e ’ \'/ . \ v = Active Tag
& 30% . \ )
- - \/ A\ /\ \
1]
10% - V 1
-~
0% t t } e, t 1\ /1 1\1 } + } } +
20 40 60 80 100 120 140 160 180 200 300 400 500 600 700 800 900 1000
Distance (cm)
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B2 Height Test

Total Read in 1 Min [Passive Total Readin 1 Min [Passive Total Read in 1 Min [Passive
Totsl Readin 1 Min [Active] large] riddle] =mall]
Height (o) 1 2 2 4 5 [Average 1 2 2[4 5 |Average 1 21z (4 5 [Awerage 1 2 2 [ 4] 5 |Average
0|[2300|2200(1980) 25002600 2316 0 0 ol o 0 0 u] 0 0 o 8] 0 0 1] o o 8] 1]
201950 2300|2000 2450|2650 2270 gl o] 0o of o Ju] 66| 57| YO| 73| GO Gifi < |900(300(350(905| 550 585
40(1990 (2300|2500 | 2550|2690 2506 0 0 al o 0 0 73| 78| 65| 90| 91 FA5| |250|948| 880| 920] 955 9306
G0|2400 2500|2550 | 2470|2550 2494 0 1] o o 0 0] | 516 | 540 | 499 [526 | 420 512.2 1] 1] 8] o 1] 0
B0|[2690|2680| 2750|2750 2650 2704| [870[a76| 962|972 [a60 9594 [996 (995|990 |995 | 993 o=l gl o] o] o o 1]
A100|(2900| 2200|2500 2400|2200 2520 [920|{oge|022(079(070 970.2 | [944 (050|920 |970| 972 Q532 o 0] 0 0o o a]
120|[2200| 2400 (2200 2600| 2300 2340 | [9e0|952| 955|085 [0 954,44 [950 (904|000 979|982 933 ol o] 0 0o o 0
1400|2600 (2400 2700|2700 2800 2640 | 977|230 965|262 |65 959.2| | 976 [960 |965 973 (976 a71 0 0 8] o u] 0
160|[2500|2400|2450[2500| 1950 2366 | [880[860| 866|570 |882 873.4| [920 (920|900 |905| 925 a1 gl o] o] o] o u]
120)|2550| 26502500 2450|2000 2430 [570[490| 565|572 | 540 G474 | 480 (520|375 | 450 400 453 o] o] 0o 0o o [a]
Response rate between active and passive tags at vagjous height
100% — =
90% . —
/ g *
80% T N '
&€ 0% ! ' :
0 T N 1Y .
; / , A N\ Active Tag
S 60% 7 ’ . N .
s / R , \ \ — — Passive Tag (large)
g 50% ! ' : N Passive Tag (middle)
: . assive Tag (middle
8 40% T / . . . ¢ »
’ » - - - 'Passive Tag (sma
8 30% T / . \ g (small)
~ / . :
20% 7 ] B |
10% T / . '
0% —+ 1 = e | ————t
0 20 40 60 80 100 120 140 160 180
Height (cm)

\/

Effective coverage of reader
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B3 Range test

Total Readin 1 Min [Passive large) Total Readin 1 Min Totsl Readin 1 Min [Passive small]
Total Readin 1 Min [Active] [Passive middle]
Distance =t v/ axis|| 0 | 100 | 200 |200| 400 0 100 200 200 0] ool zool|o| 400 200 | =200 | 400
0 0 |za00|1250|500| =10 0l 0 0 0 i 0 ol| o 0 i 0 0
100 1900 | 2000|1800 |780 | 200 250 260 504 o 1000 o ol o 0 0 0 0
200 2000 | 450 | 1320|500 | 1500 a7 0| 545 0 0 a7zl  7EO o| o 0 i 0 0
300 1000 | 270 | 677 |400 | 550 734 410 262 0 i 27 ol| o 0 i 0 0
400 1900 | 500 | 450 |950 | 700 Fo0) 193 1] 0 0 0 0| o 0 0 1] 1]
500 200 |1500| 850 [280] 140 G60) 0 1] 0 0 0 0| o 0 0 1] 0
E00 550 | @20 | <5 [<10]| 750 230 0 0 0 0 0 o| o 0 0 0 0
700 270 | o0 | 400 [<10]| O 715] 0 0 0 i 0 ol| o 0 0 0 0
200 o0 700|287 [0 | O 300) o 0 o 0 0 o| o 0 0 0 1]
300 380 |g25 | <10 |0 | o 0 0 0 0 i 0 o| o 0 i 0 0
1000 z2o |30 0 [0 ]| O 0l 0 0 ] 0 0 o] o 0 i 0 0
Range test of active and passive tags
60%
50% /,\\ /\
/
2 40% T 1 \
- \ 3
s II /\\ Actn.le tag
g 30% + V — — Passive large tag
% I/ N \ Passive middle tag
~ 20% 4 <
. —_—
II / \ T~- /\LZY'\
0]
10% / \ <
~
~
0% | A ‘ : : : +
0 100 2 300 400 500 600 700 800 900 1000
Distance (cm)

N

Effective coverage of reader

B.5
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B4 Material test
B4.1 In front of the SKU

Total Readin 1 Min
Total Readin 1 Min [Active] Total Readin 1 Min [Passive large] | [Total Readin 1 Min [Passive middle] [Passive small]
Distance [cm])| 1 2 2 4 5 |Awerage 1 2 2 4 S [Average 1 2 3 4 5 |Average) |1|2[2[4]5] Average|
20 1400| 1100| 1500{ 1400 1100 1240| [1000] 1000|1000{1000)1000]  1000| |1000[1000]1000{1000(1000]  1000| |ololofo]o 0
40 2000| 2100 1900{ 2100 1500 152z0| [1000| 1000|1000{1000|1000]  1000| |1000[1000]1000{1000|1000]  1000| [o|o|ofo|a 1]
50 1000| 1200| 1700{ 2100 1200 1gg0| | 998| ooz| oo4| 987| 985 991.2| [1000[1000]1000|1000[1000]  1o00| |ololofo]o 0
20 z000| 2000| 2000{ 2100 1200 19ga| | 928| 967| 10| 032| 003 a10| [1000|1000]1000|1000)1000f 1000 [ojololofo 0
100 1000 2100|2100{ 2200|1000 2os0| | 922| ooo| so8| 804| 914 o07.5| [1000|1000[1000|1000)1000f 1000 [o)ololofo 1]
120 2500 2400(2100{ 2200|2400 2320| | 980| 239| 211 24| 142| 231.2| [1000|1000{1000|1000|1000f 1000 [o]ojojofo 0
140 2200 2200|2000 2100|2400 2420| | 635| s70| se0| ea7| 677|  6zas| [1000|1000{1000)1000)1000f  1000] [o]o|olofo 0
160 2200|2100 2500( 2900| 2200 22a0| | 952| 03s| 911| 925| 91|  922.4| [1000|1000{1000]1000)1000f  1000] [o]o|olofo 0
180 2400 2500 2800 2800|2400 2sao| | 204| 25| 70| 724| 771|  7e2.5| [1000|1000{1000|1000)1000f  1000| [o)ololofo 1]
200 2500|2400 2500( 2900| 2z700|  2s500| | 90| oos| oro| oos| oos 201 [1000|1000| 1000|1000 1000f  1000] [ojofolofo 0
200 1100| 1100| 1200{ 1800 1200 12g0| | 06| 205| =07 312| 207| =02.4| |1000[1000]1000|1000(1000]  1000| |ololofo]o 0
400 1200| 1200|2000| 2200 2200 2o00| | 95| 020| 947| Qo7| O932| 932G ol o] o o] o 0| |o|ojola]o 0
500 g50| 750| 420| 900 480 EE0 o] o of o o 0 ol of o o] o 0| |o|ojolo]o 0
500 zoo| 260 z30f 300| ss0 a08| | 417| 07| 355| 4z0| 414| 40zE ol of o o] o 0| [ojojojo]o 0
700 20| s00| 450f 4s0| 270 430 al ol of o a 0 ol of o o] o ol [ojojojo]a 0
200 750| 20| ool so0| 7oO 705 gl ol af o8] a 0 ol of o o] o ol |o|ojolo]o 1]
Q00 350| 280| gs0| ze0| 270 352 o] o of o o 1] ol o] o o] o 0| |o|ojolo]o 1]
1000 155| 110 150] zoo| 180 159 ol o]l o o o 0 ol of o o o ol [ojojojo]o 0
Response rate between active and passive tags (In front of paper box)
120%
100%
S
<~ 80% T _ .
2 Passive Tag (large)
= . .
[ — - Passive Tag (middle)
o 60% T .
g == Pagsive Tag (small)
2 .
8 40% T Active Tag
~
. MRS
20% T+ .
N -~
.
.
U e
N N\ A\ N\ Q N} Q N} Q Q Q Q Q Q Q Q Q Q
PREILSFPIPLLEILSSIL S S S
Distance (cm)
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B4.2 Behind the SKU

Total Readin 1 Min
Total Readin 1 Min [Active] Total Readin 1 Min [Passive large] [ [Total Readin 1 Min [Passive middle] [Passive small]
Distance [cm])| 1 2 2 4 5 |Awerage 1 2 2 4 S |Average 1 2 3 4 O | Average| |1]2]2]4]5 | Average
20 1100|1000| 500 [ 950 | 1100f  1010|| £34| s47| ass| s48| 844 452 | 1000|1000 1000 1000|1000 1000| |olo|ojofo 0
40 zo00| 1900| 1950{ 2100|2000 1900) | 811 816| 8495| £72| 846 gaa| | 1000[ 1000 1000 1000) 1000 1000| |o]o|ojofo 0
50 2100 2200| 2200 2400| 2100f  2200] | 1000[ 1000] 1000{ 1000| 1000]  1000| | 1000 1000] 1000] 1000) 1000]  1000| |o]o|ojofo 0
20 1700|2000| 1000{ 1000] 1700 1840| | s47| s27| azs| s53| 84|  £44.2| | 1000|1000 1000 1000|1000 1000| |oo|olofo 0
100 1000|2000| 2000{ 1900) 1800{  1o0z0| | &75| 844 s83| s27| so0|  ees.s| |1000]1000] 1000 1000|1000 1o00| [olo|olofo 1]
120 2500|2550| 2600( 2520|2600]  2560| | 99z| 934| 920| 9s9| 99| 97e.s| |1000|1000] 1000 1000) 1000  1000| |o)o|ojofo 0
140 zz00|2400| 2300 2350|2260 2322| | 540| s30| s544| s38| s53| 5428 | 1000|1000 1000] 1000) 1000]  1000| |ojo|ojofo 0
160 2400 2320|2500 2900|2420 2420| | 632| s6s| &51| 577 s40| s07.6| | oo4| oos| 1000 oos| oos 0o7| |ofo]ojojo 0
180 z500|2580| 2650 2660|2600 2806| | 7rol 27| 7oe| 70| 77E 758| | 007| oo oos|1000| oos|  oo7.4l |oolojofo 1]
200 2456 2500| 2550( 2900| 2500| 24sz 2| | oo7| oss| ozs| oz0| 92s| oros| | 3m4] 3s6| 3ss| =33| 38| 3424 |oolojoo 0
200 1100|980 | 1000 1020) 1050  1030|| 771| 74s| 7a0| 74| 7E7| 7404 | a7vo| 130| 240| 2s0| mo00|  2s7.al |oolojofo 0
400 1800/ 1750|1650 1600) 1200]  1720|| ogo| s00| evs| se0| 756| a@vez o] o o o o 0| [o]o|o]olo 0
500 200 900 | 780 | 900 | 850 2495 o ol o o o 1] ol o o o o 0| [o]o|o]o]o 0
500 200 | 250 | 247 | 250 | 200 | 220.4|| s08| so2| s20| E44) ss0 510 o] o o o o ol [o]ojololo 0
700 280 | 385 | 200 | 420 | 280 201|| 415| 377| 420| 350| 248] 3616 o] o o o o ol [o]ojoolo 0
200 780 | 800 | 850 | g50 | 750 205 ol ol o o o 0 ol o o o o ol [o]ofoolo 1]
Q00 200|250 | 377 | 240 | 200 | 2534 o ol o o o 1] ol o] o o o 0| [o]o|o]o)o 1]
1000 130 | 87 125|150 | 120 | 1224 o ol o o o 0 ol ol o o o 0| [o]ofolo]o 0
Response rate between active and passive tags (Behind paper box)
120%
0% T —— > "o~~~y ———
-~ ~ . * )
E!; 80% Av/\ .
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1= . - = . .
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o 60% " v ¥ T L )
g . \ R \ === Passive Tag (small)
.
(=1 . v, [ H ’
8 40% T { Active Tag
-5 ~ N
. .
20% \ a
0 T A
\ + ‘ .
\ - ...
0% f i f f ; f f i f ; f f f f f ; f
QO V¥ ©® 0 O VM 8 @ O 0 O O . OO OO D DS D
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Distance (cm)
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Appendix B

B4.3 In front the metal

Total Read in 1 Min [Passive Total Readin 1 Min [Passive Total Read in 1 Min [Passive
Total Readin 1 Min [Active] large] rmiddle] =mall]
Distance [cm])| 1 2 2 4 S |Awerage| [1 ]2 |2 (4|5 Aocerage 1 2 2 4 S [Average| |12 |2]4]|56 Aocerage
20 o] o] o] u] u] al|afo)jaojaofno ol | 25| 26| 24| 23] 39 /M| 0ojolojaa
40 a a o] u] o] aol|dfo)jojofna 0| [214] 187 | 226| 229] 214 214 | aj o] ol ol o
60 8] o o 0 8] | ofofojojo 1] o 0 1] u] 8] ol | of ol of o]0 1]
S0 o] o] o] u] u] al|afo)ajofo u] o] of o] o o ol | afaj ool o u]
100 1400|1100 1150] 1200] 1300 12z0[ | 0| 0| 0f 0] 0 u] 0] of o 0o 0o ol |ofoj0jolo a]
120 17001750 1600 1650] 1600 gE0f | 0| 0j0f0j O u] 0] of o 0o 0 O |ofoj0ojolo u]
140 2600| 27 00| 2650| 2660( 2550 2612| [ Ol o] o] Of O 0 o 0 [u) 8] [u] ol | of ol of o] 0 0
160 2700(2716|2700{2620(2700| 2609.2| | 0| of 0] O] O u] o] 4ol o] o o ol | afaj ool o u]
130 2500(2650(2620(2058(2700| 26576] | 0| 0f 0] O] 0 a] O] &8 o 0o 0o ol |ofo]0ojolo a]
200 2200|2900 | 2850 2900[ 2250 2880] [ 0l o] OojOf 0 0 o 0 1] u] 8] ol | of ol of o] o 1]
200 2800 (2800|2900{ 2330( 2500 Z536| | o[ o] o]l of 0 u] o] ol o] o o ol | afaj ool o u]
400 2200(2750[ 2700 22800 2750 2/g0l [ ofojojofo u] 0] of o 0o 0 O |ofoj0ojolo u]
500 2600 (2550| 2650{ 2600( 2580 2506 [ 0[{o)jojof0 u] 0] of o 0o 0 O [ofoj0ojolo u]
[au]u] A700{ 1300 1750] 1770] 1800 1764 | Of O 0] O] O 0 o 0 [u) 8] [u] ol | of ol of o] 0 0
700 2700(2700|2760{ 2750 2700 zrzz| | ol o]l o]l ofn u] o] 4ol o] o o ol | afaj ool o u]
500 2G00(2650[2700{ 2750( 2700 2680| [ 0[0) 9] 0f0 a] O] &8 o 0o 0o ol |ofo]0ojolo a]
o900 1800|1900 1850 1900] 1250 igE0f | 0| oj0f0j O u] 0] of o 0] 0 oj|ofoj0ojolo u]
1000 1900|1850 | 2000] 1900] 1890 1906) | Of 0]l 0] 0] 0 1] o 1] a a a ol of o] o oo 1]
Response rate between active and passive tags (In front of metal)
P
100% T P R S LI RN
A ’ A
I . ’ “
r 4
& 8%t , - .
N’ .
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< . .
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’ .
g . === Pagsive Tag (small)
¥
§' 40% 7 = = 'Active Tag
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M ’
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O% T T T T T T T T T T T T T T T T
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Distance (cm)
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Appendix B

B4.4 Behind the metal

Total Read in 1 Min [Passive Total Read in 1 Min [Passive Total Read in 1 Min [Passive
Total Read in 1 Min [Active] large riddle] =rmall]
Distancefcm]|| 1 | 2 | 2 [ 4 |9 [Averagef | 1 2 2 4 S |Average 1 2 2 4 5 | Awerage 122 (4|5 Aorerage
20 ag(ofo o]0 0| |970|9874| 9a5| 974|956 971.8| | 641 | 666 | 639 | 653 | 662 652 .2 al ool ofo u]
<0 agl(ofo o]0 0| | 960|964 ) 962|959 (963 951.6] | 645 651 | 634 663 | 643 647 2 al ol ol ofo 1]
60 A50(120( 230 | 140150 128| | 964 (952 | 956) 958 (961 9558.2| | 929|918 938|927 | 945 231 .6 o) ol ofof o 1]
a0 720(900|930|950[920 906| |G03| 5586 | 559 508|597 504.6| [ 957 | 97 4| 068 | O64| 966 957 8 ol ol ol ofo u]
100 70 |40 |55 |57 |73 50 u] 0 0 0 u] O [7AT| 726|729 710|706 176 Q| o ojofo 0
120 250 (278| 300|250 260 2736 8] Ja] o) o) u] O) | 709 725|727 | 724|726 T222 0l o ojofo a]
140 0|0 o|ofo u] o] 0 o o a 0| | 845|837 | 848 ) 542 | 842 g44 o) o ofof o 0
160 ag(ofo o]0 o] u] 0 u] u] u] u] u] u] 0 u] a u] al ol ol ofo u]
120 G20 (520| 420| 500|520 540 u] [a] 0 u] u] u] [a] 0 [a] 0 [a] [a] ol o ojofo a]
200 20| 450 | 420 [(S00] 420 AG6 8] 0 o o 8] 8] 0 o 0 8] 0 0 o) o] ofof o 1]
300 300 (290|320|320|318 309.5 u] Ju] u] u] u] u] Ju] u] [u] u] 0 Ju] ol ol ol ofo u]
400 140150 147 140|128 143.2 8] 0 Ju) Ju) 8] u] Ja] o) 1] o) 0 Ja] 0l o ojofo 0
S00 olofo|O]0 u] 8] Ja] o) o) o) 8] Ja] o) 0 o) Ja] Ja] 0l o ojofo 0
[au]u] 0|0 o|ofo u] o] 0 o o a [u] 0 o 1] o 0 0 o) o ofof o 0
700 ag(ofo o]0 o] u] 0 u] u] u] u] u] u] 0 u] a u] al ol ol ofo u]
200 glofo 0|0 0 u] [a] 0 u] u] u] [a] 0 [a] 0 [a] [a] ol o ojofo a]
a00 ol(ofo|O]0 o] u] 0 u) Ju) u] 8] Ja] Ju) Ja] o) 0 Ja] 0| o ojofo Ja]
1000 0|0 oj|ojfno a a 1] o o a a 1] o 1] o 1] 1] o) ojofof o 1]
Response rate between active and passive tags (Behind metal)
100%
90% T
80% T
-~
& 70% .
= — Passive Tag (large)
< 60% . .
[ — - Passive Tag (middle)
Q % T .
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8 40% f A ;
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2 0% Nl N7 N
20% / yid \ 7 A
o 7 N Ir Y4 AY PRI
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10% 44—\ . At e
Vi . RS > hEY
0% f f f f f f f f f f f i f f f f
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Distance (cm)
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Appendix B

B4.5 In front of the water bottle

Total Read in 1 Min [Passive Total Read in 1 Min [Passive Total Readin 1 Min
Total Readin 1 Min [Active] large] rniddie] [Passive small]
Distance [cm])| 1 2 2 4 S |[Average 1 2 2 4 | 8 [Average 1 2 2 4 S |[Average || 1]2[2 45| Awverage
20 4200|900 [1100f13050(1100 1120| [970| 974|955 974|956 971.3] |6 | 666 | 638| 653|662 65z.2|| 0] 0jofaojo u]
40 1800|2000 (1950|1850 | 1900 1820| (960|964 |962) 959( 963 961.6] | 645|661 G4 653|543 G472|| 0] 0jof0] o u]
60 1950|1850 (1700|2000 (2000 1900 | (964|952 | 955| 953|961 955.2| [929]918| 938|927 | 945 Q316 0 o) o] oo 1]
S0 2100|2300 (2200{2200|2100 2130| [603)| 586 |559) 595|587 594.6] |967 (97 4| 965| 964|966 9572 | 0 ojofojo u]
100 2000(1900(2100{2300(1900 2040 o o of 0o 0 0| |7AT|726| T20{ 710|705 FITG|| 0] 0jof0] 0 a]
120 2400|2550 (2500{2400 2400 2450 0O o of o O 0] |709|725| 727 724|726 Jezz||0jojofojo u]
140 2100|2150|2200[ 2350|2500 2260 8] o [u) 0 1] 0] | 845|837 | 84| 843 (842 g44|| o ojojoj o 0
160 2250|2200(2300{2300 | 2400 2290 ol o] of o o o] ol of o o] o ajf o]l ol ajaja u]
130 2550 |2550(2750|2700|2600 2650 o of of 0o 0 o) 0ol of o o o ojfo]ojaojojo a]
200 2650 2500| 2600[ 2700|2500 2590 [u] o 1] 1] o o 8] 1] o o 8] aljojofolojo 1]
200 1500|1700 | 1900|1550 | 1750 1500 ol o] of 0 o o] ol aof o o] a alf o] alajaja u]
400 1700|1200{1700{ 1250|1900 1790 0O o of 0o 0 o 0O of 0o o 0 ojfojojojojo u]
500 1100| 250 [1100f 950 | 930 1016 0O o 0of o 0 o 0 of 0o o 0o ojfo]jojojojo u]
[au]u] 350 | 257 [ 280 | 300 [ 370 311.4 8] o [u) 0 1] o 8] 0 1] o [u] aljojofolojo 0
700 370 (300 [ 450 [ 400 | 300 364 ol o] of o o o] ol of o o] o ajf o]l ol ajaja u]
500 500 (780 [F00 [T00 (G50 726 o of of 0o 0 o) 0ol of o o o ojfo]ojaojojo a]
o900 200 (275 [280 (290 (3200 269 O o of 0o 0 o 0O of 0o o 0 ojfo]jojojojo u]
1000 57 187 [ 854 | 20 | 54 54.4 a o a 1] o o a 1] o o a ojjojofojojo 1]
Response rate between active and passive tags (In front of water)
100% -\ -
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90% 1 \ " . L ‘ .
80% / \\. N Y B
= - e .
& 0% - | .
g — Y .
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\ R e
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0% 1 1 1 1 1 1 i f i f f f i f i —
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PRELILPILELLIIL S PSS
Distance (cm)
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B4.6 Behind the water bottle

Total Read in 1 Min [Passive Total Read in 1 Min [Passive Total Readin 1 Min
Total Readin 1 Min [Active] large] rniddie] [Passive small]
Distance [cm])| 1 2 2 4 S |[Average 1 2 2 4 | 8 [Average 1 2 2 4 S |[Average || 1]2[2 45| Awverage
20 1200(1300(1200] 1280|1300 1260 [639(683 | 6584| 671|660 GE7 .4 | 971|963 | 960|964 (962 o4|| 0jojofojao u]
<0 1300(1300(1250] 1200|1350 1280 [40Z(409 | 428| 415|403 4114 | 920|914 919|905 (915 9146 o) ojof oo 1]
60 1100|250 (1000] 900 | 250 a0 [u] o 1] 0 o 0] 982|936 | 958] 986 (925 ga54|| of o) o] oo 1]
a0 g0 |[100 | 70 [ 38 | 40 G656 u] u] u] Ju] u] 0f |912]|918] 926|935 (916 gz1.4|| o) ojofoja u]
100 8] 0 0 0 0 0 u] u] u] [a] 0 0 u] Ja] 0 u] 8] ajfojojofojo 0
120 o] Ja] ju) o] 0 a] 8] o) 8] 0 o) 0f |979|920| 979] 980(950 gygE| [ opojofojo a]
140 u] 0 o u] 0 0 8] o [u) 0 1] o 8] 0 1] o [u] 0 olojofojo 0
160 o] u] u] u] u] u] u] u] u] u] u] u] u] u] u] u] u] ajfojojofoja u]
120 0 [a] 0 0 [a] a] [u] 0 u] [a] 0 0 u] 0 0 0 u] ajfojojofojo a]
200 u] 0 o u] 0 1] [u] o 1] 1] o o 8] 1] o o 8] 0 olofofojo 1]
300 u] Ju] u] u] Ju] i) u] u] u] 0 u] u] u] u] u] u] u] ajfojojofoja u]
400 o] Ja] o) o] o0 0 u] o) u) 0 o) Ju) 8] a] o) o) u] gl ojojofojo 0
S00 o] Ja] o) o] 0 a] 8] o) 8] 0 o) o) u] 0 o) Ju) 8] o opojofojo 0
[au]u] u] 0 o u] 0 0 8] o [u) 0 1] o 8] 0 1] o [u] 0 olojofojo 0
700 o] u] u] u] u] u] u] u] u] u] u] u] u] u] u] u] u] ajfojojofoja u]
200 0 [a] 0 0 [a] a] [u] 0 u] [a] 0 0 u] 0 0 0 u] ajfojojofojo a]
a00 o] Ja] Ju) o] 0 0 u] Ju) u] Ja] o) Ju) 8] 0 o) o) 8] ol ojojofojo Ja]
1000 a 1] o a 1] 1] a o a 1] o o a 1] o o a 1] olojofojo 1]
Response rate between active and passive tags (Behind water)
100% T~ .
90% \ N
80% T \ Iy
-~
8 0% —
© \ Y — Passive Tag (large)
5 060% \ — i )
[ — - Passive Tag (middle)
o S0% T .. \ I\ :
g A0% MR | \ = Pagsive Tag (small)
0 . 1
5 . \ f \ - - Active Tag
2 30% : i \
A Y
20% + oy \
' I
10% T . \,
A
0% f i — } f f f f f f f f f f i
QS O @ O OO NV D O O QD 0 .0 QO O & O
PREDIIPIPEILELTSILSLS S S
Distance (cm)
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Appendix C

Appendix C - Results from the GA experiments

Table C.1 — Performances at g.ss = 0.8 and 0.9, py = 0.0015 and 0.03, population size = 100

and generation = 500

GA parameters P—
Probability | Probability | Population | ) Average Sl Best Result
) o : Generations Deviation
of Crossover | of Mutation size
0.8 0.0015 100 500 85.07 3534 4923
0.8 0.03 100 500 83.63 36.12 46.01
0.9 0.0015 100 500 84.98 36.34 44 67
0.9 0.03 100 500 85.09 35.76 48.33
) Fignre L (=13} ) [Fignre 1 FEX
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Figure C.1 — Fitness value apss= 0.8,

Pmut = 0.0015, and generation = 500
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Figure C.2 — Fitness value apss= 0.8,

Pmut = 0.03, and generation = 500
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Figure C.3 — Fitness value apss= 0.9,

Pmut = 0.0015, and generation = 500
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Figure C.4 — Fitness value apss= 0.9,

Pmut = 0.03, and generation = 500
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Table C.2 — Performances at g.ss = 0.8 and 0.9, py = 0.0015 and 0.03, population size = 100

and generation = 1000

GA parameters P—
Probability | Probability | Population | ) Average Sl Best Result
) o : Generations Deviation
of Crossover | of Mutation size
0.8 0.0015 100 1000 66.71 28.21 38.99
0.8 0.03 100 1000 64.54 29.03 36.15
0.9 0.0015 100 1000 66.35 2789 36.33
0.9 0.03 100 1000 65.52 28.52 37.02
) Fignre L (=13} ) [Fignre 1 EFEx
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Figure C.5 — Fitness value apss= 0.8,

Pmut = 0.0015, and generation = 1000
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Figure C.6 — Fitness value apss= 0.8,

Pmut = 0.03, and generation = 1000

Figure C.7 — Fitness value apss= 0.9,

Pmut = 0.0015, and generation = 1000
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Figure C.8 — Fitness value apss= 0.9,

Pmut = 0.03, and generation = 1000
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Table C.3 — Performances at g.ss = 0.8 and 0.9, py = 0.0015 and 0.03, population size = 100

and generation = 1500

GA parameters \
— — . Standard
Probability | Probability | Population | . Average o Best Result
< ) Generations Deviation
of Crossover | of Mutation size
0.8 0.0015 100 1500 42.54 14.77 26.68
0.8 0.03 100 1500 41.99 15.03 27.95
0.9 0.0015 100 1500 42.89 13.46 26.41
0.9 0.03 100 1500 4317 14.58 2719
J Figure 1 =1ES] ) Figure 1 =)
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Figure C.9 — Fitness value apss= 0.8,

Pmut = 0.0015, and generation = 1500
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Figure C.10 — Fitness value ap¢ss= 0.8,
Pmut = 0.03, and generation = 1500
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Figure C.11 — Fitness value ap¢.,ss= 0.9,
Pmut = 0.0015, and generation = 1500
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Figure C.12 — Fitness value ap¢ss= 0.9,
Pmut = 0.03, and generation = 1500
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Table C.4 — Performances at g.ss = 0.8 and 0.9, py = 0.0015 and 0.03, population size = 100

and generation = 2000

GA parameters
s e P Standard
Probability | Probability | Population | _ , Average o Best Result
5 " Generations Deviation
of Crossover | of Mutation size
0.8 0.0015 100 2000 30.08 9.43 1923
0.8 0.03 100 2000 3111 762 18.05
L) 0.0015 100 2000 25.62 8.57 14.84
0.9 0.03 100 2000 24.99 7.99 17.45
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Figure C.13 — Fitness value ap¢ss= 0.8, Figure C.14 — Fitness value ap¢ss= 0.8,
Pmut = 0.0015, and generation = 2000 Pmut = 0.03, and generation = 2000
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Figure C.15 — Fitness value ap¢ss= 0.9, Figure C.16 — Fitness value ap¢ss= 0.9,
Pmut = 0.0015, and generation = 2000 Pmut = 0.03, and generation = 2000
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Appendix D — Scripts for two-layered algorithm

Script for Layer 1

function [STR_GA1_sol_pop, STR_GA1_sol_phi, min_GAlhi, generation_phi,
termin_count, computational_time, FCFS_phi, Forkeyepop] =
STR_GA1_main(num_pops, max_GAl _iters, conver_GA®, 1BTR_GA1l_pop,
num_poarea, num_out, num_in, num_outorders)

prob_cross =0.7;

%  generation_phi[][1] // column vector
terminated = O;

count_iter = 0;

delta_iter = 30;

generation_phi = zeros(max_GA1_iters+1, 1);
variance_phi = zeros(max_GA1_iters+1,1);
pop_index = [1:1:num_pops];

fprintf('Start Initialization\n’);
%fprintf(‘'The population size of STR-GAL is %3dwim_pops);
[sol_phi, operationtime] = initial_GA1_phi(num_poETR_GA1_pop, num_poarea,
num_out, num_in, num_outorders);
generation_phi(1,1) = min(sol_phi(:,1));
variance_phi(1,1) = var(sol_phi(:,1));
FCFS_phi = sol_phi(1,1);
fprintf('End of Initialization\n');
chi = 0.7*log(2);
tic;
while (~terminated)
count_iter = count_iter + 1;
[pop_normalfitness] = normalize_GA1_fitness(gdli,num_pops); % column
vector
%pop_normalfitness
[sorted_popindex] = sort_increasing( pop_ing®y_normalfitness); % row
vector
%transition_matrices = zeros(floor(prob_crossfn pops), num_poarea,
num_outorders);
%transition_matrices = zeros(1, num_poarea, rmutorders);
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%transition_phi = zeros(floor(prob_cross*numpgp 1);
%transition_phi = 0.;
%num_accepted = 0;
%  generate transtion stage
%for (countl = 1: (prob_cross*num_pops) )
crossover = 0;
%mutation_sites
if (rand2() > prob_cross)
mutation_sites = STR_GA1_prob_mutation@ace_phi, sol_phi,
num_poarea, num_out + num_in, count_iter);
if (mutation_sites > 0)
%mutation_sites
%fprintf('mutation!!\n");
selected_pop_index=ceil(hum_pops*raj)2(
transition_matrix =
STR_GA1l mutation(STR_GAL1 pop(selected_pop_indexmutation_sites,
num_poarea, num_out+num_in);
else
crossover = 1;
end,
else
crossover = 1;
end,;
if (crossover)
%fprintf(‘corssover!!\n’);
%  zero type => randomly select; otherwsstect due to fitness
[selected pop_index] = STR_GAL_select padgmisorted_popindex,
pop_normalfitness, num_pops, 1);
transition_matrix =
STR_GAL1 crossover(STR_GA1 pop(selected _pop_inggxnum_poarea,
num_out + num_in);
end,;
sum_abc = 0;
for (count_abc = 1: num_poarea)
for (count_abc2 = 1: (num_out + num_in))
sum_abc = sum_abc + abs(STR_GA1l_paufesl pop_index,
count_abc,count_abc?) - transition_matrix(1,count,@unt_abc?) );
end,
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end,;

%sum_abc

%if (sum_abc == 0)

% fprintf(‘failed in crossover and mutatit’);
%end;

[phi, temp_operationtime] = STR_TA_main(trammsit matrix, num_poarea,
num_out, num_in, num_outorders+num_in, num_outsider
% phi
%generation_phi(count_iter, 1)
if (phi < generation_phi(count_iter, 1) )
%num_accepted = num_accepted + 1;
STR_GAL1 pop(sorted_popindex(1, 1), :, thansition_matrix(1, :, 3);
sol_phi(sorted_popindex(1, 1),:) = phi;
operationtime(sorted_popindex(1,1),:,:emp_operationtime(:,:); %
check the operation time
%transition_matrices(num_accepted, :,traasition_matrix(1,:,:);
%transition_phi(num_accepted,1) = phi
%fprintf('Improved at iteration %3d!""\rcpunt_iter);
else
if (phi >= generation_phi(count_iter, 1))

limit_accept = exp( - (phi - generatiphi(count_iter, 1)) /
(chi*generation_phi(count_iter, 1)) );
if (rand2()<= limit_accept)
STR_GA1_pop(sorted_popindex(1;,1),=
transition_matrix(1, :, :);
sol_phi(sorted_popindex(1, 1),phs;
operationtime(sorted_popindex(1,))x
temp_operationtime(:,:); % check the operatiareti
%fprintf(‘accepted the tolerancéexation %3d!''\n’,
count_iter);
%fprintf(‘'The deviation ratio = %B6An’,
(phi/generation_phi(count_iter, 1))-1.0);
%else
%fprintf(‘failed in acceptance\n’);
%fprintf(‘'The deviation ratio = %B6An’,
(phi/generation_phi(count_iter, 1))-1.0);
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end,;
end;
end,;
%end,;

%  upadate the population
%for (countl = 1 : num_accepted)
%STR_GA1_pop(sorted_popindex(1, countl),=, :
transition_matrices(countl, :, :);
%sol_phi(sorted_popindex(1, countl),:) = traasi phi(countl, 1);
%end,;

%  check the termination condition
generation_phi(count_iter+1,1) = min(sol_phi);
variance_phi(count_iter+1,1) = var(sol_phi(y;,1)
fprintf('number of iterations %3d Phi = 28f\n’, count_iter,

generation_phi(count_iter+1,1) );
if (count_iter == max_GA1_iters)

terminated = 1,
termin_count = count_iter;
else
if( count_iter > delta_iter)
slope = ( generation_phi(count_itdeka_iter+1,1) -
generation_phi(count_iter+1, 1) ) / ( generation(quunt_iter+1,1) );
%fprintf('The convergence slope = %1\d!&lope);
if (slope <= conver_GA1_rate)
terminated = 1,
termin_count = count_iter;
end,
end;
end,

end;

computational_time = toc;

%computational_time = -1;

%fprintf(‘'The consumed time for smulation is %1Z,Bount_time);

%[pop_normalfitness] = normalize_GA1_fitness(sol,mim_pops); % column

vector
%pop_normalfitness
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[sorted_popindex] = sort_increasing( pop_index, ghi); % row vector
result_operationtime = operationtime(sorted_poputéd),:,:);

[Forkop ,Prepop] = Evaulation_operationtime(resyterationtime);
min_GA1_phi = generation_phi(termin_count,1);
STR_GA1 sol pop = STR_GAL1 pop;

STR_GAL1_sol_phi = sol_phi;

end

Script for Layer 2

function [completion_time2, timenodes, operatiojm
STR_GA2_main(orders_chain, num_orders, num_outsydgdated_timenodes)
global num_forklifts;

global num_channels;

global order_numrws;

global order2fork_convertor;

global arrivaltime;

global rwtype_reg;

global order_rwtype;

operationtime = zeros(num_forklifts + num_channelsn_orders);
size_orders_chain = size(orders_chain,2);
completion_time2=ones(num_orders,1);
completion_time2=completion_time2.*Inf;

%potential = zeros(num_forklifts, 1);

potential = O;

%normalfitness = zeros(num_forklifts,1);

timenodes = zeros(num_forklifts + num_channelse sizders_chain);
%differences = zeros((num_forklifts + num_channed®e_orders_chain);

%  end of the initialization
origin_timenodes = updated_timenodes;
%origin_timenodes

%orders_chain

for (countl = 1: size_orders_chain)
orderID = orders_chain(1, countl);
if (orderID <= num_outorders)
%orderID
%num_outorders
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%fprintf(‘active in STR-GA2\n");

%tic

max_iter = min ( (hum_forklifts * order_muws(orderID,1) ) *
log(num_forklifts), 10);

%  create the initial population of STR-Bfr that orders

[STR_GA2_pop] = initial_STR_GAZ2_pop2(numrkidts, orderID);

[potential(1, 1), timenodes(:, countl)] =
Evaluate_completion_time(STR_GA2_pop(1, :), orderDm_outorders,
origin_timenodes);

for (count_iter = 1: max_iter)
[offspring] = STR_GA2_mutation2(orderlBum_outorders,
STR_GA2_pop, num_forklifts);
[temp_phi, nodes, temp_op] = Evaluabengletion_time(offspring,
orderID, num_outorders, origin_timenodes);

if (temp_phi<potential(1,1))
potential(1,1) = temp_phi;
STR_GA2_pop(1,:) = offspring(1,:);
operationtime(:,orderID) = temp_:p) % count_operation

time
timenodes(:, countl) = nodes(:,1);
%fprintf(‘faccepted mutation\n');
end,;

end,

completion_time2(orderID,1) = potential(t,1

origin_timenodes(:,1) = timenodes(:,countl)

%toc

%origin_timenodes

else
%origin_timenodes(:,1)
%tic

index = [1:1:num_forklifts];

forkID = order2fork_convertor(orderiD);
rwtype=order_rwtype(orderiD,1);

% inbound order
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timenodes(:,countl) = origin_timenodes(:,1)
completion_time =0.;
for (count_rw =1 : order_numrws(orderiD,1)
vector = zeros(num_forklifts,1);
for (countfork = 1: num_forklifts)
vector(countfork, 1) = timenodes(atiork,1);
end,;
[sort_index] = sort_increasing(indegctor);
forkID = sort_index(1,1);
pickup_time = max(timenodes(forkiD, atil),
arrivaltime(forkiD,1));
completion_time = max(completion_timpekup_time);
timenodes(forkID, countl) = pickup_timewtype_reg(rwtype, 4);
operationtime(forkiD,orderID) = timerex{forkID, countl) -
pickup_time;
end,
%for (count_abc = 1: num_forklifts)
% differences(count_abc,countl) = tingasgcount_abc,countl) -
origin_timenodes(count_abc,1);
%end;
%differences(:,countl)
%operation = max(differences(:,countl))
completion_time2(orderID,1) = completiomé;
origin_timenodes(:,1) = timenodes(:,countl)

%toc
end,;
%fprintf(‘after count %3d th orders chain\niyotl);
%origin_timenodes
end,;
%fprintf(‘finished an order\n’);
end
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