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Abstract 
 

In this thesis we study new retrieval models which simulate the "local" 

relevance decision-making for every term location in a document, these 

local relevance decisions are then combined as the “document-wide” 

relevance decision for the document. Local relevance decision for a term t 

occurred at the k-th location in a document is made by considering the 

document-context which is the window of terms centred at the term t at the 

k-th location. Therefore, different relevance scores (preferences) are 

obtained for the same term t at different locations in a document depending 

on its document-contexts. This differs from traditional models which term t 

receives the same score disregard of its locations in a document. 

 

Particularly, a hybrid document-context model is studied which is the 

combination of various existing effective models and techniques. It 

estimates the relevance decision preference of document-contexts as the log-

odds and uses smoothing techniques as found in language models to solve 

the problem of zero probabilities. It combines the estimated preferences of 

document-contexts using different types of aggregation operators that 

comply with the relevance decision principles. The model is evaluated using 

retrospective experiments with full relevance information to reveal the 

potential of the model. The model obtained a mean average precision of 

60% - 80% in retrospective experiments using different TREC ad hoc 

English collections and the NTCIR-5 ad hoc Chinese collection. The 

experiments showed that the operators that are consistent with aggregate 

relevance principle were effective in combining the estimated preferences of 

document-contexts. Besides retrospective experiments, we also use top 20 

documents from the initial ranked list to perform relevance feedback 

experiments with a probabilistic document-context model and the results are 

promising. 

 

We also showed that when the size of the document-contexts is shrunk to 

unity, the document-context model is simplified to a basic ranking formula 
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that directly corresponds to the TF-IDF term weights. Thus TF-IDF term 

weights can be interpreted as making relevance decisions. This helps to 

establish a unifying perspective about information retrieval as relevance 

decision-making and to develop advance TF-IDF-related term weights for 

future elaborate retrieval models. Empirically, we show that, using four 

TREC ad hoc retrieval data collections, the IDF of a term t is related to the 

probability of randomly picking a non-relevant usage of the term t. 

 

Lastly, we apply the notion of document-context to develop a new relevance 

feedback algorithm. Instead of letting user to judge the documents from the 

top in the ranked document list, we split the ranked document list into 

multiple lists of document-contexts. Therefore, the judgement of relevance 

of the documents is not done sequentially. This is called active feedback and 

we show that in the experiments with various TREC data collections, our 

new relevance feedback algorithm using document-contexts obtained better 

results than the conventional relevance feedback algorithm and this is done 

more reliably than a maximal marginal relevance (MMR) method which 

does not use document-contexts. The experimental results suggest that using 

document-contexts can improve retrieval effectiveness. 
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Chapter 1 
 

Introduction 
 

In Information Retrieval (IR), the ultimate goal is to find relevant 

information effectively and efficiently. Examples of earlier IR tasks include 

finding library records and scientific publications. The target users of IR 

systems were limited to professionals such as scientists and journalists. 

However, the situation changed with the invention of the World Wide Web 

in the 1990s. Since then the size of the Web grows exponentially, and 

begins the era of electronic information. Nowadays, the number of web 

pages on the Web is in terms of billions and they are readily reached by 

most of the people in the world. With the vast amount and variety of 

information, the problem of finding relevant information becomes essential 

to people’s everyday lives.  

 

Usually, when using an IR system, user’s information need is transformed to 

a query which consists of one or more keywords and then entered to the 

system. The IR system then matches those input keywords with the contents 

of documents in the indexed collection. Matched documents are ranked 

using certain methods and finally a list of documents as an output is 

presented to the user. Lexical problems may arrive during the process which 

could cause difficulties in finding relevant documents for the user. First, the 

transformation from user’s information need to the query terms may be 

inaccurate. That is, incorrect keywords are used to represent the information 

need. Second, the problem of polysemy causes ambiguity when matching 

query terms with document terms. A polysemy is a word or phrase with 

multiple meanings. For example, the keyword “bank” exists in a query may 

refer to a “commercial bank” or a “river bank”. The existence of polysemy 

in natural language may cause non-relevant documents to be retrieved. 

Third, the term mismatch problem in which the same concept is referred to 

by different words. As a result, relevant documents that do not contain 

query terms are not retrieved. 
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During the course of IR research in the last decades, many retrieval models 

have been developed and investigated. Generally speaking, a retrieval model 

defines: 

(1) the representation of documents, 

(2) the representation of queries, and 

(3) the ranking function. 

 

For example, the vector space models [Salton et al., 1975; Wong et al., 1985] 

use vectors of features (e.g., index terms) for representing documents and 

queries. The ranking function is calculating the deviation of angles (i.e., the 

cosine similarity measure) between each of the document vectors and the 

query vector. A document vector with a smaller angle of deviation is 

considered more similar to the query and therefore the document would be 

ranked higher. Many of the retrieval models are based on a variety of 

mathematical frameworks [Dominich, 2000]. These models provide a 

system point of view of how to retrieve documents that are sufficiently 

relevant such that they satisfy a user’s information need. 

 

A retrieval model can also be thought of as simulating the human user when 

making relevance decisions in the retrieval process [Bollmann and Wong, 

1987]. In this case, the ranking of the relevance of the documents to the 

user’s information need is in terms of preferences [Yao and Wong, 1991]. 

 

In this thesis, we investigate retrieval models that use “document-contexts” 

to simulate a human user making “local” relevance decisions. A document-

context is essentially a concordance or a keyword in context (KWIC) 

[Kupiec et al., 1995]. Figure 1.1 shows some example document contexts 

containing a query term in the title query, “Hubble Telescope 

Achievements”. By using “document-contexts”, we try to deal with the 

problem caused by polysemy which mentioned above. The meaning of a 

single term could be ambiguous while a term with context should have 

definite meaning. For example, in Figure 1.1, we see several contexts for the 

term “Hubble” which is a query term. In some contexts the term “Hubble” 
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refers to the person Edwin P. Hubble while it refers to the Hubble telescope 

in other contexts. It is intuitive that keyword in context (KWIC) is important 

for users to make local relevance judgments, as a result we do not perform 

user research on this. 

 

 
Figure 1.1: Example contexts extracted from a relevant document (NYT19990525.0358) 
in the TREC-2005 robust-track data collection. The query is “Hubble Telescope 
Achievements” with query id = 303. Contexts with () are judged relevant after human 
examination of the contexts. 

 

1.1 Research Problems and Motivations 
 

An important element in retrieval models is how to weight the terms in a 

document. That is, the terms in a document are weighted using different 

factors. The score of a document is then the combination of the individual 

term weights. The term-weighting function of a document usually depends 

on three main factors [Salton and Buckley, 1988]: (1) the term frequency 

(TF) of the term, (2) the inverse document frequency (IDF) of the term, and 

(3) the document length. Using the 3 main factors, a well-know and 

common term weighting method is the TF-IDF. In general, the TF-IDF 

weight of a term t in document d is the same no matter where term t occurs 

in d. In our study, we believe that the locations of a term in a document play 

an important role in determining the relevance of the document to a query. 

Since different locations of a term in a document reveal different contexts 

which would individually affect the relevance of the document.  

 

By considering the locations of terms in a document, we develop document-

context based retrieval models which simulates human user when making 

relevance decisions. The document-context based retrieval models provide a 

relevance score for every location in a document (i.e., the local relevance 
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decisions). The relevance scores of each of the locations are then combined 

to form the document score (i.e., the document-wide relevance decision). 

We investigated different methods of combining the local relevance 

decisions by following the relevance decision principles [Kong et al., 2004], 

namely the  Disjunctive Relevance Decision (DRD) principle, the Aggregate 

Relevance Decision (ARD) principle and the Conjunctive Relevance 

Decision (CRD) principle.  

 

While developing new retrieval models, we are motivated to justify 

theoretically and empirically that the document-context based retrieval 

models are compatible with the common TF-IDF term weighting models. 

Specifically, by making the Minimal Context assumption which shrinks the 

context size to unity such that the local relevance decisions no longer 

depend on locations, we show that the TF-IDF term weight models are 

actually a special case in our proposed document-context based retrieval 

models. The significance of this justification is that potentially there is a 

unifying perspective about information retrieval (IR) as relevance decision-

making. 

 

We are also motivated by enhancing retrieval effectiveness using the 

document-context based retrieval models. We perform relevance feedback 

experiments and compare our models with the stat-of-the-art retrieval model. 

Lastly, by using the notion of document-contexts, we are motivated to 

investigate new relevance feedback algorithm such that user’s satisfaction 

during the relevance feedback can be enhanced by judging less non-relevant 

documents. 

 

1.2 Contributions and their Significance 
 

In this section we briefly state the main contributions of our work and their 

significance. 
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1. Interpreting TF-IDF as making relevance decisions 

 

We show that theoretically and empirically, TF-IDF term weights can be the 

outcome of modeling relevance decision-making. The significance of this 

justification is that potentially there is a unifying perspective about 

information retrieval (IR) as relevance decision-making. Many past retrieval 

models are already related to relevance decision-making; for example, the 

binary independence retrieval (BIR) model [Robertson and Sparck Jones, 

1976], the logistic regression model [Cooper et al., 1992], the vector space 

model [Salton et al., 1975], the Boolean model [Wong et al., 1986], and the 

extended Boolean model [Salton et al., 1983]. However, it is not known 

whether TF-IDF term weights are related to relevance decision-making 

because they were originally not conceived in this way. Instead, the term 

frequency factor was originally thought to be indicative of document topic 

[Luhn, 1958], and the inverse document frequency (IDF) is reasoned 

[Sparck Jones, 1972] on the basis of Zipf law. 

 

2. By using two language models to model relevance and irrelevance 

independently, the Binary Independence Language Model is developed 

and it shows improvement in retrieval effectiveness using various 

TREC data collections 

 

We have investigated the probabilistic document-context based retrieval 

model. The model uses the log-odds ratio that combines two relevance 

decision component models which are designed to mimic human relevance 

decision-making. They simulate what a human evaluator does and make 

local relevance decisions at each document location. These local relevance 

decisions of a document are combined to produce the final document-wide 

relevance decision for the document. Retrospective experiments with our 

models have produced mean average precisions between 70% and 80% 

using various reference TREC ad hoc retrieval test collections. For 

relevance feedback using the top 20 ranked, judged documents, our model 

using fixed parameter values performs statistically significantly better than 

support vector machines and the highly effective, modified Markov random 
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field model with a 90% confidence interval across different TREC 

collections. These results show that the proposed theory and its retrieval 

model are promising. 

 

3. The split-list approach to relevance feedback is proposed which is 

new and the experiment results show that the new approach results in 

enhancement in user’s satisfaction during relevance feedback 

 

We have proposed a new algorithm for relevance feedback in information 

retrieval which uses document-contexts by splitting the retrieval list into 

sub-lists according to the query term patterns exist in the top ranked 

documents. Query term patterns include single query term, a pair of query 

terms occur in a phrase and in proximity. By considering the document-

contexts of the query patterns, more relevance documents can be found 

during relevance feedback which can enhance user’s satisfaction. 

 

1.3 Outline 
 

The rest of this thesis is organized as follows 

 

Chapter 2 Literature review: In this chapter we describe information 

retrieval models in the literature which are related to our work. In particular 

the binary independence retrieval (BIR) model [Robertson and Sparck Jones, 

1976]. Other models which also use the concept of document-contexts are 

also reviewed. 

 

Chapter 3 A retrospective study of a hybrid document-context based 

retrieval model: This chapter describes our novel retrieval model that is 

based on contexts of query terms in documents (i.e., document-contexts). 

The model explicitly takes into account of the document-contexts instead of 

implicitly using the document-contexts to find query expansion terms. The 

model is a hybrid of various existing effective models and techniques. We 

tested the model retrospectively (i.e., with the presence of relevance 
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information) to show its potential and have a better understanding of the 

model. 

 

Chapter 4 Interpreting TF-IDF Term weights as making relevance 

decisions: In this chapter we investigate a probabilistic non-relevance 

decision model. By assuming the Minimal Context assumption, it forms a 

basis to interpret the TF-IDF term weights as making relevance decisions. 

 

Chapter 5 Probabilistic document-context based retrieval model: By no 

longer assuming the Minimal Context assumption, in this chapter, we 

develop a binary independence language model and experiment it in using 

relevance feedback experiments. 

 

Chapter 6 A split-list approach to relevance feedback in information 

retrieval: We describe a new algorithm for relevance feedback which 

applied the document-contexts. The objectives are to (a) find more 

relevance documents and (b) find documents with higher diversity, hence 

enhancing user’s satisfaction during relevance feedback. 

 

Chapter 7 Conclusion and future work: This chapter summarize the 

thesis and describe some items for possible future work. 
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Chapter 2 
 

Literature Review 
 

In this chapter we describe information retrieval models in the literature 

which are related to our work. The main focus of our work is to investigate 

the use of document-context in information retrieval. A term t having 

multiple meanings is called a polyseme. With the existence of polysemes, a 

non-relevant document may be retrieved even that it contains the same term 

as in the query. We believe that using the context of the term t in the 

document can alleviate the problem caused by polysemes, since the meaning 

of the term t can be clarified by its neighbouring terms (i.e., the document-

context of the term t). Therefore, the location of a term in a document plays 

an important role in determining the meaning of the term. As a result, we 

incorporate positional information of terms in the retrieval model which 

traditional models do not. In Chapter 3 (A Retrospective Study of a Hybrid 

Document-context Based Retrieval Model), we develop a hybrid document-

context model based on the well-known Binary Independence Retrieval 

(BIR) model [Robertson and Sparck Jones, 1976]. In Chapter 4 (Interpreting 

TF-IDF term weights as making relevance decision), we show that when we 

shrink the context size to unity, our document-context model can be 

interpreted as using TF-IDF term weights which are similar to the term 

weights used in the empirically successful BM25 model by Robertson and 

Walker [1994]. The BM25 model is an approximation to the 2-Poisson 

model [Harter 1974, 1975a, 1975b; Bookstein and Swanson, 1974; 

Robertson et al., 1980] while the 2-Poisson model is related to the BIR 

model. We briefly describe these traditional probabilistic retrieval models in 

section 2.1. 

 

There are other works in the literature which use document-context similar 

to ours. Some of these works include the integration of collocation statistics 

into probabilistic retrieval model by Vechtomova and Robertson [2000], 

modeling term dependence using Markov random field by Metzler and 
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Croft [2005], the use of term context models for information retrieval by 

Pickens and Macfarlane [2006] and the use of lexical cohesion between 

query terms by Vechtomova et al. [2006]. These related works are described 

in section 2.2. 

 

When considering document-contexts, we divide a document into smaller 

pieces using a sliding window. A window of terms with a centre term t is 

said to be the context of the term t. This is similar to passage-based retrieval 

which considers passages instead of the whole document. In section 2.3, we 

briefly review passage-based retrieval. 

 

Most of our experiments are done in a relevance feedback environment, that 

is, some or full relevance information is available to the retrieval model. 

Therefore, we briefly review works on relevance feedback in information 

retrieval in section 2.4. 

 

2.1 The Traditional Probabilistic Retrieval Models 
 

The probabilistic approach to retrieval was first presented by Maron and 

Kuhns [1960] in 1960. The idea of using probability theory in information 

retrieval has generated the development of a variety of probabilistic retrieval 

models which differ by the estimation of probabilities in the ranking 

functions. For examples, the Binary Independence Retrieval (BIR) model by 

Robertson and Sparck Jones [1976], the logistic regression model by Cooper 

et al. [1992, 1993], the TF-IDF term weights in the BM25 model by 

Robertson and Walker [1994] which is based on the 2-Poisson model 

[Harter 1974, 1975a, 1975b; Bookstein and Swanson, 1974; Robertson, Van 

Rijsbergen and Porter, 1981], the language model by Ponte and Croft [1998], 

Zhai and Lafferty [2004] and Lavrenko and Croft [2001,2003], and more 

recently the divergence models by Amati and Van Rijsbergen [2002]. These 

models either minimize the (Bayesian) risks (e.g., the BIR model and 

language model [Zhai and Lafferty, 2006]), or they accept the Probabilistic 

Ranking Principle (PRP) [Robertson, 1977] as the best way to rank 
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documents or maximize the information gain [Amati and Van Rijsbergen, 

2002] or optimize the cross-entropy [Lavrenko and Croft, 2003]. 

 

The Probability Ranking Principle (PRP) [Robertson, 1977] states that the 

greatest retrieval effectiveness is achieved when documents are ranked in 

the decreasing order of probabilities of relevance to the query, while the 

probabilities are estimated on all data available to the retrieval system. In 

Chapter 3 (A Retrospective Study of a Hybrid Document-context Based 

Retrieval Model), we show that our document-context model follows the 

PRP by experimenting the model with different amount of relevance 

information presence to the model. 

 

2.1.1 The Binary Independence Retrieval (BIR) Model 
 

In the BIR model [Robertson and Sparck Jones, 1976], the basic question to 

ask for each document and each query is: 

 

What is the probability that this document is relevant to this query? 

 

Denote a binary relevance variable R∈{0, 1}which models the relevance of 

documents, R equals to 1 means relevant while R equals to 0 means non-

relevant. For a term t belongs to the vocabulary V (i.e., t∈V), the BIR model 

considers only the presence or absence of the term t in a query q and a 

document d. Hence, a query q is represented by a set of binary term 

occurrence variables qt∈{0, 1}where qt equals to 1 if q contains t and qt 

equals to 0 if q does not contain t (i.e., q∈{0, 1}|V|). Similarly, a document d 

is represented by a set of term occurrence variables dt∈{0, 1} where dt 

equals to 1 if d contains t and dt equals to 0 if d does not contain t (i.e., d 

∈{0, 1}|V|). To rank the documents, the BIR model tries to estimate the 

probability of relevance of a given document d: 

 

),|1( qdRP =  
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Using Bayes’ Theorem, 
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In order to avoid the estimation of P(d | q), the odds is used while preserving 

the ranking order of documents (
rank
= is a binary relation called rank 

equivalence [Lafferty and Zhai, 2001] that preserves the ranking of both 

sides of the relation by some monotonic transformation): 
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By asserting the independence assumption that the occurrence of terms in a 

document is conditionally independent given a relevance class, P(d | R, q) 

can be expanded by the multiplication of the conditional probabilities of 

individual term occurrence variables dt: 
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For simplicity, define pt to be the probability that d contains t given d is 

relevant and ut to be the probability that d contains t given d is non-relevant: 

 

 ),1|1( qRdPp tt ===  (2.4) 
 ),0|1( qRdPu tt ===  (2.5) 

 

Further assume that terms that do not occur in the query q are equally likely 

to occur in relevant and non-relevant documents, (i.e., pt = ut if qt = 0). The 

ranking function becomes:  
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where 

 

 )1(
)1(log

tt

tt
t pu

upw
−
−

=  (2.7) 

 

and the remaining concern is to estimate pt and ut. 

 

With some or full relevance information, pt and ut can be estimated by 

counting the number of documents containing term t in the sets of relevant 

and non-relevant documents: 

 

 
R
rp t

t =  (2.8) 
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=  (2.9) 

 

where rt is the number of relevant documents containing the term t, R is the 

number of relevant documents for a given query q, dft is the number of 

documents containing the term t and D is the total number of documents in 

the collection. Putting Equations 2.7, 2.8 and 2.9 together: 
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In order to avoid zero values which would cause undefined result in the 

calculation, 0.5 is added to each of the quantities in Equation 2.10 for 

smoothing: 
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In the presence of relevance information, the above quantity is called the w4 

weight in the literature [Robertson and Sparck Jones, 1976]. Obviously, the 

w4 weight measures the importance of a term in a document without 

considering the position of the term in the document. In [Wu et al., 2005], a 

document-context model which incorporates the positional information of 

the terms for measuring importance of terms is compared with the w4 weight 

in a retrospective experiment, that is, full relevance information is presence 

to the retrieval models. The results show that using document-context in 

calculating the term weights can improve retrieval effectiveness. 

 

In practice, relevance information is difficult to obtain. Without any 

relevance information, it is assumed that for a given query q, the number of 

relevant documents is very small when compared to the total number of 

documents in the whole collection. In other words, a very large percentage 

of documents in the collection are non-relevant. This assumption is valid for 

large collections. As a result, rt and R are set to zero (i.e., rt = R = 0) in 

Equation 2.11 and wt becomes: 

 

 5.0
5.0log

+
+−

=
t

t
t df

dfDw  (2.12) 

 

The above quantity is the well-known Inverse Document Frequency (IDF) 

which measures the importance of a term in a collection without any 

relevance information. When there are a lot of documents containing the 

term t, dft is large and hence wt is small which means that the term t is of 



 14 

less importance. Stop words such as prepositions are examples of these less 

important terms. These terms occur in almost every document in the 

collection so they do not have much discriminative power when they appear 

in a query. On the other hand, if only a limited number of documents 

containing the term t, dft is small and hence wt is large which means the term 

t is of high importance to identify the documents containing term t. The IDF 

weight has been used in many information retrieval systems since its 

introduction. 

 

In Chapter 3 (A Retrospective Study of a Hybrid Document-context Based 

Retrieval Model), we develop a hybrid document-context model based on 

the BIR model. Instead of considering the probability of relevance of a 

document, P(R=1 | d, q), we try to calculate the probability of relevance of a 

context in a document, P(R=1 | c(d, k), q) where c(d, k) is the context at the 

k-th position in the document d. As a result, a term weight which depends 

on the document-context is proposed. 

 

2.1.2 The TF-IDF Term Weight 
 

In [Luhn, 1958], term frequency was introduced as an indicator for the 

significance of a term t in a document. Intuitively, the higher the term 

frequency of t in d, the more the importance of t in d. In the BIR model, 

documents are represented by the set of term occurrence variables which 

only reveals the presence or absence of terms (i.e., dt∈{0,1}), information 

such as term frequencies is lost in the BIR modeling. In order to overcome 

this problem, the 2-Poisson model was developed [Harter 1974, 1975a, 

1975b; Bookstein and Swanson, 1974; Robertson, Van Rijsbergen and 

Porter, 1981]. In the 2-Poisson model, queries and documents are 

represented by the set of occurrence variables which are natural numbers 

(i.e., dt∈N) showing the term frequencies of each term occurring in a query 

or document, (i.e., q∈N|V| and d∈N|V|). This differs from the BIR model 

which uses binary occurrence variables. 
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Given a query q and a document d, define pt, f to be the probability that the 

term t occurs f times in the document d given that d is relevant to q, and ut, f 

to be the probability that the term t occurs f times in the document d given 

that d is non-relevant to q: 

 

 ),1|(, qRfdPp tft ===  (2.13) 
 ),0|(, qRfdPu tft ===  (2.14) 

 

Using pt, f and ut, f, the ranking formula of the 2-Poisson model is derived 

analogously to Equation 2.6: 
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and 
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To estimate pt, f and ut, f, the 2-Poisson model uses a mixture of two Poisson 

distributions, one from an elite source and the other one from a non-elite 

source. Eliteness is a hidden variable shows whether a term t is “about” a 

document d and it is difficult to define in practice. Therefore, the 2-Poisson 

model faces a problem of difficult parameter estimation. 

 

In 1994, Robertson and Walker presented some simple and effective 

approximations to the 2-Poisson model [Robertson and Walker, 1994] in the 

form of TF-IDF which is the multiplication of the term frequency (TF) 
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factor and the inverse document frequency (IDF) factor. This is called the 

BM25 model in the literature and the ranking formula is: 
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where tft, q is the occurrence frequency of the term t in query q, tft, d is the 

occurrence frequency of the term t in document d, |d| is the length of the 

document d, ∆ is the average document length in the collection, D is the 

number of documents in the collection, dft is the number of documents 

containing term t, finally, k1 and b are model parameters. 

 

While the BM25 model is simple to implement, it continues to achieve 

state-of-the-art retrieval effectiveness. Besides the BM25 model, there are 

other retrieval models which combine the variants of the TF and IDF 

components. Salton and Buckley [1988] identified three main components 

for effective retrieval, they are (1) the term frequency (TF) factor, (2) the 

inverse document frequency (IDF) factor, and (3) the document length 

factor. The document length factor is used to normalize the term frequency 

factor in most cases, this is to avoid the bias to long documents since longer 

documents tend to contain more query terms. Note that the three 

components can take different forms in different retrieval models, while the 

BM25 model being one of them. In Chapter 4 (Interpreting TF-IDF term 

weights as making relevance decision), we show that when we shrink the 

context size to unity, our document-context model can be interpreted as 

using TF-IDF term weights which is similar to the various retrieval models 

in the literature including the BM25 model and the variants presented in 

[Salton and Buckley, 1988]. 

 

2.2 Models with Document-Context 
 

The probabilistic retrieval models described in the previous section are built 

with a strong assumption that the attributes (terms) describing the 



 17 

documents are independent to each other. Generally, a document is treated 

as bag-of-terms which means the terms exist independently. In reality, this 

kind of bag-of-terms modelling is obviously over simplified since terms are 

inter-related with each other. As a result, there are attempts to overcome the 

limitation of the traditional bag-of-terms models by modelling the 

relationship among terms in a document. Some of the work in the literature 

use document-context similar to ours. In this section, we briefly describe 

these works. 

 

In 2000, Vechtomova and Robertson [2000] presented a method of 

combining corpus-derived data on word co-occurrences using collocations 

with the traditional probabilistic model of information retrieval. Significant 

collocates are selected using a window-based technique around the 

interested (node) terms.  Given a query q, for every query term t ∈ q, top 

collocates for the term t are selected using collection statistics, which are 

mutual information (MI) and Z statistic specifically. After extracting the top 

collocates for every query term, the query is expanded using the extracted 

collocates. 

 

Standard mutual information score between a pair of terms measures the 

mutual dependence of the two terms. If two terms always co-occur with 

each other, they have a high mutual information score. On the other hand, if 

two terms co-occur mainly due to chance, their mutual information score 

will be close to zero. Below shows the formula for calculating standard 

mutual information score of two terms x and y: 

 

 )()(
),(log),( 2 yPxP

yxPyxI =  (2.18) 

 

where P(x, y) is the probability that the terms x and y occur together, P(x) 

and P(y) are the probabilities that the terms x and y occur individually. In 

order to allow for terms co-occur within a distance (i.e., within a window of 

terms), a modified MI score was used in [Vechtomova and Robertson, 2000]: 
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where Pw(x, y) is the probability of occurrence of y in the windows around x, 

f(x, y) is the frequency of co-occurrence of x and y, f(x) and f(y) are the 

individual frequencies of occurrence of x and y respectively, L is the 

collection length which is the sum of document lengths for all documents in 

the collection and wx is the average window size for x. The window size 

used was 201 with 100 terms for each side of the centre term. Besides MI, Z 

statistic was also used to measure the degree of confidence that the pair of 

terms x and y are associated: 
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where f(x, y), f(x), f(y), wx and L are defined the same as those in Equation 

2.19 when computing MI. 

 

The notion of context in our proposed model is very similar to the window-

based technique used by Vechtomova and Robertson However, unlike 

[Vechtomova and Robertson, 2000], our model does not extract collocates 

for query expansion. The statistics may not be reliable when the frequency 

of occurrence of the term is low. Therefore, undesired terms which will 

degrade retrieval effectiveness may be extracted using the statistics. Instead, 

we consider all possible occurrences of terms in the context and use log-

odds to rank them. Moreover, we derive our model using the notion of 

document-context at the very beginning (see Chapter 3 (A Retrospective 

Study of a Hybrid Document-context Based Retrieval Model)). 

 

In 2005, Metzler and Croft [2005] developed a novel retrieval model based 

on Markov random field (MRF). Their model assigns different weights to 
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different types of query term occurrence patterns in the documents. 

Specifically, the MRF approach models the joint distribution PΛ(q, d) over 

queries and documents by three classes of lexical features, they are (1) 

individual terms, (2) contiguous phrases, and (3) terms with proximity. It is 

the third class (terms with proximity) which document-context is employed. 

This class of lexical features models a pair of query terms occur in a 

document within a distance. The MRF model considers the mixture of the 

three classes of lexical features: 

 

 UUOOTT fffqdP λλλ ++∝Λ ),(  (2.21) 
 

where fT is the feature function for individual terms, fO is the feature 

function for contiguous phrases, fU is the feature function for proximity, and 

λT, λO and λU are the corresponding weights such that λT + λO + λU = 1. 

Note that when λT = 1 and λO = λU = 0, the MRF model is equivalent to the 

query likelihood model [Ponte and Croft, 1998] which ranks the documents 

according to the probability of generating the query q by the language model 

of document d (i.e., P(q| d)).  

 

In the MRF model the scores of different types of query term occurrence 

patterns are combined together as the document score for ranking. Although 

Metzler and Croft [2005] used document- contexts, their model did not use 

the non-query terms in the contexts for document ranking. Since only query 

terms are considered, the proximity is within a small distance (less than 10 

terms) when compared to the context sizes used in our document-context 

model (51-101 terms). Also, their model was not motivated by modeling or 

simulating relevance decision making while we do that in Chapter 4 

(Interpreting TF-IDF term weights as making relevance decision). 

 

The MRF model [Metzler and Croft, 2005] and its modified version [Lease, 

2008] have shown to be very effective in text retrieval at TREC [Metzler et 

al., 2005; Lease, 2008]. In Chapter 5 (Probabilistic Document-Context 

Based Retrieval Model), we compare results from our document-context 
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model with those from the MRF model as in [Lease, 2008] in a relevance 

feedback environment. 

 

In 2006, Pickens and MacFlane [2006] proposed the term context model for 

information retrieval. For a query q, instead of just looking at the occurrence 

of the query terms t ∈ q in a document, the term context model considers a 

set of non-independent supporting terms which was said to be the “context” 

of a query term. That is relationships among context terms are also 

considered. The model makes use of the maximum-entropy framework to 

compute the relationships among terms. They have shown that related terms 

found using the term context model are different from those found using co-

occurrence statistics. 

 

Other work has also been done on exploiting word co-occurrence statistics 

using windowing techniques. For examples, Lv and Zhai [2009] proposed 

the positional language model (PLM) which defines a language model for 

each position of a document. The PLM is estimated based on propagated 

counts of words within a document through a proximity-based density 

function, which captures both proximity heuristics and achieves an effect of 

“soft” passage retrieval. De Kretser and Moffat [1999] introduced the shape, 

height and spread factors to measure the influence of query terms at 

difference locations. Vechtomova et al. [2006] empirically investigated 

whether the degree of lexical cohesion between the contexts of query terms’ 

occurrences in a document is related to its relevance to the query. By 

contrast, we concentrate on individual contexts of the query terms in a 

document to test whether a particular context is relevant. Xu and Croft 

[2000] implicitly assumed that query terms and expansion terms are related 

within some context windows using the local context analysis (LCA) in the 

local collection (i.e., the top ranked documents). However, we do not 

perform query expansion but utilize the term distributions in relevant and 

irrelevant documents. In [Lund and Burgess, 1996; Burgess and Lund, 1997; 

Burgess et al., 1998], the researchers developed the Hyperspace Analogue to 

Language (HAL) model to automatically construct the dependencies of a 
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term with other terms using their co-occurrences [Bruza and Song, 2003] 

inside a context in a sufficiently large corpus. For a given term, a vector is 

created which elements are the probabilities of the term co-occurring with 

other terms. Song and Bruza [2003] proposed an information inference 

mechanism in information retrieval for making inferences via computations 

of information flow in a high dimensional context-sensitive vector space 

constructed using the HAL model. Gao et al. [2004] extended the language 

modeling approach by incorporating dependencies between terms in the 

model using term co-occurrence statistics which showed that using the co-

occurrence information in language modeling benefits the retrieval 

effectiveness. Bai et al. [2005] proposed the context-dependent query 

expansion technique in language modeling approach using extended 

inference model with information flow. All the studies provided evidence 

that exploiting the term co-occurrence information is crucial for increasing 

retrieval effectiveness. In our model, by considering the document-contexts 

of the query terms in documents, it simulates relevance-decision making for 

the document-contexts. This extends the usage of term co-occurrence 

information to match the conceptual meaning of the query terms and 

document terms. 

 

Our document-context model simulates “local” relevance-decision making 

for every term location in a document. We believe that term locations play 

an important role in determining relevance of documents to queries. There 

are works which do not explicitly take into account term locations in a 

document even though term locations have been acknowledged as an 

important component in determining relevance. For instance, passage 

retrieval [Kaszkiel et al., 1999; Liu and Croft, 2002] implicitly assumes that 

the influence of the query term is limited within a passage and local context 

analysis [Xu and Croft, 2000] implicitly assumes that query terms and 

expansion terms are related within some context windows. Language 

models [Ponte and Croft, 1998] used locations to define location frequencies 

of term occurrences [Roelleke and Wang, 2006], but they have not used 

locations in a more elaborate manner than frequency counting. The 

question-and-answering (QA) tasks explicitly requested the retrieved results 
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to include term locations but many retrieval models for QA tasks are 

extensions of existing retrieval models without explicit consideration of 

term locations in the model. Instead of adding term locations in the retrieval 

model as a post-processing module, we develop our probabilistic retrieval 

model with term locations at the beginning. The local relevance at a certain 

location is thought to depend on the document-context at that location. 

 

2.3 Passage-based Retrieval Models 
 

In passage-based retrieval, e.g., [Salton et al., 1993; Callan, 1994; Kaszkiel 

et al., 1999; Liu and Croft, 2002], a document is divided into passages and 

each of the passages is evaluated individually by the retrieval model. Xi et al. 

[2001] investigated a window-based passage retrieval technique but they did 

not require the centre term of a window to be a query term. The passage-

based retrieval implicitly agrees that the query term is related to other terms 

in limited distances but not in large distances. Our model shares the same 

intuition. However, passage-based retrieval divides a document exhaustively 

without regard to query term locations (e.g., number of terms, passage tags). 

By contrast, our model divides a document based on the occurrences of 

query terms in the document (i.e., terms around query term). 

 

A main concern in passage-based retrieval is how to combine the passage 

scores to from the final document score, since the final ranked list produced 

from a retrieval system usually consists of documents rather than passages. 

Some models use the maximum passage score to be the document score 

while others may average the passage scores. Our document-context model 

also has the same concern as we divide a document into document-contexts. 

Kong et al. [2004] showed that different relevance decision principles 

(namely the Disjunctive Relevance Decision (DRD) principle, the 

Aggregate Relevance Decision (ARD) principle and the Conjunctive 

Relevance Decision (CRD) principle) can be applied to passage-based 

retrieval in different scenarios when simulating the human user in making 

relevance decisions: 



 23 

(a) the Disjunctive Relevance Decision (DRD) principle which states 

that a document is relevant to a topic if a particular document part is 

relevant to the topic; 

(b) the Aggregate Relevance Decision (ARD) principle which states that 

a document is more relevant to a topic if more occurrences of the 

concepts related to the topic are found in the document; and 

(c) the Conjunctive Relevance Decision (CRD) principle which states 

that a document is relevant to a topic if all the document parts are 

relevant to the topic. 

 

In Chapter 3 (A Retrospective Study of a Hybrid Document-context Based 

Retrieval Model), we examine different methods of combining the context 

scores in our document-context model following the relevance decision 

principles. 

 

2.4 Relevance Feedback in Information Retrieval 
 

Relevance feedback (RF) can be used to enhance retrieval effectiveness 

[Rocchio, 1971; Salton and Buckley, 1990; Harman, 1992]. In this thesis, 

most experiments are performed in a relevance feedback environment. That 

is some or full relevance information is presence to the retrieval model. In a 

standard relevance feedback procedure, an initial ranked list of documents is 

produced by the retrieval model using no relevance information, then the 

user scan through the ranked list from the top ranked document and 

provides feedback for relevance of documents to the retrieval model. After a 

certain number of top ranked documents are judged by the user, a second 

ranked list of documents is produced using the relevance information 

obtained from the user. 

 

In some cases, the top ranked documents are very similar to each other or 

even identical. Judging the relevance of the nearly identical documents 

would waste user efforts and provide no additional useful information to the 

retrieval model. Therefore, the set of documents used for relevance feedback 
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may not be the top ranked ones. This is called active feedback [Shen and 

Zhai, 2005] in which the retrieval system actively chooses suitable 

documents for the user to judge for relevance. In Chapter 6 (A Split-List 

Approach for Relevance Feedback in Information Retrieval), we propose a 

new active feedback algorithm which uses document-contexts and compare 

it with another active feedback algorithm, namely the maximal marginal 

relevance (MMR) algorithm [Carbonell and Goldstein, 1998]. 

 

Relevance feedback serves two main purposes, they are (1) query expansion 

and (2) parameters estimation. Rocchio [1971] was the first to formulate 

query expansion using relevance feedback, it was implemented in the 

Vector Space Model (VSM) which queries and documents are modelled as 

|V|-dimensional vectors where |V| is the size of the vocabulary V. In 

Rocchio’s formulation, all terms from the judged relevant and non-relevant 

documents are added to the original query using: 
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where q  is the original query vector, rfq  is the expanded query vector, 

dREL,q is the set of judged documents relevant to q, dIRL,q is the set of judged 

documents non-relevant to q and | d


|1 is the city-block length of the 

document vector d


. Later, Harman [1992] showed that retrieval 

effectiveness can be enhanced by selecting terms for expansion rather than 

using all the terms in the judged documents. 

 

Besides query expansion, model parameters such as b and k1 of the BM25 

model in Equation 2.17 can be estimated more accurately for better 

performance with the help of relevance information.  
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2.4.1 Evaluation in Relevance Feedback 
 

The mean average precision (MAP) is the most commonly used measure to 

evaluate the performance of a retrieval model. It is the arithmetic mean of 

the average precision (AP) across the set of all tested queries Q: 
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where n is the number of documents returned by the retrieval model for a 

particular query q. In TREC, usually, top 1000 documents are considered 

(i.e., n = 1000).  The average precision AP(n, q) is the average of the 

precisions at the point of each relevant documents in the ranked list: 
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where R is the number of relevant documents for q and, 
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In relevance feedback environment, a question to ask is whether we should 

include the judged documents in the final ranked list for computing the 

MAP. In 1971, Chang et al. [1971] studied various evaluation methods of 

relevance feedback including modified rank freezing, residual collection and 

test and control group. 

 

Rank freezing refers to assigning the ranks of judged documents in the final 

ranked list according to the order of the documents being judged. For 

example, if the top 20 documents in the initial ranked list are judged by the 

user, the ranks of those 20 documents are frozen in the final ranked list such 

that they are the same as those in the initial ranked list. Therefore, the 
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retrieval model can only utilize the relevance feedback information by 

changing the ranks of documents from rank number 21 onwards. That is 

Prec(r, q) (Equation 2.25) and Rel(r, q) (Equation 2.26) will be the same in 

the initial and final ranked list for r ≤ 20. In modified freezing [Chang et al., 

1971], instead of freezing all the ranks of judged documents (relevant and 

non-relevant), the ranks of judged non-relevant documents ranked below the 

last relevant one are not frozen. In [Chang et al., 1971], it showed that 

modified freezing may be better for individual query comparisons.  

 

The residual collection [Ide, 1969] evaluation attempts to measure the 

effectiveness of relevance feedback by the number of newly retrieved 

relevant documents. The judged documents during relevance feedback are 

discarded from the final ranked list. Note that when evaluating the final 

ranked list using residual collection, the number of relevant documents R 

(Equation 2.24) should be changed accordingly by eliminating the judged 

relevant documents during relevance feedback. In Chapter 5 (Probabilistic 

Document-Context Based Retrieval Model), we use residual collection to 

evaluate our document-context model for relevance feedback. 

 

In the test and control method [Chang et al., 1971], a given document 

collection is split into two halves randomly. One half is used for performing 

the initial retrieval and outputting the initial ranked list for feedback (i.e., 

the test group). The other half is used for the final retrieval and performing 

evaluation (i.e., the control group). 

 

2.4.2 Relevance Feedback in Practice 
 

In practice, relevance information is difficult to obtain because users are 

unwilling to make relevance judgements. Therefore, methods are introduced 

to perform relevance feedback without direct user involvement including 

pseudo-relevance feedback (PRF) [Croft and Harper, 1979; Buckley, 1995] 

and implicit feedback [Joachimes et al., 2005]. In pseudo-relevance 

feedback, top ranked documents are assumed to be relevant and contain 
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useful terms for query expansion. The terms in the top ranked documents 

are weighted using a certain metric (e.g., TF-IDF term weights) and terms 

with highest weights are selected to combine with the original query. The 

selected terms are called PRF terms. Usually, a mixture parameter is used to 

control the weight of original query terms and the PRF terms in order to 

avoid query drift which can decrease retrieval effectiveness. 

 

In web search, implicit feedback [Joachimes et al., 2005] can be done by 

analyzing the clickthrough data of users instead of directly asking them for 

giving feedback. When a user clicks on a document (web page) link, it is 

interpreted as an endorsement to the document relating to the query. 

Therefore there is a higher chance of the document being relevant. On the 

other hand, if a user bypasses a document link, there is a higher chance of 

the document being non-relevant. Since web search engines keep a huge 

amount of clickthrough data from all users, implicit feedback may be 

feasible in web search environment. 
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Chapter 3 
 

A Retrospective Study of a Hybrid 
Document-Context Based Retrieval 
Model 
 

This chapter describes our novel retrieval model that is based on contexts of 

query terms in documents (i.e., document contexts). Our model is novel 

because it explicitly takes into account of the document contexts instead of 

implicitly using the document contexts to find query expansion terms. Our 

model is based on simulating a user making relevance decisions, and it is a 

hybrid of various existing effective models and techniques. It estimates the 

relevance decision preference of a document context as the log-odds and 

uses smoothing techniques as found in language models to solve the 

problem of zero probabilities. It combines these estimated preferences of 

document contexts using different types of aggregation operators that 

comply with different relevance decision principles (e.g., aggregate 

relevance principle). Our model is evaluated using retrospective 

experiments (i.e., with full relevance information), because such 

experiments can (a) reveal the potential of our model, (b) isolate the 

problems of the model from those of the parameter estimation, (c) provide 

information about the major factors affecting the retrieval effectiveness of 

the model, and (d) show that whether the model obeys the probability 

ranking principle. Our model is promising as its mean average precision is 

60%- 80% in our retrospective experiments using different TREC ad hoc 

English collections and the NTCIR-5 ad hoc Chinese collection. Our 

experiments showed that (a) the operators that are consistent with aggregate 

relevance principle were effective in combining the estimated preferences, 

and (b) that estimating probabilities using the contexts in the relevant 

documents can produce better retrieval effectiveness than using the entire 

relevant documents. 
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3.1 Introduction 

 

Various retrieval models have been developed and investigated over the past 

several decades based on a variety of mathematical frameworks [Dominich, 

2000]. For example, Salton et al. [1975] and Wong et al. [1985] worked on 

retrieval models based on vector spaces. The Binary Independence Retrieval 

(BIR) model [Robertson and Sparck-Jones, 1976], the logistic regression 

model [Cooper et al. 1992], the 2-Poisson model [Harter, 1975] and its later 

practical approximation [Robertson and Walker, 1994] and the language 

modelling approach [Ponte and Croft, 1998; Lafferty and Zhai, 2001; 

Lavrenko and Croft, 2001] are based on the probability theory. The fuzzy 

retrieval model [e.g., Miyamoto, 1990] and the extended Boolean model 

[Salton et al., 1983] are based on the fuzzy set theory [Zadeh, 1965]. These 

models provide a system point of view of how to retrieve documents that are 

sufficiently relevant that they satisfy a user’s information need. On the other 

hand, an information retrieval system can be thought of as simulating the 

human user when making relevance decisions in the retrieval process 

[Bollmann and Wong, 1987]. In this case, the ranking of the relevance of the 

documents to the user’s information need is in terms of preferences [Yao 

and Wong, 1991]. 

 

In this work, we simulate human relevance decision making in the 

development of a novel retrieval model that explicitly models a human 

relevance decision at each location in a document. The relevance decision at 

the specified location in the document is based on the context at that 

location so that the relevance decision preference (or context score) at the 

specified location is estimated using the context at that location. Although 

using contexts in documents to explore term co-occurrence relationships for 

query expansion is not new, to the best of our knowledge, it is new to model 

the contexts/windows features explicitly in the retrieval model by 

incorporating the locations of terms inside a document for re-weighting the 

query terms. By re-weighting the query terms using the contexts of the 
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query terms in documents, the model assigns context dependent term 

weights which are aggregated together as the final document similarity score. 

 

A document-context is essentially a concordance or a keyword in context 

(KWIC) [Kupiec et al., 1995]. Figure 1.1 shows some example document 

contexts containing a query term in the title query, “Hubble Telescope 

Achievements”. The contexts were extracted from a raw (un-processed) 

document. During retrieval, unlike Figure 1.1, all the terms are stemmed and 

the stop words are removed. From Figure 1.1, it should be noted that even 

for a relevant document, not all contexts in the document are relevant. 

 

Our model uses current successful retrieval models and techniques to 

estimate the relevance decision preferences (or context scores) of document 

contexts containing a query term in the center. The relevance decision 

preferences are defined as the log-odds estimated using smoothing 

techniques and they are combined using aggregation operators. More 

specifically, we used the technique of smoothing [Chen and Goodman, 1996; 

Zhai and Lafferty, 2004] to solve the problem of zero probabilities [Ponte 

and Croft, 1998] in estimating the term distributions in relevant documents 

similar to the language models [Ponte and Croft, 1998; Lafferty and Zhai, 

2001; Lavrenko and Croft, 2001]. We calculated the probability of the 

relevance of a particular document context similar to that of the BIR model 

[Robertson and Sparck-Jones, 1976]. In order to calculate the document 

score for ranking, the document-context log-odds are combined using 

different evidence aggregation operators based on the extended Boolean 

model [Salton et al., 1983] and some fuzzy (aggregation) operators [Dombi, 

1982; Yager, 1988; Paice, 1984]. Therefore, our proposed retrieval model is 

a hybrid of various past successful retrieval models and techniques. 

 

In predictive experiments, a major source of difficulty in developing novel 

retrieval models is in determining whether the effectiveness performance is 

limited by the underlying model or by the poor parameter estimation 

techniques used. Instead of predictive experiments, we propose to evaluate 

our novel retrieval model based on retrospective experiments that are 
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performed using relevance information (e.g., the TREC relevance 

judgments), similar to the retrospective experiments in [Robertson and 

Sparck-Jones, 1976; Sparck-Jones et al., 2000; Hiemstra and Robertson, 

2001]. The purpose of the retrospective experiments is to: 

(a) evaluate the potential of the underlying novel retrieval model by 

observing the best effectiveness that can be attained by the model;  

(b) reveal the (near) optimal performance of the model and provide a 

yardstick for future (predictive) experiments. In the probability 

ranking principle [Robertson, 1977], full relevance information can 

enable the model obtain optimal performance [Hiemstra and 

Robertson, 2001]; 

(c) focus on gathering crucial factors (e.g., the size of the context) 

affecting the performance of the model when using the context of 

query terms in a document. We gather statistical data on these 

factors for analysing and designing the model to operate in 

predictive experiments; 

(d) show whether the model obeys the probability ranking principle 

[Robertson, 1977]; and 

(e) examine the relevance decision principles in [Kong et al., 2004] and 

determine which is the most suitable in simulating the human user 

when making relevance decisions. 

 

The problem of estimating parameters with limited or no relevance 

information is left for future work since it is not known whether the 

proposed model is worth further investigation. When considering the terms 

in relevant documents, we discard those terms with document frequency 

equals to one. This avoids finding identifiers (e.g., document id) that 

uniquely identify relevant documents, thereby guaranteeing to obtain high 

precision when the relevance information is present. By contrast, we would 

like to utilize the term distributions in relevant and irrelevant documents for 

retrieval.  

 

We emphasize that our document-context based model is a descriptive 

model in this chapter even though it could become a normative model. A 
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descriptive model describes how the decision is made while a normative 

model specifies how the (optimal) decision should be made. Our document-

context based model is descriptive in this chapter because it does not 

feedback any effectiveness performance information (e.g., MAP) to the 

system for performance optimization (e.g., query optimization [Buckley and 

Harman, 2003] or model parameter optimization). For instance, our retrieval 

model directly estimates the probabilities without any effectiveness 

feedback about the estimation being good or not for document ranking. Also, 

the retrieval process of our model is a one-pass re-ranking process using the 

proposed ranking formula (discussed in details in Section 3.2) that describes 

how the relevance decision is made. 

 

One may argue that if we know the relevance information, then the retrieval 

effectiveness performance must be good and it is pointless to do the 

experiments. However, as mentioned above, we are not finding identifiers of 

relevant documents (terms with document frequency equals to one are 

ignored). The descriptive model does not optimize the query or the model 

parameters using effectiveness performance results from previous runs. 

Moreover, the retrieval performance is not guaranteed to be good even when 

we know the relevance information. (e.g., in [Hiemstra and Robertson, 

2001], the performances of the retrospective experiments are similar to 

those in the predictive experiments [Robertson and Walk, 1999]). This is 

because the terms in the relevant documents may also appear in the 

irrelevant documents. By using the relevance information, we are not 

manipulating or restricting the term distributions/occurrences in the 

documents but using existing probabilistic methods to estimate the term 

distributions/occurrences in the documents. Furthermore, we tested our 

model with different document collections (TREC-2, TREC-6, TREC-7, 

TREC-2005 and NTCIR-5) to show that the model is reliable. Finally, doing 

the retrospective experiments also provides us with an important clue about 

the potential of the retrieval model because an applicable model should 

perform well in the presence of relevance information. The use of relevance 

information can reveal the (near) optimal performance and the estimation of 
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the relevance information is possible using various techniques such as 

pseudo relevance feedback. 

 

The index structure used in our experiments does not contain the positional 

information of terms in a document, as a result we have to access the disk to 

read the document and extract the contexts of query terms. This will greatly 

increase the time needed for the experiments. The problem can be eased by 

including the positional information of terms in the index structure similar 

to the index used in the Indri retrieval system [Strohman et al., 2004]. 

However, including the positional information of term in the index structure 

will increase the storage requirement of the index. In this thesis, we do not 

examine the time-efficiency of our retrieval model or retrieval system 

because: 

(a) it is already very challenging to design and develop a highly 

effective retrieval model; 

(b) once the effective retrieval model is developed, then we have enough 

information to design and develop (novel) index structures to 

support such an effective model; 

(c) the time-efficiency problem may reduce its significance in time as 

computers are continually becoming more and more powerful. 

We leave how to make our retrieval model more time-efficient to our future 

investigation. 

 

The rest of the chapter is organized as follows. Section 3.2 presents the 

details of our hybrid document-context based retrieval model. Section 3.3 

shows the results of the model-oriented experiments which test the model 

extensively using one data collection, TREC-6. Section 3.4 shows the 

results of the scope-oriented experiments which test the model across 

different data collections and with another language. Section 3.5 concludes 

the chapter. 
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3.2 Document-Context Based Retrieval Model 
 

In this section, we introduce our document-context based retrieval model 

that ranks documents on the basis of the contexts of the query terms in 

documents (i.e., document contexts). A document-context is uniquely 

identified by the location where the query term occurs in the document. 

Therefore, assigning different term weights to the same query term in 

different contexts can be thought of as assigning different term weights to 

the same query term in different locations in the document. Hence, we can 

explicitly incorporate the (query) term locations in a document in our 

retrieval model as reflecting the relevance of the corresponding contexts to 

the query. We believe that the term distributions of the contexts are similar 

for query terms having the same meaning, while the term distributions of the 

contexts are different when the same query term refers to different meanings 

in different contexts in documents. By incorporating the document-context 

information for weighting the query terms, we are trying to solve the 

problem of polysemy (i.e., a term with multiple meanings) in natural 

language because the meaning of terms without contexts can be ambiguous 

while terms with contexts should have definite meanings. 

 

Given that each context has a score reflecting its relevance to a particular 

topic, some methods or bases are needed to combine the scores in a 

principle manner. Kong et al. [2004] showed that different relevance 

decision principles (namely the Disjunctive Relevance Decision (DRD) 

principle, the Aggregate Relevance Decision (ARD) principle and the 

Conjunctive Relevance Decision (CRD) principle) can be applied to 

passage-based retrieval in different scenarios when simulating the human 

user in making relevance decisions. In this chapter, we extend their work by 

applying the relevance decision principles to guide the selection of 

aggregation operators to combine the context scores of query terms in a 

document (e.g., Figure 1.1), instead of passages. 

 



 35 

Our model allows the probability of making relevance decision at each 

location in a document to be different. Our initial study [Wu et al., 2005] 

showed that the model could achieve high retrieval effectiveness (i.e., about 

36% mean average precision in TREC-6 using retrospective experiments). 

In here, we further improve our model in order to investigate whether our 

retrieval model can be more effective than before. 

 

The rest of this section is divided into four parts. First, we define the 

document context. Second, we develop the context score that reflects the 

relevance preference of the context to a given topic. Third, we discuss 

different techniques to solve the zero probability problems. Finally, we 

describe various context score combination methods that are consistent with 

different relevance decision principles [Kong et al., 2004]. For convenience, 

the symbols used in the rest of this chapter are shown in Table 3.1. 

 
Table 3.1: Symbols used in this chapter and their descriptions. 

Symbol Description 
t A particular term 
D The collection of documents 

card(D) The cardinality of D (i.e., the number of documents in D) 
|D| The collection length (i.e., the sum of all document lengths in D) 
di The i-th document where i∈[1, card(D)] 
|di| The length (total number of terms) of di 

di[k] The k-th term in the i-th document where k∈[1, |di|] 
q A particular query 
|q| The length (total number of terms) of q 

q[j] The j-th term in the query q where j∈[1, |q|] 
c(di, k) The context of the k-th term in the i-th document with size 2n+1 

c(di, k)[l] The l-th term in c(di, k) where l∈[1, 2n+1] 

R The binary random variable of relevance 
(R = 1 means relevant, R = 0 means irrelevant) 

M(R=1, q) The relevance model for q 
M(R=0, q) The irrelevance model for q 
M(D, q) The collection model for q 

δa The parameter in additive smoothing 
δjm The parameter in Jelinek-Mercer smoothing 
δd The parameter in absolute discounting 

weight(di, k) The context score at the k-th location in the i-th document 
w (di, k) The normalized context score at the k-th location in the i-th document 

sim(di, q) The similarity score of di for q 
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3.2.1 Context Definition 
 

The context c(di, k) of a term di[k] appears at the k-th location in the i-th 

document with size 2n+1 is defined by the set of terms surrounding and 

including the term inside the document (we use c(di, k) instead of c(di, k, n) 

in this chapter because we want to distinguish the context size parameter n 

from di and k which are input variables, as a result, n is specified implicitly): 

 

c(di, k) ≡ {di[k-n] , …, di[k-1], di[k], di[k+1], …, di[k+n]}. 

 

We are interested in the contexts that with a query term at the center 

position (i.e., di[k]∈q). Other contexts that have non-query terms at the 

center are considered irrelevant. This is equivalent to making the following 

assumption in our model: 

 

Query-Centric Assumption: For a particular query q and a document di 

relevant to q, the relevant information for q locates only in the contexts    

{c(di, k)} for k∈[1, |di|] where di[k]∈q. (i.e., the relevant information locates 

around query terms.) 

 

The query-centric assumption states that if one can find relevant information 

in a document, then the relevant information must locate around the query 

terms inside the document. Note that the query-centric assumption does not 

require all contexts {c(di, k)} for k∈[1, |di|] where di[k]∈q to be relevant, 

and it only requires that the relevant information locates in the contexts {c(di, 

k)} for k∈[1, |di|] where di[k]∈q. The query-centric assumption may be 

invalid because some of the relevant documents found in the TREC and 

NTCIR collections for some queries do not contain any of the query terms. 

In order to show that the query-centric assumption is not entirely unrealistic, 

we have to know the number of relevant documents which do not contain 

any query terms. Table 3.2 shows that the average proportions of relevant 

documents without any query terms per topic using title queries across 

different data collections (including the Chinese collections in NTCIR-5) 
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are less than 13%. Although Table 3.2 does not directly validating the 

query-centric assumption, the purpose of Table 3.2 is to show that the 

query-centric assumption is not entirely unrealistic. 

 
Table 3.2: Statistics on No. of relevant documents without query terms. 

 TREC-2 TREC-6 TREC-7 TREC-2005 NTCIR-5 
Relax Rigid 

Topics (Title query) 101-150 301-350 351-400 50 past hard 
topics 001-050 

No. of relevant 
documents 11,645 4,611 4,674 6,561 3,052 1,885 

No. of relevant 
documents without any 
stemmed query terms 

644 354 634 385 202 63 

Average % of relevant 
document without any 
stemmed query terms 
per topic 

5.6% 9.7% 12.9% 7.0% 6.2% 4.7% 

 

The context size (i.e., defined as 2n+1) is determined empirically. It should 

not be too large or too small to include irrelevant information or exclude 

relevant information respectively. This issue is addressed in our model-

oriented experiments (see Section 3.3.1). 

 

3.2.2 Context Score 
 

Each interested context c(di, k) with size 2n+1 has a query term q[j] where 

j∈[1, |q|] appears in the center of the context. The context c(di, k) contains 

the set of terms {di[k+p]} where the term di[k+p] occurs at the p-th location 

relative to di[k] in the i-th document, and p∈[-n, n]. In other words, a 

context c(di, k) is the set of terms surrounding and including di[k]. 
 

In the BIR model [Robertson and Sparck-Jones, 1976], the basic question to 

ask for each document and each query is: 

 

What is the probability that this document is relevant to this query? 

 

Although there are actually implicit assumptions behind the above basic 

question, we try to extend it and use it as the starting point to develop our 
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document-context based model. Upon defining the notion of context, we can 

now ask another similar question for each context in each document and 

each query: 

 

What is the probability that this context in this document is relevant to this query? 

 

By query, we actually mean the topic or the user information need in the 

above question. However, since such questions were framed in this way 

before and these are well entrenched in the literature [Sparck-Jones et al., 

2000], we followed the existing formulation. For a particular query q, we 

define a binary random variable R for the outcome of the relevance decision. 

R = 1 means relevant to q and R = 0 means irrelevant to q. That is, our 

model is currently designed for binary relevance (although it can be 

extended to graded relevance later). For each context, there are two possible 

outcomes (events): 

(a) The context is relevant, i.e., R = 1. 

(b) The context is irrelevant, i.e., R = 0. 

 

Similar to the BIR model [Robertson and Sparck-Jones, 1976], given a 

particular context c(di, k), we want to calculate its probability of relevance 

and irrelevance by the log-odds: 
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where 
rank
=  is the binary operator of rank equivalence as defined in [Lafferty 

and Zhai, 2003]. The log-odds reflects the relevance decision preference of 

the concerned context. Using Bayse’ rule, we have: 
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The second term of Equation 3.2 is a constant and will be eliminated by the 

linear normalization [Lee, 1997] when combining the context scores of a 
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document (see Section 3.2.4), it can be ignored for ranking the contexts as 

follows: 
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In order to calculate the above probabilities by the individual document 

terms found in the contexts, our model makes the same assumption as 

proposed in Cooper [1995]: 

 

Linked-Dependence Assumption [Cooper, 1995]: The degree of statistical 

dependence between the terms in the relevant set is associated with their 

degree of statistical dependence in the irrelevant set. 

 

The linked-dependence assumption (a) simplifies the mathematical 

calculations and (b) avoids the problem of data inconsistency pointed out by 

Cooper [1995] when assuming conditional independence of terms in 

relevant set and irrelevant set individually. Using the linked-dependence 

assumption, we have: 
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The question now is to calculate the probabilities: 

 

 ),1|( qRtP =  (3.5) 
 ),0|( qRtP =  (3.6) 

 

where t ∈ c(di, k). 
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In order to calculate Probabilities 3.5 and 3.6, we have to obtain the term 

distributions (i.e., the probability of seeing a particular term in a set of terms) 

in the relevant set and the irrelevant set. For a particular query q, let   

M(R=1, q) be the relevance model defining the term distribution in the 

relevant set, M(R=0, q) be the irrelevance model defining the term 

distribution in the irrelevant set and M(D, q) be the collection model 

defining the term distribution in the collection. In general, Probabilities 3.5 

and 3.6 are equal to: 
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where f(t, M(R=1, q)) is the raw frequency count of t in M(R=1, q) and 

similarly for f(t, M(R=0, q)). So Equations 3.7 and 3.8 are the relative 

frequency estimates of PM(R=1, q)(t) and PM(R=0, q)(t) respectively. 

 

Next, we use the collection model to substitute the irrelevance model 

because almost all of the documents are irrelevant for a query in a 

sufficiently large collection: 

 

Collection-Irrelevance Assumption: For a sufficiently large collection and 

a query q, the irrelevance model M(R=0, q) and the collection model M(D, q) 

are similar to each other. 

 

Hence, 
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where f(t, M(D, q)) is the raw frequency count of t in the collection model 

M(D, q). The validity of the collection-irrelevance assumption will be 

addressed in the model-oriented experiments (see Section 3.3.5). 

 

The remaining concern goes to calculating the formula shown in Equation 

3.7. There are various methods to calculate Equation 3.7 depending on the 

training method used where training here refers to estimating the probability 

distribution of the terms in the relevant set (i.e., the relevance model M(R=1, 

q)) using the training data. Training includes defining what terms should be 

included in the relevance model M(R=1, q), and how much should each of 

the terms weight (i.e., what is the probability of seeing a term in the model). 

In this chapter, we explored two training methods (namely document-

training and context-training) based on different assumptions and 

depending on what are the terms that should be included in the relevance 

model M(R=1, q). 

 

In document-training, we use the whole document (i.e., all terms inside the 

document) for training the model, based on the following assumption. 

 

Document-Training Assumption: For a particular query q, the entire 

relevant document di is considered relevant so that the terms di[k] for     

k∈[1, |di|] are included in the relevance model M(R=1, q). 

 

The document-training assumption contradicts with our query-centric 

assumption for the relevant documents. However, the query-centric 

assumption is used in the ranking process while the document-training 

assumption is used in this particular training method. We provide this 

method to show that inconsistent assumptions in training and retrieval using 

the proposed model may degrade the retrieval effectiveness and the 

document-training method was used in our previous study [Wu et al., 2005]. 

 

Based on the document-training assumption, f(t, M(R=1, q)) is: 
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which is the occurrence frequency of the term t in the set of relevant 

documents (dREL,q), f(t, d) is the occurrence frequency of t in d. Hence, 

PM(R=1, q)(t) is the relative frequency estimate of the probability of seeing t in 

the relevance model M(R=1, q). 

 

In context-training, we use the contexts {c(di, k)} inside a document di for 

k∈[1, |di|] where di[k]∈ q (i.e., only the terms inside the contexts are 

included in the relevance model M(R=1, q)) for training the model, based on 

the following assumption. 

 

Context-Training Assumption: For a particular query q, only the contexts 

in the relevant documents are relevant so that for a document di relevant to q, 

the terms in the contexts {c(di, k)} for k∈[1, |di|] where di[k]∈q are included 

in the relevance model M(R=1, q). 

 

The context-training assumption is consistent with the query-centric 

assumption but these two assumptions are different. The query-centric 

assumption does not assume that all contexts {c(di, k)} for k∈[1, |di|] where 

di[k]∈q in the relevant document di to be relevant. By contrast, the context-

training assumption assumes that all contexts {c(di, k)} for k∈[1, |di|] where 

di[k]∈q in the relevant document di are relevant. 

 

Based on the context-training assumption, f(t, M(R=1, q)) is: 

 

 ∑ ∑
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which is the occurrence frequency of the term t in the contexts {c(d,k)} of 

relevant documents (dREL,q) where d∈dREL,q and d[k]∈q, f(t, c(d, k)) is the 

occurrence frequency of t in c(d, k). Hence, PM(R=1, q)(t) is the relative 

frequency estimate of the probability of seeing t in the relevance model 
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M(R=1, q). We believe that the context-training assumption is more realistic 

than the document-training assumption because most of the time only a part 

of the document contains relevant information (e.g., Figure 1.1), especially 

for long documents. 

 

3.2.3 Estimation Issue 
 

The probability of seeing a term t in the relevance model M(R=1, q) may 

equal to zero, if f(t, M(R=1, q)) = 0. This is the problem of zero probability 

in estimating PM(R=1, q)(t) similar to the language modelling approach [Ponte 

and Croft, 1998]. As the term t does not appear in M(R=1, q) (whether a 

term is included in M(R=1, q) depends on the training method, if t does not 

appear during training, it will become an unseen term during retrieval), it 

will be assigned a zero probability. Note that the problem of zero probability 

does not occur when estimating PM(R=0, q)(t) as we are using the collection 

model M(D, q) to substitute the irrelevance model M(R=0, q) (Equation 3.9). 

The collection model M(D, q) contains all the terms in the collection, so 

unseen terms do not exist. The zero probability will set Equation 3.4 to zero 

and it can cause anomalies in ranking. 

 

Smoothing [Chen and Goodman, 1996; Zhai and Lafferty, 2004] of the term 

distribution is a solution to the zero probability problem. The basic idea of 

smoothing is to adjust the term distribution so that zero probability will not 

assign to unseen terms.  In this section, we describe different commonly 

used interpolation-based smoothing techniques [see Zhai and Lafferty, 2004] 

(namely additive smoothing, Jelinek-Mercer smoothing and absolute 

discounting) which we will apply them for investigating the effect of 

smoothing to our model.  

 

Additive smoothing [Lidstone, 1920; Johnson, 1932; Jeffreys, 1948] adds a 

constant δa to all terms which make unseen terms to have uniform, non-zero 

probabilities: 
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where |M(R=1, q)| is the number of unique terms in the relevance model and 

δa∈[0, 1]. Laplace smoothing is a special case of additive smoothing (i.e.,  

δa=1). Additive smoothing is relatively simpler than the other two 

smoothing techniques because it does not require the information from the 

collection model. 

 

The Jelinek-Mercer smoothing [Jelinek and Mercer, 1980; Zhai and Lafferty, 

2004] is the linear interpolation of the relevance model M(R=1, q) and the 

collection mode M(D, q): 
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where δjm∈[0, 1] is the mixture control parameter of the interpolation. For 

an unseen term t, f(t, M(R=1, q)) = 0, the probability PM(R=1, q)(t) will become 

(1-δjm) × PM(D, q)(t) which depends on both δjm and the collection model  

M(D, q). 

 

In absolute discounting [Ney et al., 1994; Zhai and Lafferty, 2004], the raw 

counts of the seen terms are decreased by a constant: 
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where |M(R=1, q)| is the number of unique terms in the relevance model and 

δd∈[0, 1] is a constant. 
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3.2.4 Combining Context Scores  
 

The score of a context (i.e., context score) c(di, k) is calculated using 

Equation 3.3 and it is the weight of the query term di[k]∈q (i.e., weight(di, k)) 

at location k in the document di: 
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For combining context scores, we need weight(di, k) to be between zero and 

one. So we normalize weight(di, k) by the linear normalization [Lee, 1997] 

across documents: 
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where min(weight) is the minimum context score obtained among all the 

retrieved documents and max(weight) is the maximum context score 

obtained among all the retrieved document. Using the linear normalization, 

the second term of Equation 3.2 can be eliminated. 

 

A document may contain more than one contexts (i.e., when the query terms 

occur more then once in the document). Hence, we need to aggregate the 

context scores for obtaining the document score for ranking. This is similar 

to combining passage scores in passage-based retrieval [Callan, 1994; 

Kaszkiel and Zobel, 1997]. Previously, passage scores are combined using 

arithmetic mean, as well as taking the maximum [Callan, 1994].  

 

Kong et al. [2004] proposed three principles regarding how to make the 

relevance decision for a document about a particular topic by combining 

relevance of document parts, as follows: 

(a) the Disjunctive Relevance Decision (DRD) principle which states 

that a document is relevant to a topic if a particular document part is 

relevant to the topic; 
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(b) the Aggregate Relevance Decision (ARD) principle which states that 

a document is more relevant to a topic if more occurrences of the 

concepts related to the topic are found in the document; and 

(c) the Conjunctive Relevance Decision (CRD) principle which states 

that a document is relevant to a topic if all the document parts are 

relevant to the topic. 

 

According to Harman [2004], the TREC ad hoc evaluation is recall-oriented 

and if any part of the document is relevant, the TREC evaluator considers 

that the entire document is relevant for ad hoc retrieval. Therefore, the DRD 

principle seems to be consistent with the TREC evaluation policy for ad hoc 

retrieval. 

 

3.2.4.1 Extended Boolean Operators 

 

We used the extended Boolean conjunction and disjunction [Fox et al., 1992] 

(i.e., the p Norm) to test different methods (i.e., AND and OR) for 

combining the context scores in a document di. The combined score is the 

document score, sim(di, q) (Table 3.3). The parameter p in the extended 

Boolean conjunction or disjunction is the soft/hard decision parameter and  

p ≥ 1. The parameter m in Table 3.3 is the total number of occurrences of 

the query terms in di (i.e., the number of interested contexts found in di). 

 
Table 3.3: Formula of extended Boolean conjunction and disjunction. 

Extended Boolean conjunction (AND) Extended Boolean disjunction (OR) 
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For the extended Boolean operators, when p = 1, the extended Boolean 

conjunction and the disjunction are the same which is the arithmetic mean 

of the context scores in a document. When p = ∞, the extended Boolean 

conjunction (AND) returns the minimum context score in the document 

while the extended Boolean disjunction (OR) returns the maximum context 

score in the document. Note that the extended Boolean disjunction is the 
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same as the generalized mean function [Dyckhoff and Pedrycz, 1984] which 

complies with the ARD principle [Kong et al., 2004]. 

 

3.2.4.2 Dombi Operators 

 

Besides the extended Boolean operators, we also used the fuzzy operators 

for combining the context scores in a document. In the framework of fuzzy 

set theory [Zadeh, 1965], the fuzzy conjunction operator complies with the 

CRD principle while the fuzzy disjunction operator complies with the DRD 

principle [Kong et al., 2004]. We used the Dombi’s [Dombi, 1982] fuzzy 

operators to experiment the two principles (Table 3.4) where p is again the 

soft/hard decision parameter and p ≥ 1. For the Dombi’s operators, when     

p = ∞, similar to the extended Boolean operators, the Dombi’s conjunction 

(AND) returns the minimum context score in the document while the 

Dombi’s disjunction (OR) returns the maximum context score in the 

document [Dombi, 1982]. 

 
Table 3.4: Formula of Dombi’s conjunction and disjunction. 

Dombi’s conjunction (AND) Dombi’s disjunction(OR) 
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3.2.4.3 Ordered Weighted Averaging (OWA) Operators 

 

Apart from the extended Boolean operators and Dombi’s operators, there 

are also other aggregation operators in multi-criteria decision making such 

as the ordered weighted averaging (OWA) operators proposed by [Yager, 

1988]. OWA operators have been used in applications of decision making, 

expert system, neural networks and etc. An OWA operator with dimension 

m is a mapping F: Rm→R that has an associated weighting vector                

Y = (y1, …, ym)T having the properties (a) y1 + … + ym = 1 and (b) 0 ≤ yj ≤ 1 

for   j = 1, …, m, such that: 
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where bj is the j-th largest element of the collection of the aggregated 

objects {a1, …, am}.  

 

For our proposed model, let (a1, ..., am) be the vector of the m context scores 

of di and (b1, ..., bm) be the ordered (descending) vector of the m context 

scores of di. Then, 
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is the aggregated score (i.e., document score) of di for the query q. 

 

An important issue of the theory of OWA operators is to determine the 

weighting elements yj, j = 1, …, m of the weighting vector Y. There are 

some special cases of defining Y, for examples: 

(a) Taking the maximum: y1 = 1, y2 = … = ym = 0. 

(b) Taking the minimum: y1 = … = ym-1 = 0, ym = 1. 

(c) Taking the arithmetic mean: y1 = … = ym = 1 / m. 

 

From the above examples, it should be clear that different ways of defining 

the weighting vector Y yield different OWA operators. We investigated two 

previous retrieval models (namely the MMM model [Waller and Kraft, 1979] 

and the Paice model [Paice, 1984]) that can be considered to be using OWA 

operators. 

 

The MMM model considers only the minimum and maximum context 

scores in a document using the coefficients Cand∈[0, 1] and Cor∈[0, 1] for 

AND and OR operations respectively: 
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The MMM model (AND): 
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The MMM model (OR): 
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When applying the MMM model in our aggregation of context scores, we 

only need one equation because Cor = 1 – Cand. Therefore, we use a single 

parameter α∈[0, 1] in the weighting vector Y such that y1 = α, y2 = … = ym-1 

= 0, ym = 1 - α : 

 

 TY )1,0,,0,( αα −=   (3.21) 
 

and use Equation 3.18 for ranking the documents. 

 

The Paice model [Paice, 1984] uses a normalized geometric series with a 

parameter r∈[0, 1] for weighting the criteria. Assume that we have m 

criteria for making decisions (e.g. the dimension of the OWA operator is m) 

and let S be the geometric sum: 

 

 121 −++++= mrrrS   (3.22) 
 

The weighting vector Y of the Paice model for AND and OR operators are 

the normalized geometric series in Table 3.5. The ranking formula is using 

Equation 3.18 like the MMM model with the corresponding weighting 

vector Y. For the Paice model, the weighting vectors for AND and OR 

operators are the reverse of each other.  

 
Table 3.5: The weighting vector W for the Paice model AND and OR operator. 

The Paice model AND The Paice model OR 
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Both the MMM model and the OR operator of the Paice model comply with 

the ARD principle. In Table 3.6, we group the aggregation operators 

described above using the three principles in [Kong et al., 2004] by their 

consistency with the axioms of the different relevance decision principles. 

The grouping in Table 3.6 is not exclusive because any operators which 

comply with the CRD/DRD principle also comply with the ARD principle. 

However, the opposite may or may not be true. 

 
Table 3.6: Grouping of the aggregation operators using the three principles. 
CRD principle ARD principle DRD principle 
Dombi’s AND Extended Boolean OR Dombi’s OR 

 The MMM model  
 The Paice model OR  

 

3.3 Model-Oriented Experiments 
 

In this section, we present the results of the model-oriented experiments 

which extensively investigate the factors affecting the effectiveness of the 

model using the TREC-6 ad-hoc collection. This collection contains 

556,077 English documents. We use the TREC-6 title (short) queries 301-

350 in the experiments. Title queries are used because they have few (one to 

four) query terms which are similar to the lengths of web queries. All the 

terms in the documents and queries are stemmed using the Porter stemming 

algorithm [Porter, 1980]. Stop words are removed in both the documents 

and queries. Terms with document frequency equals to one are also removed 

in the documents. This is because we do not want document-identifying 

terms such as document ids to be included in the training and retrieval 

process. For statistical inference, we performed various non-parametric 

(Wilcoxon) statistical significance tests. Non-parametric tests are used 

because we do not know the underlying distributions of the mean average 

precision (MAP) performances of the retrieval systems. We also report the 

precision of the top 10 documents (i.e., P@10) and the R-precision in the 

experiments. The top 10 document precision is a precision-oriented measure 
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which complements the recall-oriented measures like MAP. R-precision is 

provided for reference. 

 

3.3.1 Document-Training V.S. Context-Training 
 

In this section, we compare the performances of using document-training 

and context-training with different context sizes (defined as 2n+1). The 

objectives of the experiments in this section are to determine: 

(a) whether document-training or context-training is better; and  

(b) the most suitable n empirically (i.e., the context size). 

 

The smoothing technique used in all the experiments in this section is the 

Laplace smoothing (i.e., setting δa = 1 in Equation 3.12) for simplicity and 

the document score is the maximum context score found in the document 

(i.e., setting p = ∞ in the extended Boolean OR in Table 3.3) similar to some 

passage-based retrieval [Callan, 1994]. 

 

First, we performed a predictive retrieval using the BM25 term weight of 

the 2-Poisson model [Robertson and Walker, 1994] using the standard 

parameter setting [Walker et al., 1997] (i.e., k1=1.2 and b=0.75) with 

passage-based retrieval and pseudo relevance feedback (PRF). The result in 

Table 3.7 is our baseline performance. The top 3000 retrieved documents 

using the 2-Poisson model are re-ranked by our model for later evaluations. 

Next, we experimented with the document-training (Doc-T) and context-

training (Con-T) training methods and compare them with different context 

sizes 2n+1 (Table 3.8). 

 
Table 3.7: Our predictive baseline performance using the BM25 of 2-Poisson Model with 

passage-based retrieval and pseudo relevance feedback (PRF). 
 P@10 MAP R-Precision 

TREC-6 .4540 .2791 .3051 
 

In Table 3.8, the differences between the MAP of context-training over 

document-training are statistically significant with 99.9% confidence 

interval (C.I.) for all tested n. This is expected based on our earlier argument 
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that the context-training assumption is more realistic than the document-

training assumption. Thus, context-training has a higher MAP performance. 

The results also suggest that using contexts is a viable method in 

information retrieval. It should be noted that the highest MAP of document-

training is obtained when n = 35 (i.e., context size of 71) and the highest 

MAP of context-training is obtained when n = 50 (i.e., context size of 101). 

This suggests that document-training favours smaller contexts while 

context-training favours larger contexts. This may due to the fact that 

document-training has more terms to match than context-training. Based on 

the results of the experiments in this section (Table 3.8), we find out that, 

for TREC-6 ad-hoc collection, context-training is preferred over document-

training and n should be set to 50 (i.e., context size of 101) to obtain a 

balance of good effectiveness and efficiency, as increasing n also increases 

the processing time. Note that the purpose of Table 3.8 is to show an 

example that context-training is preferred because it is compatible with the 

query-centric assumption. 

 
Table 3.8: Comparison between Document-Training (Doc-T) and Context-Training 

(Con-T) with different context sizes 2n+1 in TREC-6. 

n P@10 MAP R-Precision 
Doc-T Con-T Doc-T Con-T Doc-T Con-T 

5 .3700 .4240 .2372 .2843* .2724 .3181 
15 .3600 .4520 .2687 .3429* .3135 .3794 
25 .3460 .4720 .2682 .3726* .3174 .4218 
35 .3540 .5160 .2711 .3881* .3197 .4433 
50 .3600 .5600 .2572 .3913* .3228 .4559 
75 .3560 .5720 .2308 .3678* .2983 .4320 

100 .3520 .5800 .2120 .3469* .2812 .4094 
150 .3640 .5760 .1738 .2977* .2511 .3580 
(*) – indicates that the difference in MAP between Con-T and Doc-T is statistically 
significant using the Wilcoxon matched-pairs signed-ranks test with 99.9% confidence 
interval (C. I.). 

 

3.3.2 Smoothing 
 

The experiments in this section aim to discover the effects of smoothing to 

our proposed model. We tested the model with different smoothing 

techniques (namely additive smoothing (A), Jelinek-Mercer smoothing (JM) 

and absolute discounting (D)) in estimating PM(R=1, q)(t) to avoid the problem 

of zero probabilities (Section 3.2.3). 
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From the results of previous experiments (Section 3.3.1), we are using 

context-training and context size of 101 (i.e., n = 50) in all the experimental 

runs in this section (Table 3.9). The document score is the maximum 

context score found in the document [Callan, 1994]. In Table 3.9, δ can be 

the parameter δa, δjm and δd of additive smoothing (Equation 3.12), Jelinek-

Mercer smoothing (Equation 3.13) and absolute discounting (Equation 3.14), 

respectively, depending on the columns in the table. 

 
Table 3.9: Results of using additive smoothing (A), Jelinek-Mercer smoothing (JM) and 

absolute discounting (D)  with different values of δ (δa, δjm and δd). 

δ 
P@10 MAP R-Precision 

A JM D A JM D A JM D 
0.1 .866 .888 .898 .651 .705 .707 .651 .694 .697 
0.3 .794 .884 .898 .588 .702 .706 .595 .692 .697 
0.5 .726 .886 .896 .515 .702 .703 .540 .694 .696 
0.7 .656 .890 .894 .461 .704 .700 499 .695 .690 
0.9 .594 .896 .892 .412 .706 .695 .469 .696 .680 

 

For additive smoothing (A), we can see that from Table 3.9 when the value 

of δa increases, the performance decreases. The best performance is 

obtained when δa (Equation 3.12) is equal to 0.1. We believe that the reason 

is due to the important effect of the presence or absence of the terms in the 

relevance model M(R=1, q), while setting a larger value of δa would lower 

this effect (i.e., unseen terms are given a value of higher probabilities than 

they should be). 

 

For Jelinek-Mercer smoothing (JM) and absolute discounting (D), we can 

see that from Table 3.9 the performances are quite stable over the ranges of 

δjm (Equation 3.13) and δd (Equation 3.14) from 0.1 to 0.9. From Table 3.9, 

the best performances (MAP) for each of the smoothing techniques are 

highlighted (δa = 0.1, δjm = 0.9 and δd = 0.1 in additive smoothing, Jelinek-

Mercer smoothing and absolute discounting respectively). The best 

performances for each of the smoothing techniques are similar to each other. 

The best MAP obtained among all the runs in this section is 0.7078 which is 

absolute discounting with δd = 0.1 (Table 3.9). We believe that the effect of 

smoothing of using different smoothing techniques is not very different 
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when the optimal values of the parameters δa, δjm and δd are determined. In 

the subsequent experiments, absolute discounting with δd = 0.1 is used. We 

do not evaluate with parameter values which less than 0.1 or greater than 0.9 

because the purpose of Table 3.9 is for comparison but not finding the 

optimal parameter values. In practice, the optimal parameter values can be 

determined using cross-fold validation. Note that the objective of the 

experiments in this section is not to find the optimal parameter values but to 

reveal the performance of the document-context based model in TREC-6. 

As a result, we do not perform sensitivity studies on the parameters. 

 

3.3.3 Context Scores Aggregation 
 

The experiments in this section try to discover the best aggregation operator 

discussed in Section 3.2.4 for combining the context scores in a document, 

and find out which of the 3 decision principles (i.e., the CRD, the ARD and 

the DRD principles)  [Kong et al., 2004] performs better. From the results of 

the previous experiments, we used context-training as the training method, 

the context size of 101 (i.e., n = 50) and absolute discounting with δd = 0.1 

(Equation 3.14). First, we test the extended Boolean operators (Table 3.3) 

and the Dombi’s fuzzy operators (Table 3.4). The results are shown in 

Tables 3.10 and 3.11. 

 
Table 3.10: Results of using the extended Boolean operators with different values of p. 

p P@10 MAP R-Precision 
AND OR AND OR AND OR 

1 .8940 .8940 .7105 .7105 .7072 .7072 
5 .8800 .8980 .6854 .7139* .6842 .7107 

10 .8660 .8980 .6605 .7157* .6584 .7110 
20 .8600 .8980 .6432 .7163* .6407 .7123 
40 .8520 .9000 .6342 .7141* .6293 .7054 
∞ .8500 .8980 .6235 .7078* .6199 .6972 

(*) – indicates that the difference in MAP between extended Boolean AND and OR 
operators is statistically significant using the Wilcoxon matched-pairs signed-ranks test 
with 99.9% C. I. 

 

From Table 3.10, when p = 1, the results of extended Boolean AND is the 

same as that of extended Boolean OR as the formulae for the two operators 

when p = 1 are the same. As p increases, the performance difference 
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between extended Boolean AND and extended Boolean OR becomes 

apparent. From p = 5 onwards, the differences are statistically significant 

with 99.9% C. I. using the Wilcoxon matched-pairs signed-ranks test. When 

p = ∞, the extended Boolean AND is the same as using minimum context 

score as the document score and the extended Boolean OR is the same as 

using maximum context score as the document score. In general, the results 

in Table 3.10 suggest that extended Boolean OR is better than extended 

Boolean AND when combining the context scores. 

 
Table 3.11: Results of using the Dombi’s operators with different values of p. 

p P@10 MAP R-Precision 
AND OR AND OR AND OR 

1 .5940 .5840 .3349 .3937 .3474 .4305 
5 .8360 .8940 .6172 .6951* .6144 .6839 

10 .8520 .8980 .6244 .7061* .6206 .6967 
20 .8500 .8980 .6245 .7077* .6200 .6977 
40 .8500 .8860 .6239 .7055* .6195 .6972 
∞ .8500 .8980 .6235 .7078* .6199 .6972 

(*) – indicates that the difference in MAP between Dombi’s AND and OR operators is 
statistically significant using the Wilcoxon matched-pairs signed-ranks test with 99.9% 
C. I. 

 

From Table 3.11, we can see that Dombi’s OR operator performs better than 

Dombi’s AND operator in all cases of p when aggregating the context 

scores. This suggests that Disjunctive Relevance Decision (DRD) principle 

is preferred over Conjunctive Relevance Decision (CRD) principle. The 

reason is that in the TREC relevance judgements, if a part of a document is 

judged relevant, then the whole document is judged relevant. This in fact 

favours the DRD principle. The results also confirm with that in [Kong et al., 

2004] in which DRD principle is preferred over CRD principle. 

 

Next, we test the Ordered Weighted Averaging (OWA) operators (Equation 

3.18). Table 3.12 shows the results of using the MMM model (Equation 

3.21) with different values of α. When α increases from 0.1 to 0.9, the 

MMM model behaves from AND operator to OR operator. We can see that 

the OR operator is better than the AND operator using the MMM model as 

the performance (MAP) increases while the value of α goes from 0.1 to 0.9. 

We obtain the best MAP with α= 0.7 (highlighted in Table 3.12).  
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Table 3.12: Results of using the MMM model with different values of α. 
α P@10 MAP R-Precision 

0.1 0.8560 0.6400 0.6364 
0.3 0.8680 0.6728 0.6702 
0.5 0.8860 0.6965 0.6959 
0.7 0.8940 0.7104 0.7079 
0.9 0.9000 0.7112 0.7007 

 

Table 3.13 shows the results of using the Paice model operators (Table 3.5) 

with different values of r. From Table 3.13, the performance difference in 

the AND and OR operators of the Paice model is larger for small r (i.e., r  ≤ 

0.5) but not for large r (i.e., r > 0.5). Both the performance of the Paice 

model AND and OR operators increases with r from 0.1 to 0.9. The best 

MAP (highlighted) for both operators are obtained when r = 0.9. 

 
Table 3.13: Results of using the Paice model with different values of r. 

r P@10 MAP R-Precision 
AND OR AND OR AND OR 

0.1 .8520 .8980 .6287 .7083* .6250 .6980 
0.3 .8560 .8980 .6416 .7089* .6382 .6985 
0.5 .8620 .9000 .6585 .7090* .6565 .7003 
0.7 .8700 .8980 .6800 .7091 .6797 .6993 
0.9 .8800 .8960 .7015 .7103 .6998 .7057 

(*) – indicates that the difference in MAP between the Paice AND and OR operators is 
statistically significant using the Wilcoxon matched-pairs signed-ranks test with 99.9% 
C. I. 

 

From Tables 3.10 – 3.13, the performance of OR operators is better than 

that of corresponding AND operators. While OR operators behave like DRD 

principle and AND operators behave like CRD principle, all the results 

suggest that DRD principle is preferred because on average the MAP 

performance is higher. In Table 3.6, we grouped different operators using 

the relevance decision principles [Kong et al., 2004], and we compare the 

results between each of the groups. Table 3.14 shows the best result 

obtained using the aggregation operators, which grouped the contexts scores 

according to the relevance decision principles in Table 3.6. Using the best 

result in each of the operators, we pair-wise compare them with statistical 

tests in Table 3.15.  
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Table 3.14: Best results obtained from different aggregation operators which are grouped 
by the relevance principles in Table 3.6. 

 Operator P@10 MAP R-Precision 
CRD Dombi’s AND 0.8500 0.6245 0.6200 

ARD 
Extended Boolean OR 0.8980 0.7163 0.7123 

The MMM model 0.9000 0.7112 0.7007 
The Paice model OR 0.8960 0.7103 0.7057 

DRD Dombi’s OR 0.8980 0.7078 0.6972 
 

Table 3.15:  Comparisons between the relevance decision principles using best MAP 
performance of the aggregation operators. 

  CRD ARD DRD 

 p value Dombi’s 
AND 

Extended 
Boolean OR 

The MMM 
model 

The Paice 
model OR 

Dombi’s 
OR 

CRD Dombi’s AND - < .0010* < .0010* < .0010* < .0010* 

ARD 

Extended 
Boolean OR - - < .0010* .0128 < .0010* 

The MMM 
model - - - .8876 < .0010* 

The Paice model 
OR - - - - .0641 

DRD Dombi’s OR - - - - - 
(*) – indicates that the difference in the best MAP performance between the 2 operators is 
statistically significant using the Wilcoxon matched-pairs signed-ranks test with 99.9% C. 
I. 
 

In Table 3.15, the smaller the p value obtained in the statistical test, the 

larger the confidence interval in MAP performance between the two 

operators. We can see that the MAP performance of ARD principle is 

statistically significantly different (i.e., higher, see Table 3.14) from that 

using the operator based on the CRD principle. The MAP performance of 

DRD principle is also statistically significantly different (i.e., higher, see 

Table 3.14) from that using the operator based on the CRD principle. This 

suggests that the ARD principle is robust. 

 

In Table 3.14, the MAP performance using the DRD principle is similar to 

the ARD principle. However, in Table 3.15, there is a statistical significant 

difference between the MAP using operators based on the ARD principle 

and the MAP using the operators based on the DRD principle. This 

difference might be due to the difference between the DRD and ARD 

principles where the DRD assert the additional boundary condition. That is, 

if any single document part is relevant, then the entire document is 

considered relevant. In practice, this occurs only for the top ranked context 
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affecting only one document because all the other contexts are assigned 

normalized scores that are less than one by the linear normalization [Lee, 

1997]. Since there is statistical significant difference, it seemed that the top 

ranked context may have a noticeable impact on the effectiveness because 

subsequent recall and precision values at different locations in the retrieval 

list are affected by it. When the top ranked context is assigned a value of 

one by the linear transformation [Lee, 1997], the document ranking score is 

one by the boundary condition of the DRD principle, thereby loosing the 

differentiability of relevance scores in the context of that document. 

However, for the AP principle, the document that contains the top ranked 

context does not necessarily have the highest document relevance score of 

one, because the other context scores in the document may affect the final 

document relevance score. Also, in practice, many relevant documents 

require multiple contexts to make relevance judgments and the likelihood of 

making a relevance judgment on the basis of a single context in a relevant 

document is not high. These mitigating factors suggest why the operators 

based on the ARD principle appeared to be performing slightly better than 

the operators based on the DRD principle, even though the DRD principle is 

consistent with the TREC ad hoc evaluation policy. 

 

3.3.4 Probability Ranking Principle 
 

The probability ranking principle [Robertson, 1977] states that for a 

particular query q, if a retrieval model ranks the documents in the collection 

in the order of decreasing probability of relevance to q, then the best overall 

effectiveness of the model will be achieved with respect to the data available 

to the model. The probability ranking principle assumes that the relevance 

of a document di to a query q is independent to all other documents {dj : 

j∈[1, card(D)] and j ≠ i} in the collection (card(D) is the number of 

documents in the collection D). If a retrieval model obeys the probability 

ranking principle, with more and more relevance information for q available 

to the model, we expect that the model will never decrease the performance 

for q. Because if the model’s performance is degraded when it has more 
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relevance information, this means that the best overall effectiveness is not 

achieved for having more relevance information and this violates the 

probability ranking principle. In this section, we provide the experimental 

results to show that our proposed model obeys the probability ranking 

principle for TREC-6 data. 
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Figure 3.1: Performance of our model using different % of relevant documents for 
training. The bars show the maximum and minimum MAP of the five retrievals. 

 

Using context-training with context size of 101 (i.e., n = 50), additive 

smoothing with δd = 0.1 (Equation 3.14) and the extended Boolean OR 

operator with p = 20 (Table 3.3) for combining the context scores in a 

document, we tested the model using different percentage of relevant 

documents to train the model.  More specifically, we randomly sample x% 

of the relevant documents (where x = 0, 20, 40, 60, 80 and 100) for a query 

q and use the randomly sampled relevant documents for training the model 

(i.e., for constructing M(R=1, q) using context-training). Then, we perform a 

retrieval for q using the trained model. The procedure is repeated five times 

for every query of TREC-6 (i.e., for every query, we perform five retrievals 

using five sets of randomly sampled relevant documents for training). When 

x = 0 or x = 100, the performances of the five retrievals are the same. After 

the experiments, we discovered that for all 50 queries of TREC-6, the 

performance (MAP) increases monotonically when x goes from 0 to 100. In 

Figure 3.1, we show the average MAP for all 50 queries in the five 

retrievals while the maximum and minimum MAP of the five retrievals at 
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each level of x are also shown. The results suggest that our model obeys the 

probability ranking principle for the TREC-6 data set. The best performance 

is obtained when 100% of the relevant documents are used for training the 

model. 

 

3.3.5 Validation of the Collection-Irrelevance Assumption 
 

When calculating the context score, we used the collection model M(D, q) to 

substitute/estimate the irrelevance model M(R=0, q) by the collection-

irrelevance assumption (Equation 3.9 in Section 3.2.2). As the assumption 

states that the collection model and the irrelevance model are similar to each 

other in a sufficiently large collection, it is expected that the MAP 

performance of using the two models are similar as well. In this section, we 

validate the collection-irrelevance assumption. When using the irrelevance 

model, smoothing should be applied to the model similar to that in the 

relevance model. From the results of smoothing of the relevance model 

(Table 3.9), we are using absolute discounting with δd = 0.1 (Equation 3.14). 

Table 3.16 shows the performance difference when using the collection 

model and the irrelevance model. 

 
Table 3.16: Difference in results of using the collection model (col) and the irrelevance 

model (irrel). 
P@10 MAP R-Precision 

col irrel col irrel col irrel 
.8980 .9100 .7163 .7472* .7123 .7423 

(*) – indicates that the difference in MAP between the two results is statistically 
significant using the Wilcoxon matched-pairs signed-ranks test with 99.9% C. I. 

 

From Table 3.16, although the MAP performance when using the 

irrelevance model is statistically significantly higher than that when using 

the collection model, the difference is only about 3%. This shows that, in 

doing retrospective experiments, using the irrelevance model can improve 

the MAP performance for most of the queries (to obtain the statistical 

significant difference) but the improvement is not large for each query. This 

confirms to our claim that the irrelevance model and the collection model 

are similar to each other. In order to reveal the optimal results, we are using 
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the irrelevance model instead of the collection model in the subsequent 

experiments in this chapter. 

 

3.4. Scope-Oriented Experiments 
 

In this last set of experiments, we test the reliability of the proposed model 

by experimenting it with different data collections (the ad-hoc retrieval of 

TREC-2, TREC-6, TREC-7 and the robust-track retrieval of TREC-2005) 

and another language (Chinese NTCIR-5). Similar to the experiments in 

Section 3.3, title (short) queries in each of collections are used as they are 

commonly found in web search. The performance of TREC-6 has been 

evaluated in the previous section (Section 3.3) and the TREC-7 data 

collection is a subset of the TREC-6 data collection. 

 
Table 3.17: Statistics of the collections used in the experiments. 

 TREC-2 TREC-6 TREC-7 TREC-2005 NTCIR-5 
Language English English English English Chinese 

Topics 101-150 301-350 351-400 50 past hard topics 001-050 
No. of 

documents 714,858 556,077 528,155 1,033,461 901,447 

No. of relevant 
documents 11,645 4,611 4,674 6,561 3,052 (Relax) 

1,885 (Rigid) 
Storage (GB) 3.9 3.3 3.0 5.3 3.5 

 

Table 3.17 shows some collection statistics of the data collections for the 

experiments reported in this section. Based on the results of the experiments 

in Section 3.3, we use context-training with context size 2n+1 = 101 (i.e., n 

= 50), absolute discounting with δd = 0.1 (Equation 3.14) and the extended 

Boolean OR operator with p = 20 (Table 3.3) for combining the context 

scores in a document for all the data collections tested in the scope-oriented 

experiments. 

 

3.4.1 Different English Data Collections 
 

Table 3.18 shows the results of the predictive baseline experiments using 

BM25 term weight of the 2-Poisson model [Robertson and Walker, 1994] 

with passage-based retrieval and pseudo relevance feedback (PRF) and our 
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retrospective experiments. The purpose of this comparison is to show that 

we have used state-of-the-art retrieval models (based on our implementation) 

and to show that our novel retrieval model is worth further investigation. 

For the latter, we provide the results of the statistical tests in Table 3.18 for 

completeness. We caution that comparing the results of retrospective 

experiments dryly with the predictive baseline experiments is unfair, as the 

former has relevance information while the latter does not. 

 
Table 3.18: Our predictive baseline performance (predictive)  using BM25 2-Poisson 

Model with passage-based retrieval and pseudo relevance feedback and our retrospective 
performance (retro) in different TREC data collections. 

 P@10 MAP R-Precision 
 predictive retro predictive retro predictive retro 

TREC-2 .5020 .9860 .2534 .7197* .3096 .7010 
TREC-6 .4540 .9100 .2791 .7472* .3051 .7423 
TREC-7 .4360 .9460 .2295 .7150* .2662 .7065 

TREC-2005 .4900 .9580 .2730 .7744* .3147 .7613 
(*) – indicates that the MAP difference between the retrospective and predictive 
experiments is statistically significant using the Wilcoxon matched-pairs signed-ranks 
test with 99.9% C. I. 

 

In Table 3.18, the predictive performance of TREC-7 is not as good as the 

others. This is probably due to many of the relevant documents in TREC-7 

do not contain any of the title query terms (i.e., about 12.9% of the relevant 

documents per TREC-7 topic do not contain any of the query terms in Table 

3.2).  

 

In order to test the robustness of our model in different TREC data 

collections, we test the results of the experiments using the Wilcoxon two 

sample test (results shown in Table 3.19). Wilcoxon matched-pairs signed-

ranks test is not used here because different queries are used in different 

data collections and we cannot pair the retrieval effectiveness performance 

on the basis of the same topics. The Wilcoxon two sample test compare the 

MAP of two sets of topics in two collections and used the pooled variance 

that is estimated by summing the standard errors of MAPs of each set of 

topics. The null hypothesis is that the MAPs of two sets of topics in two 

different collections are the same. 
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Table 3.19: Comparisons between English data collections using Wilcoxon two sample test. 
p value TREC-2 TREC-6 TREC-7 TREC-2005 
TREC-2 - .2995 .5884 .0617 
TREC-6 - - .6003 .7123 
TREC-7 - - - .4100 

TREC-2005 - - - - 
 

From Table 3.19, the smaller the p value, the larger the confidence interval 

of the MAP performance of the two collections. We cannot conclude that 

the results in different TREC data collections are statistically significantly 

different with 94% confidence interval (C. I.) as all the p values are not 

smaller than 0.06 (i.e., the null hypothesis is not rejected at 94% C. I.). The 

results suggest that our model performs similarly over different TREC 

English data collections which show that the proposed model is not 

unreliable. 

 

3.4.2 Different Language 
 

We also test the proposed model using the Chinese collection, NTCIR-5 

[Kishida et al., 2005], for showing that the model can operate with more 

than one language.  Table 3.20 shows the results of the predictive baseline 

experiments which were obtained using BM25 of the 2-Poisson model 

based on bigram indexing with pseudo relevance feedback [Luk and Kwok, 

2002]. As the NTCIR-5 has two sets of relevance judgments, relax and rigid, 

we have two results for the same run where Relax-E means evaluated using 

the relax relevance judgments and Rigid-E means evaluated using the rigid 

relevance judgments. 

 
Table 3.20: Our predictive baseline performance using passage-based 2-Poisson Model 

with pseudo relevance feedback (PRF) based on bigram indexing. 
 P@10 MAP R-Precision 

Relax-E .5460 .3750 .3694 
Rigid-E .4340 .3398 .3443 

 

In the retrospective experiments of NTCIR-5 using our model, we used 

bigram indexing to collect terms in contexts so as to be consistent with our 

Chinese indexing strategy for the initial retrieval. The NTCIR-5 data set has 

two sets of relevance judgements, Relax and Rigid, we can train the model 
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using context-training based on one set of relevance judgements and then 

evaluate the result using the same or another set of relevance judgments. 

This yields four combinations of training and evaluation results as shown in 

Table 3.21 (Relax-T means training using the relax judgments, Relax-E 

means evaluation using the relax judgments, Rigid-T means training using 

the rigid judgments and Rigid-E means evaluation using the rigid 

judgments). 

 
Table 3.21: Our retrospective performance using the proposed model in NTCIR-5. 

 P@10 MAP R-Precision 
 Relax-T Rigid-T Relax-T Rigid-T Relax-T Rigid-T 
Relax-E .8940 .8680 .8834 .7185 .8807 .6674 
Rigid-E .5980 .8600 .6490 .8897 .6414 .8888 

 
Table 3.22:  Comparisons between using relax judgments for training (Relax-T) and 
evaluation (Relax-E) and using rigid judgments for training (Rigid-T) and evaluation 

(Rigid-E). 
p value Relax-T, Relax-E Rigid-T, Relax-E Relax-T, Rigid-E Rigid-T, Rigid-E 

Relax-T, Relax-E - < .0010* < .0010* .2418 
Rigid-T, Relax-E - - .0051 < .0010* 
Relax-T, Rigid-E - - - < .0010* 
Rigid-T, Rigid-E - - - - 

(*) – indicates that the difference in MAP between the two experimental runs is statistically 
significant using the Wilcoxon matched-pairs signed-ranks test with 99.9% C. I. 
 

From Table 3.21, we see that the performance is higher when using the 

same relevance judgments for training and evaluation (i.e., “Relax-T, Relax-

E” and “Rigid-T, Rigid-E”). When using relax judgments for training and 

rigid judgments for evaluation (i.e., “Relax-T, Rigid-E”), the relevance 

model M(R=1, q) may contain noise for the rigid judgments. When using 

rigid judgments for training and relax judgments for evaluation (i.e., “Rigid-

T, Relax-E”), the relevance model M(R=1, q) may contain insufficient 

information for the relax judgments. Therefore, the results in Table 3.21 are 

not unexpected. In Table 3.22, we can see that the difference of using the 

same judgment for training and for evaluation compared with using 

different judgments for training and for evaluation is statistically 

significantly different. 

 

In Table 3.23, we compare our retrospective results of the English TREC 

data collections (Table 3.18) and our retrospective results of the Chinese 
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NTCIR-5 collections (Table 3.21) using the Wilcoxon two sample test (as 

the queries used in different collections are different). 

 
Table 3.23: Cross-language comparisons in different data collections using Wilcoxon two 

sample test. 
p value TREC-2 TREC-6 TREC-7 TREC-2005 

Relax-T, Relax-E < .0010* < .0010* < .0010* < .0010* 
Rigid-T, Relax-E .9588 .3738 .5037 .0646 
Relax-T, Rigid-E .2034 .0402 .1276 .0043 
Rigid-T, Rigid-E < .0010* < .0010* < .0010* < .0010* 

(*) – indicates that the difference in MAP between the two cross-language experimental 
runs is statistically significant using the Wilcoxon two sample test with 99.9% C. I. 
 

In Table 3.23, we see that the results in NTCIR-5 using the same judgment 

for training and evaluation (i.e., “Relax-T, Relax-E” and “Rigid-T, Rigid-E”)  

are statistically different to all the results in the TREC collections based on 

99.9% C.I. (i.e., p < 0.001). For other combinations, the differences are not 

significant at 99.9% C.I. The result of TREC-2 is the most similar to that of 

using rigid judgment for training and relax judgment for evaluation in 

NTCIR-5 (p ≤ 0.9588). 

 

3.5 Chapter Summary 
 

In summary, we proposed a novel hybrid document-context retrieval model 

which uses existing successful techniques to explore the effectiveness of 

incorporating term locations inside a document into our retrieval model. We 

used the log-odds as based on by the well known BIR model [Robertson and 

Sparck-Jones, 1976] as the starting point for deriving our document-context 

based model. We extended the existing probabilistic model from the 

document level to the document-context level, in which relevant information 

are located using contexts in a document. For probability estimation, we use 

smoothing techniques [Chen and Goodman, 1996; Zhai and Lafferty, 2004] 

similar to that of the language modeling approach to information retrieval. 

When combining the context scores (i.e., combining the evidence of 

relevant information), we tried different aggregation operators (Section 

3.2.4) including the extended Boolean operators, the Dombi’s fuzzy 

operators and the ordered weighted averaging (OWA) operators (the MMM 
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model, the Paice model AND and OR operators) to aggregate the context 

scores. Following the work of Kong et al. [2004], we have not tried the 

probabilistic combination approaches such as the operators used in the 

Inquery/Indri [Strohman et al., 2004] systems. The probabilistic alternatives 

are interesting to try in future studies. 

 

We tested the model extensively using the TREC-6 data collection with 

different context sizes, training methods, smoothing methods and context 

scores aggregation methods. We found out that context-training is preferred 

over document-training as the training method (Table 3.8). The context size 

2n+1 should be around 101 (i.e., n = 50) for balanced effectiveness and 

efficiency. We also compared different smoothing techniques (Table 3.9) 

for solving the problem of zero probability in the estimation step and found 

out the different smoothing techniques produce similar results when the 

optimal parameter is determined. From Table 3.9, we used the absolute 

discounting with δd = 0.1 (Equation 3.14). After comparing different 

aggregation methods, the extended Boolean OR operator produced the best 

result in our model-oriented experiments. 

 

We also tested the model with different data collections. The experiments in 

this chapter showed that the model is effective for the different reference 

data collections with various sizes and languages (i.e., TREC-2, TREC-6, 

TREC-7, TREC-2005 and NTCIR-5). The main remaining problem in the 

model is to estimate the relevance model M(R=1, q) which defines the 

relevant term set and its probability distribution. In Chapters 5 and 6, we are 

testing document-context models with less relevance information (e.g., 

relevance feedback with limited top N retrieved relevance information) in 

order to make them operate effectively in predictive experiments. 
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Chapter 4 
 

Interpreting TF-IDF Term Weights 
as Making Relevance Decisions 
 

In this chapter a novel probabilistic retrieval model is presented. It forms a 

basis to interpret the TF-IDF term weights as making relevance decisions. It 

simulates the "local" relevance decision-making for every document 

location of a document, and combines all of these local relevance decisions 

as the "document-wide" relevance decision for the document. The 

significance of interpreting TF-IDF in this way is the potential: (1) to 

establish a unifying perspective about information retrieval as relevance 

decision-making; and (2) to develop advanced TF-IDF-related term weights 

for future elaborate retrieval models. Our novel retrieval model is simplified 

to a basic ranking formula that directly corresponds to the TF-IDF term 

weights. In general, we show that the term frequency factor of the ranking 

formula can become different term-frequency factors of existing retrieval 

systems. In the basic ranking formula, the remaining quantity, 

)|0(log dtRP ∈=− , is interpreted as the probability of randomly picking a 

non-relevant usage (denoted by R = 0) of term t. Theoretically, we show that 

this quantity can be approximated by the inverse document frequency (IDF). 

Empirically, we show that this quantity is related to IDF using four 

reference TREC ad hoc retrieval data collections. 

 

4.1 Introduction 
 

This chapter presents a basis to interpret the well-known TF-IDF term 

weights [Robertson and Sparck Jones, 1976; Yu and Salton, 1976] as 

making relevance decisions. This basis is our novel probabilistic retrieval 

model that simulates human relevance decision-making for two types of 

relevance. One new type is the "local" relevance that only applies to a 

specific document-location, and the other common type is the "document-
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wide" relevance that applies to the entire document. The model combines 

the local relevance for every document location of a document to form the 

document-wide relevance decision of the document. The local relevance at 

location k is the outcome of the local relevance decision, which is made on 

the basis of the available information in the document-context centered at k. 

If the document is locally relevant at any document location, then the entire 

document is deemed document-wide relevant to the query. This way of 

combining local relevance at different document locations to arrive at a 

document-wide relevance decision is consistent with the TREC ad hoc 

evaluation policy [Harman, 2004] as described in Section 4.2.4. 

 

We are motivated to justify theoretically and empirically that TF-IDF term 

weights can be the outcome of modeling relevance decision-making. The 

significance of this justification is that potentially there is a unifying 

perspective about information retrieval (IR) as relevance decision-making. 

Many past retrieval models are already related to relevance decision-making; 

for example, the binary independence retrieval (BIR) model [Robertson and 

Sparck Jones, 1976], the logistic regression model [Cooper et al., 1992], the 

vector space model [Salton et al., 1975], the Boolean model [Wong et al., 

1986], and the extended Boolean model [Salton et al., 1983]. However, it is 

not known whether TF-IDF term weights are related to relevance decision-

making because they were originally not conceived in this way. Instead, the 

term frequency factor was originally thought to be indicative of document 

topic [Luhn, 1958], and the inverse document frequency (IDF) is reasoned 

[Sparck Jones, 1972] on the basis of Zipf law. 

 

The original TF-IDF term weights are thought to be attribute values of 

documents that are treated as an indivisible object in many IR models. From 

our novel perspective, TF-IDF term weights are treated as the outcome of 

local relevance decision-making at different document locations. This novel 

perspective is a new avenue to develop more novel retrieval models, and it 

extends the original TF-IDF term weights to model microscopic phenomena 

at the document location level, rather than the macroscopic phenomena at 

the document level. This new perspective also demands a new 
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representation of a document as a string of words instead of the common 

vector representation, because the string representation of a document 

exposes information in the document for the purpose of mathematical 

modeling. 

 

The simplified basic ranking formula of our probabilistic retrieval model 

that provides a basis to interpret TF-IDF term weight is the probability of 

relevance P(Rd,q=1) that is rank equivalent (i.e., denoted by ∝) to the sum of 

products: 

 

 ∑
∩∈

∈=−×∝=
dqt

qd dtRPdtfRP )]|0(log[),()1( ,  (4.1) 

 

where f(t, d) is the occurrence frequency of term t in document d and the 

quantity )|0log( dtR ∈=−  corresponds to IDF. Details of the symbols and 

their descriptions of the previous formula are listed in Table 4.1. 

 

The previous basic ranking formula is consistent with the probability 

ranking principle [Robertson, 1977] because it ranks documents by the 

probability of relevance. The term frequency factor of the basic ranking 

formula is f(t, d), and the remaining quantity )|0log( dtR ∈=−  is 

theoretically approximated by IDF. This approximation of 

)|0log( dtR ∈=−  is also supported empirically, using four reference 

TREC ad hoc test collections. For generality of modeling, the quantity, 

)|0log( dtR ∈=− , can also be approximated by the inverse collection term 

frequency (ICTF) [Kwok, 1995], which has been found to correlate with 

IDF using those reference ad hoc test collections. An independent, empirical 

approach, using clustering to estimate the quantity, )|0log( dtR ∈=− , 

illustrates the explanatory power of the above basic ranking formula. 

 

The rest of this chapter is organized as follows. Section 4.2 describes our 

novel probabilistic retrieval model that forms a basis to interpret the TF-IDF 

term weights. The ranking formula of this model is simplified to the basic 

ranking formula that directly corresponds to the TF-IDF term weights. 
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Section 4.3 shows that the term frequency factor f(t, d) can be rendered into 

different term-frequency factors in the literature [Salton and Buckley, 1988; 

Robertson and Walker, 1994] by normalizing the document length. Section 

4.4 interprets the quantity )|0( dtRP ∈=  of the basic ranking formula as 

the probability of randomly picking a non-relevant usage of term t. We 

show that )|0log( dtR ∈=−  can be approximated by IDF. Another 

independent, empirical approach directly estimates )|0( dtRP ∈=  using a 

novel clustering algorithm. Section 4.5 reports on the experiments relating 

to this approach. Section 4.6 describes related works. Section 4.7 concludes 

this chapter. 

 
Table 4.1: Mathematical symbols used and their descriptions 

Symbols Description 
D A collection of documents 
R A relevance variable (R=1 means relevant, R=0 means irrelevant) 

Rd,q Document-wide relevance variable for document d and query q 
Rd,k,q Local relevance variable at location k of document d for query q 

card(.) The cardinality of its argument 
d A document (which is typically considered as a string or a set of words) 
|d| The length (total number of terms) of the document d 

d[k] The term located at the k-th logical position in document d 
c(d, k) A context of size 2n+1 terms located at position k in document d 

q A query 
∝  Rank-equivalence binary relation 

∇(d, q) Document-wide relevance decision function for document d and query q 
∂d,k(c(d, k), q) Local relevance decision function at location k in document d for query q 

C(.) The generic function that combines the outcome of the local relevance decisions 
f(t, d) The occurrence frequency of term t in document d 
f(t, D) The total occurrence frequency of term t in all the documents 
dREL,q The set of documents relevant to q 

f(t, dREL,q) The total occurrence frequency of t in documents relevant to q 
Loc(t, d) The set of location of term t in document d 

df(t) The document frequency of t 
IDF(t) Inverse document frequency of term t 

v(.) The vector representation of its argument 
⇔ Two way implication 
∧ Conjunction operator 

m(t) The total number of usage of the term t 
Λ(t) The arrival rate of the new usages of t per document  
η(t) The number of new usages of t 
• The dot product of two vectors 

WE(t) The expectation weight of term t 
E(.) The expectation operator 

 

4.2 Probabilistic Non-relevance Decision Model 
 

We formulate our probabilistic model as follows. Section 4.2.1 specifies the 

general model using document-context ranking, and it justifies the use of 
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document-contexts. Section 4.2.2 develops our probabilistic model and 

derives the context-based ranking formula (Equation 4.6). In Section 4.2.3, 

this formula is simplified to the basic ranking formula that directly 

corresponds to the TF-IDF term weights.  

 

4.2.1 General Model 
 

In Chapter 3 (A retrospective study of a hybrid document-context based 

retrieval model), we implicitly distinguish two types of relevance: the 

common document-wide relevance, Rd,q, that applies to the entire document 

d for query q, and the new local relevance, Rd,k,q, that applies only at the 

document location k in d for q. Both local and document-wide relevance can 

be binary values (i.e., 0 or 1), or real values representing the degrees of local 

and document-wide relevance to the query q, respectively. Typically, these 

real values are normalized between zero and one, without loss of generality. 

 

We simulate a human evaluator who scans the document for local relevance 

information (Figure 1.1). Scanning involves iterating through every 

document location, and deciding for each whether local relevance 

information is found. The local relevance for each document location is 

combined to form the document-wide relevance of the entire document. 

Mathematically, the document-wide relevance is specified by the following 

general equation: 

 

 })|],|,1[:({ ,,, Ν∈∈= kdkRCR qkdqd  (4.2) 
 

where N is the set of positive integers, |d| is the length of document d, and 

C(.) is the general mathematical function that combines the local relevance. 

We assume that the first location of any document starts at 1. 

 

According to the previous chapter, the outcome of a local relevance decision 

at location k of document d is determined by the information in the context 

that is denoted by c(d, k). This context has n terms on the left, and another n 
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terms on the right from location k in d (i.e., n is an implicit parameter in the 

context c(d, k)). Figure 1.1 shows some examples of information extracted 

as contexts from a document for the query “Hubble Telescope 

Achievements”. The keyword or middle term of the context is the term 

being scanned at present, and the human evaluator decides whether the 

information in the context of the middle term is locally relevant at that 

location. 

 

The use of document-context assumes that document information that is far 

away from location k has negligible impact on the local relevance decision 

at location k. This is supported by past studies which found that: (1) the n-

dependence entropy asymptotically approaches towards the entropy of a 

random model of character sequences [Wong and Ghahraman, 1975]; and (2) 

the mutual information of English text [Lucassen and Mercer, 1984] and 

Chinese text [Hung et al., 2001] decreases as the distance increases between 

the term in the middle of the context and the other term in the context. In 

local context analysis (LCA) [Xu and Croft, 2000] or lexical cohesion 

[Vechtomova et al., 2006], it is implicitly assumed that terms far away from 

the terms in the middle of the context have negligible impact, and thus such 

terms are ignored in the LCA and lexical cohesion. Moreover, the results of 

the previous chapter directly support the use of document-contexts for local 

relevance decision-making. 

 

After defining document-contexts and supporting their use in information 

retrieval, we assume the following to simplify the modeling of local 

relevance decision-making: 

 

Context-based Local Relevance Decision Assumption: A local relevance 

decision at any location k in any document d for any query q is made on the 

basis of the information in the context that is centered at k in d for some 

minimal context size n. 
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To model relevance decisions, we denote ∂d,k(.) as the local relevance 

decision at location k of document d. It is location based because local 

relevance is location dependent. According to the previous assumption, the 

input of local relevance decisions consists of the context c(d, k) and the 

query q. Its output is the decision preference (as in Yao et al. [1991]) of the 

local relevance assigned by the human evaluator. According to the ordinal 

value theory [Chapter 3 in French, 1986], this decision preference can be 

transformed into a real value in [0,1]. For notation simplicity, we assume 

that ∂d,k(.) produces such an ordinal value that represents the local relevance 

decision preference. Therefore, the local relevance, Rd,k,q, at k in d for q is 

the outcome of the corresponding local relevance decision at k in d as 

follows: 

 

 )),,((,,, qkdcR kdqkd ∂=  (4.3) 

 

If ∂d,k(.) only returns 0 for local non-relevance and 1 for local relevance, 

then Rd,k,q will be a binary variable for local relevance. Although ∂d,k(.) can 

be a real value in [0,1], we restrict our discussion in the thesis to binary 

variables for simplicity and clarity of representation. Similar to the local 

relevance variable, we assign the document-wide relevance variable Rd, q 

with ∇(d, q) that contains the binary, document-wide relevance. 

 

 ),(, qdR qd ∇=  (4.4) 
 

Using the definitions of local- and document-wide relevance, Equation 4.2 

is specified in terms of making relevance decisions as follows: 

 

 })|],|,1[:)),,((({),( , Ν∈∈∂=∇ kdkqkdcCqd kd  (4.5) 
 

The previous equation provides a direct, general mathematical description of 

the human evaluator making relevance decision, using a document-context 

based model for local relevance decision-making. It generalizes the work in 

Chapter 3 (A retrospective study of a hybrid document-context based 
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retrieval model) which models the set of local relevance, {Rd,k,q}, as local 

decision preferences that are defined as the normalized log-odds [Robertson 

and Sparck Jones, 1976] of the local relevance of the corresponding 

document-contexts, {c(d, k)}. The previous chapter experimented with 

several different implementation of the combining function, C(.) (e.g., the 

extended Boolean disjunction [Salton et al., 1983], fuzzy disjunction 

[Dombi, 1982], or order weighted averaging operators [Waller and Kraft, 

1979; Paice, 1984]). In contrast, Rd,q and Rd,k,q in this chapter are formulated 

as (random) binary variables in our probabilistic formulation for binary 

relevance. Instead of determining the output of the local relevance decisions, 

our probabilistic formulation combines the probability of local relevance 

decisions with the desirable outcomes to estimate the probability of 

document-wide relevance. 

 

We denote the probability of document-wide relevance as P∇(Rd,q), where 

the subscript, ∇, specifies that the relevance value of Rd,k is produced by the 

document-wide relevance decision, ∇(.). Detailed arguments for ∇(.) are not 

necessary because they are completely specified by Rd,q according to its 

definition. Similarly, the probability of local relevance is denoted by 

P∂,n(Rd,k,q), where ∂ specifies that the local relevance value of Rd,k,q is 

produced by the local relevance decision, ∂(.), with context size 2n+1. 

Detailed subscripts and arguments for ∂(.) are not necessary because they 

are completely specified by Rd,k,q according to its definition, apart from the 

context size, n. 

 

4.2.2 Context-based Ranking Formula 
 

We model the relevance decision with non-relevance outcomes (similar to 

Calado et al. [2003]), and we rank documents by the probability of non-

relevance in reverse order. For binary relevance, P∇(Rd,q=1) can be 

expressed as: 

 

 )0(1)1( ,, =−== ∇∇ qdqd RPRP  (4.6) 
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The probability of document-wide non-relevance in Equation 4.6 can be 

expressed in terms of the probability of local non-relevance by using the 

TREC evaluation policy for ad hoc retrieval tasks. According to Harman 

[2004], if any part of a document is judged relevant to the topic, then the 

entire document is considered as relevant in a TREC ad hoc retrieval task. 

Such an evaluation policy for ad hoc retrieval is used because the ad hoc 

retrieval tasks. Such an evaluation policy for ad hoc retrieval is used 

because ad hoc retrieval tasks are supposed to be recall oriented, and 

because such an inclusive policy enables later research on more specific 

relevance judgments [Harman, 2004]. Given this understanding of the 

evaluation policy and that we are dealing with binary relevance, a document 

d will be deemed document-wide not relevant to a query if every local 

relevance decision in the document is not relevant. 

 

Logically, the TREC ad hoc evaluation policy for ad hoc retrieval tasks is 

specified as a two-way implication as: 

 

 )0()0( ,,

||

1, =∧⇔=
= qkd

d

kqd RR  (4.7) 

 

where = is the equality test that returns true if the values are the same, and 

false otherwise. The previous logical relationship is a Boolean logic version 

of Equation 4.2, where C(.) in Equation 4.2 is specified as a conjunction in 

Boolean logic. Based on this logical relationship and Equation 4.5, the 

probability that the document is not relevant can be assigned as the joint 

probability that all local relevance of individual document locations is not 

relevant: 

 

 ))0(,),0(()0( |,|,,1,,, ==== ∂∇ qddqdnqd RRPRP   (4.8) 
 

Note that the event spaces on the left hand side (LHS) and on the right hand 

side (RHS) of the previous equation are different. This is because the 

equation relates the two types of relevance, the document-wide- and local 
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relevance. From the perspective of mathematical modeling, the joint 

probability on the RHS of the previous equation simulates the local 

relevance decision-making with non-relevance outcome for the document d. 

The estimated joint probability is assigned to the probability of document-

wide non-relevance on the LHS. It is expected in mathematical modeling 

that this probability assignment (on the RHS) is unlikely to be exactly the 

same as the true probability (on the LHS), because we do not expect perfect 

retrieval effectiveness performance. The question is whether the error of this 

probability assignment will have some impact on the retrieval effectiveness. 

To reduce this impact of error and yet without loss of generality, the 

assigned probability (on the RHS) is made rank equivalent with the true 

probability (on the LHS). Using this rank equivalence relation, Equation 4.6 

becomes: 

 

 ))0(,),0((log)1( |,|,,1,,, ==−∝= ∂∇ qddqdnqd RRPRP   (4.9) 
 

In order to simplify the previous equation, we assume that the local 

relevance decisions with non-relevance outcomes are independent. 

Specifically, we give the next assumption. 

 

Non-Relevance Independence Assumption: For any document d and any 

query q, )0()0,,0|0( ,,,,1,,1,,,, ===== ∂−∂ qkdnqdqkdqkdn RPRRRP   for k∈[1, 

|d|]. 

 

Although we do not believe the previous assumption to be true in practice 

because the contexts for making local relevance decisions overlap, this 

assumption, together with the chain rule, simplifies the joint probability, 

))0(,),0(( |,|,,1,, ==∂ qddqdq RRP   in Equation 4.9 into the sum of the 

logarithm of the probability of its individual event. This is as follows: 

 

 ∑
=

∂∇ =−∝=
||

1
,,,, )0(log)1(

d

k
qkdnqd RPRP  (4.10) 
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For occurrences of document terms that are not query terms, we assume that 

the outcomes of the local relevance decisions for these occurrences are not 

locally relevant. Using the common string notation that denotes d[k] as the 

term at the k-th location in document d, the Query-Centric Assumption in 

the previous chapter states: 

 

Query-Centric Assumption: For any query q and any relevant document d, 

the relevant information for q locates only in the contexts {c(d, k)} for k∈[1, |d|] 

where d[k] ∈ q. (i.e., the relevant information locates around query terms). 

 

The preceding assumption is similar to that assumed by the binary 

independence model [Robertson and Sparck Jones, 1976] where non-query 

terms in the document are assumed not relevant. The query-centric 

assumption was corroborated using various TREC ad hoc retrieval test 

collections in the previous chapter. 

 

The query-centric assumption implies that 1)0( ,,, ==∂ qkdn RP  when d[k] is 

not a query term. This means that 0)0(log ,,, ==∂ qkdn RP  if d[k] is not a 

query term, so Equation 4.10 can be simplified by ignoring all locations 

where the query terms do not occur. Using the query-centric assumption and 

the notation that Loc(t, d) is the set of document locations given that term t 

occurred in document d (i.e., t ∈ d), Equation 4.10 is simplified as follows: 

 

 ∑ ∑
∩∈ ∈

∂∇ =−∝=
dqt dtLock

qkdnqd RPRP
),(

,,,, )0(log)1(  (4.11) 

 

4.2.3 TF-IDF Correspondence 
 

Our non-relevance decision model in Section 4.2.2 can be shown to 

correspond to the TF-IDF term weights as follows. We shrink the context 

size to unity (i.e., set n = 0) based on the following assumption: 
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Minimal Context Assumption: For any query, the local relevance at a 

location k in a document d is determined only by the single term d[k]. 

 

That is when n = 0, c(d, k) = d[k]. This assumption is not realistic because 

the local relevance at location k in document d is not decided by the context, 

but by the term d[k]. From another perspective, such an unrealistic 

assumption may explain the performance limitations of TF-IDF term 

weights. Another assumption is that the evaluator makes the same relevance 

decisions at different locations if the corresponding contexts are the same. 

 

Location-Invariant Decision Assumption: If c(d, j) = c(e, k), then    

∂d,j(c(d, j), q) = ∂e,k(c(d, k), q) for any query q. 

 

This assumption is used by the document-context model in the previous 

chapter and was not considered unrealistic. Including the previous two 

assumptions implies that the probabilities of local non-relevance for the 

same query are the same for different locations, provided that the same term 

t occurs at these locations. Mathematically, the previous two assumptions 

imply that if d[j] = e[k] = t, then P∂,0(Rd,j,q=0) = P∂,0(Re,k,q=0). Consequently, 

we are no longer concerned with the locations of local non-relevance, but 

with the presence of query terms in the document. For presentation clarity, 

we simplify our notation to reflect this as follows. 

 

When the context size is unity (i.e., n = 0), the probability of local non-

relevance is: 

 

 )0),(()0)),,((()0( ,0,,0,,,0, =∂==∂== ∂∂∂ qtPqkdcPRP kdkdqkd  (4.12) 
 

where c(d, k, 0) = d[k] = t. For presentation clarity, we simplify our notation 

of the previous probability as: 

 

 )0),((),|0( ,0,0, =∂=∈= ∂∂ qtPqdtRP kd  (4.13) 
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where the term t occurred in d. The new notation only retains the input and 

output of the local relevance decision, ∂d,k(.), because it is only based on the 

term t occurring in d and the query q after the context size is reduced to 

unity (i.e., n = 0). The new notation hides the random variable, Rd,k,q, 

because d and q already appeared in the condition part of the probability, 

P∂,0(R=0 | t∈d, q). It also hides the location, k, because we are no longer 

concerned with the specific location k of the local non-relevance, but only 

with the presence of t in d. The new notation hides the local relevance 

decision, since this decision is neither directly dependent on the document 

nor on the location because of the minimal context assumption. Note that 

the probability using the new notation is not marginal, because it is the 

probability of local non-relevance at certain hidden location k where t 

occurred in d. The location-invariant decision assumption implies that if a 

term t has an occurrence frequency f(t, d), then there will be an f(t, d) 

number of times that the same probability P∂,0(R=0 | t∈d, q) appears in 

Equation 4.11. Using this simpler notation, we can rewrite Equation 4.11 as: 

 

 ∑
∩∈

∂∇ ∈=−∝=
dqt

qd qdtRPdtfRP ),|0(log),()1( 0,,  (4.14) 

 

where P∂,0(R=0 | t∈d, q) is always defined since t is in q ∩ d. If Equation 

4.14 is interpreted as the TF-IDF term weight, then f(t, d) will be the term 

frequency factor. The remaining term ),|0(log 0, qdtRP ∈=− ∂  is called the 

query-dependent IDF (QIDF): 

 

 ),|0(log),( 0, qdtRPqtQIDF ∈=−= ∂  (4.15) 
 

The following assumption makes the QIDF independent of the query. 

 

Query-Independent Non-Relevance Probability (QINRP) Assumption: 

The conditional probability of non-relevance, given seeing a term t, is the 

same for all queries (i.e., ),|0()|0( 0,0, qdtRPdtRP ∈==∈= ∂∂  

)',|0(0, qdtRP ∈== ∂ ) for all possible query pairs, q and q’. 



 80 

 

Note that )|0(0, dtRP ∈=∂  is not a marginal probability. Section 4.5.2 

examines the validity of the previous assumption and assesses its impact on 

retrieval effectiveness. 

 

Assuming that the QINRP assumption is valid, we simplify Equation 4.14 to: 

 

 ∑
∩∈

∂∇ ∈=−∝=
dqt

qd dtRPdtfRP )|0(log),()1( 0,,  (4.16) 

 

For Equation 4.16 to correspond to TF-IDF term weights, the remaining 

quantity (given that t is in the document) after taking f(t, d) away should be 

the IDF, that is, 

 

 )()|0(log 0, tIDFdtRP =∈=− ∂  (4.17) 
 

We do not have to consider the case when t is not in d, because: (1) f(t, d) is 

zero, and (2) t must have appeared in d according to Equation 4.16. Section 

4.4.3 derives the previous equation and, therefore, establishes Equation 4.17. 

Section 4.3 has details about the derivation of the term-frequency factor in 

the literature. 

 

4.3 Term Frequency Correspondence 
 

This section shows that our term frequency factor in Equation 4.16 can be 

rendered into different term frequency factors in the literature [Salton and 

Buckley, 1988; Robertson and Walker, 1994] by normalizing the document 

length. Using the normalized version ∆(d) of document d, the probability of 

relevance in Equation 4.16 becomes: 

 

 ∑
∩∈

∆∇ ×∆∝=
dqt

qd tIDFdtfRP )())(,()1( ),(  (4.18) 
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4.3.1 Proportion Approach 
 

The weighted Minkowski p-norm length [Klir and Folger, 1988] of d is 

defined as: 

 

 p
w

p
p dwfwWd ∑ ×= )],()([||  (4.19) 

 

with weight W(w) for term w. This weighted p-norm length is related to the 

weighted generalized mean [Dykchoff and Pedrycz, 1984] that is used as the 

extended Boolean disjunction [Salton et al., 1983]. The vector space model 

[Salton et al., 1975] uses the weighted Euclidean (i.e., p = 2) length and the 

weight of a term is its IDF. For the unweighted p-norm length, W(w) is set 

to 1 for all w. 

 

The p-norm length of the normalized document ∆(d) is denoted by |∆(d)|p, 

which is a constant independent of d. In the literature, |∆(d)|p is the average 

document length ∆, for p = 1. Since |∆(d)|p is a constant, we can deduce the 

following property of normalized documents: 

 

Constant Length Property: For any two normalized documents, their 

weighted p-norm lengths are the same, given a particular weighted p-norm. 

 

We define the p-norm proportion gp(t, d) of term t in d as: 

 

 
p

p d
dtfdtg
||

),(),( =  (4.20) 

 

so that we specify the following assumption: 

 

Constant p-Norm Proportion Assumption: Given a particular weighted  

p-norm, ),())(,( dtgdtg pp =∆  for all terms and for all documents. 

 

Based on the previous assumption, we can deduce that: 
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p

p

d
dtfd

dtf
||

),(|)(|
))(,(

×∆
=∆  (4.21) 

 

Subsituting Equation 4.21 into 4.18, our basic ranking formula becomes: 

 

 ∑
∩∈

∆∇ ×∝=
dqt p

qd tIDF
d

dtfRP )(
||

),()1( ),(  (4.22) 

 

It is possible to normalize the query term frequency as well as using the 

query length but we have not pursued this aspect for clarity of presentation. 

 

When p = 1, |d|1 is the number of terms in the document d. The quantity     

f(t, d) / |d|1 is the relative frequency estimate of the occurrence probability of 

term t in document d. When p tends to infinity (i.e., ∞), |d|∞ = maxw{W(w) × 

f(w, d)} [Dykchoff and Pedrycz, 1984]. According to the constant length 

property, the maximum term frequency (say, fmax = |∆(d)|∞) of all normalized 

documents is the same (i.e., a constant). When p tends to infinity, the 

previous ranking formula becomes: 

 

 ∑
∩∈

∆∇ ×
×

∝=
dqt

w

qd tIDF
dwfwW

dtfRP )(
)},()({max

),()1( ),(  (4.23) 

 

When W(w) = 1 for all w, the term frequency factor of the previous equation 

appears in [Baeza-Yates and Ribeiro-Neto, 1999].  

 

We generalize the p-norm proportion approach by linearly interpolating the 

term frequency of the normalized document and the normalized document 

length as: 

 

 











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where α is the mixture parameter. This interpolation captures the intuition 

that a document without any query terms has small chance of being relevant 

to the query. This small chance is controlled by α. When α = 1.0, the 

previous equation becomes the normalized term frequency in Equation 4.21 

as specified by the p-norm proportion approach. When p tends to infinity 

and α = 0.5, then the previous equation becomes the normalized term 

frequency factor reported by Salton and Buckley [1988]. 

 

4.3.2 Weighted Term Frequency Approach 
 

Similar to the work by Amati and van Rijsbergen [2002], this approach uses 

the Laplace law of succession [Feller, 1968] to derive the weighted term 

frequency (e.g., [Huang et al., 2003]) as the term frequency factor of BM 

term weights of the Okapi system [Robertson, 1997]. This approach derives 

the BM term weights in a way different from their original conception 

[Robertson and Walker, 1994]. 

 

The basic idea is that the term frequency is weighted by a factor, 

)0|),(( =RdtfP  that takes into account the probability that all occurrences 

of term t in document d are locally non-relevant to a query. This probability 

is only a weight, and it is defined in another event space. Since each 

occurrence of a term has a weight )0|),(( =RdtfP , the term t that occurred 

f(t,d) times in d has a weighted term frequency ω(t,d) of 

)0|),((),( =× RdtfPdtf . 

 

The weight )0|),(( =RdtfP  is a probability that is determined by the 

Laplace law of succession, as follows. We assume that terms are either 

locally relevant (R=1) or non-relevant (R=0), corresponding to two 

outcomes in the Laplace law of succession [Feller, 1968]. In this way, 

)0|),(( =RdtfP  is the probability that all the outcomes of f(t,d) 

occurrences of t are non-relevant.  
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The weighted term frequency ω(t, d) of t in d is: 

 

 
1),(

),()0|),((),(),(
+

≈=×=
dtf

dtfRdtfPdtfdtω  (4.26) 

 

Similarly, the weighted normalized term frequency ω(t, ∆(d)) of t in the 

normalized-length document ∆(d) is: 
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Assuming that the constant p-norm proportion assumption is true, Equation 

4.21 is substituted into the previous equation as follows: 
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Replacing ))(,( dtf ∆  in Equation 4.18 with the previous approximation of 

))(,( dt ∆ω  yields the BM11-like [Robertson and Walker, 1994] formula as 

follows:s 
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(4.29) 

 

The previous formula is similar to the BM11 term weight [Robertson and 

Walker, 1994]. First, the original BM11 uses p = 1 for measuring document 

lengths [Robertson and Walker, 1994]. Second, the original BM11 has an 

additive factor, but the highest average precision of the Okapi system is 

obtained when this additive factor is eliminated (i.e., k2 = 0 in [Robertson 

and Walker, 1994]). Hence, the additive factor is treated as non-existent in 
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the original BM11 term weight. Third, we do not derive the query term 

frequency factor in the original BM11 term weight, for clarity of 

presentation. Finally, the IDF factor of the original BM25 term weight is w4 

[Robertson and Sparck Jones, 1976] for retrospective experiments and it 

becomes IDFBM for predictive experiments as follows. 
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where card(D) is the cardinality of the collection D (i.e., the number of 

documents in D) and df(t) is the number of document containing term t (i.e., 

document frequency of term t). 

 

The BM25-like term weight [Robertson et al., 1995] is derived by linearly 

interpolating the original p-norm- and normalized p-norm document lengths 

with a mixture parameter α , as [Sparck Jones et al., 2000]: 
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where k > 0 is a constant for scaling. Substituting the previous equation into 

ω(t, ∆(d)), we have: 
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The BM25-like formula is obtained by substituting the previous equation 

into our basic ranking formula of Equation 4.18. 
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The previous formula is similar to the original BM25 term weight 

[Robertson et al., 1995] (Equation 2.17). First, the original BM25 has an 

additive factor, but it was set to zero (i.e., k2 = 0) [Robertson et al., 1995]. 

Second, the original BM25 term weight includes some multiplicative 

constants (e.g., (k1 + 1) and (k3 + 1)) in [Robertson et al., 1995]) that do not 

affect ranking because the additive factor in the original BM25 term weight 

has disappeared. Third, we do not derive the query term frequency factor in 

the original BM25 term weight, for clarity of presentation. Finally, the IDF 

factor of the original BM25 term weight is w4 [Robertson and Sparck Jones, 

1976] for retrospective experiments and it becomes IDFBM (Equation 4.30) 

for predictive experiments. 

 

4.4 Inverse Document Frequency Correspondence 
 

This section shows that the quantity, )|0(log 0, dtRP ∈=− ∂ , in Equation 

4.10 can be approximated by the inverse document frequency (IDF) [Sparck 

Jones, 1972]: 

 

 
)(

)(log)(
tdf
DcardtIDF =  (4.34) 

 

where card(D) is the cardinality of the collection D (i.e., the number of 

documents in D) and df(t) is the document frequency of the term t. This 

approximation simplifies our ranking formula to the TF-IDF term weights. 

We carried out an experiment using four TREC ad hoc retrieval collections 

and found almost no mean average precision differences between ranking 

using IDF (Equation 4.34) and using IDFBM (Equation 4.30). 

 

4.4.1 Basic Random Match Model 
 

Our approach in this section regards )|0(log 0, dtRP ∈=− ∂  as a measure of 

the non-specificity of term usage of t found in the collection D. Non-

specificity refers to the number of alternatives that one needs to select. 
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Usage refers to the meaning of the term t and the use of t in the context. If 

the term t occurs at two different document locations with different 

meanings, then the two usages of t are different. However, the term t at 

different document locations can have the same meaning but its usages are 

still different because the way the terms are used can affect the relevance of 

the usage. For example, the term "telescope" found in two different 

locations can refer to the same Hubble telescope, but one usage can be about 

how to repair it and the other usage can be about what it has discovered. 

Therefore, the number of usages of a term is at least the number of 

meanings that term has in the collection. 

 

The probability )|0(0, dtRP ∈=∂  is assigned by our basic random match 

model of term usages. This model specifies that matching the usage of the 

query term and the matched document term is done in a random manner, 

similar to drawing a color ball from an urn [Feller, 1968] at random. In 

general, more than one usage can be locally relevant to the query, but we 

make the following assumption to simplify our modeling: 

 

Single Locally Relevant Usage Assumption: A term t has one locally 

relevant usage for any query out of a set of possible usages of t. 

 

Although this simplifying assumption is not likely to be realistic, it 

simplifies our basic random match model so that there is only a single 

parameter to estimate. If the total number of usages of term t is m(t), then 

our basic random match model specifies the probability of non-relevance, 

given t, as: 

 

 
)(

1)()|0(0, tm
tmdtRP −

=∈=∂  (4.35) 

 

Our basic random match model is similar to and inspired by, but not the 

same as, the probabilistic models based on divergence from randomness 

[Amati and Van Rijsbergen, 2002]. To estimate m(t), we estimate the arrival 

rate Λ(t), which is discussed next. 
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4.4.2 New-Usage Arrival-Rate Estimation 
 

Consider a hypothetical human evaluator looking up the contexts of our 

query term t, as in Figure 1.1, and deciding the relevance of each context to 

this query. The middle term t in the context is a query term according to the 

query-centric assumption because contexts of non-query terms are assumed 

not locally relevant. The evaluator scans through the set of contexts and 

collects a set B(t) of unique usages of t from the contexts. Hence, card(B(t)) 

= m(t). A new usage of t is collected if it is different from the set of usages 

found in B(t) so far. For simplicity, we assume the following: 

 

Poisson Distributed New Term-Usage Assumption: The number of 

arrivals of new usages of any term in a unit-time interval follows a Poisson 

distribution. 

 

It follows from the previous assumption that the arrival rate Λ(t) of new 

usages of a term t is a constant. Note that different terms have different 

arrival rates of new usages. 

 

The conventional estimation of Λ(t) counts the number of arrivals of unique 

usages divided for t by the number of intervals. This estimation is known to 

be a maximum-likelihood estimator. However, the number of unique usages 

of a term is not the same as the total number of occurrences of this term, 

since occurrences of the same term with the same usage are counted only 

once. Therefore, someone is needed to collect the set of unique usages of a 

term in the collection, and this collection process is labor intensive and error 

prone. In addition, the manual identification of similar contexts representing 

similar term usages can be subjective. 

 

To estimate Λ(t) automatically, we regard each document as a constant unit-

time interval (which suggests that document lengths should be normalized). 

If a term is absent in the document, then there will be no new term-usage 
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arrivals in the document. Therefore, we estimate Λ(t) by equating the 

probability that no new term-usage arrived in the document, according to the 

Poisson distribution with the proportion of documents that do not contain 

term t as: 
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where η(t) is the number of new term-usages of t, and PPoisson(Λ(t))(.) is the 

probabililty based on the Poisson model of new-usage arrival. After some 

algebraic manipulation, we have an estimate of Λ(t): 
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We call the previous equation the zero occurrence estimate of Λ(t). This 

estimate of Λ(t) has a number of problems. First, Λ(t) may be a biased 

estimate. Second, as df(t) approaches card(D), Λ(t) tends to infinity. This is 

because the small relative-frequency counts are not reliable estimates of 

probabilities. Having indicated the problems with this estimate of Λ(t), we 

are not aware of any theoretical alternative to estimate Λ(t) without 

manually identifying the specific usage of each term occurrence. Therefore, 

we use this estimate of Λ(t) assuming that df(t) is not close to card(D) in 

order to avoid singularities. 

 

4.4.3 Expectation Approach 
 

Let E(.) be the expectation operator and η(t) be the number of unique usages 

of term t. The expectation approach uses the conditional expected number 

E(η(t)| η(t) > 0) of unique usages of term t in document d, given that t 

occurred in d, as an estimate of the number m(t) of colored balls in an urn in 

our basic random match model. The conditional expectation is used because 

the probability, )|0(0, dtRP ∈=∂ , in Equation 4.35 is a conditional 
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probability where t is present in d. According to the Poisson distributed new 

term-usage assumption, the number of unique usages follows a Poisson 

distribution, so the conditional expectation E(η(t)|η(t)>0) is calculated as: 

 

 )(1
)()0)(|)(()( te

tttEtm Λ−−
Λ

=>≈ ηη  (4.38) 

 

by averaging all possible numbers of new term-usage arrivals in the entire 

population. Although the number of new term-usage arrivals is bounded by 

the number of term occurrences in the given document in practice, this 

bound is not used because the calculated expected number of new-usage 

arrivals is for the population, and not for a particular document. This 

treatment is consistent with our minimal context assumption, where 

)|0(0, dtRP ∈=∂  depends only on the term and its presence in the 

document, but not on the particular document d  in which t occurred. 

 

Using the previous calculation of E(η(t)|η(t)>0), the usages of a term are 

considered as colored balls drawn from an urn in our basic random match 

model. Such an urn has E(η(t)|η(t)>0) unique usages, where one of the 

unique usages is assumed the desired usage according to the single locally 

relevant usage assumption. If the usage of the term in the document is the 

desired usage matching the usage of t, then the document will be locally 

relevant to the query. This single local relevance occurrence becomes the 

document-wide relevance according to the TREC ad hoc evaluation policy 

[Harman, 2004]. Likewise, if the usage of the term t is not the usage of the 

matched query term, then the document location, where the query term 

occurred in the document, will be locally not relevant to the query. 

Assuming that each usage of the term t has equal likelihood of occurrence 

and using the zero occurrence estimate of Λ(t) in Equation 4.37, the 

probability of local non-relevance for a document location where the query 

term t occurred is assigned: 
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(4.39) 

 

Using the aforesaid result, we define the expectation weight WE(.) as a 

replacement of the IDF for document ranking: 
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In Figure 4.1, the dotted curve shows the expectation weight given a 

specific IDF value. This curve shows the deviation of the IDF value from 

the expectation weight, since herein the IDF value is supposed to be 

approximating the expectation weight. In Figure 4.1, a solid straight line is 

drawn to serve as a reference for highlighting the deviation of IDF from the 

expectation weight (i.e., the circles). Notice that the IDF value begins to 

differ from the expectation weight when the former rises above 0.3 (using a 

logarithm of base 10). Later, this can be explained by deriving the IDF 

based on a Taylor series expansion of the expectation weight, and will be 

discussed later. 
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Figure 4.1:  Relationship between IDF and the expectation weight. Each circle is the IDF 
and the corresponding expectation weight of a query term in the 200 TREC title queries 
(see Section 4.5.1 for details). 
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The circles in Figure 4.1 represent the IDF values and their corresponding 

expectation weights of query terms found in the set of 200 TREC title 

queries in TREC-2, TREC-6, TREC-7 and TREC-2005 ad hoc test 

collections. Notice that the spread of the expectation weights and the 

corresponding IDF values of these query terms are from 0.3 and above 5.0 

so that most of the expectation weights are almost the same as their 

corresponding IDF values. We observe the difference between the 

expectation weight and corresponding IDF to slowly increases from 0.2 to 

0.3 as the IDF value increases.  

 

We carried out an experiment to observe if there is any impact on retrieval 

effectiveness using IDF as an approximation to the expectation weight 

(Equation 4.40). We used the title queries of TREC-2, TREC-6, TREC-7 

and TREC-2005 ad hoc retrieval test collections. The details of these 

collections can be found in Section 4.5.1. In this experiment, the term 

frequency factor is based on BM11 [Robertson and Walker, 1994] which is 

multiplied by the IDF, or by the expectation weights, to form the term 

weights for ranking. We have tested the IDFBM factor used in the BM11 

term weight and the IDF here. Since we could not find any performance 

differences between them, we did not report their results here. 

 

We measured the retrieval effectiveness of ranking based on IDF and on 

expectation weights using data from TREC-2, TREC-6, TREC-7 and 

TREC-2005 ad hoc retrieval tasks. For all test collections used in this 

experiment, all the performances are almost the same for ranking based on 

IDF and on the expectation weights, so numerical details are omitted here. 

The similar performance may be due to the fact that there are an equal 

numbers of good and bad queries to balance out the performance differences. 

However, we found that the MAPs of individual queries using ranking 

based on IDF and the corresponding expectation weights are almost the 

same. This is substantiated by fitting a linear regression line to the data in 

Figure 4.1 where the correlation is 1.00 (almost perfect regression), the 
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gradient is 0.9999 (which is approximately 1.0) and the regression curve 

crosses over the y-axis at 0.00003 (which is close to zero). 

 

We suspect that there are at least two reasons why the retrieval effectiveness 

of individual queries are similar between ranking based on IDF and the 

corresponding expectation weights. First, there is almost a constant 

difference between the expectation weights and the IDF values. This 

difference is about 0.3, small compared with those large expectation weights 

that usually contribute most in document ranking. Second, if this 

approximation error of the expectation weight by the IDF value affects all 

the documents, this error has no impact on ranking. Such approximation 

errors occur when the document frequency of the query term is large. This 

implies that almost all the retrieved documents have this query term so that 

the approximation errors have little impact on ranking the retrieved 

documents. 

 

In our previous experiment, the IDF is found to be a good approximation of 

the expectation weights in practice. This good approximation can be shown 

to hold mathematically. More specifically, the expectation weight in 

Equation 4.40 is simplified to IDF using the Taylor series: 
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by taking only the first term in the Taylor series expansion: 
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Note that the above approximation (≈) and equality (=) are not distributive 

over each other and therefore can only be interpreted as related to the 
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previous derivation. The aforesaid approximation of )|0(0, dtRP ∈=∂  

becomes the IDF if we take the negative logarithm of this approximation. 

The approximation is valid for -1 ≤ df(t)/[card(D) - df(t)] ≤ 1. Therefore, we 

can simplify the condition for the valid approximation to df(t) ≤ card(D) / 2. 

Although the major error potentially occurs at the singularity when df(t) = 

card(D), the quantity )|0(0, dtRP ∈=∂  tends to 1. Consequently, the minus 

logarithm of )|0(0, dtRP ∈=∂  tends to zero which is the same as the 

inverse document frequency (IDF) value for this particular case (i.e., log 

[card(D)/card(D)] for df(t) = card(D)). In practice, the previous experiment 

shows that the approximation errors (Figure 4.1) to have little impact on 

retrieval effectiveness performance, and this previous condition explains 

why IDF deviates from the expectation weight when the IDF value is larger 

than 0.3. 

 

4.4.4 Clustering Approach 
 

The expectation approach in the previous subsection shows that 

)|0(0, dtRP ∈=∂ can be approximated by IDF, after assuming a random 

match model of picking a non-relevant usage and that the new usage of a 

term is generated by a Poisson process. In this subsection, the clustering 

approach still assumes the validity of using the random match model, but 

does not assume that the new usages are generated by a Poisson process. In 

addition, it assumes that the number of new usages of t is equal to the 

number of clusters of similar contexts of t. These clusters are found by a 

novel clustering algorithm that is described first. Next we present a more 

general form of the random match model. Details of the experiments 

concerning the clustering approach are described in Section 4.5. 

 

4.4.4.1 Context Clustering 

 

Previous research [Lau and Luk, 1999] has identified different usage of a 

term by clustering the contexts where the term occurred. Results of finding 
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different usages of a term are encouraging, as the performance of identifying 

different usages is similar to human identification of various usages. This 

method of finding different usages of a term is based on the following 

assumption: 

 

Similar-Context Similar-Usage Assumption: Terms that have similar 

usages tend to occur in similar document contexts. 

 

This assumption is similar to the clustering hypothesis [Van Rijsbergen, 

1975] because similar contexts have similar usages and some usages are 

relevant to a query. 

 

While the results in [Lau and Luk, 1999] are obtained for Chinese data, we 

believe that the previous assumption is also valid to the same extent in 

written languages other than Chinese. This is because word sense 

disambiguation algorithms (e.g., [Gale et al, 1992]) also assign similar 

senses to a term that is in similar contexts. So, we can treat the problem of 

estimating the number of usages of a term as the problem of estimating the 

number of clusters of contexts of a term, where each cluster is assumed to 

correspond to a unique usage of the term, as in the previous assumption. 

Using the notation that v(.) returns the vector representation of its argument, 

|.|2 returns the Euclidean distance of its arguments, and • is the dot product 

of two vectors, the (cosine) similarity between contexts is computed as 

follows: 
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The weight of term t in the vector v(c(d, k)) is the standard TF-IDF term 

weight (i.e., f(t, d) × IDF(t)). 

 

We use a less popular clustering algorithm based on the idea of the 

minimum spanning tree (MST) [Zahn, 1971; van Rijsbergen, 1975]. This 

algorithm finds a forest, instead of a single tree, that connects all the nodes 
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in the graph. In our case, each node is a context and the edge weight 

between two nodes is the cosine similarity score between the contexts of 

these two nodes. 

 

Figure 4.2 shows the major steps in finding the number of clusters. First, the 

similarity score of each pair of nodes is calculated. Second, these similarity 

scores are sorted from large to small. Iteratively, the two nodes, say a and b, 

of the current highest similarity score are checked as to whether they belong 

to any existing trees formed by the algorithm. If both nodes a and b belong 

to the same tree, then this tree structure will be destroyed if an edge 

connecting a and b is added to the tree. Hence, the edge connecting a and b 

is discarded. If either node a or b is connected to some existing tree, then the 

existing tree will be extended, with a new edge connecting a and b. If there 

are no trees that have nodes a or b, then a and b will form a new tree. This 

iterative process repeats until all nodes are connected. At the end, the 

algorithm returns the number of trees formed as the number of clusters 

found using this modified MST algorithm. 

 
Algorithm: Modified Minimum Spanning Tree (MST) Clustering 
Step 1 

 

Step 2 

Step 3 

 

Step 4 

Step 5 

Step 6 

Step 7 

Step 8 

Step 9 

Step 10 

Step 11 

Compute the similarity scores of each pair of nodes 

(or contexts) 

Sort the similarity scores from large to small 

From the edge (a, b) with the largest similarity score to the 

smallest do 

 if there is a tree that has both node a and node b then 

  goto step 3 {i.e., skip} 

 if there is a tree that has node a or node b then 

  add (a, b) to the tree 

 else add a new tree with a single edge (a, b) 

 if all the nodes in the graph are connected then goto step 10 

Count the number of trees as the number m of clusters 

return m 

Figure 4.2: Algorithm for the modified minimum spanning tree clustering algorithm that 
determines the number of clusters as the number of trees formed by the clustering 
algorithm. 
 

While other clustering algorithms may be used, the proposed algorithm is a 

simple approach to estimate the number of clusters. Since the best estimate 

of m(t) is difficult to obtain, the algorithm finds a simple estimate of m(t). 

The terminating condition of this algorithm assumes that each node is 
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connected with at least one other node. Such a constraint may not be the 

case if some context (i.e., some node) of a term has a unique usage that no 

other contexts have. Even if this constraint is not valid, this means that the 

estimate of the number m(t) of usages of t is less accurate. This constraint 

affects all terms, so errors due to violation of this constraint are 

compensated for, to some extent. Since there are also other kinds of errors 

introduced in the estimation (e.g., similarity score used), the impact of this 

constraint may not be significant. Experiments detailed in Section 4.5 

investigate whether this clustering algorithm can make good estimates 

of )|0(0, dtRP ∈=∂ . 

 

4.4.4.2 General Random match model 

 

The general random match model method is similar to the basic random 

match model, except that the former does not make the single locally 

relevant usage assumption (see Section 4.4.1). Assuming that the similar-

context similar-usage assumption is true, one cluster of similar contexts 

corresponds to one unique usage, and for a given term t, the number of 

different usages is the same as the number m(t) of clusters of similar 

contexts to t. 

 

For estimations, we have to make two further simplifying assumptions as 

follows: 

 

Equal Probability Cluster Assumption: Each cluster of similar contexts 

(or each usage) is equally likely to occur. 

 

Suppose that only h(t, q) number of unique usages (or clusters of similar 

contexts) out of m(t) is relevant to query q. Also, suppose that the equal 

probability cluster assumption is true. Then, ),|0(0, qdtRP ∈=∂ is the 

number of unique usages not relevant locally to the query q, divided by the 

number of unique usages of term t: 
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because each unique usage, or each cluster of similar contexts, has an equal 

likelihood of occurrence according to the equal probability cluster 

assumption. Note that m(t) is independent of the query because it is the 

number of possible usages. Given that Equation 4.44 is constrained by the 

algebraic form of Equation 4.35 for the random match model, the only 

variable in Equation 4.44 that needs to be dependent on the query is the 

number h(t, q) of relevant usages to query q. 

 

To estimate )|0(0, dtRP ∈=∂ , we need to change Equation 4.44 to be 

independent of the query q. The variable m(t) in Equation 4.44 depends on 

the term t, and not on q. The only variable left in Equation 4.44 is h(t, q) 

which is dependent on q. Therefore, to make Equation 4.44 independent of q, 

we parameterize h(t, q) by α(t): 

 

Parameterized Number of Relevant Usage Assumption: For any term t, 

only α(t) number of usages (or α(t) number of clusters of similar contexts) 

is relevant to any query and α(t) is independent of the query. 

 

While the preceding simplifying assumption may not be valid in practice, 

the assumption implies the query-independent non-relevance probability 

(QINRP) assumption, because Equation 4.44 becomes independent of the 

query when h(t, q) is replaced by α(t). Therefore, )|0(0, dtRP ∈=∂ is 

estimated as follows: 

 

 
)(

)()()|0(0, tm
ttmdtRP α−

=∈=∂  (4.45) 

 

Note that when α(t) = 1, the estimation of )|(0, dtrp ∈∂  using Equation 4.45 

is the same as that of the basic random match model (Equation 4.35 in 

Section 4.4.1). 
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Intuitively, when a clustering algorithm only forms tight clusters, probably 

more than one cluster is relevant to the query and the number of clusters not 

relevant to the query may be scaled up accordingly. The parameter α(t) can 

be used to scale back the number of relevant clusters to unity so that the 

tight clustering effect of the clustering algorithm can be compensated for by 

α(t). To appreciate this scaling effect, we rewrite Equation 4.45 as follows: 

 

 
))(/)((

1))(/)(()|0(0, ttm
ttmdtRP
α

α −
=∈=∂  (4.46) 

 

where m(t) is scaled down to m(t)/α(t), and the number of clusters relevant 

to the query is always normalized to unity.  

 

4.5 Clustering Approach Experiments 
 

This section reports on the experiments of the clustering approach to 

estimate the quantity )|0(log 0, dtRP ∈=− ∂ using the general random 

match model. Several reference TREC ad hoc retrieval data collections are 

used.  

 

4.5.1 Set Up 
 

We test our models with four TREC data collections (i.e., TREC-2, TERC-6, 

TREC-7, TREC-2005). The TREC-7 documents belong to a subset of the 

TREC-6 documents. Table 4.2 shows some statistics about the data 

collections and the topics (queries) used for the data collections. Title (short) 

queries are used in the experiments because they have few (i.e., one to four) 

query terms, similar to the lengths of Web queries. For statistical inference, 

we also performed various non-parametric (Wilcoxon) statistical 

significance tests.  
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Our retrieval system used the BM11 term weight [Robertson and Walker, 

1994]. No pseudo-relevance feedback is used. All terms in the documents 

and queries are stemmed using the Porter stemming algorithm [Porter, 1980]. 

Stop words are removed in both documents and queries. 

 
Table 4.2: Statistics of the collections used in the experiments. 

 TREC-2 TREC-6 TREC-7 TREC-2005 
Language English English English English 

Topics 101-150 301-350 351-400 50 past hard topics 
No. of documents 714,858 556,077 528,155 1,033,461 

No. of relevant 
documents 11,645 4,611 4,674 6,561 

Storage (GB) 3.9 3.3 3.0 5.3 
 

4.5.2 Query-Independent Non-Relevance Probability 

Assumption Validation 
 

Section 4.2.3 makes three assumptions when the context-based ranking 

formula in Section 4.2.2 is simplified to the basic ranking formula (Equation 

4.16). One assumption, the location-invariant decision assumption, is 

implied by the minimal context assumption when the local relevance 

decision depends only on the context content, so there are only two 

assumptions left to validate. In this subsection, we validate the remaining 

assumption called query-independent non-relevance probability (QINRP) 

assumption. It assumes that the non-relevant conditional probability 

),|0(0, qdtRP ∈=∂  depends on the term t and not on the query q because 

IDF is dependent on t and not on q. The significance of this assumption is 

that is supports the following: 

(1) The minimal context assumption is mainly responsible for the 

performance degradation and modeling inaccuracies 

(2) This assumption allows derivation of Equation 4.16 that forms the 

basis of the TF-IDF term weights. 

(3) It gives the parameterized number of relevant usages assumption of 

the clustering approach (in Section 4.4.4.2), for the estimation of 

)|0(0, dtRP ∈=∂  using Equation 4.45. 
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(4) Finally, it is the focus of our subsequent experiments on Equations 

4.35 and 4.45 instead of Equation 4.44. 

 

To validate the QINRP assumption, we plot the IDF against the query-

dependent IDF, namely QIDF, which is based on an estimate of  

),|0(0, qdtRP ∈=∂  according to Equation 4.15. The conditional 

probability’s relative-frequency estimate is the number of non-relevance 

contexts divided by the total number of contexts of t. The total number of 

contexts of t is the total occurrence frequency f(t, D) of term t in all the 

documents of the collection D because one  occurrence of t corresponds to 

one  context. The number of non-relevance contexts is deduced by 

subtracting tf(t, D) from the number of relevant contexts of t for query q. To 

simplify the estimation of the number of relevant contexts, we make the 

following simplifying assumption by Chapter 3: 

 

Context-Training Assumption: Given a query q, all contexts of all the 

query terms of q in the relevant documents are relevant. 

 

We make this simplifying assumption even though we know that not every 

context of a query term in a relevant document is necessarily relevant (see 

Figure 1.1 for instance). Using the previous assumption, the conditional 

probability, ),|0(0, qdtRP ∈=∂ , is estimated by relative frequency 

counting as follows: 

 

 
),(

),(),(
),|0( ,

0, Dtf
dtfDtf

qdtRP qREL−
=∈=∂  (4.47) 

 

where f(t, dREL,q) is the total occurrence frequency of t in all the documents 

that are relevant to q (dREL,q). Note that the above approximation of 

),|0(0, qdtRP ∈=∂  depends on the query because f(t, dREL,q) depends on 

the query q and this approximation is retrospective because we know which 

document is relevant to facilitate relative frequency counting. 
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Figure 4.3 plots the IDF and the corresponding estimated QIDF of all query 

terms in the 200 TREC queries of TREC-2, TREC-6, TREC-7 and TREC-

2005 ad hoc data collections. It seems that IDF is positively correlated with 

QIDF. We find that the exponential regression (the solid line in Figure 4.3) 

fits the data points with a correlation of 71.1%, which is higher than the 

correlations of other regression curves that we tried (i.e., linear, logarithmic 

and power regression curves). The multiplicative constant in the exponential 

regression has no impact on ranking because this multiplicative factor is 

factored out in the basic ranking formula in Equation 4.16. However, the 

exponential function cannot be factored out from Equation 4.16, so we 

cannot replace QIDF by IDF directly. Consequently, we validate the QINRP 

assumption by examining whether there are any statistically significant 

differences in retrieval effectiveness using ranking based on QIDF and that 

based on IDF for the four reference TREC data collections. In this 

validation, the BM11 term frequency factor is used. 
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Figure 4.3: Scatter diagram of IDF- and corresponding estimated QIDF values of title 
query terms in the four reference TREC collections. 
 

Table 4.3 shows the retrieval effectiveness of ranking using the basic 

ranking formula with an estimate of QIDF and with IDF for the quantity, 

),|0(log 0, qdtRP ∈=− ∂ in Equation 4.14. The mean average precision 

(MAP) differences between ranking using QIDF and using IDF are not 

statistically significant, with a p-value of less than 0.5347 for all four TREC 
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reference collections. This empirically supports the QINRP assumption, at 

least for the four reference TREC data collections. 

 
Table 4.3: Comparison of traditional IDF (IDF(t)) and query-dependent IDF (QIDF(t)) 

performance in different TREC data collections. 

TREC 
P@10 P@30 MAP R-Precision 

IDF QIDF IDF QIDF IDF QIDF IDF QIDF 
2 .438 .456 .399 .404 .193 .193 (p=.6328) .267 .263 
6 .388 .386 .284 .281 .218 .207 (p=.9826) .266 .243 
7 .414 .412 .300 .296 .191 .183 (p=.5347) .236 .222 

2005 .358 .342 .312 .300 .175 .175 (p=.7654) .239 .237 
 

4.5.3 Estimating Number of Usages 
 

This section examines whether the quantity )|0(log 0, dtRP ∈=− ∂  is better 

estimated using Equation 4.35, which is called the CLU-term weight in this 

section. Using the modified minimum spanning tree clustering algorithm 

described in Section 4.4.4, we obtain the value of m(t) (i.e., number of 

clusters) for each of the query terms in TREC-6. However, we found that 

there were too many contexts for clustering and the computational resources 

ran out quickly. To estimate m(t) with less computational resources, we 

systematically sampled the set of contexts of a term. If the number of 

contexts is more than 1000, the systematic sampling ensures that we have a 

sample of 1000 contexts. Otherwise, all the contexts are used. 

 

An important parameter when clustering similar contexts is the context size, 

which is 2n + 1 terms because there are n terms on each side of the term in 

the middle of the context. Table 4.4 shows the retrieval effectiveness using 

CLU weight (Equation 4.35) in comparison to IDF for TREC-6 data. The 

parameter n controlling the context size varies between five and one 

hundred, but the mean average precision (MAP) of ranking using the CLU 

weight differed by no more than one percentage point except for n = 5. This 

suggests that the clustering results are insensitive to context size. For 

efficiency, our subsequent experiments use a context size of 31 (i.e., n = 15). 
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Table 4.4: Performance of CLU(t) in TREC-6 with different context sizes used in the 
clustering algorithm. 

 n P@10 P@30 MAP R-Precision 

TREC-6 

5 .3460 .2627 .1727 .2086 
15 .3560 .2687 .1836 .2248 
25 .3560 .2660 .1829 .2191 
50 .3520 .2640 .1842 .2210 

100 .3540 .2647 .1835 .2233 
 
Table 4.5: Comparison of traditional IDF(t) and clustering approach (CLU(t)) performance 

in different TREC data collections. 

TREC 
P@10 P@30 MAP R-Precision 

IDF CLU IDF CLU IDF CLU IDF CLU 
2 .438 .370 .399 .349 .193 .165 (p=.0048) .267 .226 
6 .388 .356 .284 .268 .218 .183 (p=.0090) .266 .224 
7 .414 .362 .300 .252 .191 .167 (p=.0205) .236 .213 

2005 .358 .288 .312 .272 .175 .153 (p=.0144) .239 .211 
 

We evaluated the CLU weights using other TREC collections (i.e., TREC-2, 

TREC-7 and TREC-2005). The retrieval effectiveness of the CLU weights 

is shown in Table 4.5. Compared with IDF, the MAPs of the system using 

CLU-term weights are lower than MAPs of the same system using IDF for 

all the reference TREC data collections. At 99.9% confidence level, none of 

the collections showed significant difference between the MAP of the 

system using CLU weights and that using IDF. However, at 99% confidence 

level, TREC-2 and TREC-6 data showed a significant difference. It seems 

that CLU is inferior compared with IDF for these cases. 

 

4.5.4 Optimal Performance 
 

We estimated the optimal CLU weight which is estimated by finding the 

combination of machine enumerated CLU weights that produce the best 

MAP for a query. These CLU weights are generated by feeding an integer 

value between one and ten to m(t) in order to calculate CLU using Equation 

4.35. Let us denote mopt(t, q) to be the empirically identified optimal integer 

value of m(t) for query q. The resulting estimated optimal CLU weight is 

now defined as the OPT weight as follows: 

 



 105 

 
),(

1),(
log),(

qtm
qtm

qtOPT
opt

opt −
−=  (4.48) 

 

If the best MAPs of the system using these machine generated OPT weights 

are lower than the corresponding MAPs of the same system using IDF, then 

we can conclude that the clustering approach to identify m(t) fails because 

no other combination of CLU weights can produce better MAPs than IDF. 

 

Table 4.6 shows the MAPs using the OPT weights (OPT columns) and the 

MAPs using the IDF. For every reference TREC collection, the MAP using 

the OPT weights is statistically significantly better than the MAP using the 

IDF at 99.9% confidence level. This suggests that some method based on 

the clustering approach may still have the potential to achieve MAPs as high 

as, if not better than, the MAPs using IDF. 

 
Table 4.6: Performance comparison of traditional IDF and OPT weights using different 

TREC data collections. 

TREC 
P@10 P@30 MAP R-Precision 

IDF OPT IDF OPT IDF OPT IDF OPT 
2 .4240 .4860 .3840 .4426 .1863 .2261* .2665 .2993 
6 .3960 .4340 .3080 .3346 .2376 .2749* .2844 .3063 
7 .3780 .4780 .2820 .3439 .1711 .2142* .2256 .2601 

2005 .3380 .4180 .3140 .3686 .1673 .2104* .2365 .2807 
(*) – indicates that the difference in MAP between IDF and OPT is statistically significant 
using the Wilcoxon matched-pairs signed-ranks test with 99.9% C. I. (i.e., p < 0.001) 
 

The MAP difference between the system using the OPT weights and IDF 

for some queries are zero and these queries have single terms. This is 

expected since OPT weight and IDF distinguish between terms. For single 

term queries, both OPT weights and IDF have no document discrimination 

capability. For multiple term queries, the MAP using OPT weights is higher 

than the corresponding MAP using IDF, although the extent of MAP 

improvement varies from one query to another. Therefore, we conclude that 

the clustering approach has some potential in achieving retrieval 

effectiveness as high as using IDF. 
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4.6 Related Work 
 

We believe that term locations play an important role in determining 

relevance of documents to queries. The local relevance at certain location is 

thought to depend on the document-context at that location. By shrinking 

the context size to unity, we derive the well-known TF-IDF term weights 

after making some further simplifying assumptions that are similar to the 

derivations in the language model [Ponte and Croft, 1998], the binary 

independence model [Robertson and Sparck Jones, 1976] and the logistic 

regression model [Cooper et al., 1992; 1993]. From another perspective, 

these document-context based models can be thought of as an extension of 

existing TF-IDF term weights. 

 

Inspired by the divergence model [Amati and van Rijsbergen, 2002] that 

made use of random models, we derived the inverse document frequency as 

the information content of the relevance decision 

(i.e., )|0(log 0, dtRP ∈=− ∂ ) when a query term matches a document term. 

This information content is interpreted as the non-specificity of term usage. 

This non-specificity is derived by assuming a new usage of a term is 

generated by a Poisson process or by counting clusters of similar contexts as 

clusters of similar usages.  

 

IDF was introduced by Sparck Jones [1972]. It is reasoned on the basis that 

term occurrences follow a Zipf distribution. A more theoretically motivated 

term weight w4 was introduced by Robertson and Sparck Jones [1976] as a 

generalization of the IDF weights, and w4 also appears in another context of 

improving the coordination matching scheme by Yu and Salton [1976]. 

Since w4 requires statistics about relevant documents, it is used in 

retrospective experiments. Croft and Harper [1979] proposed the 

Combination Match Model (CMM) that relates w4 with IDF under specific 

conditions. Later, Robertson and Walker [1997] stated a more general 

formula (i.e., constant + IDF by Croft and Harper [1979]). IDF is still a 

subject of current research [Joachims, 1997; Amati and Van Rijsbergen, 
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1998; Hiemstra, 1998; Papineni, 2001; Aizawa, 2003; Roelleke, 2003] 

where Robertson [2004] and Sparck Jones [2004] responded to recent 

developments on interpreting IDF. More recent works (e.g., [de Vries and 

Roelleke, 2005]) extend the TF-IDF term weights with more elaborate 

variations. Given the many variations and improvements on the original IDF, 

this chapter shows that the quantity, )|0(log 0, dtRP ∈=− ∂ , of our basic 

ranking formula (Equation 4.35) can be approximated by IDF [Sparck Jones, 

1972] by assuming that the number of new term-usages follows a Poisson 

distribution. 

 

4.7 Chapter Summary 
 

This chapter shows that TF-IDF term weights can be interpreted as making 

relevance decisions. From this perspective, TF-IDF term weights are the 

result of simplifying our novel probabilistic retrieval model that simulates 

human relevance decision-making. This model distinguishes two types of 

relevance: one common type is the document-wide relevance that applies to 

the entire document, and the new type is the local relevance that only 

applies to certain document locations. The model makes local relevance 

decisions for every document location of a document and combines these 

local relevance decisions into a document-wide relevance decision for the 

document. 

 

The significance of interpreting TF-IDF as making relevance decisions is its 

potential as a catalyst for different retrieval models and term weights can be 

interpreted by a unifying perspective: that information retrieval (IR) is about 

relevance decision-making. Also, our novel probabilistic retrieval model 

extends TF-IDF term weights to be dependent on the document locations 

wherein the query terms occurred. These location-dependent TF-IDF term 

weights (as in Equation 4.11) have the potential to form a basis for 

developing more elaborate retrieval models for detailed simulation of 

human relevance decision-making. 
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Our probabilistic retrieval model ranks documents on the basis of the 

probability of relevance. Hence, our model complies with the probability 

ranking principle [Robertson, 1977]. When our model is simplified to the 

basic ranking formula (Equation 4.16), it contains two major factors. The 

term frequency factor is the occurrence frequency of the query terms in the 

document. The remaining quantity, )|0(log 0, dtRP ∈=− ∂ , is shown to be 

IDF if we assume that: (a) a new usage of a term arrives at a constant rate 

following a Poisson distribution; and (b) the probability of non-relevance 

given term t is specified by our random match model of term usage. This 

random match model assumes that: (a) the probability of selecting a 

particular usage out of a set of possible usages is equally likely; and (b) a 

term has at most one usage that is relevant to the query.  

 

We experimented with another approach that estimates the quantity 

)|0(log 0, dtRP ∈=− ∂ for validating our general random match model, 

without assuming that the new usage of a term arrives at a constant rate 

following a Poisson distribution. This approach groups similar contexts into 

clusters and assumes that similar contexts in a cluster refer to similar usage 

of the term. We propose a novel modified minimum spanning tree clustering 

algorithm to find the number of clusters as the number of unique usages of a 

term. Empirically, we found that the retrieval effectiveness of this approach 

inferior to that using IDF. The problem is that our basic random match 

model assumed that only one cluster is relevant to a query, but in reality 

more than one cluster is relevant. 

 

Recently, Lee et al. [2008] proposed a cluster-based re-sampling method 

which is effective for pseudo-relevance feedback. In their approach, they 

cluster the top-ranked documents and allow overlapping clusters while we 

do not allow overlapping clusters. We can also try other clustering methods 

which allow overlapping clusters in future studies. 
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Chapter 5 
 

Probabilistic Document-Context 
Based Retrieval Model 
 

In the previous chapter, we have shown that by assuming the minimal 

context assumption (i.e., shrinking the context size to unity), the document-

context model can be interpreted as traditional TF-IDF term weighting 

models. In this chapter, we no longer assert the minimal context assumption 

and develop a probabilistic retrieval model based on the local relevance 

decisions. The probabilistic model is based on the log-odds ratio that 

combines two relevance decision component models which are designed to 

mimic human relevance decision-making. They simulate what a human 

evaluator does and make local relevance decisions at each document 

location. These local relevance decisions of a document are combined to 

produce the final document-wide relevance decision for the document. 

Retrospective experiments with our models have produced mean average 

precisions between 70% and 80% using various reference TREC ad hoc 

retrieval test collections. For relevance feedback using the top 20 ranked, 

judged documents, our model using fixed parameter values performs 

statistically significantly better than support vector machines and the highly 

effective, modified Markov random field model with a 90% confidence 

interval across different TREC collections. These results show that the 

proposed theory and its retrieval model are promising. 

 

5.1 Introduction 
 

In this chapter, we integrate the contextual information into our retrieval 

model using a window, called a context, which is centered on a term in the 

document. Essentially, a document-context is a concordance or a keyword in 

context (KWIC) [Kupiec et al., 1995] (see Figure 1.1). 
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We denote c(d, k) as the context in document d at location k. The context 

size is specified implicitly because: (1) we want to formulate more general 

models and make more general statements about contexts than committing 

our models and statements to a particular form of a context (i.e., in this case 

it is a string); and (2) we want to distinguish the context size n as a 

parameter of the context c(d, k) from d and k, which are input variables. In 

general, a context can be defined in many different ways.  

 

Denote d[k] as the k-th term in document d, a context, c(d, k), at location k 

in document d is a string of length 2n + 1 terms: 

 

d[k - n] . d[k - n + 1] … d[k] … d[k + n - 1] d[k + n] 

 

where the term d[k] is called the center or middle term of the context. In 

general, the context size may not necessarily be defined by the number of 

terms, and the left and right contexts do not need to have the same size. For 

developing elementary models, we assume all contexts are of the above 

form in this thesis. 

 

Similar to Chapter 4, we make the context-based local relevance decision 

(CLRD) assumption which limits the quantity of information within a 

context of size n for making local relevance decisions. This is a simplifying 

assumption for developing retrieval models, and it is not intended to be true 

all the time. It is validated here by evaluating the retrieval effectiveness of 

the retrieval models (see Section 5.3). The evaluator combines the local 

relevance (Rd,k,q) of all valid document locations into a single document-

wide relevance (Rd,q). This can be defined mathematically as: 

 

 })|,|,1[:({ ,,, Ν∈∈= kdkRCR qkdqd  (5.1) 
 

where N is the set of positive integers, |d| is the document length, and C(⋅) is 

the general mathematical function that combines or aggregates the local 

relevance. 
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More specifically, ∂d,k(⋅) denotes the local relevance decision at location k in 

document d. According to the CLRD assumption, the input of local 

relevance decisions is the context, c(d, k), and the query q. The local 

relevance, Rd,k,q, at k in d for q is specified as follows: 

 

 )),,((,,, qkdcR kdqkd ∂=  (5.2) 
 

and the document-wide relevance, Rd,q as in Chapter 4: 

 

 })|],|,1[:)),,((({),( ,, Ν∈∈∂==∇ kdkqkdcCRqd kdqd  (5.3) 
 

by substituting Equation 5.2 into 5.1, where ∇(d, q) is the document-wide 

relevance decision of document d for query q. For simplicity, local 

relevance and document-wide relevance take values in the closed real 

interval between zero and one [Robertson, 1976].  

 

For occurrences of document terms that are not related to the query, we 

assume that the outcomes of the user decision for these occurrences are not 

locally relevant. Document terms that are related to the query may be the 

synonyms, hypernyms or hyponyms of the query terms, as well as the query 

terms themselves. Suppose that there is a function, G(q), that returns terms 

related to q. We assume the following: 

 

Generalized Query-Centric Assumption: For any query q and any 

document d relevant to q, the relevant information for q locates only in the 

contexts c(d, k) where k∈[1, |d|], and d[k] ∈ G(q). (i.e., the relevant information 

locates around terms related to the topic). 

 

When G(q) = q, the previous assumption is the same as the query-centric 

assumption in Chapter 3 (A retrospective study of a hybrid document-

context  based retrieval model).  
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The query-centric assumption and its generalized version are simplifying 

assumptions that are not intended to be true all the time. They substantially 

simplify retrieval model construction, because they enable us to ignore all 

the occurrences, where the documents terms are neither query terms nor 

their related terms. Since the query-centric assumption has been validated 

using various TREC ad hoc retrieval test collections in Chapter 3 that are 

also used in this chapter, so it is not validated in this chapter. Assuming that 

the generalized query-centric assumption is true, Rd,k,q is set to zero 

whenever the term t = d[k] at location k in document d does not belong to 

G(q) (i.e., {Rd,k,q = 0 : d[k] ∉ G(q)}). 

 

For combining local relevance decisions, the DRD principle (see P. 45) in 

[Kong et al., 2004] is based on TREC ad hoc retrieval evaluation policy 

[Harman, 2004]. 

 

To interpret the DRD principle for our retrieval models, we need to specify 

that a document part is a context. In order to express this principle using a 

Boolean expression, the local or document-wide relevance is considered as 

the value "true" and the local or document-wide irrelevance is considered as 

the value "false". In this way, the document-wide relevance decision ∇(d, q) 

for document d given q can be specified as a Boolean expression of local 

relevance decisions as follows: 

 

 qkd

d

kqd RR ,,

||

1, =
∨=  (5.4) 

 

This is based on the DRD principle by disjoining the local relevance 

decisions at each location of the document. The previous equation is a 

realization of Equation 5.1 where C(⋅) in Equation 5.1 is realized as 

disjunctions (i.e., ∨). According to the CLRD assumption, we have: 

 

 )),,((),(
||

1
qkdcqd

d

k
∂∨=∇

=
 (5.5) 
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The previous equation can be applied to describe the document context 

model in Chapter 3 where Rd,k,q is the normalized log-odds value of the 

document-context (i.e., w(d, k) in Equation 3.16), and the disjunction of the 

previous equation is realized as the fuzzy disjunction [Dombi, 1982]. 

 

The ARD principle (see P. 45) in [Kong et al., 2004] captures the notion that 

the user accumulates her or his evidence until at some point that the 

evidence is overwhelming enough to enable her/him to make the document-

wide relevance decision. This principle is not directly based on TREC ad 

hoc retrieval evaluation policy but intuitively it seems plausible that this 

principle can be applied to ad hoc retrieval evaluation policy.  

 

We formulate the ARD principle in terms of an arithmetic expression. In 

this case, we need to define an aggregation operator, say denoted by ⊕, that 

aggregates the local relevance decision preferences at each location in the 

document d as follows: 

 

 qkd

d

kqd RR ,,

||

1, =
⊕=  (5.6) 

 

which is a realization of Equation 5.1 where C(⋅) in Equation 5.1 is realized 

as the aggregation operator (i.e., ⊕). According to the CLRD assumption, 

the above becomes: 
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=
 (5.7) 

 

The previous equation can be applied to describe the document context 

model in Chapter 3, where Rd,k,q is the normalized log-odds value of the 

document-context (i.e., w(d, k) in Equation 3.16), and the aggregation 

operator is realized as the ordered-weighted aggregation (OWA) operators 

(i.e., the PAICE [1984] model and the Waller and Kraft [1979]). Note that 

these aggregation operators are n-ary rather than binary, and these operators 

may not be associative. 
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5.2 Probabilistic Relevance Decision Model 
 

We can generate many different probabilistic models based on the notion of 

(local) relevance decision-making. In this article, we have chosen to 

combine two relevance decision component models into a log-odds ratio 

that already forms the basis of existing probabilistic retrieval models (e.g., 

Binary Independence Model [Robertson and Sparck Jones, 1976]). The two 

component models are the irrelevance decision model and the aggregate 

relevance decision model. 

 

Using our notation, the log-odds ratio [Fuhr, 1992] of the binary 

independence model (BIM) by Robertson and Sparck-Jones [1976] is  
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The probability of relevance in the numerator of Equation 5.8 is determined 

by applying the ARD principle whereas the probability of nonrelevance in 

the denominator of Equation 5.8 is determined by applying the DRD 

principle as follows. Effectively, the log-odds ratio is pooling the aggregate 

relevance decision principle and the disjunction relevance decision principle. 

 

By the ARD principle, the aggregate relevance decision component model 

aggregates the evidence found in events at each location in the document. 

These pieces of evidence can be grouped into two types. One type, E1(d, q), 

contains events, { })(][:)1( ,, qGkdR qkd ∈= , of query term or query-related 

term occurrences in the document, and these events are expected to be 

locally relevant to the query q. Another type, E2(d, q), consists of events, 

{ })(][:)0( ,, qGkdR qkd ∉= , of non-query or non-query-related term 

occurrences in the document, and these events are expected to be locally 

non-relevant to q according to the generalized query-centric assumption. 

Using these two types of events, the probability of relevance in Equation 5.8 

based on the ARD principle is 
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where Loc(t,d) returns the set of locations of t in d. We assume that the 

events in the previous equation are all mutually independent in order to 

simplify that equation as follows: 
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The above expression of combining relevance information can be 

considered as aggregating evidence of relevance and non-relevance 

information by conjunction, where the aggregation operator in Equation 5.6 

is the multiplications in the previous equation. In addition, the ARD 

principle effectively specifies the relevance values that the local non-

relevance variables can take in Equation 5.4 based on the two types of 

events, E1(d, q) and E2(d, q).  

 

Assigning ),),,(|1(, qtkdcRP n =∂  to )1( ,,, =∂ qkdn RP after assuming that the 

CLRD assumption is true, the previous equation is re-arranged as follows. 
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For the irrelevance decision component model, the probability of 

nonrelevance in Equation 5.8 is derived according to the DRD principle 

which is formulated according to TREC ad hoc evaluation policy [Harman, 

2004]. The logical form of the DRD principle is Equation 5.4 which can be 

rewritten as: 
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Its probabilistic version is rank equivalent to: 
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where each qkdR ,,  maps to )0( ,,, =∂ qkdn RP . These probabilities of local 

nonrelevance are partitioned into two groups by the generalized query 

centric assumption: one group for terms in G(q) and the other group for 

terms not in G(q): 
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Assigning ),),,(|0(, qtkdcRP n =∂  to )0( ,,, =∂ qkdn RP  after assuming that the 

CLRD assumption is true, the previous equation becomes 
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Substituting Equations 5.11 and 5.15 into the log-odds ratio in Equation 5.8, 

this ratio is rank equivalent to: 
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The above formula consists of two major components. The left component 

may be considered as the product of the term frequency and the log-odds 

that is similar to w4 in [Sparck-Jones and Robertson, 1976]). In here, we 

assign the probability of a half to both P∂,n(R=1 | t, q) and P∂,n(R=0 | t, q) 

since we are uncertain of the relevance given only the term t and the query q. 

In this case, the left component in Equation 5.16 vanishes after taking the 

logarithm. The right component is similar to the log-odds ratio of the 
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document-context decision that appears in Chapter 3. The probabilities of 

this component are computed similar to language models where they are the 

product of the probabilities of the individual term occurrences. Therefore, 

we call our model the Binary Independence Language Model (BILM). 

 

In this article, the query terms and their related terms (i.e., G(q)) are the 

union of (1) single query terms (i.e., S(q)), (2) coverage terms (i.e., C(q)), 

and (3) expansion terms (i.e., E(q)). That is, G(q) = S(q)∪C(q)∪E(q).  The 

single query term (i.e., S(q)) refers to the original individual query terms of 

the topic. The coverage term (i.e., C(q)) refers to the set of selected terms 

according to their number of occurrences with the single query terms. That 

is, terms occur frequently with query terms. For each topic, the coverage 

terms are selected by the number of occurrences of the term in the contexts 

of the original query terms in the relevant documents from the top X. In 

other words, the coverage of a term means the number of contexts of query 

terms containing the term. After the coverage of all terms occurred in the 

relevant documents from the top X are calculated, top kcov terms are selected. 

We believe that the higher the coverage of a term, the higher is the 

correlation between the term and the query terms. Lastly, the expansion 

query term (i.e., E(q)) are the terms obtained from the relevant documents 

from the top X according to the relevance model (RM) [Lavrenko and Croft, 

2001]. Top kexp expansion terms are selected. The main difference between 

coverage terms and expansion terms is that coverage terms occur frequently 

with query terms while expansion terms may not. 

 

Given the three sets of terms which are believed to be highly related to the 

topic, we define five types of contexts according to their middle term; they 

are (1) contexts with a query term t∈S(q) in the middle, (2) contexts with a 

query term t∈S(q) in the middle and there is another query term s∈S(q) 

where s ≠ t occurs within a window size W with t, (3) contexts with a query 

term t∈S(q) in the middle and immediately followed by another query term 

s∈S(q) where s ≠ t, (4) contexts with a coverage term t∈C(q) in the middle 

and (5) contexts with an expansion term t∈E(q) in the middle. 
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The first three types of contexts have an original query term (i.e., S(q)) as 

the middle term. The second type allows two different original query terms 

occur within a distance W while the third type requires the two different 

original query terms to occur as a phrase. To define the second and third 

types of contexts, we define the locations where such contexts occur as 

follows. Let Locp(t, q, d) returns the set of locations of term t in document d 

such that there is another term s∈S(q) where s≠t immediately follows t, that 

is, a 2-term phrase t⋅ s occurred in the locations:  

 

 }]1[),(]1[,][|,|1:{),,( tkdqSkdtkddkkdqtLoc p ≠+∈+=≤≤=  (5.17) 
 

Let Locw(t, q, d) returns the set of locations of term t in document d such that there 

is another term s∈S(q) where s≠t occurs with the term t within a distance of W: 

 

},][),(][,][|,|1:{),,( WxtxkdqSxkdtkddkkdqtLocw ≤≠±∈±=≤≤=  
(5.18) 

 

From Equation 5.16, the right component used in the rank function of BILM 

is the log-odds ratio of the document-context decision. In practice, we can 

only obtain an estimate of these probabilities, and we make a weaker 

assumption that the estimates are only rank equivalent to the actual 

probabilities as follows: 
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where T(d, k, E(q)) is the condition that the number of unique expansion 

terms in c(d, k) is greater than two plus the context has a query term. When 

the context of an expansion term has less than three different expansion 

terms or does not have a query term, this context is assumed to be not 

related to the query, so it is ignored. Equation 5.19 is used in retrieval for 

ranking documents. There are 5 components on the right hand side as G(q) 

= S(q)∪C(q)∪E(q). Components other that the mentioned 5 ones can also be 

used but experiment results show that using the 5 components can produce a 

better result. For S(q), it is further divided into single query term, query 

terms occurs in proximity and query terms occurs in a phrase. As a result, 

the log of the 10 probabilities (each log-odds has 2 probabilities) are 

interpolated through the weights ws(t), ws’(t), ww(t), ww’(t), wp(t), wp’(t), wc(t), 

wc’(t), we(t) and we’(t). In the following discussion, we only discuss ws(t) and 

ws’(t) as others are done similarly. We added the weights where ws(t) > 0 

and ws’(t) > 0 to the probabilities such that these weights can be calibrated to 

enhance the retrieval performance. If ws(t) equals ws’(t), then the estimate 

becomes the original maximum-likelihood estimate of the probabilities. ws(t) 

and ws’(t) control the weights of individual relevance model (i.e., the 

numerator of the ratio) and irrelevance model (i.e., the denominator of the 

ratio), respectively. We believe ws(t) and ws’(t) are connected to the 

frequency of term t in the training data such that the more occurrence of the 

term t in the training data, the more the importance of the context having 

term t as the middle term. This means that the weight is monotonically 

increasing with respect to the term frequency. We express this in a form 

similar to the BM term frequency factor [Robertson and Walker, 1994] as 

follows: 
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where ws > 0 and ws’ > 0 are constants which can be calibrated in the 

experiments. The functions freqs(t) and freqs’(t) are the normalized 

frequencies of the term t according to the occurrences of t in relevant 

documents and irrelevant documents respectively. The parameter δs in (0,1) 

is used for smoothing so that ws(t) does not equal to 0, and similarly for δs’. 

The parameters αs and αs are used to control the corresponding curvatures 

or bendings of the monotonic curves, respectively. We normalize the raw 

frequencies fs(t) and fs’(t) for term t occurring in relevant and irrelevant 

documents, respectively, by dividing them by the corresponding maximum 

frequencies scaled by the parameters, cs and cs’, respectively, as follows: 
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Note that the parameters, cs and cs’, are greater than zero. 

 

The context probabilities are the multiplication of the probabilities of 

individual context terms: 
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similarly determined for the other four types of context probabilities (i.e., 

)(ˆ
,, ⋅∂ WnP , )(ˆ

,, ⋅∂ PnP , )(ˆ
,, ⋅∂ CnP  and )(ˆ

,, ⋅∂ EnP ) in Equation 5.19. 

 

Using the notation that u refers to some context term c(d, k)[l], let f(u, c(d, 

k)) be the raw frequency of the term u in the context c(d,k). Let RX and IX be 

the top X relevant and irrelevant documents from the initial retrieval list, 

respectively. The conditional relative frequency estimates of u are:  
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The conditional relative frequency estimates of a term u may be zero, when 

the term u does not occur in the contexts of relevant or irrelevant documents, 

during re-ranking. The zero values will propagate to the context 

probabilities which can cause anomalies in ranking of the documents during 

retrieval. This is the problem of zero probability similarly found in the 

language modeling approach [Ponte and Croft, 1998], and smoothing [Chen 

and Goodman, 1996; Zhai and Lafferty, 2004] of the distribution of terms is 

a solution to this problem. The basic idea of smoothing is to adjust the 

distribution of terms so that zero probability will not assign to unseen terms.  

In Chapter 3, we have tested a similar model using three interpolation-based 

smoothing techniques namely additive smoothing [Lidstone, 1920; Johnson, 

1932; Jeffreys, 1948], Jelinek-Mercer smoothing [Jelinek and Mercer, 1980; 

Zhai and Lafferty, 2004] and absolute discounting [Ney et al., 1994; Zhai 

and Lafferty, 2004] and found that the performance of the three smoothing 

techniques are close to each other when the parameters are set appropriately. 

In this chapter, we used Jelinek-Mercer smoothing: 

 
















−+=×==

∑ ∑ ∑
∑ ∑

∈ ∈

∈
∂

d dtLock kdcv

d dtLock
reljmSfreqreljmSn kdcvf

kdcuf
RqtupRqtuP

),( ),(

),(
_,_,, )),(,(

)),(,(
)1()1,,|(ˆ)1,,|(ˆ δδ  

(5.28) 
















−+=×==

∑ ∑ ∑
∑ ∑

∈ ∈

∈
∂

d dtLock kdcv

d dtLock
irljmSfreqirljmSn kdcvf

kdcuf
RqtupRqtuP

),( ),(

),(
_,_,, )),(,(

)),(,(
)1()0,,|(ˆ)0,,|(ˆ δδ  

(5.29) 
 

where δjm_rel ∈[0, 1] and δjm_irl ∈[0, 1] are the corresponding smoothing 

parameters. The probabilities for the other four types of contexts are 

determined similarly. 
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Note that )1,,|(ˆ
,, =∂ RqtuP Sn  and )0,,|(ˆ

,, =∂ RqtuP Sn  are computed 

differently because of the different number of training data. When 

estimating the irrelevance probability, we make use of the bottom end 

documents. The IrlBotStart parameter controls the number of bottom end 

documents used. For documents ranked below IrlBotStart, the contexts of 

these documents are treated as irrelevant and add to the irrelevance model. 

Since the number of contexts in bottom end documents is greater than the 

number contexts in top X judged irrelevant documents, we weight the 

frequency count of terms in the contexts of bottom end documents with 

IrlBotWeight∈[0,1] when used to estimate the irrelevance probability. As a 

result, the number of training data for the irrelevance model will not be too 

small. When the number of relevant contexts of a term t∈G(q) is too small, 

the relative frequency estimate, ),,|(ˆ , rqtup Sfreq , will be inaccurate. In order 

to solve this problem, we bootstrap using the relevant contexts of term 

s∈G(q) other than term t where such contexts are similar to the contexts of t. 

The similarity of contexts is calculated using log-odds. This log-odds score 

of other relevant contexts c(d, k) where d∈RX, d[k]∈G(q) and d[k] ≠ t is 

 

 )0,,|),((log)1,,|),((log =−= RqtkdcPRqtkdcP  (5.30) 
 

These contexts are ranked by this log-odd score, and their top T% is also 

considered as the contexts of t for raw frequency counting (i.e., f(u, c(d, k)) 

and f(v, c(d, k))) when the number of relevant contexts of a term t∈G(q) is 

below a threshold, relCon. 

 

When there is no relevant document in the top X ranked documents, the best 

performing parameter values are quite different from the ones when there 

are relevant documents. Therefore, we use two sets of parameter values: one 

set calibrated when there is at least a relevant document in the top X and 

another set calibrated when there is no relevant document in the top X. 
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5.3 Experiments 
 

We performed two sets of experiments. One set is relevance feedback (RF) 

experiments which use the top 20, judged documents (i.e., X = 20) from the 

initial retrieval for training. Another set is retrospective experiments which 

uses all the judged documents for training. 

 

5.3.1 Relevance Feedback Experiments 
 

The proposed model is trained using the TREC-2005 ad-hoc retrieval text 

collection and we perform experiments on TREC-6, -7, -8 and -2005 

collections using fixed, calibrated parameter values. TREC-7 and TREC-8 

use the same text collection which is a subset of the TREC-6 text collection. 

Title queries are used in the initial retrieval which is performed using the 

query likelihood (QL) model [Lafferty and Zhai, 2001] of the Indri retrieval 

system [Strohman et al., 2004]. The results of the initial retrievals are shown 

in Table 5.1. Top 20 documents from the initial retrieval list are used for 

relevance feedback. The relevance judgements are from the TREC 

judgement files for the corresponding collections.  

 
Table 5.1: Baseline results using the query likelihood (QL) model of the Indri system 

TREC P@10 MAP R-Precision 

6 .400 .247 .292 

7 .454 .200 .250 

8 .446 .253 .300 

2005 .452 .207 .263 

 

We compare our results with those produced by the support vector machine 

(SVM) using the SVM_Light package [Joachims, 1999]. After testing on 

TREC-2005, we use the radial basis kernel function for SVM. We also 

compare our results with the combination of query expansion (RM3) 

algorithm [Lavrenko and Croft, 2001] with Markov random field modeling 

(MRF) [Metzler and Croft, 2005] as in [Lease, 2008] which produced the 
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best results in the relevance feedback track in TREC-2008. We produced the 

residue result, of which the judged documents are removed from the 

judgement list when calculating the performance measures such as the mean 

average precision (MAP). 

 
Table 5.2: RF results from our proposed model, SVM and the modified MRF 

TREC 
P@10 MAP R-Precision 

Ours SVM MRF Ours SVM MRF Ours SVM MRF 
6 .423 .405 .414 .242αβ .216 .229 .278 .259 .264 

7 .471 .468 .472 .275αβ .236β .247α .295 .291 .295 

8 .482 .475 .480 .267αβ .228β .248α .285 .271 .274 

2005 .579 .566 .576 .340αβ .310 .318 .357 .338 .344 

α - The result compared with SVM is statistically significantly different with a 90% C.I. 

β - The result compared with RM3 is statistically significantly different with a 90% C.I. 
 

Table 5.2 shows the results of our model, SVM and the modified MRF. All 

the three methods use the same amount of relevance information which is 

the top 20 judged documents from the initial retrieval list. For our model 

and SVM, they use both relevant and irrelevance documents from the top 20 

during training. However, for the modified MRF algorithm, only relevant 

documents from the top 20 are considered. From the results, our model 

performed significantly better than the effective SVM and the highly 

effective, modified MRF model with a 90% confidence interval (C.I).  This 

is achieved for TREC-6, TREC-7 and TREC-8 test collections using fixed 

parameter values that are calibrated by the TREC-2005 retrieval 

performance. This demonstrates that our model is highly effective which is 

not very sensitive to the calibrated parameter values. 

 

5.3.2 Retrospective Experiments 
 

In the retrospective experiments, we use the whole initial retrieval list 

instead of using top 20 documents from the initial retrieval list for relevance 

feedback. Similar to Chapter 3, retrospective experiments are used to 

validate our retrieval models because: (a) the experiments can reveal the 
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potential of the models; (b) they can isolate the problems of the models from 

those of the parameter estimation; and (c) they can provide information 

about the major factors affecting the retrieval effectiveness of the models. 

Table 5.3 shows the results of the retrospective experiments using our 

model, SVM and the modified MRF model. 

 

From the results, we can see that SVM on average outperforms our model 

and the MRF model in retrospective experiments for all the 4 collections 

tested. SVM performs statistically significantly better than MRF in all 

collections tested with 90% C.I. When compared with our model, only 

TREC-7 is statistically significantly better for SVM. Good SVM 

performance is probably due to the fact that SVM optimizes its performance 

for each query in each of the collections whereas our model and the MRF 

model are calibrated using TREC-2005 and are tested on the 4 collections 

using the same parameter values. Our model outperforms the highly 

effective MRF model statistically significantly in the 4 collections with a 

90% C.I. 

 
Table 5.3: Retrospective results from our proposed model, SVM and the modified MRF 

TREC 
P@10 MAP R-Precision 

Ours SVM MRF Ours SVM MRF Ours SVM MRF 
6 .922 .930 .816 .796β .813β .591α .846 .887 .549 

7 .896 .986 .863 .774αβ .806β .562α .816 .873 .494 

8 .884 .992 .859 .786β .793β .598α .834 .909 .527 

2005 .912 .992 .875 .793β .812β .621α .868 .924 .548 

α - The result compared with SVM is statistically significantly different with a 90% C.I. 

β - The result compared with RM3 is statistically significantly different with a 90% C.I. 
 

5.4 Chapter Summary 
 

In this chapter, we have showed the development of the probabilistic 

document-context based retrieval model and tested it with relevance 

feedback experiments and retrospective experiments. Our qualitative 

relevance decision model is developed into a probabilistic retrieval model 
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based on the log-odds ratio. For retrospective experiments using a variety of 

TREC English ad hoc retrieval test collections, the mean average precisions 

(MAPs) of these probabilistic models are between 70% and 80%. For 

relevance feedback using top 20 ranked, judged documents, our model is 

statistically significantly better than the highly effective state-of-the-art 

models at 90% confidence level. These provide empirical support for both 

our retrieval model and the proposed theory. In addition, this qualitative 

model is supported by the results in Chapter 3 that develops a hybrid 

retrieval model combining the log-odds, the extended/fuzzy Boolean model 

and the estimation methods in language models. In retrospective 

experiments, this hybrid model achieves similar MAPs as the new 

probabilistic retrieval model. This suggests that the qualitative model has 

general significance. 

 

The main difference between the probabilistic document-context model used 

in this chapter and the hybrid document-context model used in Chapter 3 is 

that the probabilistic model assumes the generalized query-centric 

assumption while the hybrid model assumes the query-centric assumption. 

From the retrospective experimental results, the probabilistic model 

outperforms the hybrid model. This suggests that the generalized query-

centric assumption is preferred over the query-centric assumption.  
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Chapter 6 
 

A Split-List Approach for 
Relevance Feedback in Information 
Retrieval 
 

In this chapter we present a new algorithm for relevance feedback in 

information retrieval. The algorithm uses document-contexts by splitting the 

retrieval list into sub-lists according to the query term patterns exist in the 

top ranked documents. Query term patterns include single query term, a pair 

of query terms occur in a phrase and in proximity. The document-contexts 

of a particular query term pattern are extracted from each of the ranked 

documents in the ranked retrieval list. Therefore, each sub-list contains the 

document-contexts having the same query term pattern. The document-

contexts are then ranked in each of the sub-lists. The scores of the top 

ranked document-contexts for the same document are summed together to 

form the document score. The document with the highest score is used for 

feedback. The algorithm is an iterative algorithm which takes one document 

for feedback in each of the iterations. We experiment the algorithm using 

the TREC-6, -7, -8 and -2005 data collections and we simulate user 

feedback by the TREC relevance judgements. From the experimental results, 

we show that our proposed split-list algorithm is reliably better than a 

similar algorithm using maximal marginal relevance but without document-

contexts. 

 

6.1 Introduction 
 

Relevance feedback is known to be effective for improving retrieval 

effectiveness [Rocchio, 1971; Salton and Buckley, 1990; Harman, 1992]. 

Relevance feedback requires user’s efforts and time to judge whether a 

document is relevant to the user’s information need. When a user judges a 

particular document to be irrelevant, in the user’s point of view, some 
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efforts and time is wasted because the document provides no relevant 

information to the user. As a result, users are more willing to judge relevant 

documents than non-relevant document. In the relevance feedback process, 

it is better to have more relevant documents to be judged by the user. 

However, on the other hand, judging two very similar relevant documents 

also wastes user’s effort and time because the information contained in the 

two documents is nearly the same. Judging two very similar relevant 

documents provides no additional relevant information to the user. 

Therefore, two main factors would affect the user’s satisfaction in the 

relevance feedback process: 

(a) the number of relevant documents (the more the better), and, 

(b) the diversity of the documents (the more diverse the better). 

 

In standard relevance feedback process, the user would judge documents 

from the top ranked ones in the initial ranked list by assuming that the top 

ranked documents contain more relevant information. In some cases, the top 

ranked documents are very similar to each other or even identical. Judging 

the relevance of the nearly identical documents provides no additional 

useful information to both the user and the retrieval system. Therefore, the 

set of documents used for relevance feedback may not be the top ranked 

ones. This is called active feedback [Shen and Zhai, 2005] in which the 

retrieval system actively chooses suitable documents for the user to judge 

for relevance. 

 

Our proposed algorithm uses document-contexts by splitting the retrieval 

list into sub-lists according to the query term patterns exist in the top ranked 

documents. Figure 6.1 shows an example of the lists of document-contexts 

for the query “Hubble Telescope Achievements”. Note that only the lists of 

document-context for single query terms are shown. By splitting the 

retrieval list into sub-lists, we hope that the proportion of relevant 

documents in a particular sub-list will be higher than that of the others. 

Therefore the scores of document-contexts in the particular sub-list will be 

higher. By that we can increase the number of relevant documents judged by 

the user in the relevance feedback process. Also, the set of documents being 
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judged by the user in the split-list approach is different from the set of top 

ranked documents. Hence it can increase the diversity of the documents 

being judged. 

 

 
Figure 6.1: Illustration of the lists of document-contexts. 

 

The rest of the chapter is organized as follows. In section 6.2, we outline the 

standard relevance feedback used in our experiments. In section 6.3, we 

describe some active feedback algorithms including the gapped method and 

cluster method in [Shen and Zhai, 2005] and the maximal marginal 

relevance method [Carbonell and Goldstein, 1998]. Section 6.4 describes 

our split-list approach using document-contexts. We show the experiment 

results in Section 6.5 and Section 6.6 concludes the chapter. 

 

6.2 Standard Relevance Feedback 
 

In this section, we outline the baseline relevance feedback algorithm used in 

the experiments. We use the BM25 model [Robertson and Walker, 1994] as 

the retrieval model throughout the relevance feedback process. Equation 

2.16 shows the ranking equation of the BM25 model with k1 and b being the 

model parameters. For a query q, an initial retrieval is performed using the 

BM25 model. In order to increase the number of top ranked relevant 

documents for relevance feedback, pseudo-relevance feedback (PRF) is 

performed after the initial retrieval. 
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In the PRF, the top Nprf documents from the initial ranked list are assumed 

to be relevant, denote this set of top ranked documents to be dprf (i.e., | dprf | 

= Nprf). Terms are extracted from dprf for query expansion. The terms in the 

dprf are ranked using the following formula: 
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where t is a particular term occurs in dprf, f(t, dprf) is the occurrence 

frequency of t in the set of assumed relevant documents dprf, D is the 

collection of documents, card(D) is the cardinality of D which is the number 

of documents in D and df(t) is the number of documents in D containing t. 

The is actually the TF-IDF weight of term t.  

 

After all the terms in dprf are ranked using Equation 6.1, top Kprf terms are 

extracted. Denote the set of extracted terms to be qe_prf  such that | qe_prf | = 

Kprf. The scores of the Kprf terms are normalized so that they can combine 

with the original query q to prevent shifting the topic. The combined query 

qprf is the union of q and qe_prf with the weight of each term being: 
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where w(t, qprf) is the weight of the term t in the expanded query qprf, f(t, q) 

is the occurrence frequency of t in the original query q and αprf ∈[0, 1]is a 

mixture parameter controlling the weights of q and qe_prf. When αprf =1, it is 

the same as the initial retrieval using the original query. 

 

A second retrieval is performed using the BM25 model with the expanded 

query qprf. Top Nrf documents are judged by the user. In our experiments, we 

simulate user relevance feedback using the TREC relevance judgement files. 

Denote drf_rel to be the set of judged relevant documents with size Nrel and 
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`drf_irl to be the set of judged non-relevant documents with size Nirl such that 

Nrel + Nirl = Nrf. Similar to PRF, terms in drf_rel and drf_irl are scored using 
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respectively where f(t, drf_rel) is the occurrence frequency of term t in the set 

of judged relevant documents drf_rel, r(t) is the number of documents in drf_rel 

containing t, f(t, drf_irl) is the occurrence frequency of term t in the set of 

judged non-relevant documents drf_irl and i(t) is the number of documents in 

drf_irl containing t. The second term in Equation 6.3 is the w4 weight 

[Robertson and Sparck Jones, 1976] in Equation 2.11. IDF is not used here 

because we now have some relevance information. 

 

Terms in the set of judged relevant documents (drf_rel) and judged non-

relevant documents (drf_irl) are ranked by Equations 6.3 and 6.4 respectively. 

Top Krf_rel terms are extracted from the judged relevant documents (qe_rf_rel) 

while top Krf_irl terms are extracted from the judged non-relevant documents 

(qe_rf_irl). Denote qe_rf to be the union of the two sets of terms with the 

weights of terms being: 
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where βrf ∈[0, 1] is the mixture parameter controlling the weights of 

extracted relevant terms and non-relevant terms. Note that the range of w(t, 

qr_rf) is between -1 and 1. If a term has a weight less than 0, it is used to 

decrease the document score in the final retrieval. 
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Finally, qrf is the union of the terms from the original query q and the 

extracted terms qe_rf with the weights of the terms: 
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where αrf ∈[0, 1]. A final retrieval is performed using the BM25 model with 

qrf. Figure 6.2 describes the flow in our standard relevance feedback 

experiment. In active feedback experiments, changes are made in the RF 

block in Figure 6.2 such that the judged documents are not the top ranked 

ones.  

 

 
Figure 6.2: The flow of standard relevance feedback in our experiments. 

 

6.3 Related Work 
 

In this section we review some active feedback algorithms which do not use 

top Nrf ranked documents for relevance feedback. By modelling active 

feedback using the risk minimization framework for retrieval [Lafferty and 

Zhai, 2001], Shen and Zhai [2005] formalized the active feedback problem 
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as a decision making problem and experimented two active feedback 

methods. One is Gapped-Top-Nrf and the other one is Nrf-Cluster-Centroid 

method. Maximal marginal relevance (MMR) [Carbonell and Goldstein, 

1998] is also described in this section. 

 

Gapped-Top-Nrf 

 

In the Gapped-Top-Nrf method, instead of judging the top Nrf ranked 

documents, a gap of G documents is introduced between two judged 

documents. As a result, the i-th judged document is ranked at i+(i-1)G. For 

example, if G = 2, the set of judged documents will have rank numbers 1, 4, 

7,…, Nrf+(Nrf-1)2 in the retrieval list. With G = 0, the Gapped-Top-Nrf is 

essentially the standard method using top Nrf ranked documents (Figure 6.2). 

The Gapped-Top-Nrf method can be thought of clustering the top (G+1)Nrf 

ranked documents in the retrieval list based on their relevance scores such 

that the first cluster contains the first G+1 documents, the second cluster 

contains the next G+1 documents, etc. The document with the highest 

relevance score in each of the clusters is used for relevance feedback. It tries 

to capture diversity of documents by skipping documents with little 

difference in their relevance scores. Figure 6.3 shows the flow of the 

Gapped-Top-Nrf method used in our experiments. 

 

Nrf-Cluster-Centroid 

 

In order to directly capture diversity, explicit clustering is performed among 

the top Ncc documents. The top Ncc ranked documents are clustered into Nrf 

clusters and a representative document in each of the clusters is selected to 

be judged by the user. In [Shen and Zhai, 2005], the K-Medoid clustering 

algorithm [Kaufman and Rousseeuw, 1990] is used to cluster the top Ncc 

documents and the distance function used is the J-Divergence [Lin, 1991]. 

The clustering algorithm tries to group the documents into clusters such that 

documents within a cluster are similar to each other while documents belong 

to different clusters are dissimilar to each other. Similar to K-Means 

clustering algorithm [MacQueen, 1967], the K-Medoid clustering is a non-
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hierarchical clustering algorithm which minimizes the distance between 

documents in the clusters. The K-Medoid clustering algorithm is less 

sensitive to outliers to K-Means clustering algorithm. Figure 6.4 shows the 

details of the K-Medoid clustering algorithm. Note that when Ncc = Nrf, the 

K-Medoid clustering is the same as the standard relevance feedback 

algorithm (Figure 6.2). 

 

 
Figure 6.3: The flow of Gapped-Top-Nrf method in our experiments. 

 

Algorithm K-Medoid Clustering 
1. 
2. 
3. 
 
4. 
5. 
6. 
 
7. 
8. 

Randomly select Nrf of the Ncc documents as the medoids 
Associate each non-medoid document to its closest medoid 
Compute total distance which is the sum of distances from 
all documents to their medoids 
For each medoid document dm 
 For each non-medoid document do 
  Swap do and dm and compute the new total  
  distance 
Select the medoids with the smallest total distance 
Repeat Steps 4 to 8 until there is no change in the 
medoids 

Figure 6.4: Algorithm for K-Medoid clustering 
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For a pair of documents di and dj, the KL-Divergence [Kullback, 1968] 

measures the difference between the two documents by considering their 

underlying probability distributions: 
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where θi is the underlying language model for the document di which is a 

probability distribution defining the probability of seeing a certain term t: 
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where f(t, di) is the occurrence frequency of term t in the document di, |di| is 

the length of di, f (t, D) is the occurrence frequency of t in the collection D, 

|D| is the collection length which is the sum of all document lengths and 

]1,0[, ∈
idLMα  is the smoothing parameter used for mixing the document 

frequency with the collection frequency in order to avoid zero probability. 

Dirichlet smoothing is a common method for smoothing: 
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where µ  > 0 is a constant. 

 

The KL-Divergence measure is non-symmetric (i.e., DKL(di||dj) ≠ DKL(dj||di)). 

To obtain a symmetric measure, the J-Divergence [Lin, 1991] is defined as 

follows: 
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The J-Divergence is used as the distance function in the K-Medoid 

clustering algorithm. Figure 6.5 shows the flow of the Nrf-Cluster Centroid 

method used in our experiments. 

 

 
Figure 6.5: The flow of Nrf-Cluster-Centroid method in our experiments. 

 

Maximal Marginal Relevance (MMR) 

 

In 1998, Carbonell and Goldstein [1998] introduced the maximal marginal 

relevance. It is an iterative algorithm which selects a document di in each of 

the iterations by optimizing: 
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where J is the set of currently judged documents in the relevance feedback 

process, q is a query, Sim1(di, q) is a similarity measure (relevance score) 
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given by a retrieval model, Sim2(di, dj) is a similarity measure between two 

documents di and dj, finally, λMMR ∈ [0, 1] controls the weights of Sim1 and 

Sim2. The document selected by the MMR is said to have high “marginal 

relevance” which means it is both relevant to the query q (Sim1 is high) and 

contains the minimal similarity to previously judged documents (max{Sim2} 

is low). In our experiments, as we are using BM25 model for ranking the 

documents, Sim1(di, q) is the score returned by the BM25 model (Equation 

2.16): 
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For Sim2(di, dj), in our experiments, we use the cosine similarity between the 

two documents di and dj: 
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where id


is the vector representation of di, ji dd


• is the dot-product of the 

two document vectors, 
2id


is the Euclidean length of the document vector 

id


, similarly for dj. The weight of a term t in the document vector id


is 

given by: 
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This is similar to the standard TF-IDF term weight but using the square root 

of the IDF factor. The square root of the IDF factor is used because it is 

found to perform better [Dang et al., 2006] as it will multiply itself in the 

cosine similarity in Equation 6.13. 
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Figure 6.6 shows the flow of the MMR algorithm used in our experiments. 

The MMR algorithm is an iterative algorithm which takes one document for 

relevance judgement in each of the iterations. The first document to be 

judged is always the one ranked the first in the retrieval list. Note that the 

values of Sim1 in Equation 6.11 are unchanged for all documents through-

out the iteration process. They are actually the scores from the BM25 model 

using in the PRF process using the query qprf. Therefore, when λMMR = 1, the 

MMR algorithm is essentially the standard relevance feedback which Nrf top 

ranked documents are judged by the user (Figure 6.2). 

 

We can also re-rank the top Nmmr documents during each of the iterations 

using the available relevance information. The re-rank is done using query 

expansion from the judged relevant and non-relevant documents similar to 

the Equations 6.3 – 6.6. Instead of using the parameters Krf_rel, Krf_irl, αrf and 

βrf (see Section 6.2), a different set of parameters (Kmmr_rel, Kmmr_irl, αmmr and 

βmmr) is used. That is, a retrieval using the BM25 model is performed in 

each of the iterations with a modified query and the retrieval is done on the 

top Nmmr documents only (i.e., re-ranking top Nmmr documents). After the re-

rank of the top Nmmr documents in each of the iterations, the Sim1 scores of 

the documents in Equation 6.11 are changed. This is because we have more 

relevance information (i.e., one judged document) after each of the 

iterations such that the modified queries for each of iterations are different. 

As a result, λMMR = 1 will not produce the same result as the standard 

relevance feedback (Figure 6.2). Figure 6.7 shows the flow of the MMR-

Rerank algorithm which is very similar to Figure 6.6 but with a re-ranking 

step in each of the iterations. Since our split-list approach is also an 

algorithm with a re-ranking step, we mainly compare our results with those 

from the MMR-Rerank algorithm. 
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Figure 6.6: The flow of the MMR method in our experiments. 

 

 
Figure 6.7: The flow of the MMR-Rerank method in our experiments. 
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6.4 Split-List Approach to Relevance Feedback  
 

In this section we describe the algorithm of the proposed split-list approach 

to relevance feedback. The algorithm uses document-contexts by splitting 

the retrieval list into sub-lists according to the query term patterns exist in 

the top ranked documents. Query term patterns include single query term, a 

pair of query terms occur in a phrase and in proximity. The document-

contexts of a particular query term pattern are extracted from each of the 

ranked documents in the ranked retrieval list. Therefore, each sub-list 

contains the document-contexts having the same query term pattern. The 

document-contexts are then ranked in each of the sub-lists. Figure 6.1 shows 

an example of the lists of document-contexts for the query “Hubble 

Telescope Achievement”, only the lists of single query term are shown. The 

scores of the top ranked document-contexts for the same document are 

summed together to form the document score. The document with the 

highest score is used for feedback. Similar to the MMR-Rerank algorithm 

discussed in the previous section, our split-list algorithm is an iterative one 

which takes one document for relevance judgement in each of the iterations 

until Nrf documents are judged. Unlike MMR-Rerank, in each of the 

iterations, we re-rank the document-contexts in each of the sub-lists instead 

of re-ranking the documents. 

 

Similar to previous chapters, define d[k] to be the term occurs at the k-th 

position in the document d such that k ∈ [1, |d|], c(d, k) is the context of d[k] 

such that it contains 2n+1 terms which are the terms surrounding d[k]: 
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In the case where k ≤ n (i.e., at the beginning of a document), we do not 

have enough terms on the left hand side of d[k]. We then take (n-k+1) more 

terms on the right hand side to make sure 2n+1 terms are considered in a 

context. A similar trick is done when k > (|d|-n) (i.e., at the end of a 
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document) which we take (n+k-|d|) more terms on the left hand side. Stop 

words are removed from all the documents in our experiments. 

 

For a query q with s distinct terms {q1, q2, …, qs}, we have s lists of 

document-contexts which consider single query term occurrence, (s-1) lists 

of document-contexts which consider a pair of query terms occur in a phrase 

in the same order as the query and sC2 lists of document-contexts which 

consider a pair of query terms occur in proximity with a window size w. As 

a result, there is a total number of (2s+sC2-1) lists of document-contexts for 

a query having s distinct terms (Figure 6.8).  

 

 
Figure 6.8: The lists of document-contexts for a query with s terms. 

 

We extract document-contexts from the top Nsplit ranked document in the 

retrieval list. These Nsplit documents are scanned using a sliding window 

with size 2n+1. The set of contexts {c(d, k) : d[k] = qi, 1 ≤ i ≤ s} are inserted 

to the list of qi for single term occurrence. The set of contexts {c(d, k) : d[k] 

= qi, d[k+1] = qi+1, 1 ≤ i < s, } are inserted to the list of qi qi+1 for query 

terms occur in a phrase. The set of contexts {c(d, k) : d[k] = qi, d[k+p] = qj, 1 

≤ i ≤ s, 1 ≤ j ≤ s, i ≠ j, p ≤ w} are inserted to the list of qi…qj for query terms 

occur in proximity with distance less than w. 

 

After all the document-contexts are inserted to the corresponding lists, we 

re-rank the contexts in each of the lists using the available relevance 

information. We only discuss the ranking for the list of q1 because the 
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ranking for other lists are done similarly. We define the score of a context 

c(d, k) in the list of q1 being the probability of relevance of the context using 

the log-odds: 
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where R is the binary relevance variable which R=1 means relevant and R=0 

means non-relevant, c(d, k)[p] is the term at the p-th position in the context 

c(d, k). Denote dsplit_rel to be the set of judged relevant documents and dsplit_irl 

to be the set of judged irrelevant documents. For a term t: 
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where f(t, c(d,k)) is the occurrence frequency of the term t in the context 

c(d,k), dsplit_rel is the set of judged relevant documents, dsplit_irl is the set of 

judged non-relevant documents, αs_rel∈[0, 1] and αs_irl∈[0, 1] are smoothing 

parameters similar to αLM, di in Equation 6.8. After the scoring of the 

contexts using Equation 6.16, they are ranked by the descending order of the 

scores in the list. We rank the contexts in each of the lists. 

 

After the contexts are ranked, the top Nc ranked contexts in each of the lists 

are used to form the document scores. It is intuitive to assign weights to 

different lists, for example, the weight wl(q1) of the list of q1 is: 
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where αl > 0 and δl > 0 are constants. The weights for other lists are 

computed similarly. Equations 6.16 and 6.19 are multiplied together when 

combining context scores. 

 

The top Nc ranked contexts in each of the lists are extracted and scores of 

contexts are summed together for contexts belonging to the same document. 

The document with the highest score is used for relevance feedback. If Nrf 

documents are judged, the iterative process ends. Figure 6.9 shows the flow 

of the split-list approach algorithm in our experiments. 

 

 
Figure 6.9: The flow of the split-list algorithm in our experiments. 
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6.5 Experiments 
 

In this section we report the experimental results of using various active 

feedback algorithms described in previous sections. We use the TREC-2005 

data collection for parameters calibration and we perform tests on TREC-6, 

-7, -8 and -2005 data collections. Nrf is set to 20 for all the active feedback 

algorithms. That is 20 documents are judged by the user. The relevance 

judgements are given by the TREC judgement files for the corresponding 

collections. We report the precision at 20 documents (P@20) and the MAP 

measures. Randomization test is used for testing statistical significance 

between the MAP measures for different algorithms. 

 

Unlike Chapter 5 (Probabilistic Document-Context Based Retrieval Model) 

which residual collection is used for evaluation, we do not use residual 

collection in this chapter because different active feedback algorithms have 

a different set of judged documents. Therefore the residual collections are 

different for different algorithms which make comparisons difficult. For 

example, if a query has a small number of relevant documents in a 

collection and an active feedback algorithm successfully chooses most of 

the relevant documents for the user to judge, as a result the number of 

residual relevant documents for the query is very limited and thus it is more 

difficult for the query to perform better. Instead of residual collection, we 

use the rank freezing technique (see Section 2.4.1 (Evaluation in Relevance 

Feedback)) which the ranks of the judged documents in the final retrieval 

list are assigned according to the order of judging the documents. For 

example, the first judged document is assigned the rank number 1 in the 

final retrieval list. An active feedback algorithm finding more relevant 

documents for the user to judge will have a higher P@20. 

 

Table 6.1 shows the values of the parameters used in the various algorithms. 

The parameters are calibrated on TREC-2005 using grid search and the 

same parameter values are used in all other collections. Since all collections 

use the same parameter values, we are not picking the best results for each 
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of the collections. Therefore, no sensitivity studies are performed. In 

practice, the parameter values can be found using cross-fold validation. We 

optimize the P@20 for the PRF in order to have more relevant documents 

for the subsequent feedback experiments. The results of the initial retrieval 

(BM25) and PRF in TREC-2005 are shown in Table 6.2. From the results, 

the performance of BM25 can be greatly improved using the PRF.   

 

Table 6.1: Parameter values in our experiments 

Algorithm Parameters Values 

BM25 k1, b 1.4, 0.5 

PRF Nprf, Kprf, αprf 40, 40, 0.1 

Standard RF Nrf, Krf_rel, Krf_irl, αrf, βrf 20, 100, 40, 0.2, 0.8 

Gapped-Top-Nrf G 1 

Nrf-Cluster-Centroid Ncc, µ 30, 2500 

MMR λMMR 0.9 

MMR-Rerank 
Nmmr, Kmmr_rel, Kmmr_irl, 

αmmr, βmmr, λMMR 

70, 30, 10, 

0.2, 0.8, 0.2 

Split-List 
Nsplit, Nc, n, w, 

αs_rel, αs_irl, αl, δl 

100, 50, 25, 8, 

0.9, 0.9, 0.1, 0.1 

 

Table 6.2: Results of Initial Retrieval and PRF in TREC2005 

 P@20 MAP 

Initial Retrieval .3890 .2050 

PRF .4640 .2762 

 

Table 6.3 shows the results of different algorithms using rank freezing in the 

four tested TREC collections. For completeness and reference, the results 

without rank freezing are also shown in Table 6.4. Note that we do not 

perform direct comparisons on Table 6.4 because the results do not reflect 

the real utility perceived by the user in the relevance feedback process (i.e., 

the ranking of the judged documents may not be the same as the order when 

they are judged). In Tables 6.3 and 6.4, RF is the standard relevance 

feedback algorithm (Figure 6.2), GAPPED is the Gapped-Top-Nrf algorithm 
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(Figure 6.3), CLUSTER is the Nrf-Cluster-Centroid algorithm (Figure 6.5), 

MMR is the maximal marginal relevance algorithm (Figure 6.6), MMR-

Rerank is the maximal marginal relevance algorithm with re-ranking of 

documents (Figure 6.7) and SPLIT-LIST is our proposed split-list approach 

(Figure 6.9) for relevance feedback. Since rank freezing is used in Table 6.3, 

the P@20 of RF is the same as the P@20 of PRF in Table 6.2 for TREC-

2005. The best MAP values obtained for each of the TREC collections are 

bolded. From the results in Table 6.3, SPLIT-LIST obtained the best MAP 

in all the tested collections. MMR-Rerank and SPLIT-LIST are both having 

a re-rank step in the relevance feedback process. We can see that the results 

of the two “with re-rank” algorithms are better than those without re-ranking. 

Particularly, in TREC-2005, MMR-Rerank on average chooses 7% more 

relevant documents than RF and SPLIT-LIST on average chooses 13% 

more relevant documents than RF. Generally the P@20 of MMR-Rerank 

and SPLIT-LIST is also higher than that of RF on other collections. 

Therefore, if we want the user to have more relevant documents for judging 

during relevance feedback, an algorithm with a re-ranking step should be 

used. The difference in P@20 between SPLIT-LIST and RF shows that 

SPLIT-LIST can find documents that are different from the top Nrf ranked 

ones, hence increasing the diversity of the judged documents. 

 

Note that the lower P@20 of GAPPED and CLUSTER in Table 6.3 is due 

to the smaller number of relevant documents chosen by the algorithms 

during relevance feedback. When looking at the results without rank 

freezing (Table 6.4), GAPPED and CLUSTER actually perform better than 

RF on different collections. This shows that GAPPED and CLUSTER can 

find some relevant documents with high diversity although the number of 

relevant documents is smaller. 

 

We mainly compare our results (SPLIT-LIST) with those using MMR-

Rerank since both of them have a re-rank step. MMR-Rerank performs 

significantly better than RF in TREC-6 and TREC-7 while SPLIT-LIST 

performs significantly better than RF in all the four tested collections. This 

shows that SPLIT-LIST is more reliable than MMR-Rerank on different sets 
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of queries and collections. SPLIT-LIST performs significantly better than 

MMR-Rerank in TREC-2005 with 90% C.I. using randomization test. Since 

we are using TREC-2005 for calibration of parameters, the results show that 

SPLIT-LIST can perform better than MMR-Rerank when the values of 

parameters are set properly. 

 

Table 6.3: Results of various algorithms with rank freezing 

Algorithm 

TREC-6 TREC-7 TREC-8 TREC-2005 

P@20 MAP P@20 MAP P@20 MAP P@20 MAP 

RF .3370 .2580 .3660 .2606 .4240 .3032 .4640 .3257 

GAPPED .3200 .2508 .3030 .2375 .3660 .2581 .4230 .3226 

CLUSTER .3270 .2613 .3460 .2567 .3680 .2850 .4190 .3269 

MMR .3320 .2591 .3730 .2617 .4230 .2968 .4620 .3255 

MMR-Rerank .3870 .2976φ .4290 .2796φ .4530 .3162 .5410 .3410 

SPLIT-LIST .4310 .2996φ .4610 .2848φ .4880 .3209φ .6010 .3574φγ 

φ means the MAP is statistically significantly different with the MAP in RF with 
90% C.I. using randomization test.. 
γ means the MAP is statistically significantly different with the MAP in MMR-

Rerank with 90% C.I. using randomization test. 
 

Table 6.4: Results of various algorithms without rank freezing 

Algorithm 

TREC-6 TREC-7 TREC-8 TREC-2005 

P@20 MAP P@20 MAP P@20 MAP P@20 MAP 

RF .4870 .3474 .5340 .3230 .5630 .3658 .6560 .3847 

GAPPED .4840 .3751 .5420 .3307 .5880 .3728 .6790 .4026 

CLUSTER .5070 .3658 .5360 .3323 .5700 .3693 .7090 .4193 

MMR .4830 .3482 .5340 .3280 .5600 .3684 .6510 .3827 

MMR-Rerank .5040 .3836 .5490 .3381 .5580 .3767 .6980 .3894 

SPLIT-LIST .5280 .4099 .5710 .3506 .5890 .3853 .7200 .4055 

 

Depending on the specific tasks, different active feedback algorithms may 

be used to increase user’s satisfaction during relevance feedback. If the user 

has little concern of judging less relevant documents (e.g., in the case of 

paid judges), GAPPED or CLUSTER can be used to choose documents with 

a high diversity. On the other hand, if the user is more willing to judge 

relevant documents than non-relevant ones and at the same time does not 
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want to sacrifice the diversity of documents, SPLIT-LIST can be used to 

provide more relevant documents. 

 

6.6 Chapter Summary 
 

To conclude, we have applied the notion of document-context using an 

iterative process in relevance feedback. We split the retrieval list into sub-

lists of document-contexts for different query term patterns including single 

query term occurrence, a pair of query terms occur in a phrase and a pair of 

query terms occur in proximity. Our objectives are (a) finding more relevant 

feedback documents and (b) increasing the diversity of the feedback 

documents in order to enhance user’s satisfaction during relevance feedback. 

We also implemented different active feedback algorithms including the 

Gapped-Top-Nrf, Nrf-Cluster-Centroid and two versions of Maximal 

Marginal Relevance (MMR). One is having a re-ranking step (MMR-

Rerank) and the other does not. From the experimental results, algorithms 

with a re-ranking step (MMR-Rerank and SPLIT-LIST) can improve 

performance by finding more relevant documents for the user to judge. We 

also show that some active feedback algorithms (Gapped-Top-Nrf and Nrf-

Cluster-Centroid) can find documents with high diversity such that they can 

perform better than standard relevance feedback even with less relevant 

documents. The results also show that our proposed algorithm (SPLIT-LIST) 

can perform better than standard relevance feedback and more reliable than 

MMR-Rerank on different TREC collections. 

 

For future studies, we can use other retrieval models such as the language 

modelling approach to information retrieval [Ponte and Croft, 1998] instead 

of using the BM25 model as the baseline model throughout the relevance 

feedback process. Also, instead of only using query term patterns, expansion 

term patterns can also be used since the contexts of expansion terms can 

also be relevant to the user’s information need. 
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Chapter 7 
 

Conclusion and Future Work 
 

This section concludes the thesis and proposes some possible items for 

future studies. 

 

7.1 Conclusion 
 

A hybrid document-context based retrieval model has been investigated and 

extensively tested in retrospective experiments. We have tested the two 

assumptions which are Document-Training assumption and Context-

Training assumption, and find that context-training performs better 

document-training. Different smoothing methods are also experimented and 

results show that different smoothing methods perform similarly when the 

parameters are set properly. For combining the context scores, we have used 

different operators including the extended Boolean operators, Dombi 

operators and the ordered weighted average (OWA) operators. Results show 

that operators following the Disjunctive Relevance Decision (DRD) 

principle and Aggregation Relevance Decision (ARD) principle generally 

performs better and operators following the Conjunctive Relevance 

Decision (CRD) principle. The results are consistent with the TREC ad hoc 

retrieval evaluation policy. We have also shown that the proposed model 

obey the Probability Ranking Principle (PRP). 

 

We also have shown that TF-IDF term weights can be interpreted as making 

relevance decisions. Form the relevance decision-making perspective, TF-

IDF term weights are the result of simplifying out probabilistic non-

relevance decision model, when assuming the minimal context assumption. 

We have shown that the quantity )|0(log , dtRP n ∈=− ∂  to be IDF by 

assuming that (a) a new usage of a term arrives at a constant rate following a 

Poisson distribution and (b) the probability of non-relevance of term t is 

specified by our random match model of term usage. We have also proposed 



 150 

a modified minimum spanning tree clustering algorithm to find the number 

of clusters of a term as the number of usages of the term. 

 

By no longer making the minimal context assumption, we have developed a 

probabilistic document-context based model which is called the binary 

independence language model (BILM). We have experimented the model in 

relevance feedback and retrospective experiments and the results show that 

the proposed model is effective across different TREC collections. 

 

Lastly, we have applied the notion of document-contexts to a split-list 

approach for relevance feedback. The algorithm aims to (a) find more 

relevance documents, and (b) increase the diversity of the documents in the 

relevance feedback process. Thereby enhances the user’s satisfaction during 

relevance feedback. The results show that the algorithm is promising when 

compared with other similar relevance feedback algorithms. 

 

7.2 Future Work 
 

Context definition 

 

In this thesis, a context is defined as the set of terms surrounding a query 

term within a given distance n. That is, a context only consists of terms 

which having distance from query terms less than n. For terms having 

distance from query terms greater than n, they are not considered to be part 

of the context. This can be thought of having a sharp boundary in which 

terms outside the boundary are not considered. On the other hand, we can 

have a soft boundary by introducing a weight depending on the distance 

from the query terms. The weight decreases as the distance from query 

terms increases. This is used in the positional language models approach for 

information retrieval [Lv and Zhi, 2009] which defines a language model for 

each position of a document, and score a document based on the scores of 

the individual positional language models. The positional language model is 

estimated based on propagated counts of words within a document through a 
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proximity-based density function. Experiment results show that the 

positional language model outperforms other proximity-based retrieval 

models.  

 

N-gram models 

 

Following the language modeling approach to information retrieval [Ponte 

and Croft, 1998], a general language model [Song and Croft, 1999] was 

developed based on a range of smoothing techniques and it can be extended 

to incorporate probabilities of phrases such as term pairs and term triples. 

The results in [Song and Croft, 1999] have shown that term pairs are useful 

in improving retrieval performance. The unigram model makes a strong 

assumption that each term occurs independently, while the bigram and 

trigram models take into account the local context. For a bigram, the 

probability of seeing a term depends on the probability of seeing the 

previous term. For a trigram, the probability of seeing a term depends on the 

probability of seeing the previous two terms. In this thesis, the unigram 

model is used for calculating the probabilities of the terms inside each of the 

document-contexts. As a result, the context score is the product of the 

probabilities of individual terms. Similar to the general language model 

[Song and Croft, 1999], n-gram models instead of the unigram model can be 

used in the proposed document-context based models. When considering the 

document context c(d, k) at the k-th location in document d, instead of just 

using the 2n+1 single terms for making local relevance decision (i.e., 

∂d,k(c(d, k), q)), n-gram models can be considered. For example, the 

probability of seeing the p-th term in the context c(d, k) where p∈[1, 2n+1] 

is equal to the probability of seeing the p-th term given the previous (p-1)-th 

term. 

 

Part-of-Speech (POS) tagging 

 

Besides lexical features such as single query terms, a pair of query terms 

occurred in a phrase and proximity, semantic features such as part-of-speech 
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tags can also be used to identify better patterns in the document-contexts. 

Accurate part-of-speech tagging of natural language data can improve the 

effectiveness of information retrieval models. Recently, Lioma and Blanco 

[2009] introduced a new type of term weight that is computed from part-of-

speech (POS) n-gram statistics. The POS-based term weight represents how 

informative a term is in general, based on the ‘POS contexts’ in which it 

generally occurs in language. Five different computations of the POS-based 

term weights were proposed and experimental results shown that when 

conventional retrieval models (e.g., BM25 model) is integrated with the 

POS-based term weights, the effectiveness of the retrieval increases. 

Therefore, besides only using terms, we can also use part-of-speech tags for 

calculating the context scores.  

 

Language modeling approach 

 

The document-context based models in this thesis are mainly developed 

using the log-odds similar to the binary independence retrieval (BIR) model 

[Robertson and Sparck Jones, 1976]. Different document-context based 

models can also be developed by considering the probability of generating 

the query q by the document-context c(d, k) which is similar to the language 

modeling approach to information retrieval [Ponte and Croft, 1998]. 
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