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Abstract 

Studies on road networks have received intensive interdisciplinary attention during 

latest several years for two reasons.  The first is that the road network is a common 

and easily accessible spatial complex system. The second is that a road network has a 

close relationship with human life and city evolution. Current studies cover almost 

every aspect of a road network, for instance, road feature extraction from image data, 

road map generalization and schematization, road selection and optimization, traffic 

simulation and statistical analysis of road networks. However, little attention has been 

devoted to structure of a road network. This project attempts to study the properties of 

the structure of road networks in various aspects, i.e. scale-free, mixing patterns, 

small-world, hierarchy and structural fractal.   

By “scale-free” it is meant that the distribution of the node connectivities in a 

network follows a power law.  In study of the scale-free, the revised 

Kolmogorov-Smirnov statistics was adopted to replace conventional least square 

method as it provides more reliable and robust result for a power law distribution.  In 

the study of mixing patterns of road connectivities, the profile of connectivity 

correlation probability was firstly employed to visualize the results.  By 

“small-world” it is meant that any two nodes in a network can be connected by a 

relatively short chain. In examination of the small-world structure, two measures, i.e., 

clustering coefficient and characteristic path length were introduced.  In study of 

hierarchical structure, the ego network analysis rooted in social science was 

introduced to define the order of each road so as to construct the hierarchical structure 

of a road network. The ego network was then improved to become weighted ego 

network by assigning a weight to each link in the network. By “structural fractal” it is 

meant that the structures of an object at different scales look self-similar. To examine 

this structure, the Maximum Excluded Mass Burning (MEMB) algorithm was 

employed.  Traffic and other socio-economic data were collected to explore their 

relationships with these structural properties.  

Through these studies, it has been found that (1) road networks are scale-free 

and the estimated exponents of power law distributions of their road connectivities 
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range from 2.11 to 3.50 with an average of 2.69; (2) shortcuts that make a road 

network easily accessible are created by mixing pattern in a scale-free road networks, 

and the profile of connectivity correlation probability is valid to visualize the mixing 

pattern of road connectivities; (3) road networks are small-world with an average 

length of the shortest paths (between any two roads) of eight. Results also indicate 

that a more developed region has a more mature road network to meet its 

transportation demands; (4) road networks are hierarchical in terms of the 

opportunities and constrains of each road in flow transmission. Ego network analysis 

is effective in formation of the hierarchical structure of a road network, and the 

weighted ego network analysis improves the performance; (5) road networks are 

structural fractals with fractal dimensions ranged from 2.94 to 4.90. Results indicate 

that the more complex the structure of the road network is, the more developed the 

region will be.  

The findings shed new light on the organizational principles and dynamical 

mechanisms of road networks.  They reveal that, like other complex adaptive 

systems, a road network develops in a self-organized way by maximizing its ability of 

flow transmission in a limited geographical space. In addition, this study help 

investigate the socio-economic meanings of an urban structure. It provides empirical 

guides for future planning and policymaking for regional development and 

transportation design. 
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Chapter 1  Introduction 

A network is a collection of nodes joined together in pairs by links (Newman 2010). 

Many objects of interest in social, physical, economic and geographical sciences can 

be treated as networks. For instance, a road network can be represented by an abstract 

connectivity graph where nodes are named streets and links representing the 

intersection relationship between the two corresponding named streets. As this study 

aims to show, thinking of a road network as a kind of abstract graph or network can 

lead to new and useful insights, especially for understanding the universal 

organizational principles and evolutionary rules of road networks. This Chapter 

provides an overview of the role of road networks in urban systems, human life and 

complex network science. Emphasis is placed on the introduction of complex network 

analysis to road network study. This approach and its potential applications are only 

minimally represented in the literature and so are in need of investigation. 

1.1 Background and motivation 

Roads wind their ways in the city with the complexity of plant roots. To some extent, 

road networks define urban spatial patterns (Forman and Alexander 1998). The entire 

road system has long been treated as a magic combination of morphology, structure 

and function, principally for two reasons. On one hand, like the blood circulation 

system of the human body, the road system conveys information, energy and various 

flows to support the normal operation and growth of the city. On the other hand, the 

process of designing and developing a road network is like writing a melody.  Each 

road with its individual shape, length and name forms the basic musical note. The 

“notes” of unique positions and roles work together and make a harmonious song. In 

this sense, the structure and pattern of a road network is both an art and a science.     

1.1.1 The role of road networks in urban systems and human life 

As one of the five elements composing the image of a city (Lynch 1960), roads 

combine together to form the skeleton of a city. Roads or paths serve as both traffic 

channels in large scale spaces and social relationship bridges in small scale spaces. 

For instance, strangers navigate in the city by path selection and interact with the city 

by sight-seeing around the road. Citizens extend their physical communication spaces 

with the help of roads. In fact, roads comprise around 20-30% of land in urban areas 
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(Chester et al., 1996). Few features of urban infrastructure are more prominent than 

local roads, highways and railways. 

Urban morphology is also greatly influenced by its road network (Salingaros 

2003). The influences can be observed everywhere. For instance, urban spatial 

expansion (Roberto et al., 2002, Fan et al., 2009), urban development (Snellen et al., 

2002, Dong et al., 2007, Hillier 2009) and land use change (Kim and Sohn 2002, 

Chirapiwat 2005). 

The close relationship between a road network and human behaviors has also 

been recognized by researchers. Fruitful results of research into this topic can be 

found in many fields, especially in the space syntax community. For instance, it is 

found that morphology and pattern affect route selection (Dalton 2003), human 

movement (Hillier and Iida 2005), air pollution (Croxford et al., 1996), crime (Hillier 

and Sahbaz 2008), location of amenities (Rocco and Nes 2005), residential property 

(Chiaradia et al., 2009), housing and real estate development (Matthews and Turnbull 

2007, Baran et al., 2008). 

1.1.2 Road network as a spatial complex system 

Apart from the important roles a road network plays in an urban system and human 

life, a road network itself is a complex system. A complex system is a system 

composed of interconnected parts that as a whole exhibit one or more properties not 

obvious from each individual part (Joslyn and Rocha 2000). The often-cited examples 

of complex systems are ant colonies, the immune system, biological cells, the Internet, 

the World Wide Web, economic markets and human social networks. A road network 

is also a complex system due to the fact that roads intersect with each other in various 

manners and an entire road network demonstrates certain universal properties. 

Conventional approaches for complex systems include artificial intelligence, 

control theory and chaos theory. Recently, network theory has become an essential 

ingredient in the study of complex systems (Amaral and Ottino 2004). A network is a 

simplified representation that reduces a system to an abstract structure capturing only 

the basics of connection patterns and little else (Newman 2010). A road network as a 

complex system can also be represented by a kind of graph or abstract network (see 

Figure 1.1).  
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Figure 1.1 A sampled road network and one of its graph representations 

Figure 1.1(b) is only one of the graph representations of a road network in Figure 

1.1(a). It is noted from Figure 1.1 that unlike other kinds of highly abstract complex 

systems, a road network is a spatial complex system, because that a road network is 

closely embedded in the geographic space. In a road network, each road intersection 

occupies a unique position in the earth surface, and each road segment represents a 

real-life physical connection. In fact, the geometric information has long been 

considered in the representation and modeling of road networks. For instance, a 

weight can be given to each link in Figure 1.1(b) according to the length of the 

geometric distance between any two roads. Certain morphological measures such as 

the number of turns, the sum of the deflection angles were also taken into account in 

road network analyses. 

Researchers found that as spatial complex systems, road networks demonstrate 

certain universal properties. For instance, a road network is neither a tree nor a grid, 

but a combination of them (Alexander 1965). A road network is a geometric fractal 

(Batty and Longley 1994). In addition, it is found that the connection patterns of roads 

in a road network have great influences on the function of the entire road network. In 

other words, the connection patterns of roads in a road network affect the traffic flow 

accommodation, information, navigability and searchability of the road network.  

Stated briefly, the motivation for this work grew out of the realization of the 

important role of a road network in the urban system and human life, and recent 

theoretical advances in complex system. 

(b) (a) 
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1.2 Road network study: the state of the art  

People principally utilize roads to move around a region. Civil engineers design and 

construct roads; psychologists are interested in how people select routes; physicists 

are curious about the organizational principles of road networks; geographers study 

the underlying structure and pattern of road networks; and cartographers are 

concerned with multi-scale representation and schematic mapping of the road 

networks etc. Despite the differences in emphasis and interest, these specialists share 

a common interest, that is, they wish the road network to be navigable in perception 

and robust in transportation. 

1.2.1 Representations of road networks  

A road network can be represented in various ways.  As illustrated in Figure 1.2, 

three main approaches have been developed to road network representation. The 

approaches include cognition-based representation (e.g. sketch map, axial line and 

stroke), geometry-based representation (e.g., projected shape file of a road network) 

and structure-based representation (e.g., primal graph and dual graph).  

 
Cognitive map
Sketch map
Axial line

Cognition-based
Characteristic points
The Intersection Continuity Negotiation Line

repersentation of a road network
Stroke

Semantic : Named streets
Geometry-based: Projected shapefi

⎧
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎩

le
Primal graph

  Structure-based
Dual graph

⎧
⎪
⎪
⎪
⎪
⎪
⎪⎪
⎨
⎪
⎪
⎪
⎪
⎪ ⎧⎪ ⎨
⎪ ⎩⎩

 

Figure 1.2 A classification scheme of representations of a road network 

1.2.2 Modeling and analysis of road networks 

A series of studies based on these representations have been carried out on road 

networks. Current studies cover almost every aspect of a road network. Amongst them, 

the main research topics for modeling and analyzing road networks are briefly given 

as follows: 
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 Road network modeling: 3D road network modeling, artificial intelligence 

modeling for human route selection, agent-based transportation modeling  

 Road network analysis: road feature extraction from image data, road map 

generalization and schematization, route selection and optimization, and 

traffic simulation of road networks 

In the work of modeling and analysis, techniques from various disciplines are 

adopted, including mathematics (graph theory, set theory, fractal geometry), computer 

science and artificial intelligence (genetic algorithm, simulated annealing, machine 

learning, artificial neural networks, ant intelligence), geographical information 

science (spatial analysis, spatial relations), cartography (multi-scale representation, 

simplification, thematic mapping, visualization), physics (information theory, 

ensemble theory, Monte Carlo method), and network science (degree, path, 

component and community). 

1.2.3 Universalities shared by urban street networks 

Investigation into the universalities shared by road networks is of great significance. 

On one hand, it helps us understand the organizational rules and evolutionary 

principles of an urban system; on the other hand, it can provide technical support for 

urban design and transportation planning.  

It is however noted that most of current studies on the properties of road 

networks focused on geometry, morphology and pattern. Little attention has been paid 

to road network structure. Regarding the approaches involved in exploring the 

properties shared by road networks, most of them concern spatial analysis, pattern 

recognition, mathematical and statistic analyses and computer-aided modeling. So far 

little effort has been devoted to complex network analysis. Studies on urban street 

networks and small-area road networks have explored certain regularities shared by 

road networks as follows:  

 Self-organized 

Self-organization is the process where a structure or pattern appears in a system 

without a central authority or external element imposing it through planning. It is a 

fundamental property of open and complex systems. For instance, structural phase 

transition in physics, liquid crystals in chemistry, bird/fish flocking behavior in 
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biology and herd behavior in human society.  

    In geographic domain, researchers’ interests in self-organization have been 

triggered by two seminal studies, i.e., Haken’s (1983) theory of synergetics and 

Prigognine’s dissipative structures (Nicolis and Prigogine 1977). Road networks are 

found to be self-organized as they demonstrate some universal structural or 

morphological properties irrespective of different sizes and morphologies. The typical 

universalities for road networks include fractal, hierarchical, small-world and 

scale-free properties. 

 Fractality 

The term fractal was coined by Mandelbrot (1967) over forty years ago to define the 

shapes or behaviors that have similar properties at all levels of magnification or across 

all times. Fractals are ubiquitous in nature and society from snowflakes and trees to 

phase transitions and critical phenomena (Stanley 1971, Feder 1988).  A large body 

of literature can be found about the fractality of geometric objects (Mandelbrot 1982, 

Muller 1987, Batty and Longley 1994, West et al., 1999, Shen 2002, Abbott 2006, 

Mcnally and Mazza 2010), because fractals were first discovered in geometric objects, 

e.g. coastal lines and snowflakes.   

In the geographical domain, investigations into the fractality of the geometric 

nature (or form) of geographical objects (e.g. cities and road networks) and its 

relationship with certain socio-economic and environmental issues have been carried 

out (Batty and Longley 1994, Batty and Xie 1999, Guimera 2003, Lu and Tang 2004, 

Batty 2005, 2008).  The fractal has also become a tool for map generalization 

(Goodchild 1980, Muller 1987, Butternfield 1989, Longley and Batty 1989, Li and 

Wu 2005).  

 Hierarchical 

In the context of road networks, hierarchy means different orders, priorities and 

advantages for roads. There are various ways to define road hierarchies. For instance, 

functional class (Kulash 2006), centrality (Jiang and Claramunt 2004), geometric 

length (Thomson 2006), travel-time (Lämmer et al., 2006), flow dimension and flow 

capacity (Jiang 2008a), connectivity (Jiang 2008b), and spatial knowledge (Tomko et 

al., 2008). However, most measures remain at the level of theoretical orientations, and 

for this reason, real-life data need to be collected to evaluate them. 
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 Small-world  

It is found that any two people in the world can be connected by a short chain of 

intermediate acquaintances, or “six degrees of separation” proposed by Milgram 

(1967). This phenomenon in social science was then extended to general networks by 

Watts and Strogatz (1998). A small-world network is characterized by high local 

clustering and good global accessibility.  Many social and natural networks 

demonstrate a small-world structure. For instance, the scientific co-authorship 

network (Newman 2001), the World Wide Web (Barabási et al., 2000), actor networks 

(Amaral et al., 2000, Strogatz 2001), neural networks (White et al., 1986) and power 

networks (Watts and Strogatz 1998).  

In geography, a large number of transportation systems has been found to be 

small-world including subway networks (Latora and Marchiori 2002), railway 

networks (Sen et al., 2003), airline networks (Guimera et al., 2005) and urban street 

networks (Buhl et al., 2006, Porta et al., 2006a, 2006b, Gao et al., 2007, Jiang 2007, 

Xu and Sui 2007)  

 Scale-free  

In network science, a scale-free network refers to the network with a power law 

degree (or node connectivity) distribution. The scale-free structure has been observed 

in a host of networks. Urban street networks are also found to be scale-free in terms of 

geometric length and road connectivity (Jiang 2007).  

It is noted that by urban street networks, we mean the road networks embedded 

in the largest urban land use parcel in a city (Jiang 2007).  Despite all the above 

efforts, there are still some knowledge gaps. For instance, most studies on road 

networks have focused on urban street networks. This focus is a narrow one and only 

captures part of the urban system. Other limitations to current road network study are 

listed as follows: 

 the status of the direct connection of each road is discussed, while the 

connections between neighbouring roads are ignored; 

 only single scale is investigated, but the structural property of road networks 

at different scales is still a challenge and 

 many measures remain at the level of theoretical orientations, and so it is still 

necessary to explore the possible applications of the measures. 
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1.3 Scope and objectives of this study  

This project attempts to investigate the universal organizational principles of road 

networks. More precisely, this project aims  

 to conduct a systematic investigation into the structural properties of road 

networks in various aspects, i.e. scale-free, mixing patterns, small-world, 

hierarchy and structural fractal (fractality); and 

 To explore the possible association of these properties with social-economic 

development.   

To achieve these objectives, complex network analysis is adopted or developed.  

In such analysis, the original road network was first converted into an abstract 

connectivity graph based on the concept of stroke and the intersection relationship 

between strokes. Then four types of structural analyses have been carried out, i.e., 

scale-free, mixing pattern, small-world, hierarchical and structural fractal. 

Socio-economic data including traffic flow, population and housing units are obtained 

to explore the possible applications of the measures or approaches. A framework for 

this study is built as follows: 

  

 

 

 

 

 

 

Figure 1.3 The framework for investigating the structure of a road network by 
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In Figure 1.3 measures and approaches for studying the structure of a road 

network are represented by solid rectangles. The structural properties detected are 

highlighted in bold. The theoretical models are evaluated by socio-economic data in 

dash rectangles.  

The contributions of this study are summarized as below: 

 It provides a novel way to visualize the mixing pattern of a road network has 

been introduced, and such property has been first time related to scale-free 

property by shortcuts; 

 It points out the “eight degrees of separation” phenomenon in road network 

structure; 

 It proposes improvements of conventional ego network analysis; 

 It provides efficient approaches to form the hierarchical structure of road 

networks; and finally, 

 It discovers that road networks are structural fractals. The self-similar 

structure may make a road network robust and easily navigable. 

It is noted that to provide more reliable results, a large sample of general road 

networks have been collected. The findings of the five kinds of analyses help bridge 

current knowledge gaps in road network study and blur the borders of many 

disciplines.  

1.4 Structure of the study 

The study comprises eight Chapters. A short preview of the contents of these chapters 

is provided below: 

Chapter 2 is a survey of current representations and analyses of road networks. 

Regarding the representation, three main types of representations for road networks 

are identified, which are cognition-based representation, geometry-based 

representation and structure-based representation. Special attention is given to the 

concept of stroke and stroke-based connectivity graph. With regard to road network 

analysis, five main research topics and major techniques involved for each topic are 

reviewed. 
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Then four types of structural analyses have been carried out, i.e., scale-free, 

mixing pattern (Chapter 3), small-world (Chapter 4), hierarchical (Chapter 5 and 6) 

and structural fractal (Chapter 7). The scale-free and small-world properties are 

considered because that they have been given the most attention in network science, 

and they are closely related to the hierarchy, navigability, and robustness of road 

networks (Kleinberg 2000, Kalapala et al. 2006; Song et al. 2006).  Scale-free and 

mixing pattern analysis focus on the status and preference of the connectivity of each 

road, which may brings a road network with shortcuts. To examine whether and to 

what extent the shortcuts exist at both local and global level, the small-world analysis 

including local clustering and global average shortest path length is carried out.  

The scale-free and small-world analyses indicate that the importance of a road 

can be inferred by combination of connectivity and clustering status among its 

neighbours. Therefore, ego network analysis, which considers both of the two factors, 

is introduced to form a hierarchical road network. And this approach is further 

improved to be weighted ego network analysis by considering preferential attachment 

and “degree of 1 effect”. 

It is found that 50 general road networks of different natural, social and historical 

origins all show scale-free, small-world and hierarchical structural properties. It is 

thus natural to make a hypothesis that the road networks are structurally fractals. We 

first examine the structural fractal property of road networks by box-counting, and 

then study the self-similarity in the structures of road networks by small-world and 

scale-free analyses.  

Finally, Chapter 8 concludes the study. The main discoveries and contributions of 

the research are pointed out. Limitations are explained and future work is proposed. 

The electronic auxiliary material related to this study is attached in the appendix. 
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Chapter 2  Representation and analysis approaches for     

road networks  

This Chapter provides a brief review of the methodologies for representing and 

analyzing road networks. Before starting the review, the notion of representation 

should be made clear.  A representation is considered propositional or image-like as 

a result of how it interacted informationally with the representation agent. Two factors 

are considered during the representation process, i.e. content and format (Davies 

2002). Content is about what you want to represent, and format focuses on how you 

represent the object(s). The aim of representation is to visualize the relationships and 

patterns of given data.  

2.1 Representation approaches for road networks 

A good collection of representation approaches have been proposed in the past to 

capture the morphology, structure and function of road networks. Generally speaking, 

there are three main types of representation approaches for road networks, i.e., 

cognition-based representation, geometry-based representation and structure-based 

representation.   

2.1.1 Cognition-based representation 

The cognition-based representation of geographic environments is developed because 

of the fact that people utilize an internal model generated by what s/he observes to 

gain useful information from the outside environment. Human cognition or visual 

perception is therefore the first and paramount consideration in this approach. 

However, human cognition and perception is a very complex process and it is difficult 

to interpret the forming process and working mechanism of the internal model. 

The first work aimed at dealing with the challenge was the rats experiment 

carried out by Tolman (1948).  In Tolman’s experiment, the behaviors of rats, and by 

analogy human’s behaviors, in different environments were observed. Tolman 

hypothesized that there is a map-like representation, in the human mind which guides 

human daily movement and he named this the “cognitive map”. Tolman’s seminal 

work initiated a lengthy stream of research on understanding how humans perceive 

and structure information from the environment, and how they use this knowledge to 
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perform several tasks (Carr and Schissler 1969, Horton and Reynolds 1971, Siegel 

and White 1975, Golledge 1978, Aragones and Arredondo 1985, Banai 1999).  

Based on the above efforts, Lynch (1960) firstly and systematically proposed that 

humans have the aid of five elements in their outside environment to form an image 

of the city. The five elements are paths, edges, districts, nodes and landmarks. 

Lynch’s theory emphasized the role of visual perception, while Portugali (2000) 

proposed that both visual and non-visual modes of sensation and information 

collectively transfer the very large spatial entities to an abstract internal representation 

in the human mind. 

The results of research into the principles and processes of human cognition 

constructed foundations for different representation models that interpret human 

cognition of the geographical environment (Golledge 2002). Amongst them, the 

sketch map has been one of the most frequently used approaches for cpaturing human 

cognition of urban space. A sketch map is usually drawn by an interviewer to express 

his/her impression of a geographical environment (see Figure 2.1).   

 

 

 

 

 

  

Figure 2.1 Three kinds of sketch maps in central Toronto (Huynh et al., 2008) 

As illustrated in Figure 2.1, the sketch map intuitively reflects human perception 

and cognition of geographical environments including road networks. However, a 

sketch map is usually too simple and rough. To solve this problem, Hillier and his 

colleagues (Hillier and Hanson 1984, Hillier et al., 1983, Hillier 1999) developed an 

approach of axial map to represent space by a set of axial lines. The term axial line is 

defined to be the longest line that one can draw from a randomly selected starting 

point in the open space, and an axial map is thought to be composed of the smallest 

number of axial lines which pass through the open space and are intersected (see 

Figure 2.2). 
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Figure 2.2 Barnsbury road network and its axial map (Hillier and Hanson, 1984) 

The formation of an axial map and its quantitative measures build the foundation 

of space syntax theory, which sheds important light on understanding the art and 

science of architecture at different scales. However, the production of an axial map 

greatly depends on the experience of map producers. It is therefore not always 

reliable. 

Apart from the sketch map and the axial map, there are other ways to represent a 

road network based on human cognition and perception (see Figure 2.3). For instance, 

characteristic points, which are important points guiding human navigation (Jiang and 

Claramunt 2002), the Intersection Continuity Negotiation (ICN) line (Portal et al., 

2006b) and strokes based on the Gestalt principle of good continuity (Thomson and 

Richardson 1995, Thomson 2003). 

The characteristic point utilizes points that are key in the description of the 

morphology of a road segment (see Figure 2.3(b)), e.g. the ends of a road and the 

turning points on a road segment. The ultimate goal of the characteristic point is to 

sketch the configuration of space. This method effectively depicts human 

route-searching behavior in the real world and possesses certain advantages over the 

axial map (Jiang and Claramunt 2002), but it ignores other information such as the 

length and connectivity of individual road. In addition, the point is a zero-dimensional 

expression in geometry. Thus is not reasonable to take it to represent the 

two-dimensional or three-dimensional road network. 

These limitations have been addressed by two further approaches. One is the 

Intersection Continuity Negotiation (ICN) model (Porta et al., 2006b) based on 
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human’s preference to go straight at intersections (see Figure 2.3(c)); another is to 

concatenate segments based on the Gestalt Principle of good continuation of 

perception, which states that graphic elements that suggest a continued visual line will 

tend to be grouped together (Bastoky 2010). The concatenated long line is called a 

stroke (Thomson and Richardson 1995, Thomson 2003). 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.3 A sampled road network and its representations 

Both ICN line and strokes indicate that road segments should be concatenated for 

valid representation. However, the stroke is easily obtained and more intuitive, and 

has been frequently used in map generalization and structural analysis (Edwardes and 

Mackaness 2000, Zhang 2005). In the present study, the stroke has therefore been 

adopted to represent a road network. The following paragraphs explain details of the  

construction of strokes. 

A number of criteria have been developed to extract strokes. Amongst them, 

deflection angle has been most frequently used. It extracts strokes based on segment 

negotiation at the given junction. As illustrated in Figure 2.4(a), if junction n2 is 

chosen as the starting junction, the three original road segments 1, 2 and 3 (black lines) 
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intersecting at junction n2 will negotiate with each other to form strokes. As a road arc 

is actually composed of a series of very small linear segments with given intervals, for 

each road arc, its nearest linear segment to junction n2 is chosen and the deflection 

angles α  and β  between these linear segments are obtained (see Figure 2.4(b)). 

A threshold δ  of the deflection angle needs to be defined before the extraction 

of strokes. In this example, since α  is smaller than β , there are only two possible 

results of strokes in accordance with the value of δ  as below: 

 if α δ> , three individual strokes S1, S2 and S3 are formed for each road 

segment 1, 2 and 3 (see Figure 2,4(c)); and 

 if α δ≤ , two strokes are formed, that is, road segment 1 is connected to road 

segment 3 to form stroke S1, and road segment 2 itself forms another stroke 

S2 (see Figure 2.4(d)). 

 

Figure 2.4 The construction of strokes from individual segments 

Regarding the value of δ , previous studies suggested that any value between 

degree 30 and degree 75 is reliable (Jiang et al., 2008).  In this study, the value of δ  
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is set as degree 60.  To better illustrate stroke extraction, Figure 2.5 shows how the 

strokes (Figure 2.5(b)) were obtained from segments (Figure 2.5(a)) for a sampled 

road network.  In this example, the original 25 road segments were concatenated into 

11 strokes.   

 

Figure 2.5 A sampled road network and its strokes 

Put briefly, the cognition-based representation has been an important tool to 

represent a road network based on human perception and cognition. However, it still 

has certain limitations. For instance, construction of a cognitive map is 

labour-intensive and subjective; the derivation of an axial map is time consuming, 

especially for a large road network. More importantly, some information is ignored in 

cognition-based approach, for instance, the location, shape and connection properties. 

It is therefore necessary to develop new representation approaches that take into 

account this missing information. 

2.1.2 Geometry-based representation 

Geometry-based representation focuses on geometric aspects of geographic objects, 

e.g., shape, size, direction and position (Li and Huang 2002). Compared with 

cognition-based representation, geometry-based representation has two obvious 

advantages. On one hand, precise geometric or geographic coordination is 

significantly considered; on the other hand, distance or proximity is a major concern. 

Geometrical representations therefore capture the embedding of a road network in 

geographical space. In fact, in the geometry-based representation, a road is typically 

represented by a polyline or a collection of polylines, where such polyline(s) capture(s) 

the centreline of part of a road (see Figure 2.6). 
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Figure 2.6 A road in a housing estate and its geometric representation 

As illustrated in Figure 2.6, geometric representation of road networks provides 

information on shape, coordination and thus morphology of each road segment. The 

highlighted coordinates in bold are the starting point and ending point of the road 

segment. The main disadvantages of geometry-based representation are that it 

requires a large space to store the information and can not intuitively reflect the 

structure of road networks. 

2.1.3 Structure-based representation 

In the structure-based representation, a road network is represented by a graph with 

nodes, links and weights. In some cases, direction is also considered. Generally 

speaking, two kinds of structure-based representations have been developed, i.e. 

primal representation and dual representation.  In the primal representation, road 

intersections are turned into nodes and road segments into edges. Such a 

representation is intuitive and has a strong connection to the geographic dimension 

(Porta et al., 2006a). Figure 2.7 gives an example of the primal graph of a sampled 

road network. 
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Figure 2.7 A sampled road network and its primal graph  

A large number of real-life road networks are actually stored in such a primal 

form. For example, the TIGER (Topologically Integrated Geographic Encoding and 

Referencing) dataset of U.S. Census Bureau is built in accordance with the rule that 

road centrelines are embedded between nodes (see Figure 2.8).  

 

Figure 2.8 The attributes of a road in TIGER data 
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As illustrated in Figure 2.8, the three fields named “TLID”, “TNIDF” and 

“TNIDT” mean “permanent edge ID”, “From node identifier” and “To node 

identifier” respectively.  

In the dual representation of road networks, a node can represent various things, 

from road segment to named street, from stroke to axial line. Table 2.1 illustrates the 

common structure-based representations of a sampled road network of London (see 

Figure 2.9). It is noted that different representations convey different complexity and 

information of the road network. The advantages and shortcomings of dual 

representation of road networks have been often remarked (Batty 2004, Jiang and 

Claramunt 2004, Ratti 2004, Porta et al., 2006b).  

 

Figure 2.9 A sampled road network in London 

Table 2.1 Different representations of a sampled road network 
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Table 2.1 Different representations of a sampled road network (cont’d) 
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Besides the three main representation approaches, there are other ways to 

represent a road network, e.g. by its semantic information. The named street is a 

typical example of such an approach, in which spatially adjacent road segments 

sharing the same name are linked together to become a named street. However, the 

name information of a road network is usually incomplete, varied with history and 

affected by culture. The named street is therefore a less than reliable technique. 

Stated briefly, a good collection of representation approaches have been 

developed to capture human perception and cognition of road networks. Morphology, 

structure and function of road networks have also been considered.  Each of the 

approaches has its advantages and weaknesses. A wide range of studies has been 

carried out on road networks based on these representations.  

2.2 Analysis approaches for road networks 

Road networks have received intensive interdisciplinary attention over the past 

several years. Researchers from various disciplines have quite different concerns. For 

instance, mathematicians and physicists focused on the statistical regularities that 

most road networks seem to share (Rosvall et al., 2005b, Cardillo et al., 2006, Crucitti 

et al., 2006, Porta et al., 2008, Boguñá et al., 2009), researchers from computer and 

information sciences are interested in the information of road network (Travençolo 

and Costa 2008, Wagner 2008), geographers have paid more attention to the 

relationship between the properties of road networks and human behaviors (Hillier 

and Hanson 1984, Hillier and Iida 2005, Matthews and Turnbull 2007, Baran et al., 

2008, Hillier and Sahbaz 2008). Four main research topics for road network analyses 

which have gained most attention are identified in the following subsections. 

2.2.1 Road feature extraction from image data 

Automatic road feature extraction from remote sensed imagery has been an active 

research area in road network study. A number of semiautomatic and automatic 

methods and algorithms have been developed for road feature extraction over the past 

40 years. The development of road feature extraction has experienced changes from 

low resolution images to middle and high-resolution images, from extraction based on 

single data source to multisource images fusion extraction, from single scale to 

multi-scale or multi-resolution, from pixel-based to feature-based or object-based.  
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Road feature extraction in general consists of four steps (Gruen and Li 1995), i.e., 

road sharpening, road finding, road tracking and road linking. To extract road features 

from image data, the geometric, photometric, topological, functional and contextual 

properties of roads are considered (Vosselman and Knecht 1995). Sometimes, visual 

information and processing should also be taken into account, especially in computer 

vision community (Marr 1982).  

Regarding the algorithms and approaches for road feature extraction, current 

literature provides six approaches: template matching, knowledge-based approach, 

snakes, dynamic programming approach, ridge (/valley) detection, mathematical 

morphology, Hough transform, multi-scale analysis and image segmentation (Wang et 

al., 2009). Certain algorithms rooted in computer science, pattern recognition, 

artificial intelligence and mathematics have also been adopted to recognize roads 

from images (Anil and Natarajan 2010).  

Extraction of road features from images, then, is a very important research topic, 

especially when human society is at the ever increasing development stage. However, 

the advance of efficiency and accuracy of road feature extraction still depends on the 

improvement of image resolution and the development of image data classification 

technology. Greater research attention should be devoted to this topic. 

2.2.2 Road map generalization and schematization 

To meet the requirements of automatic road map updating and map service displaying 

on small-format devices such as PDA, a series of models and algorithms has been 

developed for road map generalization and schematization (Mackaness 1995, 

Thomson and Richardson 1995, Li and Choi 2002). 

As proposed by Li (2006), there are at least six key operations/processes for the 

generalization of a network (for example, roads, rivers or other linear features), i.e., 

classification, selection, elimination, simplification, typification and symbolization. A 

review of the algorithms for scale-driven generalization of individual line features, 

line smoothing and line transformation can be found in Li’s book (2006).  

Many approaches have been developed to support road map generalization. For 

instance, Bjøke (2005) has attempted to introduce information theory to road map 

generalization; Thomson (2006) proposed that strokes based on “good continuation 

grouping principle” from perception theory could be applied to concatenate road 
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segments into strokes. A further consideration is that, models developed in 

information science and artificial intelligence have also been powerful tools in road 

selection at different scales, for instance, self-organizing maps (Jiang and Harrie 

2004), machine learning (Mustiere 2005), genetic algorithm (Deng et al., 2005), and 

artificial neural network (García Balboa and Ariza López 2008). 

Unlike map generalization, a schematic map is generated to simplify the content 

and graph and remove the noisy information of the original map. The London tube 

map is a common example of schematic maps or topological maps. Road map 

schematization includes processes such as shape simplification of road features, road 

replacement, displacement and resizing of road map. Based on various criteria, 

constraints or processing steps have been proposed for the schematization of general 

road networks (Elroi 1988, Avelar and Muller 2000, Scott and Rodgers 2005, Li and 

Dong 2010). To date, road map schematization still partly depends on a cartographer’s 

professional experience.  

2.2.3 Route selection and optimization 

Route selection and optimization have become interdisciplinary research topics as 

they reflect the relationship between human cognition and the geographical 

environment. Current research on this topic is variously focused on algorithm design, 

route selection criteria and human navigation behaviour.  

Many algorithms have been developed to find the optimal paths between origins 

and destinations based on the least-cost. The routing could be either along an existing 

network or across a continuous landscape (Zhan 1997, Church and Murray 2009).  

As for routing along a network, most algorithms are designed based on arc-node 

network model, including Dijkstra’s algorithm, Bellman-Ford algorithm, k-shortest 

path algorithm, A* shortest path algorithm and simplest path algorithm. Compared 

with routing along a network, routing across a continuous landscape is very complex 

as it involves a huge solution space. In other words, there are an infinite number of 

possible routes between origins and destinations on a continuous space (Zhang and 

Armstrong 2008). The approaches rooted in artificial intelligence and computer 

science have therefore been utilized to solve this problem (Yu et al., 2003, Sharma et 

al., 2006, Li et al., 2009).  
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As noted by researchers, many factors govern route selection, such as cost, 

distance, number of turns, trip purpose, prior learning and personal experience etc.  

A detailed list of parameters for route selection can be found by COMSIS Corporation 

(1995) and Golledge (1995). In addition, a series of models have been proposed to 

explore human behavior of route selection including logit and probit route choice 

model, multiple criteria decision making model, random utility model and 

instrumental rationality model. It is worthy of note that recently consumer behavior 

theories have also been introduced to help understand human route selection behavior 

(Morikawa et al., 2005). 

The insight obtained from route selection give hints for route optimization, 

especially for transport design. With different goals, route optimization usually needs 

to take into account accessibility, proximity and land-use changes. Route optimization 

therefore is a Multiple Criteria Decision Making (MCDM) problem especially for 

multimodal transportation. The incorporation of artificial intelligence, calculus of 

variations, dynamic programming, linear programming, enumeration and genetic 

algorithm (GA) for route optimization has become increasingly important for route 

optimization (Kang et al., 2009, Richter 2009).  

2.2.4 Traffic simulation of a road network 

The growing ubiquity of vehicle traffic in everyday life has generated considerable 

interest in models of traffic simulation, and a large body of research in the area has 

appeared in the last 60 years. Traffic simulation tries to solve the problem: given the 

road network, the behavior model, and initial car states, how does the traffic in the 

system evolve? Answers to this problem help explore specific phenomena, such as 

jams and unstable, stop-and-go traffic patterns, and to evaluate network 

configurations to aid real-world traffic engineering.  

Numerous techniques have been developed to simulate traffic on a road network, 

i.e., traffic simulation at a micro scale. These techniques include agent-based 

modeling, cellular automata, genetic algorithm and mathematical modeling for 

continuous flows (Aw and Rascle 2000, Zhang 2002, Willemsen et al., 2006). For all 

these approaches, the general considerations are the geometric, kinematics and 

dynamic constrains on the cars. Reviews on traffic simulation are provided by Tango 

et al., (2007), Kesting et al., (2008) and Kotusevski and Hawick (2009). A factor 
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particularly worthy of mention is that the development of traffic sensors (cameras, 

road sensor and Global Position System) makes car tracking and realistic recording of 

street traffic possible, which aid the design of complex rules governing traffic 

behavior.  

Unlike transportation engineers who focus on traffic simulation at a micro scale, 

physicists tend to model traffic as a continuous flow and often use formulations that 

are inspired by gas-kinetic flow or hydrodynamic flow equations. For instance, 

Helbing and his colleagues (2001) have presented a gas-kinetic traffic equation for 

macroscopic traffic simulation, and Morphet (2010) introduced concepts rooted in 

thermodynamics to transportation systems. A detailed introduction to macroscopic 

traffic simulation is provided by Gilkerson et al., (2005). This class of simulation 

methods is known as macroscopic traffic simulation.  

A third class of traffic simulation is the mesoscopic method. The mesoscopic 

simulation is currently at an early stage and tries to keep balance between detail 

(microscale) and scalability to larger networks (macroscale). In the mesoscopic 

simulation, traffic is treated as continuum and Boltzmann-type mesoscale equations 

are adopted to simulate traffic dynamics (Prigogine and Andrews 1960, Wang et al., 

2005, Willemsen et al., 2006).  

Traffic simulation of road networks, then, integrates multidisciplinary 

methodologies to capture vehicle behaviors on a road network. The pattern and 

information identified from traffic simulation can be further used as a benchmark for 

measures in road network analysis. 

2.3 Measures for characterizing a road network 

Perhaps the most fundamental and important question in road network study is how to 

characterize a road network. The knowledge obtained from this topic will greatly 

advance the development of all the other research topics discussed in this Chapter. 

Here measures for characterizing a road network are classified into two types, i.e., 

geometric measures and topological measures. 
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2.3.1 Geometric measures 

 Distance 

The distance of a route is defined as the sum of segment lengths, while the 

distance between two adjacent road segments is half the sum of their lengths. 

 Angle change 

The angle change along a route is the total number of the angular changes along 

the route. In Figure 2.10, the angle change between S and b is ( ) ( )w wθ π φ+ − . The 

value of angle may be standardized for simplicity, for instance, (0) 0w =  and 

( / 2) 1w π = . 

 

Figure 2.10 A sampled road network and its disaggregated model (Hillier and Iida 

2005) 

 Metric reach 

Metric reach is defined as the total length of the streets which are reached from a 

given starting point in a street system. From the given starting point, one can take all 

available directions and move freely along streets until a given distance threshold is 

reached. In this process, each line segment should be counted only once. 

 Road density 

Road density can be expressed in various ways. The conventional definition of 
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road density is the ratio of the total length of all road segments in a given region to the 

area of the region. 

 Mesh density 

Mesh density is a concept proposed by Chen et al., (2009) to quantify the local 

variations of road density and thus for road map generalization. A mesh in the road 

network is a naturally closed region that does not contain any other region. The mesh 

density is the perimeter of a mesh divided by the area of the mesh. 

 Fractal dimension 

Fractal dimension provides a quantified description for the irregularity and 

complexity of the shapes and patterns of an object (Rodriguez-Iturbe and Rinaldo 

2001). The most commonly used approach for calculating fractal dimension is the 

box-counting , which is defined as below: 

     
0

log ( )lim
log(1 / )r

N rD
r→

=                                 (2.1)            

Where, r  is the size of the box and ( )N r  is the number of boxes of size r  

that intercept at least one point of the object. 

Many other models have been built on the basis of distance, shape and density.  

For instance, the distance decay model, the inverse distance weighting (IDW) model, 

gravity model and logistic regression model. In addition, conventional spatial analysis 

including buffer analysis, Voronoi diagram and Moran’s I contribute significantly to 

geometric modeling of road networks. 

Despite all the efforts discussed so far, there remain limitations to geometric 

measures and modeling.  For instance, it can not capture the structure and pattern of 

a road network. Geometric measures also show limitations in describing the changes 

and dynamics of road networks, because they are constrained by geometric distance 

and coordinate system. To solve these problems, structural measures have been 

developed. 
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2.3.2 Structural measures 

 Number of turns 

The number of turns refers to the number of changes of direction that have to be 

taken on the route from road A to road B. For instance, the fewest turn from S to b is 

only one in Figure 2.10. 

 Connectivity  

Connectivity (k) of a road is the total number of the other roads that are 

intersected with the road.  

 Control value (Ctrl) 

Control value (ctrl) measures the degree of control from a road to its 

neighbouring roads.  The control value of road i  is determined as follows: 

1

1ik
i j

j

ctrl
k=

= ∑                                 (2.2) 

Where ik  is the total number of roads that are directly connected to road i , and 

jk  is the connectivity of the jth road that is directly linked to road i . 

 Depth  

The depth ( ijd ) between two roads is the minimum number of steps needed to be 

taken between the two roads.  

 Mean Depth  

The mean depth ( iMD ) of road i  is the average number of the steps in the 

shortest path from road i  to all the other roads in the road network. It can be defined 

as follows: 

1

1

n
ijj

i

d
MD

n
==
−

∑
                               (2.3) 

Where, n  is the total number of roads in a road network. 

 Integration 

Integration describes the degree to which a node is integrated or segregated from 

an entire system (global integration) or from the local neighbours within several steps 
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(local integration). The integration of a node is measured by either Relative 

Asymmetry (RA) or Real Relative Asymmetry (RRA) as follows: 

          2( 1)
2

i i
i i

n

MD RARA and RRA
n D

−
= =

−
               (2.4) 

Where  

     
( )( )( ){ }

( )( )
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22 log
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n n

+ −

=
− −

                           (2.5)  

 Intelligibility 

Intelligibility is the correlation between the local and global parameters. 

The above measures are most frequently used by the space syntax community. 

Recently, the emerging science of networks offers an extensive set of measures for 

road network analysis. Before introducing the measures, key concepts about network 

and complex network analysis should be explained. A network is composed by a 

collection of nodes joined together in pairs by links (Newman 2010). Many objects of 

interest in the physical, biological, social and geographical can be thought of as 

networks. For instance, in the friendship network, each person is a node and there is a 

link between two persons if they are friends. Some real-life networks are very 

complex partly because of their huge sizes, various link directions and weights and 

dynamic evolution. Analytical approaches developed for such kind of networks are 

called complex network analysis, which often lead to new and useful insights. The 

most frequently used measures in complex network analysis for road networks are 

centrality, shortest path and clustering coefficient.  

 Centrality 

It is found that in many social networks, there are certain people or organizations 

that are central. Those people or organizations usually have advantageous positions 

and thus have better access to information and better opportunities to spread 

information (Nooy et al., 2005). Several measures have been proposed to quantify the 

centrality of a node. Amongst them, the most popular ones are degree centrality or 

connectivity, closeness centrality and betweenness centrality (Freeman 1979).  
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Before introducing the principles of the above three measures, some definitions 

and notations of graph theory should be introduced. In graph theory, a graph G  is 

formed by a set of vertices (or nodes) ( )V G  and a set of edges (or links) ( )E G  that 

connect pairs of vertices (or nodes). Two nodes which are incident with a common 

link are adjacent, and two distinct adjacent nodes are neighbours. The set of 

neighbours of a node i  in a graph G  is denoted by ( )GN i  (Bondy and Murty 

2008).   

The connectivity (or degree) of a node i  in a graph G , denoted by ( )Gk i , is 

the number of nodes that are directly connected to node i . In the following sections, 

we use iN  and ik  in place of ( )GN i  and ( )Gk i  for simplicity. Mathematically, 

the connectivity of a node i  is defined as: 

                i ij
j N

k e
∈

= ∑                              (2.6) 

Where, 

1, if and node and node are directly connected by a link
0, if and node and node are not directly connected
0, if

ij

i j i j
e i j i j

i j

⎧
⎪

= ⎨
⎪
⎩

≠
≠
=

 (2.7) 

Another measure of centrality is closeness centrality, which measures the mean 

steps from a node to all the other nodes in the graphas follows: 

1

1
i n

ijj

nC
d

=

−
=
∑

                            (2.8) 

Where, n  is the total number of nodes in the graph, and ijd  is the length of the 

shortest path between node i  and node j .   

Degree and closeness centrality measure the reachability of a node in a graph, 

while Betweenness centrality measures the extent to which a node lies on paths 

between other nodes as follows: 

i
st

i
st st

nB
g

=∑                             (2.9) 

Where stg  is the total number of shortest paths from node s to node t and  
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1, if node lies on the shortest path from node to node
0, else

i
st

i s t
n ⎧

= ⎨
⎩

 

 Clustering coefficient 

The clustering coefficient (C ) is developed to describe the link probability of the 

neighbours of a node. If the neighbours of a node are fully connected, the clustering 

coefficient of the node will be 1. In sharp contrast, if there are none connections 

between the neighbours of the node, the clustering coefficient for a node will be 0. 

Mathematically, the clustering coefficient iC  for a node i  in an undirected 

graph G  is defined as the ratio of the existing links between the neighbours of node 

i  to all the possible number of links between the neighbours of node i . In an 

undirected graph, the link pqe  are considered identical to link qpe . Therefore, if a 

node i  has ik  neighbours, the maximum links between the neighbours should be 

( 1)
2

i ik k − , and the clustering coefficient of node i  is defined as follows:     

       
{ }
( ) ( )

2

1
pq

i i pq
i i

e
C p, q N ,e E

k k
= ∈ ∈

−                      (2.10)  

Where iN  is the set of neighbours of a node i , E  is the set of links in graph 

G . The value of pqe  is obtained as: 

1, if and node and node are directlyconnected by a link
0, if and node and node are not directly connected
0, if

pq

p q p q
e p q p q

p q

⎧
⎪

= ⎨
⎪
⎩

≠
≠
=

  (2.11)  

The clustering coefficient for the entire graph G  is the average value of the 

clustering coefficients of all the nodes in the graph as follows: 

                ( ) 1

1 n
ii

C G C
n =

= ∑                         (2.12) 

Where, n  is the total number of nodes in graph G . 

 Characteristic path length 

The characteristic path length ( L ) is a global measure of the typical separation 

between any two nodes in the graph.  L  is defined as the average value of the 
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lengths of the shortest paths between any two nodes in a graph G , i.e., 

    ( )
1 1

1

n n
iji j

d
L

n n
= ==

−
∑ ∑

                          (2.13) 

Where, ijd  is the length of the shortest path between node i  and node j . 

Based on the structural measures, it is found that urban street networks are 

scale-free and small-world. Despite all these efforts, there are still a number of 

limitations related to existing road network study. The main disadvantages are 

presented below: 

 many measures are only limited to the direct connection of the road, while 

the status of the neighbours of the road and their influences on the function 

of the road network are ignored; 

 existing research on road networks is limited to single scale, i.e., the original 

road map. It is of interest to examine the structural properties of road 

networks at different length scales; and 

 most current measures remain at the level of theoretical orientations, and so 

it is necessary to explore the possible applications of the measures. 
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Chapter 3  Mixing pattern and shortcuts in scale-free road 

networks 

In previous chapter, a brief review of road network study has been given. In this 

chapter, we will start investigating road network structure from connectivity with the 

aid of complex network analysis. 

A scale-free network is defined as the network in which the distribution of the 

node connectivities follows a power law. Many real-life networks are scale-free. In 

other words, they are dominated by a relatively small number of hubs, and such 

networks are found to be predictable, robust to random attack and ruled by 

fundamental rules. In the context of road networks, investigating into the scale-free 

property of road networks will give significant implications for developing a robust 

road system. 

This chapter attempts to investigate the scale-free structure and mixing pattern of 

a road network. The two structural properties of a road network help produce an 

easily accessible road network with shortcuts. To be specific, three questions will be 

addressed in this part of study: firstly, how to examine the scale-free property in the 

structure of a road network? Secondly, how to visualize the mixing pattern in road 

connectivities? The third question asks: how does mixing pattern in a scale-free road 

network affect the function of the network?  

    The first question can be answered by introducing a reliable and robust statistics 

to discern and characterize the power law distribution of road connectivities. Because 

that a scale-free network is defined by the power law distribution of its node 

connectivities. In the context of a road network, the connectivity of a road is 

computed by the total number of roads that are intersected with it.  

The second question is about visualization of the results of the mixing pattern 

analysis. This question can be answered by the application of the profile of 

connectivity correlation probability to each road, and visualizing the results by an 

image. To find the solution to the third question, the distance between any two roads 

in a road network is investigated, because flow transmission is thought of as the most 

important function of a road network.  
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(a) normal distribution (b) power law distribution

x x

( )P x( )P x  

The mean value

3.1 Concepts: scale-free and mixing pattern 

By “scale-free” it is meant that the distribution of the node connectivities in a network 

follows a power law. Recently, power law distribution has drawn increasing attention 

as many real-life networks are found to follow such a distribution in the node 

connectivities.  The power law distribution has been and still is a major tool for 

characterizing a scale-free network.  

Before introducing the measures of a scale-free network, the basic notion of a 

power law distribution needs to be introduced. Two kinds of distributions are widely 

observed in human daily life, which are normal distribution and power law 

distribution. As illustrated in Figure 3.1(a), a normal distribution is the state in which 

the variability of investigated quantities is similarly distributed before and after the 

mean value of the quantities. In the normal distribution, the mean value can be used to 

describe the investigated quantity. For instance, if height is the investigated quantity, 

it is reasonable to say that an adult Hong Kong male is around 175cm tall as no one 

deviates very far from this height. By contrast, a power law distribution demonstrates 

a long tail pattern with few extreme values of the investigated quantity (see Figure 

3.1(b)). In a power law distribution, the mean value is not entirely reliable since it can 

be greatly influenced even by a few extreme values. For instance, it is not a useful 

statement to say that the wealth of an adult Hong Kong male is around 10 million 

dollars, because the reality is that few people are millionaires or billionaires, and most 

people are actually not worth 10 million dollars.  

 

 

 

 

 

 

     Figure 3.1 A normal distribution and a power law distribution 
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The scale-free structure is important in the characterization of a network 

structure. However, the way each node connects with other nodes is still a challenge. 

In real-life networks, different linking preferences have been observed, e.g. for many 

networks, a node preferentially links to other nodes that possess similar node 

connectivities. An example is a social relationship network, where popular people 

want to make friends with other popular people. Thus “the rich get richer”.  By 

contrast, in other networks like cellular networks, a node tends to connect to other 

dissimilar nodes. In the context of road networks, despite it is empirically observed 

that roads with different functional classes are interconnected with each other, the 

mixing pattern of road connectivities appear to date not have been investigated. 

3.2 Design of experimental tests of scale-free structure and 

mixing pattern 

Before examining the scale-free structure of road networks and to visualize the mixing 

pattern of road connectivities, an original road map needs to be first converted into an 

abstract graph with nodes and links. Since the primal representation of road networks 

has serious limitations when applied to the description of the structure of a road 

network, a kind of dual graph is employed to represent a road network in this part of 

study. 

3.2.1 Data sources and data processing 

The latest road networks of the 50 most populous counties in the USA are involved in 

this part of study. The data are downloaded from the website of the U.S. Census 

Bureau and are recorded in Topologically Integrated Geographic Encoding and 

Referencing (TIGER) format.  In the TIGER format, each road segment has a unique 

ID and the information conveying “From node ID” and “To node ID”.  Such 

information is vital for the following data processing: 

 Step 1: generate a segment-based road map and remove isolated road 

segments;  

 Step 2: build strokes from the segment-based road map;  

 Step 3: derive an abstract graph from the final map layer; and  

 Step 4: calculate the connectivity of each stroke and examine the power law 



Chapter 3 Mixing pattern and shortcuts in scale-free road networks 

 45

(a) A stroke-based road network (b) a graph representation of (a) 
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distribution of road connectivities. 

As listed in step 2, the stroke-based graph representation has been adopted to 

represent an original road map. A stroke is composed by concatenating road segments 

in accordance with the Gestalt principle of good continuation of perception (see 

Chapter 2 for a full discussion). In the final stroke-based graph, each node represents 

an individual stroke, and there is a link between two nodes in the graph if the two 

corresponding strokes are intersected with each other in the original map (see Figure 

3.2).  

 

 

 

 

 

Figure 3.2 A stroke-based road network and its graph representation 

By representing an original road map as an abstract graph, the connectivity of 

each node (stroke) can be obtained. Connectivity is the number of nodes that are 

directly connected to the studied node (see Chapter 2 for more details). Taking node 

S1 in Figure 3.2(b) as an example, its connectivity is 6 as there are six nodes directly 

connected to it. The six nodes are S2, S3, S4, S5, S6 and S11. In a similar fashion, 

connectivities of all the other nodes (strokes) can be obtained.  

3.2.2 Revised Kolmogorov-Smironov statistics for discerning and 

characterizing scale-free networks 

In various disciplines, power law distribution is a major tool for characterizing a 

scale-free network. Generally speaking, a quantity x  obeys a power law if it is 

drawn from a probability distribution as follows: 

  ( )P x x α−∝
                               (3.1) 

Where, α  is the exponent or scaling parameter of the power law distribution. 
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Discerning and characterizing a power law distribution is usually complicated as 

it has a tail (see Figure 3.1(b)). The tail representing large but rare events is very 

difficult to be measured especially for the large fluctuations. Drawing a histogram of 

x  may help, but the definition of the interval is subjective to some extent. The most 

frequently used approach for investigating a power law data is the least-squares fitting. 

However, this approach has two significant weaknesses as below:  

 it can not tell whether the power law fit is a good match to the data or not; 

and  

 it produces unsatisfactory and even inaccurate estimation of the exponent of 

a power law distribution 

To solve these problems, Clauset and his colleagues (2009) have recently 

presented a statistical framework to improve the discerning and characterizing of a 

power law distribution. These researchers use a revised Kolmogorov-Smirnov (KS) 

statistics to test the hypothesis of a power law distribution. Their approach combines 

maximum-likelihood fitting methods with goodness-of-fit tests, and results of 

applying their approach to a large number of real-life data clearly indicate that the 

revised KS statistics is reliable and robust in defining and describing a power law 

distribution.  

The revised KS statistics is adopted in this part of study to discern and 

characterize scale-free road networks. As mentioned in the previous section, stroke 

connectivities can be obtained from the stroke-based connectivity graph. The 

Cumulative Distribution Function (CDF) of stroke connectivities can then be 

computed according to the following Equation: 

( )P K k mk α−≥ =                              (3.2) 

Where, k  is the connectivity of a stroke, m  is a constant, and α  is the 

exponent or scaling parameter of the distribution.  In practices, not all values of k  

obey the power law distribution, the minimum threshold mink
)

 thus needs to be set 

and the estimated exponent α)  of the power law distribution is defined as below: 

1
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Where, ik  is an observed stroke connectivity, and n  is the total number of 

strokes with a connectivity of minik k≥
)

. The value of mink
)

 is vital for characterizing 

a power law distribution. Considering the drawbacks of least-squares fitting, the 

revised KS statistics are employed to estimate the value of mink
)

. In this approach, the 

value of mink
)

 is set to be the one that minimizes the maximum distances between the 

CDFs of the studied road network and the fitted model. 

Mathematically, the value of α)  reflects the degree of the variance of the 

investigated quantity, or heterogeneity of the quantity. In the context of road networks, 

a larger α)  means more heterogenous stroke connectivities. 

3.2.3 Connectivity correlation probability for visualizing mixing 

pattern 

As introduced in previous section, mixing pattern has drawn increasing attention in 

network science. Existing literature provides a large number of approaches to capture 

the mixing patterns in a complex network (Pastor-Satorras et al., 2001, Maslov and 

Sneppen 2002, Newman 2002, 2003a). However, most of the measures are rough to 

some extent and are not visualizable especially for large networks. Regarding road 

networks, the visualization of the mixing pattern of road connectivities appears to date 

not have been investigated yet. 

    In this part of study, the approach developed by Maslov and Sneppen (2002) is 

employed to investigate the mixing pattern of stroke connectivities since it yields 

visualizable results. In the Maslov-Sneppen approach, Connectivity Correlation 

Probability (CCP) is used to describe the mixing pattern of node connectivities in a 

complex network as below:  

( ) ( ) ( )
( )

1 2 1 2
1 2

1 2

r

r

P k ,k P k ,k
Z k ,k

k ,kσ
−

=              (3.4)  

Where, ( )1 2,P k k  is the probability that two nodes with connectivity of 1k  and 

2k  are directly connected in a network. ( )1 2,rP k k  is the same probability but in a 

randomized version of the studied network, and ( )1 2,r k kσ  is the standard deviation 

of a series of ( )1 2,rP k k . 
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To obtain the value of ( )1 2,r k kσ , a large number of random counterparts of each 

road network are built. Two principles underpinned the construction of a random 

counterpart are: the total number of nodes and links are the same as the graph 

representation of each road network and the distribution of node connectivities is the 

same as that of the graph representation of the investigated road network.  

3.3 Scale-free structure of 50 sets of road networks 

The revised KS statistics is applied to the 50 sets of road networks to examine their 

scale-free structure. The results and analysis of the experimental test are listed in this 

section. 

3.3.1 Experimental results 

The general statistics for stroke connectivities and the estimated exponents of their 

power law distributions of stroke connectivities are displayed in Table 3.1.  

Table 3.1 The generic statistics for stroke connectivities of in road networks 

Rank County State n m <k> kmax min

)
k  α̂  

24 Alameda California 20006 61616 4.16 137 25 ± 9 3.50 ± 0.05 
30 Allegheny Pennsylvania 30211 81511 3.40 126 5 ± 3 2.70 ± 0.19 
20 Bexar Texas 26325 74314 3.65 190 7 ± 1 2.67 ± 0.04 
26 Bronx New York 2283 9999 6.76 119 17 ± 5 3.19 ± 0.36 
17 Broward Florida 20515 55607 3.42 151 7 ± 1 2.72 ± 0.06 
15 Clark Nevada 30554 77161 3.05 142 5 ± 1 2.86 ± 0.04 
37 Contra Costa California 20451 50507 2.94 135 11 ± 3 3.10 ± 0.23 
2 Cook Illinois 55422 192769 4.96 238 5 ± 6 2.40 ± 0.20 
28 Cuyahoga Ohio 13338 38964 3.84 241 4 ± 1 2.65 ± 0.04 
9 Dallas Texas 30274 99524 4.57 322 5 ± 1 2.48 ± 0.03 
46 DuPage Illinois 12286 33305 3.42 154 8 ± 1 2.81 ± 0.09 
48 Erie New York 10350 29457 3.69 148 4 ± 1 2.53 ± 0.06 
39 Fairfax Virginia 19118 44049 2.61 122 5 ± 1 2.73 ± 0.06 
34 Franklin Ohio 3227 7370 2.57 118 2 ± 0 2.46 ± 0.04 
49 Fresno California 19667 55313 2.65 186 5 ± 1 2.65 ± 0.04 
40 Fulton Georgia 14528 37352 3.14 180 5 ± 1 2.61 ± 0.06 
3 Harris Texas 73251 205408 3.61 328 5 ± 1 2.57 ± 0.02 
33 Hennepin Minnesota 15904 46404 3.84 164 8 ± 2 2.65 ± 0.10 
32 Hillsborough Florida 18277 50659 3.54 213 7 ± 1 2.60 ± 0.05 
14 King Washington 48215 121882 3.06 247 2 ± 4 2.34 ± 0.18 
7 Kings New York 2592 14575 9.24 150 40 ± 11 3.50 ± 0.43 
1 Los Angeles California 101590 293536 3.78 323 6 ± 1 2.46 ± 0.02 
4 Maricopa Arizona 79026 208780 3.28 374 5 ± 1 2.75 ± 0.03 
8 Miami-Dade Florida 28034 85653 4.11 277 5 ± 1 2.58 ± 0.03 
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(Rank=ranking in terms of population estimation of year 2009, n =total number of strokes (or 
nodes), m = number of stroke intersections (or links), k =average connectivity of the stroke, 

maxk = the maximum connectivity of the stroke of road networks, mink
)

= the lower bound to the 
power law behavior, α) = the estimated exponent of the power law distribution) 

Table 3.1 The generic statistics for stroke connectivities of in road networks (Cont’d) 

Rank County State n m <k> kmax min

)
k  α̂  

23 Middlesex Massachusetts 31115 82221 3.28 179 4 ± 0 2.57 ± 0.02 
44 Milwaukee Wisconsin 7329 25998 5.09 153 7 ± 3 2.51 ± 0.12 
45 Montgomery Maryland 12193 31125 3.11 129 9 ± 2 2.94 ± 0.15 
27 Nassau New York 17393 51158 3.88 229 7 ± 2 2.77 ± 0.08 
19 New York New York 1249 6499 8.40 256 8 ± 3 2.41 ± 0.21 
31 Oakland Michigan 21312 55858 3.24 261 4 ± 0 2.70 ± 0.03 
5 Orange California 45006 113085 3.02 127 6 ± 1 2.75 ± 0.04 
35 Orange Florida 19902 50296 3.05 84 8 ± 2 3.10 ± 0.15 
29 Palm Beach Florida 20725 52514 3.06 306 5 ± 2 2.65 ± 0.05 
21 Philadelphia Pennsylvania 8186 33075 6.08 276 2 ± 0 2.11 ± 0.01 
41 Pima Arizona 26169 66329 3.07 178 5 ± 2 2.73 ± 0.09 
47 Pinellas Florida 16428 48076 3.85 214 5 ± 0 2.64 ± 0.03 
10 Queens New York 6465 27707 6.57 222 9 ± 4 2.63 ± 0.15 
11 Riverside California 44736 113275 3.06 112 5 ± 2 2.80 ± 0.09 
25 Sacramento California 21306 56587 3.31 249 5 ± 1 2.64 ± 0.05 
38 Salt Lake Utah 18178 46742 3.14 142 5 ± 0 2.78 ± 0.04 
12 San 

Bernardino 
California 52593 145004 3.51 269 7 ± 1 2.73 ± 0.06 

6 San Diego California 51022 130500 3.12 166 4 ± 2 2.53 ± 0.10 
16 Santa Clara California 27753 71752 3.17 190 4 ± 1 2.52 ± 0.03 
50 Shelby Tennessee 19808 53854 3.44 208 4 ± 1 2.60 ± 0.05 
36 St.Louis Missouri 20275 50432 2.97 111 4 ± 1 2.65 ± 0.05 
22 Suffolk New York 31743 87473 3.51 263 10 ± 2 2.74 ± 0.06 
18 Tarrant Texas 29109 86679 3.96 263 6 ± 1 2.59 ± 0.03 
42 Travis Texas 12886 36320 3.64 112 6 ± 1 2.70 ± 0.07 
13 Wayne Michigan 18116 66230 5.31 352 9 ± 3 2.48 ± 0.06 
43 Westchester New York 14808 40432 3.46 191 4 ± 1 2.53 ± 0.05 

(Rank=ranking in terms of population estimation of year 2009, n =total number of strokes (or 
nodes), m = number of stroke intersections (or links), k =average connectivity of the stroke, 

maxk = the maximum connectivity of the stroke of road networks, mink
)

= the lower bound to the 
power law behavior, α) = the estimated exponent of the power law distribution) 

The power law distributions of stroke conenctivities of 50 road networks are 

illustrated in Figure 3.3.  In Figure 3.3, the road connectivities and their cumulative 

distribution probabilities were log-log plotted to provide an intuitive visualization. 

In Figure 3.3, circle points represent road connectivities and lines are model 

fitting results. According to Equation (3.2), the more points the line can fit, the more 
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significant the power law distribution is. Thus the scale-free road network is more 

reliable. Another important piece of information that emerges is that the steeper the 

line, the more heterogenous the road connectivities are. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.3 Power law distributions of the road connectivities in 50 road networks 
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Figure 3.3 Power law distributions of the road connectivities in 50 road networks 

(cont’d) 
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Figure 3.3 Power law distributions of the road connectivities in 50 road networks 

(cont’d) 
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3.3.2 Analysis of the results 

As illustrated in Figure 3.3 and Table 3.1, the road connectivities of all the 50 road 

networks follow the power law distributions; that is, road networks are scale-free. It is 

also found that the values of the estimated exponents of the power law distributions 

range from 2.11 to 3.5 with an average of 2.69. 90% of the exponents are in the range 

of 2 3α< <)  (see Figure 3.4).  

 

Figure 3.4 Variances of the power law exponents of 50 road networks 

Figure 3.4 describes the variance of α) . Intuitively, a larger α)  corresponds to a 

steeper fitting line and indicates more heterogenous road connectivities in a road 

network. The results in this part of study are consistent with real-life conditions. For 

instance, New York County has a small value of 2.41 0.21α = ±) . This is because 

New York County is flat and has a very regular road network and so the road 

connectivities in this region do not vary much. By contrast, Alameda County has a 

large value of 3.50 0.05α = ±) . One possible reason for this is that there are numerous 

mountains and rivers in this region, which creates a large number of wandering and 

minor roads. The road network in Alameda County thus tends to be very 

heterogenous.  

The scale-free structure of urban street networks has been studied by Jiang (2007) 

by least squares fitting. In Jiang’s study, an urban street network is defined as a road 

network embedded in the largest urban land use parcel in a city. Comparing the 

results of this part of study with Jiang’s results, it is found that values of α)  for 

county road networks are slightly larger than those for urban road networks. This 
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(a) Bexar 

difference may be caused by regional disparity, e.g. in Jiang’s study, the largest urban 

land use parcel is usually the Central Business District of the city. Roads in this area 

are usually important and are highly clustered. The road connectivities in this region 

do not deviate from each other very much, especially in a stroke-based representation. 

By contrast, in the USA, a county is a very large region which includes one or more 

cities. It is more likely to have long curved roads and many minor roads created by 

complex land forms. Roads in a county therefore tend to vary significantly in terms of 

connectivity. 

3.3.3 Influence of scale-free property on road network structure 

The power law distributions of road connectivities reflect the scale-free property of 

road networks. Such a property provides support for defining three hierarchies of a 

road network (Jiang 2008b): the top 1%, 20% and remaining 80% of streets ranked by 

road connectivity. The hierarchies are found to be in accordance with the pattern of 

real-life traffic flow in an urban street network. 

Four county road networks are randomly selected to demonstrate the three 

hierarchies in scale-free road networks as illustrated in Figure 3.5. 

 

 

 

 

 

 

 

  

 

Figure 3.5 Hierarchical structures of 4 road networks by stroke connectivity    
(  top 1%,  top 20%,  bottom 80%) 
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(d) Oakland 

(c) Harris 

(b) Fresno  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 3.5 Hierarchical structures of 4 road networks by stroke connectivity (cont’d)   

(  top 1%,  top 20%,  bottom 80%) 

Figure 3.5 shows that the top 1% of strokes are well-connected. They extend 

across the entire region and form a “traffic hub or traffic center” in the region. Further 



Chapter 3 Mixing pattern and shortcuts in scale-free road networks 

 56

study of the connection between strokes with different hierarchies is carried out in the 

next section. 

3.4 Mixing patterns in 50 sets of road networks 

As introduced in Section 3.2, random counterparts are constructed to obtain the value 

of connectivity correlation probability. It is noted that the larger the number of 

random counterparts built, the more reliable the value of ( )1 2,Z k k  is. In this part of 

study, 100 random counterparts are built for each road network to obtain ( )1 2,rP k k  

and ( )1 2,Z k k . Results indicate that all the 50 road networks show mixing patterns in 

terms of connectivity.  

    Figure 3.6 visualizes the values of ( )1 2,Z k k  for stroke connectivities of the 4 

road networks studied in previous section. In Figure 3.6, x  and y  axes represent 

stroke connectivities. Due to the fact that the values of road connectivities are not 

continuous and heterogenous, the values of road connectivities are logarithmically 

binned into 2 bins per decade to improve visualization. Interpolation technique is 

involved to produce the final images.   

 

Figure 3.6Correlation profiles of stroke connectivities in 4 road networks 
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In Figure 3.6, different colors represent various values of ( )1 2,Z k k .  The warm 

colors like yellow and red mean that there is a positive trend in the connection 

between roads with given connectivities compared to random conditions. By contrast, 

blue and green colors indicate a repulsion trend in the connection between roads with 

given connectivities.  Figure 3.6 clearly shows that in a road network, well connected 

roads tend to connect both to other well connected roads and to roads of low 

connectivities. Such a phenomenon is called a mixing pattern and its meaning in 

scale-free road networks will be studied further in the following section. 

3.5 Shortcuts created by mixing pattern in scale-free road 

networks 

Shortcuts are vital to improve the efficiency of flow transmission in a network. 

However, this question has been ignored to some extent in road network study, partly 

because that human’s travel behaviors are complex in a large road network. In this 

section, topological distances between two roads are studied.  

A hypothesis is proposed to tackle the last problem, that is, how does mixing 

pattern in a scale-free road network affect its function? The hypothesis states that the 

mixing patterns in a scale-free road network will create an easily accessible road 

network, or a road network with small average length of the shortest paths between 

any two roads. 

The proposed hypothesis is based on both the empirical results discussed in the 

previous sections and human experiences. As shown in Figures 3.5 and 3.6, the top 

1% of strokes form the skeleton of the entire road network. The top 20% of strokes 

act as bridges to connect minor roads to the top 1% of strokes. Such “bridges” are also 

observed in human daily life. For instance, people prefer to drive on highways to save 

time, but drivers sometimes need to jump from major roads to minor roads to arrive at 

their destination. This “jumping” process may well be done more frequently if the 

destination is very far away. 

To test the hypothesis, the distances between any two roads in each road network 

are calculated. By using the term “distance”, we mean the shortest topologic distance, 

or the minimum number of the steps taken from one road to the other road. The 
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probability distributions of the lengths of the shortest paths between any two roads in 

each road network are shown in Figure 3.7. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.7 Distributions of the lengths of the shortest paths in 50 road networks 

Results shown in Figure 3.7 imply that: (1) the average distance between any two 

strokes in a road network is very small. In our case, the length of the shortest paths 

between any two strokes range from 1 to 48. These values are indeed small compared 

to the massive sizes of the road networks; (2) the distributions of the length of the 
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shortest paths in road networks follow a normal distribution, with a mean value of 

2.6~12. These results indicate clearly that road networks are easily accessible with the 

aid of some strokes, which are actually shortcuts in the road network.  

3.6 Summary 

This part of study focuses on the shortcuts created by the mixing pattern in a 

scale-free road network. A scale-free network is a network whose distribution of node 

connectivities follows a power law. In order to examine the scale-free property of the 

structure of a road network, the revised Kolmogorov-Smirnov statistics was 

introduced to replace conventional least square method as it provides more reliable 

and robust statistics for power law distribution. The profile of connectivity correlation 

probability was firstly introduced to road network study to visualize the mixing 

patterns of road connectivities. At the end, the hypothesis that the mixing patterns in a 

scale-free road network create shortcuts has been tested.  

Based on the limited experimental tests, it is found that (1) road networks are 

scale-free. The estimated exponents of power law distributions of road connectivities 

range from 2.11 to 3.50 with an average of 2.69; (2) shortcuts that make a road 

network easily accessible are created by the mixing pattern in scale-free road 

networks, and the profile of connectivity correlation probability is a valid way to 

visualize the mixing pattern of road connectivities.   
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Chapter 4  Small-world structure of road networks  

In previous chapter, the connectivities of roads were analyzed from the aspect of 

road-road intersection probability and preferences. In this chapter, a further study on 

the connection of roads at both local and global levels will be given in the next 

Chapter. 

By “small-world” it is meant that in the network, any two nodes can be connected by 

a relatively short chain. Many real-life road networks are small-world. And 

small-world is found to be an optimal way to organize a network and guides network 

evolution. Investigation the small-world property of road networks can help us 

understand how road networks organize locally and globally, and to further explore 

the influence of structural accessibility on urban development. 

This Chapter attempts to investigate the small-world property of general road 

networks. Two questions are addressed. First, the small-world structure of road 

networks is examined. Second, the relationship between small-world structure of road 

networks and regional development is considered. Regional development is 

represented by population density and the housing unit density in the region in this 

part of study.  It is hypothesized that, as a general trend, a more developed region 

with a high population density and housing unit density, will have a more accessible 

road network to serve its transportation demands.  

4.1 Small-world network: concept and theory 

Before examining the small-world structure of road networks, the basic concept and 

theory of small-world were explained in this section.  

4.1.1 Six degrees of separation  

Researchers’ interests in small-world property were stimulated by a social 

phenomenon. That is, two people who had never met before surprisingly found that 

they shared a friend in common. Such a common social experience was first studied 

by Pool and Kochen in the mid-1950s (Pool and Kochen 1978). They attempted to 

explore the mathematical characteristics of social contacts. Pool and Kochen’s study 

stimulated American psychologist Stanley Milgram, who carried out the first 

experimental study to detect accurately the number of degrees of separation in 
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real-life social networks (Milgram 1967). Milgram aimed to calculate the average 

number of intermediates to get any two people connected.  In his experiment, 96 

people were randomly selected from the states of Kansas and Nebraska in the USA.  

Participants were asked to send a piece of mail to their acquaintances. The 

acquaintance who received the mail would then send the mail along to another 

acquaintance… the process kept going until the mail reached a designated “target” 

person in Boston in the USA.  During the mail sending process, the information of 

the intermediaries was recorded. Based on this information, Milgram successfully 

counted the number of transfers in mail sending. Suprisingly, he found that the mails 

passed through only six people on average before arriving at their destination. After 

that, the small world problem has been attracted increasing attention from social 

science community.  

Milgram's finding is both surprising and striking. The finding revealed that 

people lived in a small world. However, the sample in Milgram’s experiment was not 

big enough. Dodds and his colleagues (2003) at Columbia University then conducted 

a modern version of the experiment of social separation with the help of the computer 

and the Internet. In Dodds’s experiment, over 60,000 participants from 166 different 

countries were recruited and were given the identity of a target individual. The 

participants were instructed to send an e-mail message to someone they thought could 

get the message closer to the target. The process of e-mail sending kept going until it 

finally arrived to the target. The result of the internet experiment revealed a median 

chain length of between five and seven. Based on the two mail sending experiments, 

researchers proposed that people live in a small world.    

4.1.2 Network rewiring experiment  

The two seminal work of mail sending stimulated researchers’ interests in the 

modeling and characterizing a small-world network. Much theoretical and empirical 

work has been undertaken. The most famous one is the model built by Watts and 

Strogatz (1998). They constructed a series of networks including regular, partly 

random and completely random networks. All the networks have the same number of 

nodes and links but different pattern of links. As illustrated in Figure 4.1 (a), a regular 

graph is built in which each node has the same connectivity of two.  A random 

network is built by randomly removing and reconnecting some links in  Figure 4.1(a) 
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but avoiding duplicated links.  The process of changing links is called “rewiring”.  

Obviously, a series of random networks can be produced.  Watts and Strogatz 

proposed that the degree of randomness could be adjusted using a probability p . By 

changing the value of p , the network can be ′tuned′ between regularity ( 0p = ) and 

disorder ( 1p = ) as illustrated in Figure 4.1. 

 

  

 

 

 
 

Figure 4.1 Network rewiring experiment (Watts and Strogatz 1998) 

Figure 4.1(a) is a regular graph ( 0p = ) as each node has the same connectivity 

of two. Unlike it, Figure 4.1(b) is a partly random network as only several links are 

rewired. Figure 4.1(c) is completely random because all links are rewired.  

Comparing the structural properties of networks with different randomness, 

Watts and Strogatz (1998) noted that there is a special kind of network. The network 

behaves partly like regular networks and partly like random networks. The network is 

called small-world network, which can be produced by adjusting the randomness of 

link rewiring. Further studies indicated that such a network has high local clustering 

like regular networks, and good global accessibility like random networks.  

Apart from the Watts-Strogatz model, there are other models for building a 

small-world network. For instance, instead of link rewiring, Monasson (1999) and 

Newman and Watts (1999) proposed shortcuts adding model. In such a model, a 

small-world network was built by adding shortcuts between two randomly chosen 

nodes.  

(c) Random 

Increasing randomness

0p =  1p =  

(b) Small-world (a) Regular 
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4.2 Design of experimental tests on small-world road networks 

Figure 4.1 provides an intuitive understanding of the small-world structure of 

networks. However, real-life networks are much more complex than that. Data 

processing is needed to apply the quantitative measures in small-world studies to road 

networks. The experimental test is designed to examine the small-world structure of 

road networks.  

4.2.1 Data sources and data processing 

The dataset involved in this study are the same as Chapter 3, i.e., the road networks of 

the 50 most populous counties in the U.S.. For each county, its total estimated 

population, the housing units of year 2008, and the land area of year 2000 are 

collected from the website of U.S. Census Bureau: 

http://quickfacts.census.gov/qfd/states/.  The main data processing is outlined as 

follows: 

 Step 1: generate a segment-based road map and remove isolated road 

segments;  

 Step 2: build strokes (see Chapter 2) from the segment-based road map;  

 Step 3: derive a topological connectivity graph from the final map layer; 

 Step 4: build a random counterpart for the connectivity graph of each road 

network; and  

 Step 5: calculate the two small-world measures for each road network and its 

random counterpart. 

It should be noted that in step 2, a deflection angle of 60 degree was set to form 

strokes. In step 5, the random counterpart for each road network was built with the 

help of Pajek software (Nooy et al., 2005). For each road network, its random 

counterpart was built to have the same total number of nodes and links as the given 

road network.  
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4.2.2 Measures for characterizing a small-world road network 

Two measures have been developed by Watts and Strogatz (1998) to capture the 

small-world structure of networks. The two measures are clustering coefficient (C ) 

and the characteristic path length ( L ). As introduced in Chapter 2, clustering 

coefficient ( C ) describes the link probability of the neighbours of a node, and 

characteristic path length ( L ) measures the separation between two nodes.   

Mathematically, clustering coefficient (C ) of a node i  is defined as the ratio of 

the existing links between the neighbours of node i  to all the possible number of 

links between the neighbours of node i .  
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Where, iN  is the set of neighbours of a node i , E  is the set of links in a 

graph G . The clustering coefficient of an entire network is the average value of the 

clustering coefficients of all the nodes in the network. 

The characteristic path length ( L ) is defined as the average value of the length of 

the shortest paths between any two nodes in a graph G , i.e., 
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Where, ijd  is the length of the shortest path between node i  and node j . 

A sampled road network and its connectivity graph are used to show the 

calculation of the clustering coefficient (C ) and characteristic path length ( L ) as 

illustrated in Figure 4.2.  Taking node S1 in Figure 4.2(b) as an example, there are 

six neighbours of it: node S2, S3, S4, S5, S6 and S11. Therefore, the connectivity of 

node S1 is 6, or, S1 6k = . In an undirected graph, the maximum number of links 

between the neighbours of node S1 is S1 S1( 1) / 2 6*5 / 2 15k k∗ − = = , when all the 

neighbours of node S1 are connected to each other. However, in fact, only 5 links are 

found in the neighbours of node S1, which are S2S3e , S2S4e , S2S11e , S3S4e  and S5S6e  

in Figure 4.2(b). According to Equation (4.1), the clustering coefficient for node S1 is 

5/15=0.333. The clustering coefficients for all the other nodes in Figure 4.2(b) are 

listed in Table 4.1 as below. 
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Figure 4.2 A sampled road network and its graph representation 

Similarly, the clustering coefficient and the length of the shortest path from a 

node to all the other reachable nodes can be obtained. Results are shown in Table 4.1. 

Table 4.1 The values of C  and L  for nodes in Figure 4.2(b) 

Nodes Neighbours Clustering 
Coefficient

Length of the shortest path from a 
node to the other reachable nodes

S1 S2, S3, S4, S5, S6,S11 0.333 1+1+1+1+1+2+3+2+2+1=15 
S2 S1, S3, S4, S7, S9, S10, S11 0.333 1+1+1+2+2+1+2+1+1+1=13 
S3 S1, S2, S4 1 1+1+1+2+2+2+3+2+2+2=18 
S4 S1, S2, S3 1 1+1+1+2+2+2+3+2+2+2=18 
S5 S1, S6, S7 0.333 1+2+2+2+1+1+2+2+3+2=18 
S6 S1, S5 1 1+2+2+2+1+2+3+3+3+2=21 
S7 S2, S5, S8, S9 0.333 2+1+2+2+1+2+1+1+2+2=16 
S8 S7, S9 1 3+2+3+3+2+3+1+1+3+2=23 
S9 S2, S7, S8, S11 0.500 2+1+2+2+2+3+1+1+2+1=17 
S10 S2, S11 1 2+1+2+2+3+3+2+3+2+1=21 
S11 S1, S2, S9, S10 0.500 1+1+2+2+2+2+2+2+1+1=16 

 

The clustering coefficient and characteristic path length for the sampled road 

network in Figure 4.2(b) are calculated as follows: 
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After introducing the concept and theory of small-world, next section will apply 

the two measures to road networks.  
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4.3 Examining the small-world structure of road networks 

4.3.1 Experimental results 

The results of C  and L  for 50 road networks and their random counterparts are 

listed in Table 4.2. It is found that all the 50 road networks show small-world property, 

with L  pretty close to that of the random counterpart and clustering coefficient 1000 

times as large as that of the random counterpart. More importantly, the mean value of 

L  is only eight, which means there is an eight degrees of separation in road networks. 

This finding is novel to current road network study. 

Table 4.2 The topological properties of 50 road networks 

Rank County State n m <k> L C Lrand Crand 

24 Alameda  California  20006 61616 4.160 10.658 0.221 7.090 0.000146
30 Allegheny Pennsylvania 30211 81511 3.396 10.405 0.169 8.459 0.000108
20 Bexar Texas  26325 74314 3.646 7.175 0.163 7.960 0.000136
26 Bronx  New York  2283 9999 6.758 5.255 0.255 4.263 0.002428
17 Broward Florida  20515 55607 3.421 7.614 0.193 8.096 0.000194
15 Clark  Nevada  30554 77161 3.051 8.840 0.128 9.172 0.000079
37 Contra Costa California  20451 50507 2.939 12.239 0.145 9.114 0.000200
2 Cook Illinois  55422 192769 4.956 8.435 0.176 6.990 0.000049
28 Cuyahoga Ohio  13338 38964 3.841 5.972 0.162 7.122 0.000179
9 Dallas  Texas  30274 99524 4.575 6.160 0.284 6.940 0.000209
46 DuPage Illinois  12286 33305 3.421 6.435 0.133 7.667 0.000152
48 Erie  New York  10350 29457 3.692 6.846 0.174 7.178 0.000152
39 Fairfax  Virginia  19118 44049 2.608 7.569 0.097 10.103 0.000125
34 Franklin  Ohio  3227 7370 2.567 6.436 0.130 8.301 0.000186
49 Fresno  California  19667 55313 3.625 8.241 0.150 7.762 0.000207
40 Fulton  Georgia  14528 37352 3.142 7.853 0.156 8.337 0.000123
3 Harris Texas  73251 205408 3.608 7.709 0.198 8.801 0.000035
33 Hennepin Minnesota  15904 46404 3.835 6.773 0.143 7.304 0.000318
32 Hillsborough Florida  18277 50659 3.543 6.420 0.158 7.831 0.000144
14 King Washington  48215 121882 3.056 9.416 0.116 9.642 0.000078
7 Kings New York  2592 14575 9.245 4.391 0.179 3.768 0.002993
1 Los Angeles  California  101590 293536 3.779 9.980 0.143 8.766 0.000034
4 Maricopa Arizona  79026 208780 3.284 7.421 0.163 9.525 0.000096
8 Miami-Dade Florida  28034 85653 4.111 6.670 0.158 7.366 0.000164
23 Middlesex Massachusetts 31115 82221 3.285 8.358 0.209 8.709 0.000086

Rank=ranking in terms of population estimation of year 2009, n =number of strokes (or nodes), 
m = number of stroke intersections (or links), k =average connectivity of strokes, L 
=characteristic path length of the road network, C = clustering coefficient of the road network,  
Lrand = characteristic path length of the random counterpart, Crand = clustering coefficient of the 
random counterpart. 
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Table 4.2 The topological properties of 50 road networks (cont’d) 

Rank County State n m <k> L C Lrand Crand 
44 Milwaukee  Wisconsin  7329 25998 5.094 5.730 0.175 5.665 0.000790
45 Montgomery  Maryland  12193 31125 3.105 6.748 0.149 8.286 0.000452
27 Nassau  New York  17393 51158 3.882 6.940 0.189 7.296 0.000186
19 New York  New York  1249 6499 8.404 3.762 0.274 3.588 0.007894
31 Oakland  Michigan  21312 55858 3.242 6.256 0.164 8.530 0.000090
5 Orange  California  45006 113085 3.025 10.277 0.123 9.672 0.000059
35 Orange  Florida  19902 50296 3.054 12.145 0.171 8.814 0.000143
29 Palm Beach  Florida  20725 52514 3.068 6.879 0.146 8.792 0.000049
21 Philadelphia  Pennsylvania 8186 33075 6.080 5.237 0.206 5.184 0.000752
41 Pima Arizona  26169 66329 3.069 8.837 0.143 9.083 0.000077
47 Pinellas Florida 16428 48076 3.853 7.253 0.167 7.238 0.000201
10 Queens  New York  6465 27707 6.571 6.265 0.213 4.883 0.000782
11 Riverside  California  44736 113275 3.064 14.728 0.120 9.522 0.000075
25 Sacramento  California  21306 56587 3.312 6.841 0.155 8.327 0.000167
38 Salt Lake  Utah  18178 46742 3.143 7.707 0.117 8.493 0.000131
12 San 

Bernardino  
California  52593 145004 3.514 11.836 0.150 8.663 0.000033

6 San Diego  California  51022 130500 3.115 11.024 0.146 9.514 0.000035
16 Santa Clara  California  27753 71752 3.171 8.179 0.154 8.887 0.000064
50 Shelby  Tennessee  19808 53854 3.437 7.127 0.207 8.042 0.000237
36 St.Louis Missouri  20275 50432 2.975 9.467 0.154 9.057 0.000145
22 Suffolk  New York  31743 87473 3.511 9.130 0.155 8.326 0.000142
18 Tarrant Texas  29109 86679 3.955 6.757 0.232 6.757 0.000048
42 Travis Texas  12886 36320 3.637 8.249 0.185 7.435 0.000141
13 Wayne  Michigan  18116 66230 5.312 5.303 0.218 6.053 0.000229
43 Westchester  New York  14808 40432 3.461 7.373 0.213 7.793 0.000396

Rank=ranking in terms of population estimation of year 2009, n =number of strokes (or nodes), 
m = number of stroke intersections (or links), k =average connectivity of strokes, L 
=characteristic path length of the road network, C = clustering coefficient of the road network, 
Lrand = characteristic path length of the random counterpart, Crand = clustering coefficient of the 
random counterpart. 

The values of C  and L  for 50 road networks and their random counterparts 

are plotted in Figure 4.3.  It is found that all the values of L  are close to randL , but 

C  deviates significantly from randC . 

The results of clustering coefficients are consistent with those of primary studies 
on urban street networks (Buhl et al., 2006, Porta et al., 2006b, Gao et al., 2007, Jiang 
2007, Xu and Sui 2007). However, the results of characteristic path lengths are 
consistent with Jiang (2007) but deviate from those of Portal et al. (2006b) and Buhl 
et al. (2006). In previous study, the characteristic path lengths in the road networks 
are slightly greater than their random counterparts.   
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Figure 4.3 Comparison of L  and C  for 50 road networks and their random 

counterparts 

One reason lies in the possible isolated nodes in the random counterpart of a 

studied network. It is noticed that there are isolated nodes in the final random 

counterpart produced by Pajek software. And the larger the size of the studied 

network is, the more isolated nodes are in the random counterpart. As illustrated in 

Figure 4.4, x  and y  axes represent the total number of nodes in the studied 

networks and the percentage of the isolated nodes in their random counterparts 

respectively.  

 

(b) comparison of C  and randC  

(a) Comparison of L and randL
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Figure 4.4 The percentages of the isolated nodes in the random counterparts of 

50 road networks 

Amongst all the 50 road networks, only three random counterparts of road 

networks do not have any isolated nodes. The three counties are New York County, 

Bronx County and Queens County. In fact, the three road networks also have the 

fewest strokes amongst all the 50 road networks. The percentages of the isolated 

nodes for the remaining 47 road networks range from 0.07% to 7.41%.  

The existence of the isolated nodes affects the characteristic path length of the 

entire network as they influence the length of the shortest path between other nodes. 

The influence will be very significant if the isolated nodes are traffic hubs. For 

instance, if a traffic centre is out of operation, people may have to transfer more times 

than before to arrive to their destinations.  Despite the influences of isolated nodes, 

all the 50 road networks show small-world structure, because that L > randL  or L  

≈ randL , and randC C>> .  

4.3.2 Analysis of the results 

This subsection attempts to explore the meaning of the small-world property of a road 

network to the development of the region. Characteristic path length ( L ) is adopted to 

study such a relationship because it is a global measure. Before starting analysis, it is 

necessary to iterate the small-world—regional development hypothesis. That is, a 

region with a higher population density or housing unit density signifies a more 

mature stage of development. And a more developed region has a more easily 

accessible road network, i.e., a shorter characteristic path length of its road network. 

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0 20000 40000 60000 80000 100000
n

Is
o_

pe
rc

en
t



Chapter 4 Small-world structure of road networks 

 70

The results of the 50 road networks are illustrated in Figure 4.5. The close 

relationship between the characteristic path length and population density is obvious. 

So does that of housing unit density. In Figure 4.5, the five counties with the highest 

population density and housing unit density are New York county, Kings county, 

Bronx county, Queens county and Pennsylvania county respectively. All of them have 

short characteristic path lengths of 7L < . 

 
Figure 4.5 Relationships between the characteristic path length and population 

density and housing unit density 

The function fittings for the variables are listed on the top right of Figure 4.5 and 

are plotted in dark lines. The results imply that: (1) the structure of the road network 

in a region influences the population density and housing unit density of the region; (2) 

the better accessibility of the road network, the higher the population density the 

region has, and vice versa. The principle holds true for housing unit density; (3) A 

developed region is equipped with a more mature transportation system than a less 

developed region. These results provide support for the proposed hypothesis in this 

part of study. 

4.4 Summary  

Small-world has been an important property for many social and natural networks. By 

“small-world” it is meant that any two nodes in a network can be connected by a 

relatively short chain. This part of study examines the small-world property of road 

networks with the help of two measures, i.e., clustering coefficient and characteristic 

path length. It is found that road networks are small-world with an average length of 

the shortest path (between any two roads) of eight. Results also indicate that a more 

developed region has a more mature road network to meet its transportation demands.  
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Chapter 5  Hierarchical structure of road networks with ego 

network analysis 

In previous chapter, a study on the connection of roads at both local and global levels 

has been carried out. This chapter shifts attention to the hierarchical structure of road 

networks. As mentioned in Chapter 1, hierarchical structure is an important property 

of road networks especially for navigation and transportation. A number of 

approaches have been developed to define the hierarchies of roads as discussed in 

Chapter 2. However, most measures such as flow dimension and flow capacity (Jiang 

2008a), still remain at a level of theoretical orientations. This part of study aims to 

explore a new technique for forming the hierarchical structure of a general road 

network, which can be applied to infer the distribution pattern of traffic flow.  In this 

part of study, the ego network analysis developed in social science is firstly adopted to 

describe the hierarchical structure of a road network, which describes the status of 

each node in an entire network from the knowledge of the local network (or 

ego-centred network). This is a new application of ego network analysis to the road 

network. 

5.1 Ego network: principles and measurements 

Social science focuses on social structure and conceptualizes it as a network of social 

ties. Sociologists either examine the structure of a social group, or turn to each 

individual in the local network. The former is defined as the socio-centered approach 

while the latter has been known as an ego-centered methodology (Nooy et al., 2005).  

Of them, analysis based on ego-network has been identified as one of the three 

principal approaches for social capital analysis (Odella 2006). It has also been widely 

applied to other social networks, including computer conference network (Freeman 

1982), academic collaboration network (Newman 2003b), citation network (Bar-Ilan 

2006) and web questionnaire network (Vehovar et al., 2008).   

5.1.1 Basic concepts of an ego network 

An ego network is defined as a network consisting of a focal node (“ego”) and the 

nodes to whom ego is directly connected to (these are called “alters”) plus the ties, if 

any, among the alters (Everett and Borgatti 2005).  For the sake of simplicity but 
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without loss of generality, Figure 5.1 lists three simple ego networks, all of which are 

composed by one ego and two alters. To differentiate these two alters, we name them 

as alter1 and alter2 respectively. 

 

Figure 5.1 Three forms of ego networks 

As illustrated in Figure 5.1, there are different ways for an ego to be connected to 

the alter(s). This means that an ego may have different constraints and opportunities 

in transfer of flow or information for different networks and thus have different 

behaviors.  Figure 5.1(a) illustrates a complete ego network, in which the ego, alter1 

and alter2 can directly communicate with each other. Their statuses in this network 

are equal. In other words, they have the same constraint and equal opportunity. Such a 

complete ego network will reduce the individuality of its members, because they 

share norms and information and tend to behave more like a group than individuals 

(Simmel 1950). Therefore, a complete ego network is very static and beneficial for all 

individuals.  

However, most ego network is not complete. In Figure 5.1(b), alter1 and alter2 

can not communicate with each other directly. The ego acts as an important 

intermediate in holding the communication between the other two alters. In other 

words, the ego has more opportunities to control the transfer of information in the 

entire network. In social science, this opportunity of control is known as the tertius 

gaudens, or the third who benefits, or the tertius strategy, in which the ego can induce 

and exploit competition or rivalry between the other two as they are not directly 

related (Simmel 1950, Nooy et al., 2005). In contrast to Figure 5.1(b) where ego stays 

in an advantageous position, in Figure 5.1(c), ego is severely controlled by alter1.  In 

this case, ego relies on alter1 to communicate with others and thus has fewer 

opportunities.  
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An ego network is the basic unit in a complex social network in real life, as 

almost all kinds of networks can be decomposed to ego networks.  In ego network 

analysis, each node in the network is in turn treated as an ego and all its immediate 

neighbours as alters, thus a massive network can be decomposed to a number of ego 

networks. A series of analyses can then be carried out to describe network structure 

based on various criteria such as size (or degree of ego), composition (e.g. homophily, 

homogeneity and quality) and structure (e.g. brokerage, efficiency, constraint and 

density).  

5.1.2 Constraint and opportunity in the ego network 

In the structure-based analysis, structural hole theory described by Burt (1995) has 

been treated as one of the most efficient ways to accurately define the positional status 

(i.e. ranking) of each node in an ego network. This theory was built on the hypothesis 

that, in a social network, an individual’s advantage or power is based on his/her 

control over the spread of information, goods or services between his/her immediate 

neighbours, and the absence of a tie between either ego or alter and other alters would 

induce a structural hole—breakage in communication. Two measurements have been 

developed to quantitatively describe structural holes, i.e., constraint and aggregate 

constraint (Burt 1995). 

In order to systematically introduce the definitions of constraint and aggregate 

constraint, some basic definitions and notions of the graph theory are given as 

follows.  

 A graph G  is formed by a set of vertices (or nodes) ( )V G  and a set of edges 

(or links) ( )E G  that connect pairs of vertices (or nodes). A graph can be directed or 

undirected, weighted or unweighted, complete or incomplete, and connected or 

unconnected. In fact, Figure 5.1(a) is an undirected, unweighted but complete graph 

but Figures 5.1(b) and 5.1(c) are undirected, unweighted and incomplete.  

As discussed in section 5.1.1, the ego in Figure 5.1(b) has more opportunities to 

control the transfer of information in the network than the egos in Figure 5.1(a) and 

Figure 5.1(c).  In social science, the structural hole theory is involved to compute the 

opportunities for the ego to the spread of information in each case.  In order to 

achieve this, the links between pairs of actors need to be directed and weighted.  The 
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weight of each link ( ijp ) (also called link strength or proportional strength) from node 

i  to its adjacent node j  can be defined as the reciprocal of the degree (or 

connectivity) ( k ) of node i . Mathematically                              

 ( )1
ij i

i

p j N
k

= ∈  (5.1) 

For instance, in Figure 5.2(a), the ego is connected to both alter1 and alter2, so 

its degree of connectivity is 2. The strengths (weights) of links from this ego to alter1 

and to alter2 are both 1/2=0.5.  The strengths (weights) of links from alter1 to ego 

and from alter1 to alter2 are identical as both the ego and alter2 have identical degree 

(or connectivity).  Similarly, the strengths (weights) for links between alter1 and 

alter2 and between ego and alter2 are identical. However, in Figure 5.2(b), the degree 

of alter1 is only one, thus the weight of the link from alter1 to ego is 1 (=1/1) although 

the weight of the link from ego to alter1 is 0.5.  A similar illustration of a directed 

and weighted graph for Figure 5.1(c) is given in Figure 5.2(c). 

 

Figure 5.2 Graphs and proportional strengths of three kinds of ego networks 

If any two nodes (node j  and node q ) , which are neighbours of node i , are 

directly connected, the indirect link strength ( '
ijp ) from node i  to node j  is defined 

as:  

 ( )'
ij iq qj i ip p p j N , q N , q j, q i= ∈ ∈ ≠ ≠  (5.2) 

This is like the relationship between the ego and alter2 via alter1 as shown in 

Figure 5.2(a).  In other words, in this case, the strength of the indirect link from ego 

to alter2 is 0.5×0.5=0.25. In this case, nodes i , j  and q  form a triangle.  
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The constraint ( ijC ) of node i  by node j  is computed by the square of the 

sum of the direct link strength and the indirect link strength from node i  to node j  

(Burt 1995):      

( ) ( )
2

2'
ij ij ij ij iq qj i i

q

C p p p p p j N , q N , q i, q j
⎛ ⎞

= + = + ∈ ∈ ≠ ≠⎜ ⎟
⎝ ⎠

∑ ∑  (5.3) 

It is noted that the larger the ijC , the bigger the constraint of node i  by node j , 

the smaller the opportunity for node i  to spread information. In the case of Figure 

5.2(a), the constraint from ego to alter1 is 2(0.5 0.5* 0.5) 0.5625+ = .  On the other 

hand, the C  values for the links from ego to alter1 in Figures 5.2(b) and 5.2(c) are 

respectively 0.25(= ( )20 5. ) and 1(= ( )21 ).  This shows that in these three Figures, the 

ego has the biggest control over alter1 in Figure 5.2(b) (i.e. the ego-control network) 

and most constrained by alter1 in Figure 5.2(c), (i.e. the ego-passive network).  

The constraint is for analysis at the link level (e.g. ego to alter).  This is not 

enough because there might be more than one link connected to a node (e.g. ego).  

Therefore, a new measurement, called Aggregate Constraint ( )AC , needs to be 

introduced to reflect the status of each node. iAC  is defined as the sum of the 

constraint of node i  by all its neighbours.  

 ( )1

m
i is is

AC C s N , s i
=

= ∈ ≠∑  (5.4) 

Where, m is the size of the set of iN . It is obvious that the larger the iAC  

value, the bigger the constraint over node i  by all its neighbouring nodes, and the 

smaller the opportunity for node i . The AC  values for the ego in the Figure 5.1 are 

1.125 (=0.5625+0.5625), 0.5 (= ( ) ( )2 20 5 0 5. .+ ) and 1(= ( )21 ).  The results reveal that 

the ego in Figure 5.2(b) is least constrained by its neighbours and has most 

opportunity to spread information.  

5.1.3 Centrality rank 

It can be noted here that a large Aggregate Constraint ( )AC  means a small 

opportunity for the given ego. This is inconvenient to use.  Accordingly, a new 
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measurement named Centrality Rank ( )CR  is introduced to make the relationship 

more intuitive, which is defined as follows: 

 ( )
1

1 1
i im

i iss

CR s N , s i
AC C

=

= = ∈ ≠
∑

   (5.5) 

As the name suggests, CR  is a measurement of the order of ego in the entire 

network. The higher the CR , the more important the node in flow transmission in the 

entire network.  

Since CR  focuses on structural holes instead of centre and periphery, it 

provides a different perspective for forming network structure and shows some 

advantages over traditional network measurements. Taking the degree (or 

connectivity) as an example, the degree of ego in Figure 5.1(a) and Figure 5.1(b) is 

both 2 although the statuses of egos are quite different.  This is also the case if the 

clustering coefficient is considered.  For example, the clustering coefficient of the 

ego in Figure 5.1(b) and Figure 5.1(c) is both 0.  On the other hand, ego network 

analysis as explained in section 5.1.2 is able to differentiate these different structures 

and thus will be applied to the structure of hierarchy for a complex network, which is 

to be discussed in section 5.2.   

5.2 Ego network for forming the hierarchical structure of road 

networks  

In the previous section, the constraint and CR  for the actors in an ego network are 

defined. This section applies the concept of ego network to a larger network, which 

consists of many ego networks. Figure 5.3 is an example of such a network.  

 
Figure 5.3 A notional complex network 
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We take node D  in Figure 5.3 as an example to show the computation of 

the CR . The first step is to get the node-node connectivity relation, which is 

represented by an adjacency matrix A  as follows: 

0 1 1 1 0 0 0
1 0 0 1 0 0 0
1 0 0 1 0 0 0
1 1 1 0 1 0 0
0 0 0 1 0 1 1
0 0 0 0 1 0 1
0 0 0 0 1 1 0

B D E FA C G

A

B

C

D

E

F

G

v v v v v v v
v
v
vA v
v
v
v

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

=

                        (5.6) 

By summing up each row of A , we obtain the degree k of each node (see matrix 

(5.7) ) and the proportional strength matrix P (see matrix (5.8) as follows: 

3 2 2 4 3 2 2
A B C D E F Gv v v v v v v

K
⎡ ⎤

= ⎢ ⎥
⎣ ⎦

                         (5.7) 

0 0.33 0.33 0.33 0 0 0
0.50 0 0 0.50 0 0 0
0.50 0 0 0.50 0 0 0
0.25 0.25 0.25 0 0.25 0 0

0 0 0 0.33 0 0.33 0.33
0 0 0 0 0.5 0 0.5
0 0 0 0 0.5 0.5 0

B D E FA C G

A

B

C

D

E

F

G

v v v v v v v
v
v
vP v
v
v
v

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

=

                (5.8) 

The second step is to detect the direct and indirect links from node D  to all its 

neighbours, and to sum up the squares of the link strength to obtain constraints ( )DC v  

as follows: 

( ) [ ]
0.25

0.25 0.25
0.25*0.5 0.25

0.25*0.33 0.25*0.33
0.25*0.5

A B C E A B C E

D A
D D cD B

D B A D E
D A cD A B

D C A

v v v v v v v v
v v

C v v vv v
v v v v v

v v vv v v
v v v

⎧ ⎫ ⎧ ⎫
⎪ ⎪ ⎪ ⎪→⎡ ⎤ ⎡ ⎤⎪ ⎪ ⎪ ⎪= =→→ ⎡ ⎤⎡ ⎤⎨ ⎬ ⎨ ⎬⎢ ⎥ ⎢ ⎥→ → →⎢ ⎥⎢ ⎥⎪ ⎪ ⎪ ⎪⎢ ⎥ ⎢ ⎥→ →→ →⎣ ⎦ ⎣ ⎦⎪ ⎪ ⎪ ⎪→ →⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦⎩ ⎭ ⎩ ⎭

 (5.9)            

    The aggregate constraint is the sum of ( )DC v : 

( ) ( ) ( )2 20 25 0 25 0 5 0 25 0 5 0 25 0 25 0 33D DA DB DC DEAC v C C C C . . . . . . . .= + + + = + × + × + + ×     

         ( ) ( )2 20 25 0 25 0 33 0 25 0 25 0 1111 0 1111 0 0625 0 5347. . . . . . . . .+ + × + = + + + =  

( ) ( )1 1 0 5347 1 8702D DCR v / C v / . .= = =  

Similarly the AC  and CR  for all other nodes can be computed as in Table 5.1. 
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Table 5.1 The computation of relevant measures in a notional network 

Nodes Neighbours Constraint Aggregate 
Constraint 

Centrality    
Rank 

A B, C, D 0.1736, 0.1736, 0.4444 0.7917 1.2631 
B A, D 0.3906, 0.4444 0.8351 1.1975 
C A, D 0.3906, 0.4444 0.8351 1.1975 
D A, B, C, E 0.25, 0.1111, 0.1111, 0.0625 0.5347 1.8702 
E D, F, G 0.1111, 0.25, 0.25 0.6111 1.6364 
F E 0.5625,0.444 1.0069 0.9931 
G E 0.5625,0.444 1.0069 0.9931 

According to the definition of CR , node D  is the most important node in the 

flow transmission, while node F  and node G  are the least important in the flow 

transmission. This result coincides well with Figure 5.3.  However, Figure 5.3 is 

rather artificial. In this section, two sets of real-life data are used for the illustration of 

applying ego network analysis to road networks. One set is a sample of Los Angeles 

road network, which is very regular and grid-like; another is the Sätra road network, 

which is bell-shaped with many curved allies.  

The most important step in applying ego network analysis to road networks is to 

form a natural road from road segments because the topological structure of 

segment-based road network is quite tedious (Kalapala et al., 2006). As mentioned in 

section 1, various approaches have been developed to representing and modeling of 

road networks. However, as noted by researchers, the application of axial line is 

limited by its nonautomatic derivation from road networks (Ratti 2004), while the 

named street is rather culture dependent and is always incomplete in street network 

databases (Jiang 2008b).  By contrast, stroke (see Thomson 2003) has been one of 

the most frequently used approaches to represent road networks and is thus used in 

this part of study. A stroke is formed by concatenating a series of road segments based 

on the Gestalt principle of good continuity (see Chapter 3). We use the every-best-fit 

principle to derive strokes for a given road network (Jiang et al., 2008).   

After deriving strokes (i.e. natural roads of a road network), a connectivity graph 

of the road network needs to be constructed.  In such a graph, roads need to be 

represented by nodes and thus the intersections represented by links, as CR  is for 

node (ego) in an ego network but one wants to use CR  to weigh the importance of 

roads. In this way, a CR  for each road in the network (i.e. each node of the graph) 
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can be computed.  The stroke representations and their corresponding connectivity 

graphs are illustrated in Figure 5.4.  

 

 

 

Figure 5.4 Two real-life road networks and their graphs by ego network analysis 

From these connectivity graphs, CR  of all strokes (i.e. nodes in Figures 5.4(b) 

and 5.4(d)) are computed and visualized by size. In Figures 5.4(a) and 5.4(c), the 

thicker the line, the higher the CR  of the stroke. In Figure 5.4(b) and Figure 5.4(d), 

the larger the node, the higher the CR  of the corresponding stroke. 

It is illustrated in Figure 5.4(a) that stroke 19S  has the highest CR  value, 

followed by stroke 17S  and 16S . According to the definitions of Equations (5.4) and 

(d) Connectivity graph of (c) (c) Sätra road network (Jiang, 2008a)

(a) Sampled LosAngeles road network  (b) Connectivity graph of (a) 
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(5.5), the fact that these three strokes have high CR  values implies that there are 

many structural holes in the neighbours of the three strokes, and the three strokes play 

important roles in flow transmission in the entire network. These inferences are 

intuitively represented by Figure 5.4(b), where none of the neighbours of strokes 19S , 

17S  and 16S  are directly connected to each other. The three strokes form the 

backbone to hold the integrity of the entire network. Indeed, other strokes all rely on 

these three strokes to communicate with others. For instance, the left part of the 

network relies on stroke 19S  to reach the right part of the network, and vice versa. If 

we only look at the right part, strokes 17S  and 16S  serve as transferring ports 

between its neighbours. By contrast, all the longitudinal strokes, except for 

strokes 5S , 6S , 7S  and 14S , have the lowest CR  values, which means they possess 

two important properties.  Firstly, there are few structural holes in their ego networks 

and thus it is easy to navigate in such kind of ego networks. Secondly, they tend to be 

strongly constrained by their neighbours.   

The same pattern is also found in Sätra road network. In Figure 5.4(c), stroke 1S , 

the bell-shaped stroke, has the highest CR  value and thus plays a central role in the 

entire road network since the internal strokes within the ´bell´ relies on stroke 1S   to 

reach the outside strokes of the “bell”. Following stroke 1S  are strokes 22S  and 24S , 

which also have relatively high CR  values. This well confirms with the network 

pattern described in Figure 5.4(d), where the three strokes play a central role in flow 

transmission between strokes. In a similar fashion, in Figure 5.4(c), strokes with 

relatively low CR  values are those antenniform rings at the end of straight strokes. 

They are not so important because they are relatively isolated. 

To sum up, in this section, we demonstrate how ego network and CR  are 

applied to characterize the hierarchical structure of road networks. It has been 

demonstrated that CR , inspired by ego network analysis in social science, can also 

be used to weigh the importance of roads (strokes) in road network analysis.  

It should be noted that some physical properties of the road itself, including 

width, built hierarchy (e.g. national highway, provincial highway and road etc.), 

number of lanes, and location of traffic lights, are not considered in our study.  
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5.3 Evaluation of ego-centered hierarchical road network 

5.3.1 Design of experiment 

To evaluate the applicability of ego network analysis for structuring hierarchical road 

network, some real-life data should be used for experimental testing. The dataset used 

in this part of study is the KSY road network of Hong Kong (Figure 5.5(a)), and its 

traffic flow data gathered by vehicles equipped with GPS receivers. The KSY district 

includes three sub-districts, i.e. Kowloon City, Sham Shui Po and Yau Tsim Mong, 

which are spatially adjacent. There are two main reasons for us to choose KSY district 

as our study area. One is that the land use pattern in this area is quite diverse and it is 

highly populated. Traffic flows are always high in this area. Another reason is that the 

GPS data gathered in this area is comparatively more complete than other districts. 

The GPS data includes the following information: vehicle_id, utc_date 

(year/month/date/hour/minute/second), latitude, longitude, speed, course and location. 

The GPS data is then registered to Hong Kong street network using GIS software.  In 

this part of study, we used the traffic data as a benchmark for evaluation.  Such a use 

is based on the assumption that roads with higher centrality rank values tend to be 

more important for the entire network and thus will have higher traffic flow.   

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5.5 The original road map of KSY district of Hong Kong and its connectivity 
graph 

(a) Original KSY district road (b) Its connectivity graph 
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5.3.2 Data processing 

We firstly convert the original road map into a connectivity graph (see Figure 5.5(b)). 

Then compute the centrality rank of each modeling unit, and sort them in ascending 

order.  

The data processing can be described in a step-by-step fashion as follows: 

 Step 1: generate a segment-based road map and remove isolated road 

segment.  

 Step 2: build strokes from the segment-based road map.  

 Step 3: derive traffic flow for each stroke.  

 Step 4: produce a connectivity graph (see Figure 5.5(b)) and  

 Step 5: compute centrality rank of each stroke in the road network 

In the formation of stroke in each road network, a deflection angle threshold is 

set (degree 60 in this part of study). The final stroke-based KSY road network 

includes 1444 strokes derived from 6237 road segments. As illustrated in Figure 

5.5(b), the connectivity graph of this network is very complex. The average daily 

traffic flow of each stroke is derived on the basis of CarID in mobility information 

and GPS points located with in the buffer of the stroke. 

5.3.3 Results and analysis 

The overall spatial patterns of the centrality rank value and traffic flow are 

respectively illustrated in Figure 5.6(a) and Figure 5.6(b). The classification systems 

in both cases are based on percentage.  That is, the first class is top 2%, second class 

top 5%, third class top 10%, forth class top 15% and fifth class the rest.  These two 

graphs reveal a high positive correlation, especially for strokes with high orders in the 

hierarchy. i.e., the higher the centrality rank value of the stroke, the more traffic flow 

the stroke accommodates.  

The centrality rank value and traffic flow in strokes for each class are then 

represented separately in Figure 5.7. Comparing the centrality rank values on the left 

side with traffic flow on the right parts of Figure 5.7, it is found that the stroke 

hierarchies defined by CR  conform well to the hierarchies emerged from real-life 

traffic flow.  Especially for the top 15% strokes, the coherence of the two graphs is 
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as high as 85% even without considering the boundary effect. It means that 

ego-centered analysis can be used to structure a road network.  

 

 

 

 

 

 

 

Figure 5.6 The spatial pattern of the KSY road network 

It is noted from Figure 5.6 and 5.7 that there are also some differences between 

the specific strokes selected by CR  and traffic flow. For instance, some strokes are 

important in transfer of flow but are not selected according to ego-centered analysis. 

We noted that most such kinds of strokes are located in the boundary of the study area.  

This is clearly a kind of boundary effect.  In contrast, although some strokes are 

quite important in terms of topologic analysis, they may not be selected by driver or 

pedestrian in the navigation process, because of the complexity in land form, location 

of traffic lights, and/or other factors. For instance, in Figures 5.7(g) and 5.7(h), some 

strokes are important according to structural hole analysis but are not so frequently 

used by drivers.  This may be due to the fact that almost all such kinds of strokes are 

located in Yau Yat Tsuen (which is a residential area) or park-clustered areas (e.g., 

Lok-Fu Park, Kowloon Tsai Park and Kowloon Walled City Park). It is quite possible 

that those roads are actually more important in transfer of pedestrian flow than 

vehicular flow.   

top2%

top10%

top15%

top20%

the rest

top2%

top10%

top15%

top20%

the rest

 (a)   (b) 
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Figure 5.7 Strokes selected by CR or traffic flow of the KSY road network 

(a)The top 2% strokes 
selected by CR 

(c)The top 10% strokes 
selected by CR 

(d)The top 10% strokes 
selected by traffic flow 

(f)The top 15% strokes 
selected by traffic flow 

(e)The top 15% strokes 
selected by CR 

(g)The top 20% strokes 
selected by CR 

(h)The top 20% strokes 
selected by traffic flow 

(b)The top 2% strokes 
selected by traffic flow 
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The above differences induced by natural or social factors actually do not affect 

the efficiency and validity of CR  to structure road networks. It is found that the top 

2%, 5%, 10% and 15% strokes selected in terms of CR  respectively accommodate 

27%, 49%, 61% and 70% of the total traffic flow of the entire road network. The 

validity of CR  lies in the fact that it well combines both geometric (e.g. length) and 

topologic properties (e.g. degree, closeness and clustering coefficient) of the strokes.   

5.4 Discussion 

The ego network is unlike space syntax, which has been widely used to investigate the 

relationship between structural properties of road networks and traffic flow 

distribution (Hillier and Hanson 1984, Hillier and Iida 2005, Parvin et al., 2007). The 

space syntax relies on axial line to represent and model urban space. An axial line is 

derived on the basis of visual continuity. Space syntax investigates the integration of 

the entire road network from the aspect of the intersection relationship of an axial line 

to all its neighbours (both immediate and non immediate). The approach involved in 

this part of study is unlike that. On one hand, stroke is derived in terms of movement 

continuity, therefore, stroke well maintains the original form of road network; on the 

other hand, ego network analysis highlights the integrity and compactness of the local 

network. The concept of structural holes vividly describes the interrelation between 

one given node and all its immediate (and only immediate) neighbours.  

This also inspires us to extent existing ego network analysis from the immediate 

neighbours or 1-step neighbours of a given node, to the k -step neighbours of a node. 

As local integration and global integration respectively considers axial lines that are 

within a given step distance (e.g. 3-step) to a given axial line and all axial lines, in a 

similar fashion, 1-step aggregate constraint can be extended to k -aggregate 

constrains. The 1-step ego network analysis only considers triad, the 2-step ego 

network takes into account both triads and quaternion, and the 3-step ego network 

analysis will involve triads, quaternion and even pentad in the ego network. In this 

way, the concept of local integration and global integration in space syntax can be 

reinterpreted.  However, it should be noted that, the longer the topologic distance 

between a pair of node, the more nodes in this route, and the smaller the link strength 
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between them (as 
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∏  is approach to 0 when k and n is big enough). If the 

network is big enough, the link strength will approach 0.  

5.5 Summary 

In this part of study, we have introduced the concept of ego network analysis to form 

the hierarchical structure of a road network. A new measurement, named centrality 

rank, is built to assign an order value to each road in a road network. The 

effectiveness and validity of centrality rank have been evaluated by a real-life data -- 

the KSY road network. It is found that the road hierarchies defined by centrality rank 

are in excellent agreement with the spatial pattern of traffic flow distribution. 

Therefore, based on this limited evaluation, it may be concluded that ego network 

analysis is a promising means for the formation of hierarchy for a road network. 

It is hoped that the ideas and methods presented in this part of study will be 

useful in the analysis of many other types of urban networks. Possible applications 

include map generalization, park location, population migration network, daily 

commuting network and other related areas. Future work is to be carried out to 

improve this approach.  One of the possibilities is to make use of semantic 

information or searchability (Haken and Portugali 2003, Rosvall et al., 2005a, Boguñá 

et al., 2009) to weigh link strength because it is currently assumed that all the links 

from one node to its immediate neighbours have equal link strength (see Equation 

(5.1)) and it might not be the case for real-life networks.   
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Chapter 6  Hierarchical structure of road networks with 

weighted ego network analysis 

The previous Chapter shows the feasibility and effectiveness of ego network analysis 

in ranking strokes in a road network. However, this approach has two significant 

limitations and should be improved.  That is the focus of this chapter.  

6.1 Weighted ego network analysis: theoretical basis  

It is found that there are at listed two limitations for traditional ego network analysis, 

which are listed as follows: 

 The deviation of the definition of link intensity from reality 

As illustrated in section 5.1, the weight of each link ( ijp ) or link strength from a 

given node i  to all its neighbours are identical as defined by Equation (5.1).  It 

obviously deviates from real-life conditions. For instance, in the social relationship 

network, one tends to communicate more frequently with friends who share lots of 

common interests with him/her but less frequently with those who are only bowing 

acquaintances of him/her.  

 The degree 1 effect 

The ´degree 1 effect´ means that those end nodes of dangles (i.e. with degree of 1) are 

assigned higher ranking orders than other more connected nodes, so lead to 

unreasonable structure of node hierarchy.  It is best explained by an example shown 

in Figure 6.1.  In this Figure, there are 4 nodes. The ranks or opportunities for these 

four nodes are A B C D> > =  according to conventional ego network analysis (i.e. 

the aggregate constraints of them are respectively 0.6111, 1, 1.0069 and 1.0069). This 

is obviously wrong, because the removal of node C  will reduce the alternative 

connection chains from node A  to node D , so does node D , while the removal of 

node B will not affect the flow transmission between other three nodes. This 

phenomenon is described as ´degree 1 effect´. 
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Figure 6.1 A sketch map to show the ´degree 1 effect´ 

6.2 Weighted ego network analysis: definitions 

To overcome these disadvantages, some improvements have been made in this part of 

study. Firstly, a weight is assigned to each link.  To determine the weight of a link, 

preferential attachment raised by Barabási and Albert (1999) in network science has 

been used, which states that a new node is more likely to link to other well-connected 

nodes.  The weight of the strength of a link from node i  to node j is defined as the 

ratio of the degree of node j to the sum of the degrees of all i’s neighbouring nodes. 

Mathematically,  
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  (6.1) 

Where, iN  is the set of the neighbours of node i  and m  is the size of the set of 

iN . The definition of total link strength, constraint, aggregate constraint and centrality 

rank in conventional ego network analysis need to be changed accordingly. 

In fact, it is possible to define weight in different ways, such as using closeness, 

betweenness, clustering coefficient (Freeman 1979), and stroke length. However, the 

results are not as good as those obtained by Equation (6.1).  

To get rid of the ´degree 1 effect´, we define the Aggregate Constraint ( AC ) of 

those nodes of degree 1 as infinite.  This is due to the fact that nodes with degree 1 

are usually completely controlled by its neighbour in flow transmission. Considering 

the fact that the ego network for different nodes may have different sizes, the final 

aggregate constraint of the node is then normalized, i.e. divided by the degree of the 
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node.  Finally, a new measure called Weighted Average Centrality Rank (WACR ) is 

developed to analyze the opportunity of the node in the flow transmission in the 

weighted ego network, as follows:  
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i i
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k kWACR s N , q N and q s
AAC AC w w w

=

= = = ∈ ∈ ≠
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     (6.2) 

From Equation (6.2), it can be noted here the WACR  is determined by two factors. 

One is the degree of the nodes in the ego network and the other is the triads in its ego 

network.  Therefore, WACR combines the concepts of degree and clustering 

coefficient in traditional network analysis. Intuitively, a higher degree and fewer links 

in the neighbours of a node lead to a higher opportunity for this node because there 

will be more structural holes in the ego network of the node.  More importantly, the 

larger the ( )iWACR v  value, the more important status the node stays in flow 

transmission in the entire network.  

The average of the WACR  of the individual nodes is the weighted average 

centrality rank of the graph. 
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6.3 Theoretical evaluation of weighted ego network analysis 

To illustrate the improvements of weighted ego network analysis in characterizing a 

hierarchical road network, the two sample road networks discussed in Chapter 5 are 

used for comparison (see Figure 6.2). 

As shown in Figure 6.2(a) and 6.2(b), for the sampled Los Angeles road network, 

the ranks for all the strokes determined by weighted ego network analysis are listed as 

follows 

19 17 16 5 15 6 7 14 8 10 11 13 9 12 18 1 2 3 4S S S S S S S S S S S S S S S S S S S ,> > > > > = = > = = = > = > > = = >  

while the result from conventional ego network analysis is:  

19 17 16 5 6 7 14 15S S S S S S S S all the rest> > > > = = = > .  
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The former result is more reasonable and reliable. For instance, if there is a 

traffic jam in stroke 15S , stroke 1S , 2S  and 3S  can only rely on stroke 19S  to transfer 

flows, while the traffic jam in stroke 6S , 7S or 14S  will not affect their 

interconnected neighbouring strokes so much.  

 
Figure 6.2 Two real-life road networks and their connectivity graphs 

by weighted ego network analysis 

The same pattern is also found in Sätra road network as shown in Figure 6.2(c) 

and 6.2(d).  Due to the limitation of space, details are skipped. Figure 6.2 clearly 

illustrates a more reliable result obtained by the weighted ego network analysis. As 

the analysis of the advantages here stays at a theoretical level, the following section 

will use real life traffic flow data as a benchmark to evaluate them.  

(d) Connectivity graph of (c) (c) Sätra road network (Jiang 2008a)

(a) Sampled LosAngeles road network  (b) Connectivity graph of (a) 
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6.4 Experimental evaluation of weighted ego network analysis 

6.4.1 Data source and data processing 

To examine whether the weighted ego network analysis is better than conventional 

ego network analysis in forming hierarchical a road network, the same dataset used in 

Chapter 5 was involved for experimental test, i.e., KSY road network of Hong Kong 

(see Figure 5.5(a)) and its traffic flow data gathered by vehicles equipped with GPS 

receivers. In this part of study, the traffic data is used as a benchmark for evaluation.  

Such a use is based on the assumption that roads with higher weighted average 

centrality rank values tend to be more important in transfer of traffic flow for the 

entire network.   

As described in previous Chapters, before computing the WACR  value of each 

stroke, we should firstly convert the original road map into a connectivity graph as 

Figure 5.5(b) illustrated. The data processing is the same as that of ego network 

analysis. The calculation of WACR is achieved with the help of Matlab software. 

6.4.2 Results and analysis 

The overall spatial patterns of the CR , WACR  and traffic flow are respectively 

illustrated in Figure 6.3(a), 6.3(b) and 6.3(c). The classification systems in all cases 

are based on percentage.  That is, the first class is top 2%, second class top 10%, 

third class top 15%, fourth class top 20% and fifth class the rest.  The results show 

that they both perform well. i.e., the higher the CR  or WACR  value of the stroke, 

the more traffic flow the stroke accommodates. It is also found out that WACR  

produces more consistent result than CR  from visual inspection of Figure 6.4.  
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Figure 6.3 The spatial patterns of the KSY road network 

 

 

 (b). The spatial pattern of WACR value of the KSY road network 
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top10%

top15%

top20%

the rest

 (a) The spatial pattern of CR value of the KSY road network 

top2%

top10%

top15%
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Figure 6.3 The spatial patterns of the KSY road network (cont’d) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Figure 6.4 The top 2 (a-c), 10(d-f),15(g-i), and 20%(j-l) of strokes selected by CR, 

WACR, and traffic flow. 

top2%

top10%

top15%

top20%

the rest

 (c) The spatial pattern of real-life traffic flow of the KSY road network 

(a) 

(d) (e) (f)

(c)(e)
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Figure 6.4 The top 2 (a-c), 10(d-f), 15(g-i), and 20 %( j-l) of strokes selected by CR, 

WACR, and traffic flow. 

Figure 6.4 separately represents the first 4 classes of the KSY road network.  In 

each row, the strokes of the same class selected by WACR  are closer to the spatial 

pattern of the corresponding traffic flow.  The consistency (in terms of percentage) 

with traffic flow data (in terms of road segments) is listed in Table 6.1. 

Table 6.1 The consistency with traffic flow by WACR  and CR  

 Number of 
roadsegments 

Length of road 
segments 

Traffic flow 
accommodated 

Hierarchy ego wegoa ego wego ego wego 
Top 2% 82.1% 87.1% 79.0% 81.3% 34.1% 34.8% 
Top 10% 89.9% 95.8% 83.3% 86.0% 61.4% 63.9% 
Top 15% 92.5% 94.0% 87.8% 89.7% 69.7% 70.8% 
Top 20% 92.6% 94.6% 89.9% 90.7% 76.3% 77.8% 

a the weighted ego network 

Table 6.1 shows that strokes selected by WACR  and CR  both fit well to the 

traffic flow distribution pattern.  However, the new method does improve the results 

by certain percentages, i.e. 5% (82.1% to 87.1%) for top 2% strokes, 6% (89.9% to 

(i)(g) (h)

(k) (l)(j) 
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95.8%) for top 10%, 1.5% (92.5% to 94.0%) for top 15%, and 2% (92.6% to 94.6%) 

strokes. This improvement may be more significant for a larger network.  

In fact, experiments have also been carried out to compare the hierarchical 

structure of the road network formed simply based on the length of strokes and those 

formed by ego networks.  The former is far deviated from the real-life data.   

Despite the high consistency, there are still some differences between the strokes 

selected by conventional/weighted ego network analysis and traffic flow. For instance, 

some strokes are important in flow transmission but are not selected according to 

ego-centered analysis. It is noted that a large majority of such kinds of strokes are 

located in the boundary of the study area.  This is due to the boundary effect, which 

can be interpreted as the sensibility of WACR  or CR  to the boundary conditions. i.e. 

some strokes located in the boundary are not important in terms of ego-centered 

network analysis as they usually have few neighbours, but they are important as 

external links and thus accommodate high traffic flow.  In contrast, although some 

strokes are quite important in terms of structural analysis, they may not be selected by 

drivers or pedestrians in real life, because of land form, location of traffic lights, 

personal preference, land use pattern, natural attraction etc.  

The above differences induced by natural or social factors actually do not affect 

the validity of WACR  and CR  to structure road networks. It is found that the top 2%, 

10%, 15% and 20% strokes selected by using WACR  accommodate 35%, 64%, 71% 

and 78% of the total traffic flow of the entire road network (see Table 6.1).  

6.5 Summary 

In this part of study, we have improved the conventional ego network analysis by 

assigning a weight to each link in the network.  The effectiveness and feasibility of 

both ego network analysis and weighted ego network analysis have been evaluated by 

a real-life dataset -- the KSY road network. It is found out that both of them perform 

well in forming hierarchical structure of a road network, and weighted ego network 

analysis is more consistent with real-life traffic condition.  

Based on this limited evaluation, it may be concluded that ego network analysis 

provides a promising means for forming hierarchical road networks, and proposed 

weighted ego network analysis is more robust and reliable.  
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The approach mentioned in our study has great potential to be applied to other 

areas. On one hand, the concept of weighted ego network analysis presented in this 

part of study provides a new tool to uncover the structural properties of real life 

networks, including social network, cellular network, scientific-citation network and 

grid network etc; on the other hand, as geographical environment can be described as 

a network of interacting objects, both the approach of conventional ego network 

analysis and weighted ego network analysis could shed lights on geographic science. 

Possible applications include map generalization, regional planning, traffic 

management, transportation planning, urban crime analysis and urban pollution.  

It is noticed that until now all the structural analyses are limited to single scale, it 

is thus of interest to examine whether the structural properties identified from them 

hold true for multiple scales of a road network, which is the focus of next chapter. 
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Chapter 7  Fractality in the topological structure of road 

networks 

The previous four types of complex network analysis are all related to single scale 

structure of road networks, i.e., the original road network. In this Chapter, attention 

will be devoted to the structure of a road network at several scales. That is, the fractal 

property in the structure of road networks will be examined. 

7.1 Fractal: concept and mathematics 

The term “fractal” comes from the Latin word “frangere”, which means “to break”. It 

is Mandelbrot (1967, 1982) who firstly used this word to refer to the complex, rough, 

irregular, and sometimes branching objects found in nature, and who first brought 

fractals to the attention of the world in his pioneering work “How long is the coast of 

Britain?” After that, the self-similar mystique of fractals has wormed its way into the 

physical, biological, and actuarial sciences, as well as psychology and abstract art 

(Mureika 2007). 

Natural patterns including clouds, snow flakes, mountain ranges, and lightning 

etc. frequently appear irregular and complex, and are hard to measure by Euclidean 

geometry. Such natural objects are however found to display similar geometric 

characteristics over a range of scales. Mandelbrot (1967) then coined the term 

“fractals” to characterize those objects in which properly scaled portions are identical 

(in a deterministic or statistical sense) to the original object. Usually “fractal 

property” and “fractality” are used interchangeably. Mandelbrot also introduced the 

concept of fractal dimension to measure the irregularity of the object.  

In his pioneering work, Mandelbrot (1967) asked “how Natural patterns 

including clouds, snow flakes, mountain ranges, and lightning etc. frequently appear 

irregular and complex, and are hard to measure by Euclidean geometry. Such natural 

objects are however found to display similar geometric characteristics over a range of 

scales. Mandelbrot (1967) then coined the term “fractals” to characterize those objects 

in which properly scaled portions are identical (in a deterministic or statistical sense) 

to the original object. Usually “fractal property” and “fractality” are used 

interchangeably. Mandelbrot also introduced the concept of fractal dimension to 

measure the irregularity of the object.  
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Mathematically, geometric fractal dimension ( gD ) can be obtained from the 

slope of the log-log plot of the step-lengths and corresponding total lengths. Just as 

the mean describes normal data, the fractal dimension is the single most important 

descriptor of fractal objects, processes, and data (Brown, Witschey, and Liebovitch 

2005). Intuitively, the value of gD  reflects the space-filling ability of an object and 

the complexity of the morphology of the object.  An object with a higher value of 

gD  means a more complex or irregular shape and thus conveys more information 

(Mandelbrot 1967, 1982; Goodchild and Mark 1987; Batty 2005).  

7.2 Box-counting algorithm for computing fractal dimension of 

a complex network 

Most existing approaches have been developed for the computation of the fractal 

dimension of geometric object in Euclidian space. In this section, a box-counting 

algorithm for calculating the fractal dimension of the topological structure of a road 

network is outlined.  

7.2.1 Box-counting for obtaining geometrical fractal dimension 

To facilitate the discussion of box covering in the structural space, some concepts and 

methods for box-counting in Euclidean space are introduced here.  

In Euclidean space, there are a number of ways to calculate the fractal dimension, 

including Calliper, box-counting, pixel-dilation and mass-radius (Mandelbrot 1982, 

Peitgen and Saupe 1985).  Amongst them, box-counting has been a primary way to 

compute the fractal dimension of self-similar objects in fractal geometry (Hausdorff 

1919, Richardson 1961, Mandelbrot 1967, Feder 1988). The mathematical description 

of box-counting is briefly given below. 

The box-counting refers to the process of covering the object with a regular gird 

of size S . By progressively reducing the value of S , one can obtain a series of 

corresponding numbers sN .  It is found that the number of the boxes required to 

cover a given space depends on the sizes of the boxes, i.e. 

 D
SN S −∝     (7.1) 

Where, S  is the lateral size of the boxes, sN  is the number of boxes required to 
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cover a given object with boxes of size S  (see Figure 7.1) and D  is the 

box-counting fractal dimension. 

 

Figure 7.1 A sketch map for calculating geometric fractal dimension 

7.2.2 Fractal dimension: from geometric space to structural space 

The above definition of the fractal dimension also holds true for the fractal dimension 

of a complex networks in the structural space.  That is, one could tile a given 

complex network with a number of boxes with a specified topological distance.  

Now the issues are how to title the network in structural space, and how to define the 

topological distance.  

Topological distance is defined by the order of neighbours.  If two nodes are 

directly connected, they are first order neighbours (or immediate neighbours) and 

their topological distance will be 1.  On the other hand, if two nodes are connected 

via another node, their topological distance will be 2.  Suppose the given lateral size 

(in terms of topological distance) of a box is Bl , the boxes required to cover a 

network BN  is then: 

                tD
B BN −∝ l                (7.2) 

BN  value to be obtained from the box-counting process is not unique and may 

be starting-point dependent. Therefore, in Equation (7.2), the minimum number of 

boxes required is counted for BN .  

In fact, to find the minimum number of boxes needed to cover a topological 

structure (or dual representation) of a road network is a challenging task although 

considerable attention has been recently devoted to this problem (Song et al., 2005, 

(b) box covering for (a) (a) a notional road network   
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Goh et al., 2006, Song et al., 2007, Kim et al., 2007a, 2007b). In the next sub-section, 

a relatively reliable algorithm, called Maximum Excluded Mass Burning (MEMB) is 

described. 

7.2.3 Computing structural fractal dimension of a complex network  

To illustrate the principle of MEMB to tile a road network with a given box size, the 

sampled street network in Figure 7.1 is used as an example (Figure 7.2(a)). This road 

network is first converted to a graph (Figure 7.2(b)) and then the box-counting 

process can be applied to this graph.  

From existing literature, it can be found that two algorithms have been widely 

used for the box-counting of a complex network. They are Compact-Box-Burning 

(CBB) and Maximum-Excluded-Mass-Burning (MEMB), both developed by Song et 

al. (2007).  It has also been pointed out by themselves that the MEMB algorithm 

produces more reliable and deterministic result, especially for inhomogeneous 

networks. Therefore, it is adopted in this part of study. This algorithm can be 

downloaded from the link: http://lisgi1.engr.ccny.cuny.edu/~makse/soft_data.html. 

The MEMB algorithm attempts to find the minimum number of boxes needed to 

tile the network with the constraint that the maximum topological distance between 

any two nodes in a box can not exceed the box size Bl . 

As an example, a box with size 1B =l  is applied to tile the road network (Figure 

7.2(c)).  The basic principles of MEMB algorithm are that  

(1) each node belongs to only one box, and  

 (2) the distances between any given two nodes in a box should be smaller than 

1B +l .  

The box-counting process starts from S1.  According to the first principle, 

nodes S1 to S6 and S11 should be covered by this first box. However, nodes S2 and 

S4 are then excluded after considering the second principle.  The S2 then becomes 

the next starting point.  According to the first principle, all the remaining nodes 

except S8 should be covered by this box. However, after considering second principle, 

node S7 is excluded.  In the end, three boxes are identified to tile this entire network 

(see Figure 7.2(c)).  
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Figure 7.2 A sketch map for the calculation of structural fractal dimension 

It should be noted that in Figure 7.2 (c), each box is depicted by different line 

styles and each black node means central node or burning seed of the box.  To give a 

better visual impression, each box is replaced by a single node.  This process is 

called renormalization in network science.  After this, links between the nodes are 

built if there is at least one link between the boxes at the former stage. The result is a 

renormalized graph shown in Figure 7.2(d). It should be noted here that Figure 7.2 

demonstrates the working process for only a simple road network, but real-life road 

networks are more complex than that.   

By applying different sizes of boxes to tile the same road network, we can obtain 

a series of BN  and Bl  to calculate the fractal dimension of a road network. More 

details will be given in the following section. 

(b) network representation of (a)(a) a sampled road network   

(c) road network tiled by boxes with 1B =l (d) the renormalization graph of (c)
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7.3 Procedure for computing fractal dimension of real-life road 

networks 

The data studied in Chapter 3 and Chapter 4 have been used to explore the fractal 

property or fractality in the topological structure of road networks. The procedure 

from raw data to the calculation of the structural fractal dimension can be described in 

a step-by-step fashion as follows: 

 Step 1: generate a segment-based road map and remove isolated road 

segments.  

 Step 2: build strokes from the segment-based road map.  

 Step 3: produce a topological connectivity graph of the final map layer. 

 Step 4: obtain a series of Bl  and BN  for the connectivity graph of each 

road network 

 Step 5: compute the structural fractal dimension of each road network 

It should be noted that in step 2, a deflection angle of degree 60 was used to 

build strokes.  The whole data processing is illustrated in Figure 7.3.  In Figure 7.3, 

the road network of New York County was used as an example and boxes with 

different sizes of Bl  have been used.  In Figure 7.3(b)-(f), boxes with sizes of 1, 3, 

5, 7 and 9 are used.  The number of boxes required for each case is recorded.   

In Figure 7.3(g), x  axis is box size ( )Bl  in log scale and y  axis is the number 

of boxes needed to tile the entire road network ( BN ), also in log scale.  The slope of 

the inclined straight line is the fractal dimension, which is obtained from the 

least-square fitting of ( Bl , BN ). From the log-log plot (see Figure 7.3(g)) of the 

number of boxes against box size, a value of 3.56 is obtained for the fractal dimension 

of this network. It is noted that New York County has the smallest number of strokes.  

Therefore, there are only four points involved in the calculation of the final fractal 

dimension. The left county road networks all involve much more points in the 

calculation of structural fractal dimension. 
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Figure 7.3 The road network in New York County and its renormalization 

 

(b) 1B =l ( BN =1249) 

(e) 7B =l  ( BN =9) 

(c) 3B =l  ( BN =191)

(f) 9B =l  ( BN =4) 

(d) 5B =l  ( BN =40) 

(g) Calculation of Dt 

(a) original New York
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In the end, the grid-like New York road network is gradually renormalized to a 

single node.  During this process, the backbone of the road network of New York 

County is emerged, which composed of a triangle, its barycenter and all the links (see 

Figure 7.3(f). The box-counting of New York road network at different stages is 

depicted in Figure 7.4. In the following figures, different colors represent different 

boxes. 

 

Figure 7.4 Box-counting for road network in New York county 

7.4 Structural fractal in road networks 

Following the principle procedures described in section 7.2, a thorough analysis on 

the fractality of the topological structure of 50 road networks has been conducted.  

Figure 7.5 lists the fractal scaling analyses for the topological structures of 50 road 

networks based on the MEMB approach. Actually all road networks tend to be fractal 

7B =l  

3B =l  5B =l

9B =l  
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in their topological structures. In other words, the connectivity manners of strokes in 

all the 50 road networks are self-similar at different (length) scales. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7.5 Computation of structural fractal dimensions of 50 road networks 
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The general network properties and final structural fractal dimensions for all the 

50 road networks are listed in Table 7.1.  

Table 7.1 50 road networks and their structural measures 

Rank County State n m <k> L Dt 
24 Alameda California 20006 61616 4.16 10.66 3.58 
30 Allegheny Pennsylvania 30211 81511 3.40 10.40 3.69 
20 Bexar Texas 26325 74314 3.65 7.18 4.25 
26 Bronx New York 2283 9999 6.76 5.25 3.32 
17 Broward Florida 20515 55607 3.42 7.61 3.89 
15 Clark Nevada 30554 77161 3.05 8.84 3.53 
37 Contra Costa California 20451 50507 2.94 12.24 3.42 
2 Cook Illinois 55422 192769 4.96 8.44 2.94 
28 Cuyahoga Ohio 13342 38968 3.84 5.97 3.72 
9 Dallas Texas 30274 99524 4.57 6.165 4.11 
46 DuPage Illinois 12286 33305 3.42 6.44 3.91 
48 Erie New York 10350 29457 3.69 6.85 3.68 
39 Fairfax Virginia 19118 44049 2.61 7.57 3.95 
34 Franklin Ohio 3227 7370 2.57 6.44 3.09 
49 Fresno California 19667 55313 3.62 8.24 3.72 
40 Fulton Georgia 14528 37352 3.14 7.85 3.83 
3 Harris Texas 73251 205408 3.61 7.71 4.72 
33 Hennepin Minnesota 15904 46404 3.84 6.77 3.84 
32 Hillsborough Florida 18277 50659 3.54 6.42 3.91 
14 King Washington 48215 121882 3.06 9.42 4.23 
7 Kings New York 2592 14575 9.24 4.39 4.34 
1 Los Angeles California 101590 293536 3.78 9.98 4.44 
4 Maricopa Arizona 79026 208780 3.28 7.42 4.90 
8 Miami-Dade Florida 28034 85653 4.11 6.67 3.87 
23 Middlesex Massachusetts 31115 82221 3.28 8.36 3.71 
44 Milwaukee Wisconsin 7329 25998 5.09 5.73 3.89 
45 Montgomery Maryland 12193 31125 3.11 6.75 3.91 
27 Nassau New York 17393 51158 3.88 6.94 3.74 
19 New York New York 1249 6499 8.40 3.76 3.56 
31 Oakland Michigan 21312 55858 3.24 6.26 4.20 
5 Orange California 45006 113085 3.03 10.28 4.14 
35 Orange Florida 19902 50296 3.05 12.15 3.45 
29 Palm Beach Florida 20725 52514 3.07 6.88 3.78 
21 Philadelphia Pennsylvania 8186 33075 6.08 5.24 3.82 
41 Pima Arizona 26169 66329 3.07 8.84 3.36 
47 Pinellas Florida 16428 48076 3.85 6.42 3.87 

(Rank=ranking in terms of population estimation of year 2009, n =total number of strokes (or 
nodes), m = total number of stroke intersections (or edges), k =average connectivity of the 
stroke, L = average length of the shortest paths of road networks, tD = structural fractal 
dimension) 
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Table 7.2 50 road networks and their structural measures (cont’d) 

Rank County State n m <k> L Dt 
10 Queens New York 6465 27707 6.57 6.26 3.51 
11 Riverside California 44736 113275 3.06 14.73 3.77 
25 Sacramento California 21306 56587 3.31 6.84 3.87 
38 Salt Lake Utah 18178 46742 3.14 7.71 3.54 
12 San 

Bernardino 
California 52593 145004 3.51 11.84 4.24 

6 San Diego California 51022 130500 3.12 11.02 4.11 
16 Santa Clara California 27753 71752 3.17 8.18 3.35 
50 Shelby Tennessee 19808 53854 3.44 7.13 3.81 
36 St.Louis Missouri 20275 50432 2.97 9.47 3.45 
22 Suffolk New York 31743 87473 3.51 9.13 3.66 
18 Tarrant Texas 29109 86679 3.96 6.76 3.76 
42 Travis Texas 12886 36320 3.64 8.25 3.33 
13 Wayne Michigan 18116 66230 5.31 5.30 4.15 
43 Westchester New York 14808 40432 3.46 7.37 3.41 

The fractal dimensions of the topological structures of 50 road networks range 

from 2.94 to 4.90.  Amongst them, the Cook road network has the smallest structural 

fractal dimension of 2.94. One of the possible reasons is that Cook road network is 

principally composed of regular short roads, and there are many small and disperse 

hubs in its network representation. Therefore, the number of boxes needed to tile this 

network drops dramatically in the first five steps and decreases very slowly after that.  

For instance, BN ={10712, 2808, 874, 352, 195, 146, 118, 106, 102, 98, 96, 94}, 

corresponding to Bl ={3, 5, 7, 9, 11, 13, 15, 17, 19, 21, 23, 29}. This sharp dropping 

creates a small self-similar exponent in the log-log plot. 

7.5 Structural self-similarity for road networks at different 

scales  

As pointed out in the previous section, road networks are fractals in terms of their 

topological structure. It is then of interest to investigate the self-similarity of a road 

network at different scales. This is the topic of this section. In this part of study, two 

types of structural properties are studied, i.e. scale-free and small-world.   

7.5.1 Scale-free road networks at different scales 

It is found in Chapter 3 that all the 50 road networks are scale-free. This subsection 

focuses on examining the scale-free property of the structure of a road network at 
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several scales. Figure 7.5 lists the distributions of the stroke connectivities in four 

county road networks. The four road networks are selected because that they need the 

most steps of renormalization.  The x  and y  axes in Figure 7.6 correspond to 

stroke connectivities (k) and the cumulative probability distribution (P(k>=k)) 

respectively.  In each graph, five sets of {k, P(k>=k)} values are represented, i.e. 

when Bl =1 (solid inversed triangles), Bl =3 (open inversed triangles), Bl =5 (open 

squares), Bl =7(open cross) and Bl =9(open circle).  

 

 
Figure 7.6 The power law distributions of the connectivities in 4 road networks at 5 

scales 

As described in Figure 7.5, there is a significant trend that road networks at the 

five scales all tend to be scale-free, despite certain disparity of the distributions of 

stroke connectivities at the given five length scales. For this disparity, there are two 

possible reasons. On one hand, as described in the box-counting approach, some 

details for the internal linkages of a box are lost during the renormalization process. 

On the other hand, the MEMB algorithm only employs boxes with odd numbers as 

(a) Riverside county road network (b) Contra Costa county road network

(c) Orange county (Florida) road network (d) San Bernardino county road network
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size, i.e. Bl =1, Bl =3, Bl =5, Bl =7, etc. while the larger the box size, the simpler the 

structure for the renormalized networks.  

7.5.2 Small-world road networks at different scales 

As shown in Chapter 4, general road networks are small-world. However, the research 

is based on single scale, i.e., the original road network itself. In other words, one still 

doesn’t know whether small-world structure preserves at several scales of a road 

network. This subsection deals with this challenge. Similarly, clustering coefficient 

and characteristic path length are employed to detect the small-world property. The 

final results for the four county road networks described in section 7.4.1 are listed in 

Table 7.2. 

Table 7.3 The small-world structure of 4 road networks at five scales 

County scale n m <k> L C Lrand Crand 

1B =l  44736 113275 3.06 14.73 0.12 9.49 0.0001 

3B =l  11215 54391 3.85 11.49 0.31 7.05 0.0004 

5B =l  4101 21969 4.36 10.13 0.35 5.82 0.0011 

7B =l  1730 9947 4.75 8.12 0.38 4.91 0.0025 

 
 
Riverside 

9B =l  748 4539 5.06 7.11 0.38 4.18 0.0059 

1B =l  20451 50507 2.94 12.24 0.14 9.18 0.0002 

3B =l  5089 23465 3.61 9.93 0.26 6.70 0.0006 

5B =l  1751 9029 4.16 8.16 0.35 5.42 0.0011 

7B =l  714 3956 4.54 7.02 0.38 4.65 0.0037 

 
 
Contra Costa 

9B =l  288 1596 4.53 5.60 0.37 3.87 0.0109 

1B =l  19902 50296 3.05 12.15 0.17 8.88 0.0002 

3B =l  5004 22532 3.50 9.40 0.27 6.97 0.0008 

5B =l  1866 8840 3.74 7.42 0.28 5.79 0.0017 

7B =l  777 4029 4.18 6.08 0.32 4.77 0.0016 

 
 
Orange_Florida

9B =l  340 1996 4.86 4.84 0.36 3.85 0.0126 

1B =l  52593 145004 3.51 11.84 0.15 8.73 0.0001 

3B =l  12360 71919 4.82 9.73 0.38 6.14 0.0003 

5B =l  4034 26669 5.61 8.01 0.42 4.96 0.0019 

7B =l  1488 10817 6.27 7.17 0.45 4.18 0.0051 

 
 
San Bernardino

9B =l  587 4478 6.62 5.80 0.45 3.60 0.0131 

It can be found from Table 7.2 that, at the five length scales, the topological 

structure of all the four road networks show the small-world property, that is, 
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randomL L≥  but randomC C>> .  In fact, all the other 46 county road networks demonstrate 

small-world property consistently at different given scales.  

7.6 Linking structural fractal with regional development 

As discussed at the beginning of this Chapter, a substantial number of analyses have 

been conducted on the relationship between the geometric fractality of a geographical 

object and its socio-economic attributes. This section intends to explore the 

relationship between the structural complexity of a road network and the regional 

development. In this part of study, the structural complexity is described by the 

structural fractal dimension of the road network, and the regional development is 

reflected by total housing units (available from 

http://quickfacts.census.gov/qfd/index.html). The result is shown in Figure 7.7. When 

the two points with the highest housing units are treated as outliers, there is a positive 

relationship (r=0.66) between these two variables. 

 

Figure 7.7 Relationship between housing units and structural fractality 

The limited examination implies that structural fractal sheds certain light on 

describing the complex nature of the topological structure of a road network.   

7.7 Discussion and summary 

Primary research has shown that road networks are geometric fractals.  This part of 

study points out that road networks are also structural fractals. The connectivity 

manners of roads at different scales look self-similar. At all given scales, in the 

topological structure of a road network, there are few roads that are far more 

well-connected than the other roads. And regardless of the differences in network size, 

the entire road network is easily accessible due to the small-world property of the road 

(a) original data (b) data removing the outliers
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system. Based on our limited examination, it is found out that there is a close 

relationship between the complexity of the structure of a road network and its regional 

development. 

The process of renormalizing a complex box may shed light on simulating urban 

growth from bottom up. As illustrated in Figure 7.8(b), the corresponding strokes of 

the central nodes at each renormalization step are highlighted. Obviously, the later 

stage the stroke survives at, the more important the stroke is in the road network.  

Indeed, by observing the structure of those central strokes and their connection 

statuses, one can obtain the information of the topological structure of the entire road 

network, which provides guidance for simulating urban dynamics. 

  
Figure 7.8 Road network in New York County  and its skeletons at 5 scales  

More importantly, according to Batty (2005) and Hillier (2009), there are ‘strong 

order and a pattern that emerges from the myriad of decisions and processes required 

for a city to develop and expand physically’. city is succedded in keeping a good 

balance between local and global organization to get a sustainable form. The 

discovery of structural fractality of road networks gives important hints to deal with 

this problem. In addition, as found by West et al. (1999), fractal-like networks can 

effectively endow life as the fractal structure or allometric scaling of organisms 

maximizes the internal efficiency, by minimizing the scaling of transport distances 

and times. In a similar fashion, if city is treated as a life system like human body. 

(b)(a)  
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Roads are blood vessels. The road system is constrained by the shape and volume of 

the city. Urban structure has to evolve in a fractal way in order to be robust in 

transportation and efficient to maximize its internal flow transmission. The 

scale-invariant structure including hierarchical branching and shortcuts, may help 

achieve this goal.   

Further work will be carried out to investigate the relationship between structural 

fractal of road networks and socio-economic and environmental factors.  Simulating 

city growth based on road skeleton and structural fractal is also of interest. Besides, 

study urban complexity and information from the aspect of structural fractality of 

urban space is interesting work. 
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Chapter 8  Conclusions and recommendations 

8.1 Summary 
Road network has been a central subject of urban study not only because that it forms 

the skeleton of an urban system, but also because that it plays an important role in 

human life. Recently, increasing attention has been devoted to road networks from the 

emerging new science of networks, partly because that a road network is a common 

and easily accessible spatial complex system. As this study has shown, investigating 

the structure of a road network with the aid of complex network analysis provides 

new and useful insight for understanding the universal organizational principles and 

evolutionary rules of road networks. 

In order to investigate the structure of a road network, an original road map 

should be first converted into an abstract graph with nodes and links. Methodologies 

and measures rooted in various disciplines were then either employed or newly 

developed to investigate the structure of a road network. In total, five kinds of 

complex network analysis have been carried out and discussed as below: 

The first analysis focuses on the shortcuts created by the mixing pattern in a 

scale-free road network. A scale-free network is a network in which the distribution of 

node connectivities follows a power law. In order to examine the scale-free property 

of road networks, the revised Kolmogorov-Smirnov statistics was introduced to 

replace conventional least square method as it provides more reliable and robust 

statistics for power law distribution. The profile of connectivity correlation 

probability was firstly introduced to road network study to visualize the mixing 

patterns of road connectivities. At the end, the hypothesis that the mixing patterns in a 

hierarchical road network create shortcuts has been tested.  

The second analysis concerns the small-world structure of road networks. 

Small-world means that any two nodes in a network can be connected by a relatively 

short connection chain. In examination of the small-world structure, two measures, 

i.e., clustering coefficient and characteristic path length were introduced. The possible 

influences of small-world structure on regional development were also addressed. 

The third part of study attempts to form the hierarchical structure of a road 

network. Ego network analysis rooted in social science was first employed to describe 
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the opportunities and constraints of each node in the transfer of flow to the 

neighbour(s) of a node. A new measure named Centrality Rank (CR) was developed 

to quantify the order of each node. Ego network analysis was then applied to a 

sampled road network and two real-life road networks. At the end, traffic flow data 

gathered from Global Position System (GPS) data was utilized as a benchmark to 

evaluate the feasibility and validity of ego network analysis in forming a hierarchical 

road network. 

The ego network was further improved to become a weighted ego network by 

assigning a weight to each link, as there are two significant limitations in conventional 

ego network analysis. A new measure named Weighted Average Centrality Rank 

(WACR) was developed to define the order of each road. The weighted ego network 

analysis was then applied to the same dataset as that of the ego network analysis. 

Results of the two approaches were compared. 

The final part of study investigates the structural fractality and self-similarity in 

the topological structure of a road network. The Maximum-Excluded-Mass-Burning 

(MEMB) algorithm rooted in statistical physics was first utilized to examine the 

fractality in the topological structures of road networks. Socio-economic data were 

collected to explore the possible applications of structural fractal. 

8.2 Conclusions 
Based on the limited tests, the key conclusions are drawn as below: 

(1) Road networks are scale-free.  The estimated exponents of power law 

distributions of road connectivities range from 2.11 to 3.50 with an average 

of 2.69;  

(2) shortcuts that make a road network easily accessible are created by the 

mixing pattern in scale-free road networks, and the profile of connectivity 

correlation probability is a valid way to visualize the mixing patterns of road 

connectivities; 

(3) road networks are small-world with an average length of the shortest paths of 

eight.  Results also indicate that a more developed region has a more mature 

system to meet its transportation demands; 

(4) Ego network analysis is effective in the formation of the hierarchical 
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structure of road networks and the weighted ego network produces improved 

results. The orders of roads defined by the two approaches are well consistent 

with the real-life pattern of traffic flow, and 

(5) road networks are structural fractals. The structural fractal dimensions of 

studied road networks vary from 2.94 to 4.90. Results indicate that a 

developed region tends to have a more complex road network. 

Stated briefly, results obtained from this study show that road networks are 

self-organized with certain universal principles, e.g. scale-free, mixing pattern, 

small-world, hierarchical and fractal. Such structures help meet various traffic 

demands in the region, and maximize the ability of the traffic flow accommodation of 

the road network. Therefore, in practice, when building more roads is constrained by 

the geographical environment, a scientifically designed road network with certain 

topological properties helps meet the traffic demands of the region. More importantly, 

the complex network analysis introduced in this study is also suitable for other kinds 

of networks, for instance, economic cooperation network, telephone communication 

network, population migration network and airplane network.  

8.3 Potential of this work 
The potential of this work can be described as follows: 

Firstly, this work provides a systematic framework to describe the structural 

properties of a road network. The same approach can be applied to other kinds of 

urban networks, e.g. economic cooperation networks, human migration networks and 

telephone networks.   

Secondly, the findings of scale-free, small-world, hierarchical, structural fractal 

and self-similar properties provide support to the idea that a city is a Complex 

Adaptive System (CAS) and Self-Organizing System (SOS). Indeed, nature tend to 

organize in an efficient structure with the aid of small-world and scale-free properties 

at both single and multiple scales. This is because that in a scale-free road network, 

there are few roads with extremely large values of connectivities. Such roads form the 

backbone of a road network and play important roles in flow transmission. With the 

aid of small-world structure, a road network becomes compact and the efficiency of 

flow transmission is improved because a small-world road network has a short 

characteristic path length and a high local clustering coefficient. Regarding the fractal 
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structure, it has been found to be the optimal way to build a sustainable city (Chen 

2005), which reveals the strong order and pattern emerging from the myriads of 

decisions and processes required for a city to develop and expand physically (Batty 

2005; Hillier 2009). 

The third potential is in the simulation of the spatial-temporal dynamics of both 

urban systems and transportation networks. During recent years, a series of models 

have been built to simulate urban dynamics based on cellular automata, spatial 

epidemic, diffusion-limited aggregation, and dielectric breakdown models 

(Fotheringham, Batty, and Longley 1989; Batty and Longley 1994; Batty 2005). 

Results of these models show that urban systems form and evolve in a fractal way to 

maximally fill space. However, all these models are limited to geometric morphology 

and the structure of the systems is ignored to some extent. In this sense, geometrical 

fractal, structural fractal, small-world and scale-free properties should all be taken 

into account when simulate the growth of an urban system.   

Lastly but not leastly, at a much higher level, structural fractality blurs the 

borders of many disciplines including statistics, physics, geometry, geography, 

computer science, social science, and network science. For instance, small-world 

property observed in social networks holds true for a geographical network at several 

scales; scale-free property developed in statistics has been used to characterize the 

structure of a road network; structural fractal dimension is a measurement of 

complexity, which can be compared to entropy in thermodynamics based on the 

probability distribution of the values of structural properties. To go a step further, 

West, Brown, and Enquist (1999) have claimed that the fractal geometry or allometric 

scaling of organisms is the fourth dimension of life. If this is true, structural fractality 

may be the fifth dimension of the life as such a structure tends to maximize the 

internal efficiency by forming hierarchies and minimize the traffic distance with 

shortcuts. To deal with this challenge, space, scale, and structure needed to be united 

in a framework of maximum entropy or maximization of utility, which is a new 

frontier of urban study (Batty 2010). 

8.4 Limitations and future work 

The main constraint of this study is that it only considered one graph representation of 

road networks, i.e., stroke. Other representations listed in Chapter 2 were not taken 

into account. Further evaluation of the representation approaches is of interest. 
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The second limitation is that the investigation on the structural fractality of road 

networks is at an early stage. More data are needed to be collected to detect the 

relationship between structural fractal dimension, information, entropy and regional 

development. Another future study will concern analyzing information transfer, 

energy consumption and the dynamic evolution of a city based on the structural 

properties discovered in this study. 
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Appendix: 50 road networks in the USA 

50 road networks of the most populous U.S. counties are listed as below. All the data 

are included in \attachment\Chapter3 directory on the attached CD-ROM.  The 

auxiliary materials are provided in Tagged Image File Format (TIFF) files. 

It should be noted that the TIGER road networks have been processed by steps 

descried in Chapter 4.2.1. i.e., remove isolated road segments and build strokes. It is 

interested that the shape of some road networks are like animals, for instance, Nassau 

road networks forms a bear shape, St.Louis road network is of a shape of horse, while 

the road network of Erie, Hennepin, Los Angeles and Middlesex are likes birds.  

 

The geographical locations of the selected 50 counties in the USA 
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The 50 road networks 

 

Alameda Allegheny 

Bexar Bronx 

 

Broward Clark 
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Contra Costa Cook 

Cuyahoga Dallas 

DuPage Erie 
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Fairfax Franklin 

Fresno Fulton 

Harris Hennepin 
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Hillsborough King 

Kings Los Angeles 

Maricopa Miami-Dade 
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Middlesex Milwaukee 

Montgomery Nassau 

 

New York Oakland 
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Orange_CA Orange_FL 

Palm Beach Philadelphia 

 

 

Pima Pinellas 
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Queens Riverside 

Sacramento Salt Lake 

San Bernardino San Diego 
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Santa Clara Shelby 

St.Louis Suffolk 

Tarrant Travis 
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Wayne Westchester 

 




