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ABSTRACT  

Optical performance monitoring (OPM) is a technique used to assess the 

performance and limiting factors of optical networks, especially the physical channel 

impairments. In conventional intensity modulation/direct detection (IM/DD) systems, 

only linear channel impairments including optical signal-to-noise ratio (OSNR), 

chromatic dispersion (CD) and polarization mode dispersion (PMD) are concerned 

by network management. The monitoring data from OPM enables the network 

management system to implement impairment-aware route-wavelength-assignment 

(IA-RWA) algorithms for better quality of transmission (QoT) by taking into 

account real-time signal distortions in various links between the source and 

destination during route-wavelength assignment. Moreover, physical states of a 

particular channel provided by OPM can help automatic negotiation of optimal 

configuration of network components between two transmission ends to achieve 

more flexible, scalable reliable and efficient network operation. Fault localization 

using conventional fault diagnose techniques is limited to identifying serious signal 

degradation and complete connection lost. Since OPM directly provide the state of 

the physical channel, it can not only identify subtle faults such as drift in operating 

parameters of system components but can also differentiate the origin/cause of the 

faults. It is believed that OPM will be a fundamental function instead of a subroutine 

in future optical communication networks. 

Coherent detection with electronic digital signal processing (DSP) receivers is 

considered as the most promising solution for the next generation optical networks 
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transmitting at 100 Gbps and beyond. Besides the merits of OPM discussed above, 

information of critical channel parameters monitored by OPM is necessary for 

improving the performance of channel equalization function such as 

backpropagation (BP) at the coherent receiver. However, high order modulation 

formats used in coherent communication systems such as QPSK and 16 QAM also 

bring new challenges to OPM. In addition to the aforementioned linear channel 

impairments, nonlinear impairments and other sources of phase noise, including 

self-phase modulation (SPM), cross phase modulation (XPM), laser phase noise and 

laser frequency offset between the transmitter and receiver can no longer be simply 

ignored. High quality of service (QoS) in the next generation coherent networks, 

therefore, will rely on OPM to provide accurate information of these impairments 

for system configuration, packet switching and channel impairment compensation. 

As the control plane of the management system requires a complete map of real-time 

channel conditions across various links in a network to coordinate routing for 

maximum network efficiency, OPM is desired to be deployed at intermediate 

network nodes such as optical cross-connect (OXC) unit as well as end terminals. 

Thus, the cost of OPM becomes another major concern. Moreover, modern OPM is 

also expected to be transparent to various modulation formats and bit rates that may 

coexist in coherent optical systems. 

In this thesis, we first studied the application of asynchronous amplitude 

histogram (AAH) in OSNR monitoring for higher order modulation formats. Since 

no timing/clock recovery circuitries are required and the sampling speed could be 
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much lower than the symbol rate, AAH can significantly reduce the cost of 

monitoring units. Simulation results indicate that the proposed technique can be 

applied to M order quadrature amplitude modulation (QAM) formats with high 

accuracy. The influences of CD and PMD are also evaluated. As independent and 

simultaneous monitoring of OSNR, CD and PMD are almost impossible using AAH 

alone, we further proposed the use of artificial neural network (ANN) trained with 

AAH for simultaneous monitoring of multiple channel impairments. Simulation 

results verified that the combination of ANN and AAH can independently monitor 

OSNR, CD and PMD simultaneously with high accuracy with a wide monitoring 

range. 

For monitoring of nonlinear parameters of the channel, we proposed a DSP-based 

monitoring technique using the statistics of the received pilot symbols. It is 

demonstrated that the proposed nonlinear parameter monitoring technique can 

simultaneously monitor phase noise introduced by laser linewidth, laser frequency 

offset between the transmitter and local oscillator and ASE noise. The number of 

spans between the two transmission ends can be obtained as well in case such 

information is not available from upper level network protocols. Finally, faults can 

also be localized by evaluating the relation between the variance of received signal 

power and phase. 
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Chapter 1                                                                                                        
INTRODUCTION 

Optical performance monitoring (OPM) is used to assess the performance of optical 

communication systems and monitor its limiting factors from the transmitted 

physical waveform. In general, OPM can be classified into two categories, including 

physical channel impairments monitoring which monitors critical channel 

parameters that have significant impact on signal quality on physical layer, and 

signal quality monitoring which evaluates bit-error rate (BER) and Q-factor of the 

received signals at the receiver [1]. As signal quality monitoring only measures 

overall signal distortion, network management system can only use it for simple 

logical judgment when two communication nodes are suddenly disconnected or 

signal quality at the receiver drops below a critical threshold. Furthermore, accurate 

signal quality monitoring such as BER estimation requires a relatively long period of 

time and hence may incur delay in system response to sudden performance 

degradation.  

Physical channel impairments are currently the main research focus on 

performance monitoring for the next-generation optical communication systems. 

Typical channel impairments monitored by OPM in intensity modulation/direct 

detection (IM/DD) system are optical signal-to-noise ratio (OSNR), chromatic 

dispersion (CD) and polarization-mode dispersion (PMD). In particular, OSNR 

measures the ratio of signal power to in-band amplified spontaneous emission (ASE) 

noise introduced by optical amplifiers along the transmission link. Since OSNR 
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fundamentally dictates the overall transmission quality, OSNR monitoring provides 

a direct estimation of the signal quality at the receiver.  

Chromatic dispersion is one of the major transmission impairments in high-speed 

optical communication systems. Because of the frequency-dependent nature of fiber 

refractive index, different frequency components of light travels at different speeds 

and a light pulse is broadened in the time-domain when propagating in the fiber. As 

the severity of CD increases with the square of bit rate and linearly with 

transmission distance, the maximum transmission rate and distance are limited. 

Although dispersion compensation fiber (DCF) is installed after each span of 

standard single mode fiber (SSMF) to eliminate the impairments induced by CD, it 

is difficult to compensate CD completely due to temperature, component aging and 

etc. In this case, the uncompensated CD will result in power penalty at the receiver.  

Another linear impairment monitored in optical network is polarization-mode 

dispersion (PMD). The refractive index of the fiber could be polarization dependent 

ascribed to the fiber asymmetric geometry, impurity and environmental stress. As a 

result, the two orthogonal polarization components of a light pulse will propagate in 

the fiber at different speeds and the light pulse is broadened at the fiber output. This 

phenomenon is referred as polarization-mode dispersion (PMD). PMD effect varies 

randomly with time. It limits the ultimate channel capacity and is a major constraint 

of systems using polarization multiplexing.  
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1.1  The need for OPM 

The rapid growth of internet-based service such as video streaming, e-commerce and 

online socialization drives the network traffic to increase exponentially in the past 

decade. Fueled by the huge demands, optical communication networks grow at an 

astonishing pace. After several generations of evolutions, modern optical networks 

have exceeded its predecessors by far much in terms of transmission capacity, 

number of connections and coverage area. Moreover, installation of reconfigurable 

optical add-drop multiplexers (ROADM) provides the optical networks with more 

flexibility to handle the dynamic traffic demands. Ascribed to its scale and 

complexity, however, management of optical network has also become more 

difficult and expensive. Insufficient knowledge of channel physical states always 

leads to installation of unnecessary network components and inefficient use of 

network resources [2]. 

Current packet switching and routing algorithms are mainly designed to reduce the 

hop number and probability of connection request blocking. However, effects of 

channel impairments of the selected links could be too large to be acceptable at the 

receiver. In such case, the network needs to calculate an alternative route for the 

packets and this process could take a long time and consume tremendous 

computation resources depending on the scale and complexity of the network. 

Impairment-aware route wavelength assignment (IA-RWA) is proposed for future 

optical networks to account for the channel impairments in the stage of routing 

calculation. However, to implement IA-RWA algorithms, the network control plane 
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requires the knowledge of the physical channel impairments. A connectivity 

verification stage is also suggested by both the IA-RWA algorithms and the GMPLS 

[3] to ensure the quality of transmission (QoT) before the data packets are routed. 

Therefore, OPM can provide real-time information for channel impairments and will 

be essential to future IA-RWA enabled networks. In addition to packet switching, 

OPM can potentially contribute to the realization of adaptive network topologies in 

optical communication networks. With access to instantaneous link parameters 

across the network, link management protocol is able to provide optimal 

reconfiguration of network resources to accommodate new transmission requests or 

terminate existing connections on demand.  

Fault identification, localization and management in optical transport networks 

form another category of potential application of OPM. Different approaches have 

been so far proposed to localize the faults whenever alarms are triggered by network 

components [4-6]. However, these approaches usually assume complete loss of 

connection due to fiber cut, component failure and physical layer intrusion. 

Although Q-factor and BER monitoring at the receiving end can also detect serious 

system performance degradation, they are unable to identify the type of impairment 

that results in such degradations. Since OPM is designed to monitor various channel 

impairments at physical layer, the exact impairment that causes the communication 

failure or performance degradation can be identified. Also, by cross-referencing data 

from different monitoring units, the fault can be localized. With the information of 

both cause and location of the faults, fault isolation and restoration time can be 



5 

 

significantly shortened. On the other hand, the definition of channel fault in the next-

generation optical networks is no longer constrained to complete channel 

disconnection, but should also accounts for subtle changes in channel impairments 

and drifts of component parameters related to nonlinearity, temperature fluctuation, 

component aging, channel crosstalk and other perturbations [7]. Although these 

“soft faults” will not interrupt the communication between two nodes instantly, 

knowing their occurrence, location and cause will be critical for maintaining high 

QoS of the network and prevent complete breakdown in the future [2]. Since these 

“soft faults” usually caused by changes in channel properties, only monitoring 

techniques having insight of the channel physical layer such as OPM is competent 

for the new monitoring task. 

1.2  Challenges in OPM 

One of the most challenging issues in OPM is the isolation of different types of 

channel impairments that may have similar impacts on the signal or could counteract 

with each other [8-10]. Linear impairments induced by both CD and PMD broaden 

the signal pulse in the time-domain, while the spectrum is broadened in presence of 

fiber nonlinearity. The interaction among channel impairments can easily make the 

monitoring results either overestimated or underestimated and it is difficult to 

identify unique signal distortion features for particular impairments. In addition to 

mixture of channel impairments, variation in pulse rise time, filter bandwidth, and 

other wavelength or polarization dependent channel parameters can all affect the 

accuracy of OPM.  
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OPM algorithms also need to balance the tradeoffs between monitoring range and 

accuracy. Current OPM techniques usually depend on variations in either the 

physical properties or the statistics of the signal to trace the corresponding 

impairments. Intuitively, if the monitored signal characteristic is highly sensitive to a 

particular impairment, the monitoring algorithm will be able to quantitatively 

measure the impairment even if its amount is considerably small. However, such 

signal characteristics will probably lose distinguishable features for monitoring 

quickly and therefore limit the range of monitoring. On the contrary, if the signal 

characteristic is relatively insensitive to the particular impairment, the performance 

monitoring technique can have a wider monitoring range. 

Future optical network may accommodate different types of traffics. New 

technologies will be deployed to meet the rapid increasing traffic demand, while old 

systems will still be in-service for legacy problems. A mixture of various 

modulation formats and transmission rates are expected to coexist in the next-

generation networks. Since it is impractical to build separate systems for monitoring 

of different data formats, modern OPM techniques should be transparent to 

modulation formats, bit rates and detection scheme that can be possibly used in 

future network.  

Implementation cost of OPM is another major concern in OPM research. As it is 

desirable to have OPM functionalities at intermediate network nodes, the cost of 

installation and maintenance can quickly scale up with the size of the optical 
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network and hence OPM techniques that require expensive hardware are not 

preferable [11, 12].  

1.3  OPM in coherent optical communication systems 

Coherent detection is considered as one of the most promising technologies for the 

next-generation optical communication systems transmitting at 100 Gbps and 

beyond. By using high order modulation formats which modulate information on 

both signal amplitude and signal phase, coherent optical communication systems can 

achieve much higher spectral efficiency than conventional IM/DD systems. Advance 

in electronic technologies also ensures the implementation of digital signal 

processing algorithms for coherent optical communications.  

However, the advanced coherent detection brings new challenges to OPM as well. 

Since signal phase is used to carry information, phase noise induced by fiber 

nonlinearity [13] and other sources of phase distortions such as laser phase noise and 

laser frequency offset can no longer be ignored, but should be part of OPM 

monitoring targets. In addition, the performance of DSP-based fiber nonlinearity 

compensation techniques proposed in recent years depend heavily on the accurate 

knowledge of channel parameters such as fiber nonlinear coefficient [14-16] and 

hence fiber nonlinearity monitoring in coherent optical systems is especially 

important. Moreover, different modulation formats transmitting at various bit rates 

are expected to coexist in future coherent optical networks [1, 2, 8]. Cost constraints 

will require future OPM techniques to be transparent to modulation formats and bit 

rates. Otherwise, deployment of multiple monitoring techniques and devices at one 
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location of the network will result in excessive expenditure and reduce the flexibility 

of future network expansion and upgrade. 

In this thesis, three OPM techniques are proposed for monitoring of channel 

impairments in coherent optical systems. The first two techniques are based on 

asynchronous amplitude histogram (AAH) and artificial neural network (ANN) and 

focus on the monitoring of CD, PMD and especially OSNR. The proposed 

techniques’ transparencies to modulation formats and bit rates are verified by 

simulations for QPSK, 16-QAM as well as 64-QAM formats with different bit rates. 

In addition, we also proposed the use of pilot symbols for simultaneous and 

independent monitoring of channel impairments that cause phase noise to coherently 

detected signals including fiber nonlinear parameter, laser phase noise and laser 

frequency offset.   

1.4  Organization of the thesis 

The rest of the thesis is divided into several chapters in the following manner:  

Chapter 2 presents a literature review on OPM where several major classes of 

OPM techniques are described in more details. 

Chapter 3 introduces an OSNR monitoring technique for higher-order modulation 

formats using asynchronous amplitude histogram. The AAHs of 16/64-QAM signals 

are thoroughly studied and a calibration factor from the AAH is defined for 

enhanced monitoring sensitivity and transparency to modulation format. The 

proposed technique is verified by simulations and its tolerance to CD and PMD is 

also evaluated. 
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In Chapter 4, the combination of AAH and ANN is studied for simultaneous 

monitoring of OSNR, CD and PMD. Superior monitoring range, accuracy and 

isolation of different impairments are demonstrated through simulations. To 

investigate the generality of the technique, simulations are conducted for both QPSK 

and 16-QAM systems.  

In Chapter 5, we investigate the use of received power and phase of pilot sequence 

to jointly and independently monitor laser frequency offset, laser linewidth, fiber 

nonlinear coefficient, number of fiber spans and OSNR of a coherent system with a 

DSP-based receiver. Analytical expressions for the statistics of received pilot 

symbols are derived and corresponding analytical estimates of the monitoring 

parameters are provided. A transmission link with either full CD compensation or 

10% CD under compensation is studied. In addition, it is shown that the changes in 

the statistics of received signal power and phase differences can be used for fault 

localization as well. 

The last chapter summarizes the whole thesis by recapitulating the work presented 

in previous chapters. Potential improvements and future directions in OPM 

techniques are suggested. 

 



10 

 

Chapter 2                                                                                                        
LITERATURE REVIEW 

In the following sections, several classes of OPM techniques are discussed in details 

based on one or more related literatures.  

2.1  OPM using RF spectrum analysis 

Various channel impairments do not only distort signal in the time-domain, but also 

affect its spectrum. The way how signal spectrum is distorted by channel 

impairments depends on the type of impairment and the frequency range under 

concern. Hence, it is possible to distinguish and monitor channel impairments by 

analyzing the RF spectrum of the signal. 

One common OPM technique using RF spectrum analysis is to transmit a 

subcarrier tone with the data signal and analyze its changes in power and phase at 

the receiver to estimate the overall channel impairments. In [17], a single in-band 

subcarrier tone is proposed for online chromatic dispersion monitoring and 

compensation. Fig. 2.1 illustrates the basic principle of the technique. The subcarrier 

tones in the upper and lower sidebands are in-phase at the transmitter. However, in 

presence of CD, a phase mismatch between the two components will accumulate 

during their propagation in the fiber. After O/E conversion at the receiver, the phase 

mismatch causes a power fading in the subcarrier tone as shown in Fig. 2.2. The 

detected photocurrent at the tone frequency fades as  

( )
2

0 cos SC
SC

f DLI f I m
c

π λ 
=  

 
                                     (2.1) 
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where 0I is the peak photocurrent, m is the modulation depth, SCf is the subcarrier 

tone frequency, λ is carrier wavelength, c is the speed of light in vacuum, D is the 

dispersion coefficient and L is the fiber length. By measuring the RF fading at the 

receiver and substituting it into Eq. 2.1, DL (the overall accumulated CD) can be 

estimated. It is also noted from Eq. 2.1 that the RF fading is periodic and there could 

be monitoring ambiguity if the accumulated dispersion exceeds one period of total 

fading. Since the period of RF fading is determined by tone frequency SCf , it is 

important to select SCf  properly for optimal monitoring results. Fig. 2.3 compares 

the monitoring range of 7- and 9- GHz subcarrier tone in a 10 Gbps optical 

communication channel. As can be seen from the graph, the CD monitoring range is 

extended for 250 ps/nm by choosing 7 GHz instead of 9 GHz as the subcarrier 

frequency.  

 
Fig. 2.1 Basic principle of using RF fading for online CD monitoring [17]. 
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Fig. 2.2 Dependency of RF spectra of an 8 GHz subcarrier tone on different amount of accumulated 
CD in a 10 Gbps transmission system [17]. 

 
Fig. 2.3 RF tone power as a function of accumulated CD for different subcarrier frequencies [17]. 

To compensate for the effect of dispersion, Petersen et al. [17] use the measured 

tone power as a control signal to drive the nonlinearly chirped FBG with a 

dispersion range of -350 to -1000 ps/nm to compensate the accumulated CD of the 

link. The tone frequency is set to be 8.3 GHz and the accumulated dispersion after 

transmitting through 60 km fiber is 830 ps/nm. The BER measurements of the 

experimental setup are shown in Fig. 2.4. The dispersion compensation reduces the 

power penalty induced by CD from 2 dB to less than 0.5 dB which also demonstrate 

the capability of online CD monitoring using in-band subcarrier tone. 
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Fig. 2.4 BER against received optical powers for different experimental setups  [17]. 

 

In addition to subcarrier tone, channel impairments may also be monitored by 

analyzing the whole RF spectrum. In [18], Zhao et al. demonstrated that the change 

in signal power within a frequency range is dependent on the amount of accumulated 

CD and such dependency can be used for wide-range CD monitoring in a wide range. 

Let ( )yyS f be the power spectral density (PSD) of received signal, Fig. 2.5 shows 

the plot of ( )yyS f in the range of 0 to 10 GHz for 10 Gbps NRZ- and RZ-DPSK 

systems with different accumulated dispersion values. As can be observed from the 

graphs, ( )yyS f at higher frequencies increases with accumulated CD. This can be 

explained by the fact that CD redistributes the signal power from low frequency to 

high frequency. It is also noted that PSD of RZ-DPSK system increases more than 

NRZ-DPSK system for the same amount of CD. As RZ signal occupies a larger 

bandwidth than NRZ signal, CD induces more amplitude ripples on RZ signal than 
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NRZ signal which in turn causes more frequency components in high frequency 

domain and results in the discrepancy in PSD increment [18]. 

 
                                   (a)                                                        (b) 

Fig. 2.5 PSD of 10 Gbps (a) NRZ-DPSK (b) RZ-DPSK system with different accumulated dispersion 
values [18]. 

As the distribution of PSD of received signal is related to channel dispersion, Zhao 

et al. argues that accumulated CD may be monitored by measuring the change in 

total power within a frequency range, i.e. 0 to 10 GHz, which can be expressed by 

( ) ( )
10

2 0

G

yyF L S f dfβ = ∫                                             (2.2) 

where 2β is the second-order dispersion coefficient and L is the fiber length. The 

relative total power ( ) ( )2 / 0F L Fβ as a function of CD is plotted in Fig. 2.6. The 

sensitivity of power change varies with CD range which indicates a trade-off 

between monitoring sensitivity and range. Considering the balance among 

sensitivity, range and bit rate, 0 to 400 ps/nm is a reasonable range of residue CD for 

a 10 Gbps transmission system [18]. 
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Fig. 2.6 ( ) ( )2 / 0F L Fβ as a function of accumulated CD  [18]. 

Experimental and simulation results for CD monitoring for both NRZ- and RZ-

DPSK system using the proposed technique are shown in Fig. 2.7. The relative RF 

power changes about 5.2 dB for CD from 0 to 400 ps/nm in NRZ-DPSK system and 

more than 15 dB in RZ-DPSK system for the same CD range. The monitoring 

sensitivity of RZ-DPSK is around 80 ps/nm/dBm which is more than twice as that of 

NRZ-DPSK. 

     
(a)                                                                         (b) 

 Fig. 2.7 Theoretical, experimental and simulation results of CD monitoring for (a) NRZ-DPSK and 
(b) RZ-DPSK systems [18]. 
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The effects of OSNR, first-order PMD and fiber nonlinearity on the monitoring 

results are also studied. As shown in Fig. 2.8(a), OSNR does not have significant 

impact on the monitoring, but only causes slight decrease in monitoring sensitivity 

and an approximate 5% degradation in monitoring accuracy when OSNR is reduced 

from 30 dB to 25 dB. DGD also does not modify the relative RF power curve by 

much as shown in Fig. 2.8(b). The monitoring errors are below 3% and 6% for DGD 

= 10 ps and 20 ps, respectively. Fig. 2.8(c) shows the simulated monitoring results 

for a 300-km long channel with different launch powers. The impact of SPM on CD 

monitoring is negligible until the signal power reaches 6 dBm when fiber 

nonlinearity becomes a dominant impairment in the channel.  

  
                                             (a)                                                                      (b) 



17 

 

 
(c) 

Fig. 2.8 Dependency of CD monitoring using RF spectrum on (a) OSNR (b) PMD (c) nonlinearity 
[18].  

 

2.2 OPM using asynchronous amplitude histogram 

Asynchronous amplitude histogram (AAH) basically depicts the statistics of the 

amplitudes of received signals. A sequence of signals is first asynchronously 

sampled at the receiver and AAH is obtained by plotting a histogram based on the 

samples. Shake et al. first proposed the use of AAH for OSNR monitoring by 

calibrating Q-factor derived from the histogram against OSNR [19]. As shown in 

Fig. 2.9, the AAH obtained from on-off keying (OOK) systems consists of two 

peaks-mark and space which corresponds to the logic “1” and logic “0” respectively. 

To quantitatively analyze the AAH, several parameters are derived from the 

statistics of the AAH peaks. ( )1 tµ , ( )0 tµ ( )1 tσ and ( )0 tσ in Fig. 2.10 are the means 

and standard deviations of the two peaks against the eye diagram at time instant t. 

The distance between the two peaks is denoted by ( )tµ . Comparing the histograms 

in Fig. 2.9 and Fig. 2.10, it is obvious that the values of aforementioned parameters 
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change with the OSNR level. In the case of increased noise power as shown in Fig. 

2.9, the two peaks are broadened and the values of ( )1 tσ and ( )0 tσ  increase 

accordingly. If the OSNR is controlled by varying signal power as shown in Fig. 

2.10, ( )tµ and ( )1 tµ will have dominant changes instead. Hence, it is possible to 

define a variable for the calibration of actual OSNR based on the distance between 

the peaks of AAH and their means and standard deviations.  

In [19-21], Shake et al. defined a avgQ as 

1, 0,

1, 0,

avg avg
avg

avg avg

Q
µ µ
σ σ

−
=

+
                                                    (2.3) 

where ,i avgµ and ,i avgσ are the means and standard deviations of the mark and space 

level distributions. Since AAH contains samples from signal transitions in between 

the two peaks, the region of mark and space level distributions need to be specified 

before the calculation of ,i avgσ . An easy and common way of determining the mark 

and space level distributions is setting two boundaries, th0µ and th1µ  which can be 

obtained from 

th0 0,avg 1,avg 0,avgµ µ α µ µ= + −                                           (2.4) 

th1 1,avg 1,avg 0,avgµ µ α µ µ= − −                                           (2.5) 

whereα is a value usually smaller than 0.5 and need to be empirically adjusted for 

optimum performance. AAH region beyond th1µ is considered as mark level 
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distribution, whereas, the region below th0µ is classified as the distribution of space 

level.  

 
                                                 (a)                                                                     (b) 

Fig. 2.9 Comparisons between histograms and corresponding eye diagrams for different OSNR [21]. 

 
Fig. 2.10 Comparison of histograms for different OSNR changed by varying signal power [10]. 

 

A calibration graph of avgQ against Q factor for differentα is shown in Fig. 2.11 

[21]. As can be observed from the graph, avgQ has a clear one-to-one mapping 

relationship to each OSNR value. It is also noted that the calibration curve is 

dependent on α and its slope, which corresponds to the monitoring sensitivity, 

increases with decreasing α . However, according to Shake’s study, a 

smallerα require more samples and equivalently, a longer sampling time window to 
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achieve sufficient statistical averaging for reliable calculation of 

,i avgµ and ,i avgσ calculations. In addition toα , the calibration curve in Fig. 2.11 also 

depends on the pulse rise time, optical bandpass filter following the optical amplifier, 

the bandwidth of the electrical filter at the receiver and other channel parameters that 

may induce waveform distortion to the signals. Thus, separate calibration graphs 

maybe required for each channel in practical systems. 

 
Fig. 2.11 Calibration graph of evaluated avgQ against actual Q factor for different α  [21]. 

 

Despite its sensitivity to channel configurations, AAH has attracted strong 

research interests ascribed to its low cost and easy implementation nature. Weinert et 

al. investigated the application of AAH to OSNR monitoring for RZ signals [22]. 

Studies of AAH-based OSNR monitoring for phase modulated signals are covered 

in [23]. In [24], the use of reference amplitude histogram (RAH) and optical pre-

amplification is proposed to increase the OSNR monitoring sensitivity.  
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However, one remaining problem of AAH-based monitoring technique that 

requires future research is the isolation of different sources of signal degradation. As 

can be seen from Fig. 2.12 [10], the standard deviation of mark level 1σ changes with 

the amount of accumulated CD which can be mistaken as OSNR degradation if no 

precaution is taken. To separate the source of signal degradation when both ASE 

noise and CD present, some new parameters are defined in [10], as shown in Fig. 

2.13. 1Xσ and X µ are the ratio of increase in 1,avgσ and 1, 0,avg avgµ µ− to their reference 

values. Simulation results show that the summation of 1Xσ and X µ behaves 

differently when subject to either OSNR degradation or CD impairment. As can be 

seen from Fig. 2.14 [10], the value of 1Xσ + X µ increases with the amount of 

accumulated CD, while it decrease when the signal power decreases. Therefore, by 

comparing the AAH obtained in a particular link to the reference AAH obtained 

when there is no CD, the source of degradation in signal quality can be identified 

based on the trend of changes in 1Xσ + X µ . 

          
                                                       (a)                                                            (b) 

Fig. 2.12 Dependence of asynchronous amplitude histogram on CD for 10 Gbps NRZ systems (a) Ps 
= -35 dBm, CD = 0 ps/nm and (b) Ps = -35 dBm, CD = 680 ps/nm [10]. 
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Fig. 2.13 Definition of 1Xσ and X µ [10]. 

 

                                              (a)                                                                             (b)        

Fig. 2.14 Dependence of 1Xσ + X µ on (a) CD and (b) OSNR for 10 Gbps NRZ systems whenα =0.2, 

0.3 and 0.4 [10]. 

 

Later in [25], Li et al. proposed asynchronous amplitude histogram evaluation 

(AAHE) technique for simultaneous OSNR and CD monitoring in return-to-zero 

differential phase shift keying (RZ-DPSK) system. Assuming Gaussian pulse shape, 

the waveforms of pulse pair withπ phase difference and 0 phase difference are 

shown in Fig. 2.15. When the phase difference isπ , the intensity at A1 drops to zero 

because of the destructive interference between signals, whereas, constructive 
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interference enhances the intensity at A2 when the phase difference is 0. A plot of B, 

A1 and A2 against CD is given in Fig. 2.16. As can be seen from the graph, intensity 

at B drops monotonically with increasing CD, while intensity at A2 increases with 

CD. The two curves intersect at 500 ps/nm which could be the upper boundary of 

such CD monitoring technique, as the signal peak can no longer be identified.  

 
(a) 

 
 (b) 

Fig. 2.15 Waveform of RZ-DPSK pulse pair with (a) π phase difference and (b) 0 phase difference 
[26]. 
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Fig. 2.16 Pulse pair intensity at point B, A1 and A2 for different CD [26]. 

 

Applying the analysis of Fig. 2.22 to the histogram of RZ-DPSK signal shown in 

Fig. 2.17, Li et al. found that the standard deviation of Peak 1 1σ does not vary much 

with CD but is sensitive to OSNR. Meanwhile, the mean value of Peak 1 1µ depends 

heavily on CD but is less sensitive to OSNR. Therefore, they defined the amplitude 

Q (AQ) and dispersion factor (DF) for the calibration of OSNR and CD respectively. 

The equations for evaluating AQ and DF are given by  

0

1

AQ 10log P
σ
 

=  
 

                                                   (2.6) 

1

0

DF
P
µ

=                                                                (2.7) 

where 0P is the average power of RZ-DPSK signal. Experimental and simulation 

results for OSNR and CD monitoring using AAHE are given in Fig. 2.18. As shown 

in the figures, OSNR and CD monitoring are approximately independent of each 

other for OSNR larger than 20 dB and the monitoring accuracy is also high. 
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Fig. 2.17 Asynchronous amplitude histogram of RZ-DPSK signal [26]. 

 
(a)                                                                          (b) 

 

 
 (c) 

Fig. 2.18 Experimental and simulation results of (a) estimated DF versus CD. (b) estimated AQ 
versus OSNR (c) estimated AQ as a function of CD for different OSNR in RZ-DPSK system [25]. 
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If polarization-mode dispersion (PMD) is also present in the RZ-DPSK system, it 

is proposed in [26] that CD information can be independently extracted using DF in 

Eq. 2.7 by controlling the signal to align with the two principal-state-of-polarization 

(PSPs) to minimize the effect of PMD. After the estimation of CD, the signal is 

realigned to a 45 degree with respect to PSP so that PMD effect can be maximized 

and monitored using a predefined factor DF2.  The expression of DF2 is given by 

2 0DF2= / Pµ                                                        (2.8) 

where 2µ is the mean value of Peak 2 in Fig. 2.18. Although 2µ is also affected by CD, 

it can be solely used for calibration of PMD, as we have already obtained the value 

of CD in preceding process. Experimental and simulation results of PMD 

monitoring in presence of CD is given in Fig. 2.19.  

 
Fig. 2.19 Experimental and simulation results for PMD monitoring in RZ-DPSK system under 250 
ps/nm chromatic dispersion [26]. 

 

2.3  OPM using artificial neural network 

2.3.1 Artificial neural network 
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Artificial neural network (ANN) is a mathematical model that simulates the 

collective behavior among the interconnected neurons in the human brain. Generally, 

ANN consists of one input layer, one or more hidden layers, and one output layer. 

These layers are connected by weighting matrixes and each node inside hidden layer 

adopts an activated function which could be either linear or nonlinear. Fig. 2.20 [11] 

shows the typical structure of ANN. 

 
Fig. 2.20 Structure of a typical artificial neural network [11]. 

  

The weighting matrix that connects the input layer and hidden layer can be 

initiated by using either preloaded values or instantaneously generated according to 

prescribed rules. To smooth the mapping between the inputs and outputs, a process 

called training is required to adjust the weighting matrix. A sequence of input and 

output pairs are supplied to the ANN and optimization algorithms such as genetic 

algorithm automatically adjust the input and output weighting matrixes to minimize 

the difference between the outputs derived from the input variables and the expected 
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outputs. After the training process, another set of inputs are applied to the ANN and 

the calculated outputs are compared to the expected outputs for the verification of 

robustness and reliability of the trained ANN. This process is referred as testing. 

In the case of optical performance monitoring, the outputs of ANN shall be the 

channel parameters to be monitored such as OSNR, CD and/or PMD. The inputs to 

the ANN actually can be arbitrary. However, the larger dependency of the input on 

the monitored channel impairments, the higher monitoring accuracy can be achieved. 

Hence, one of the main problems of ANN-based OPM is to find suitable inputs that 

are sensitive to various channel impairments in different manners. The tradeoff 

between monitoring sensitivity and range makes the selection of the input variables 

more challenging. 

2.3.2 Review of OPM using ANN 

Jargon et al. first proposed the use of ANN for simultaneous OSNR, CD and PMD 

monitoring [27] using eye diagrams. It is visually obvious from Fig. 2.21 that eye 

diagrams present distinct features depending on different impairment combinations. 

Therefore, using characteristics extracted from eye-diagram as the inputs to ANN, 

we should be able to monitor impairments that cause the distortions to eye-diagram. 

In [27], Jargon et al. chose the Q-factor, eye closure, jitter and crossing amplitude as 

the inputs to ANN with multilayer perceptron (MLP) structure and formed a training 

data pool by sweeping through OSNR from 16 to 32 dB (4 dB in step), CD from 0 to 

60 ps/nm (15 ps/nm in step) and 0 to 10 ps (2.5 ps in step). To test the monitoring 

performance of the constructed ANN, another set of data consisting of the 
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impairment combinations of OSNR from 18 to 30 dB (4 dB in step), CD 7.5 to 52.5 

ps/nm (15 ps/nm in step) and DGD from1.25 to 8.75 ps (2.5 ps in step) are also 

generated by numerical simulations. The monitoring outputs of the ANN for a 40 

Gbps RZ-DPSK system are shown in Fig. 2.22. 

 
(a) No impairment                                                 (b) DGD only 

 
 (c) CD only                                                               (d) DGD and CD 

Fig. 2.21 Eye diagrams of 10Gbps NRZ-OOK system with OSNR = 32 dB and various channel 
impairments (a) No impairment (b) DGD only (C) CD only and (d) DGD and CD [27]. 
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(a) OSNR 

 

(b) CD 

 

 (c) DGD 

Fig. 2.22 (a) OSNR (b) CD and (c) DGD monitoring results for 10 Gbps RZ-DPSK channel [27]. 

 

Recently, asynchronous constellation diagram (ACD) has also been proposed as 

an alternative input to ANN for OPM [28]. ACD is a 2 dimensional plot of 

asynchronously sampled in-phase (I) and quadrature (Q) components of the received 

signals. It is similar to the conventional constellation diagram but also shows 
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transitions between symbols. A set of ACD distorted by different impairment 

combinations is given in Fig. 2.23. Similar to eye diagrams, ACD also present 

distinguishable variations to a particular impairment combination. To make use of 

the asynchronous constellation diagram, the whole figure is divided into four 

quadrants as shown in Fig. 2.24. The means and standard deviations of the sample 

amplitudes in the first and third quadrants ( 1r , 1rσ , 3r , 3rσ ) are used as part of the 

inputs to ANN. In addition, the two interceptions of ACD on y-axis and another 

factor ( ) ( )31 3 1 1 3/ r rQ r r σ σ= − + are contained in the input vector to the ANN as well. 

The reason why only samples in the first and third quadrants are used is because the 

authors argue that the shape changes of ACD in these two quadrants are more 

obvious than that in the other two quadrants. Input variables derived from these two 

quadrants also provide better matching in monitoring performance between the 

training and testing data sets.  

  
(a) None                                   (b) DGD only 
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     (c) CD only                   (d) DGD and CD 

Fig. 2.23 Asynchronous constellation diagrams distorted by (a) None (b) DGD (c) CD and (d) DGD 
and CD [28]. 

 
Fig. 2.24 Partitioned asynchronous constellation diagram for feature extractions for OPM using ANN 
[28]. 

  

The proposed technique was verified by simulations for 40 Gbps RZ-QPSK 

system. The impairment combinations for training are: OSNR – 12, 16, 20, 24, 28 

and 32 dB; CD – 0, 40, 80, 120, 160 and 200 ps/nm; DGD – 0, 4, 8, 12, 16 and 20 ps. 

The impairment combinations for testing are: OSNR – 14, 18, 22, 26 and 30 dB; CD 

– 20, 60, 100, 140 and 180 ps/nm; DGD – 2, 6, 10, 14 and 18 ps. Fig. 2.25 shows the 

monitoring results and the RMS errors for OSNR, CD and DGD monitoring are 0.77 

dB, 18.71 ps/nm and 1.17 ps, respectively.  
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(a) OSNR 

 
(b) CD 

 
 (c) DGD 

Fig. 2.25 (a) OSNR (b) CD and (c) DGD monitoring results in 40 Gbps RZ-DQPSK system [28]. 

 

2.3.3 Other OPM techniques based on machine learning algorithm 
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In addition to ANN, the use of other machine learning techniquse such as pattern 

recognition  for OPM is also studied in the literature [29]. Anderson et al. propose 

the use of joint probability density function (PDF) of a signal x(t) and its delayed 

version ( )x t t+ ∆ , such pdf is also known as phase portrait in machine learning as 

the input to kernel-based ridge regression technique for the monitoring of OSNR, 

CD and DGD. A set of phase portraits distorted by various channel impairment 

combinations is shown in Fig. 2.26. The intensity of each pixel in the portrait 

represents the joint probability density. As can be seen from the graphs, both the 

shape of the phase portrait and its intensity distribution are sensitive to signal 

distortion and present distinct response to different channel impairments. 

(
)

x
t

t
+
∆

    
x(t)  

                                      (a) Clean             (b) ASE                 (c) CD                 (d) DGD            

Fig. 2.26 Comparison of eye diagram and phase portrait for NRZ signal (a) OSNR  = 35 dB and no 
impairment (b) OSNR = 25 dB (c) OSNR = 35 dB, CD = 800 ps/nm and (d) OSNR = 35 dB, DGD = 
40 ps [29]. 

 

To evaluate the monitoring performance of the proposed technique for 40 Gbps 

NRZ-DPSK signals, a data pool consisting of 1700 different phase portraits is 

formed by simulating channel impairment combinations of OSNR from 13 to 26 dB 
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(2 dB in step), CD from 0 to 700 ps/nm (70 ps/nm in step) and DGD from 0 to 20 ps 

( 5 ps in step). Since the signal state of polarization with respect to the fiber principal 

state of polarization (PSP) changes randomly during propagation, the quantity of 

effective DGD given by 

( )effDGD 4 1 DGDγ γ= −                                                    (2.9) 

is monitored instead of DGD, whereγ is the split ratio of signal power between the 

two PSPs and it is randomly varied from 0 to 1 during the simulations. The 

simulation results of CD and effDGD are shown in Fig. 2.27. The RMS errors of CD 

and effDGD are 11 ps/nm and 0.75 ps, respectively.  

 
(a)                                                                 (b) 

Fig. 2.27 Simulation results of simultaneous monitoring of CD and effDGD for 40 Gbps NRZ-DPSK 
signals [29]. 

 

2.4 OPM for coherent communication systems 

2.4.1 Coherent optical communications 
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In coherent optical communication systems, information is modulated on both signal 

amplitude and phase. Since more bits are encoded in one symbol, the bandwidth 

efficiency of coherent systems is significantly improved compared to conventional 

IM/DD systems. To recover the phase of the optical signal for coherent systems, a 

90 degree hybrid and a pair of balanced detector with single-ended photo-detection 

is proposed to extract the phase information as shown in Fig. 2.28. In this case, E (t) 

and ELO(t) denote the amplitude of the incoming signal and local oscillator, I and Q 

are the in-phase and quadrature components of the signal respectively.  

LO

( ){ }ReI E t∝

( ){ }ImQ E t∝

( )E t

90°

i1

i2

i3

i4

( )LOE t

 

Fig. 2.28 Balanced detector for coherent receiver. 

The photocurrent of photodiodes 1 and 2 can be expressed by 
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where R is the responsivity of the photodiode, cω is the carrier frequency and the 

symbol “*” denotes complex conjugate. The output of the first pair of balanced 

detector is then given by 

( ) ( ){ } ( ){ }
1 2

*  2 Re Re                                (2.12)LO

I i i

R E t E t E t

= −

= ∝
 

Similarly, the output of the lower branch of the detector can be written as 

( ) ( ){ } ( ){ }
3 4

*  2 Im Im                                (2.13)LO

Q i i

R E t E t E t

= −

= ∝
 

The phase of E(t) can be easily obtained by calculating  

( ) ( ) ( ){ }
( ){ }

1 1 Im
tan / tan

Res

E t
t Q I

E t
φ − −

 
= =   

 
                                (2.14) 

2.4.2 Frequency offset estimation for optical coherent receiver 

Calculation of Eq. 2.14 is based on the assumption that the frequencies of transmitter 

laser and local oscillator are identical. However, the lasing frequencies of the two 

laser sources are not necessarily identical to each other in practice. Let the frequency 

offset be ω∆  such that the detected signal phase in Eq. 2.14 is modified to be 

( ) ( )'
s st t tφ φ ω= + ∆                                                   (2.15) 

which increases linearly with time. It is argued that the frequency offset between the 

transmitter and receiver needs to be much smaller than the symbol rate to ensure the 

accuracy of phase estimation and data detection [30]. However, the frequency offset 
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in practical system can be as large as 5± GHz [31]. Therefore, frequency offset 

estimation is necessary for maintaining the performance of coherent systems. 

To this end, Zhang et al. in [32] proposed a two stage frequency offset estimator 

(FOE) algorithm whose implementation scheme is shown in Fig. 2.29. The first 

stage of the FOE utilizes the relationships between the maximum phase error output 

of Gardner algorithm and frequency offset to obtain a coarse estimation of frequency 

offset. Gardner algorithm is commonly used for the correction of timing phase error 

between the transmitter and receiver. In a coherent polarization multiplex (PolMux) 

PSK system with 2 times over-sampling rate, the phase error output of the Gardner 

algorithm in X-polarization state is given by  

( ) ( ) ( ) ( ) ( ) ( ) ( )2 2 1 2 2 2 2 1 2 2 2t x x x x x xU k I k I k I k Q k Q k Q k= − − − + − − −       (2.16) 

where xI and xQ are the in-phase and quadrature samples of the received signal. By 

sweeping through the timing offset t or the number of sample delay k, an S-curve 

representing the estimated phase error tU caused by timing error can be traced out. 

Fig. 2.30 shows a series of S-curve for different frequency offsets.  

 
Fig. 2.29 Structure of a two-stage FOE [32]. 
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Fig. 2.30 Phase error output of Gardner algorithm versus timing offsets for different frequency offsets 
[32]. 

 

As can been seen from the figure, the maximal phase error (MPE) decreases 

(accuracy of timing error estimation decreases) when the laser frequency offset is 

increased. Such relationship can be used for FOE by constructing a look-up table of 

MPE at different frequency offsets. A plot of normalized MPE against frequency 

offset is shown in Fig. 2.31.  

 
Fig. 2.31 Normalized MPE versus frequency offset for different OSNR [32]. 
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The estimation error of frequency offset cf∆ after first stage coarse estimator is 

found to be within 1± GHz which can be properly handled by a second stage fine 

FOE based on fast Fourier transform (FFT). Experiments are conducted to verify the 

proposed technique in a 42.8 Gbps PolMux RZ-QPSK system. The carrier 

wavelength is set to 1547.983 and the linewidth of the external cavity laser is about 

100 kHz. The detailed experimental setup is given in Fig. 2.32. Fig. 2.33 shows the 

BER of the channel in presence of different frequency offsets, whereas a comparison 

of operation window of proposed technique and single stage FFT-based FOE is 

depicted in Fig. 2.34. It can be observed from Fig. 2.34 that by inserting the coarse 

FOE to estimate and compensate for the excessive cf∆ , the operation range of FFT-

based FOE is significantly extended. Experimental results indicate that the technique 

proposed by Zhang et al. is able to monitor a frequency offset up to 

[ ]0.5 ,  0.6s sR R− where sR is the symbol rate. 

 
Fig. 2.32 Experimental setup of 42.8 Gbit/s PolMux RZ-QPSK system PMOC is the polarization-
maintaining optical coupler. VOA is the variable optical attenuator. EDFA is the erbium-doped fiber 
amplifier and PC is the polarization controller [32].  
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Fig. 2.33 BER performance of the experimental system using dual-stage cascaded FOE and FFT-
based FOE for frequency offset at -1 GHz and 3 GHz [32]. 

 

Fig. 2.34 Comparison of operation window of proposed dual stage FOE and FFT-based FOE [32]. 

 

One drawback of the above technique is that the data modulation needs to be 

removed before applying the second stage FOE which requires extra computation 

effort and hardware. In [33], Cao et al. proposed an alternative frequency offset 

estimation approach that makes use of the relationship between the spectrum of the 

received phase and the frequency offset.  

Let the nth received symbol be 
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( ), ,exp 2n n n d n l n s nS I jQ j fnT Nθ θ π = + = + + ∆ +                        (2.17) 

where { }, 3 / 4, / 4, / 4,3 / 4d nθ π π π π∈ − − is the modulated data phase for QPSK 

system. ,l nθ is the laser phase noise that can be modeled as a Wiener process. sT is the 

symbol period and nN represents the ASE noise. Assuming no ASE noise and laser 

phase noise, the corresponding argument of the signal can be expressed as  

, ,

'
, ,

2 2

                (2.18)
d n d n s

d n d n

fnT mϕ θ π π

ϕ θ

= + ∆ −

= +
 

where m is an integer to control the value of ,d nϕ within the range of [ ],π π− . 

,d nϕ and '
,d nθ are the mean and remaining values of ,d nϕ . Fast Fourier Transform 

(FFT) on ,d nϕ gives 

{ } { } { }'
, , ,FFT FFT FFTd n d n d nϕ ϕ θ= +                            (2.19)  

If the range of 2 sfnTπ∆ is ensured to be ( ) ( )2 1 / 4, 2 1 / 4i iπ π− +   , it can be 

calculated from Eq. 2.18 that 

, , 2 2

2 2
2 / 2                                                      (2.20)

d n d n s

s

s

fnT m

fnT m
fnT i

ϕ θ π π

π π
π π

= + ∆ −

= ∆ −

= ∆ −

 

Numerical results of Eq. 2.20 for different time interval n is plotted in Fig. 2.36. The 

solid line has a slope of 2 fπ∆ and repeats itself periodically as expected. The reason 

why only one peak is observed in Fig. 2.35 is because the amplitude of harmonics 
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with order larger than one is buried in the flat noise. It is also noted that the phase 

shift caused by laser frequency offset ( )arg exp 2 sj fnTπ∆   represented by the 

dashed line has a repeating period one fourth of that of ,d nϕ . Hence, to estimate the 

frequency offset, one can divide the frequency having the highest amplitude in phase 

spectrum by four. As the modulated data are randomly selected from the 

constellation, the signal phases are seen as flat noise after Fourier transform. On the 

other hand, the phase spectrum of the received signals contains peak components 

due to the periodic linear phase shift induced by frequency offset. Therefore, it is 

possible to extract the information about frequency offset without removing the 

modulated data by studying the phase spectrum of received signals. An illustration 

of the phase spectrum of QPSK signal with 0.5 GHz frequency offset is shown in 

Fig. 2.35. As can be seen from Fig. 2.35, the peak occurs at 2 GHz and the estimated 

frequency offset should be 0.5 GHz which agrees well with the actual value. Fig. 

2.37(a) shows the block diagram of the proposed frequency offset estimation 

technique.  
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Fig. 2.35 Phase spectrum of the received QPSK signals with a frequency offset of 0.5 GHz [33]. 

 

 

Fig. 2.36 ,d nϕ and [ ]Arg exp( 2 )sj fnTπ∆ versus t for 0f∆ >  [33]. 
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Fig. 2.37 Block diagram of proposed FOE (a) Estimator of frequency offset (b) Complete structure of 
FOE including estimation of the sign of frequency offset [33]. 

 

Although the absolute value of frequency offset can be extracted from the phase 

spectrum, the sign of frequency offset still remain unknown. To resolve this problem, 

Cao et al. introduce the second stage FOE as illustrated in Fig. 2.37(b). The absolute 

value of frequency offset 1f∆ is first obtained from the received signal using the 

technique discussed above. The sign of 1f∆ is then assumed to be positive and the 

input to the second FOE is obtained from 

( )'
1exp 2n n sS S j f nTπ= − ∆                                              (2.21) 

If the initial guess of the sign is correct, the output of the second stage FOE should 

be zero as the original frequency offset is already compensated by Eq. 2.21. 

Otherwise the value of 2f∆ will be 2 1f∆ . 
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To verify the performance of the proposed FOE, simulations are conducted for a 

20 Gbaud QPSK system. The length of data sequence is 215 and the laser linewidth 

is 100 kHz. The estimation errors of various frequency offsets in the range of [-2.4 

GHz, 2.4 GHz] are plotted in Fig. 2.38. The impact of SNR on the estimation 

accuracy for 1 GHz frequency offset is studied and shown in Fig. 2.39 as well. As 

can be seen from the graphs, at 12 dB of OSNR, the maximum estimation error of 

frequency offset is less than 2 MHz. Although the performance of FOE is sensitive 

to SNR, such dependency can be mitigated by gathering more samples for phase 

spectrum calculation but at a cost of more computational complexity and time [33].  

 

 
Fig. 2.38 Estimation error of frequency offset in the range of [-2.4 GHz, 2.4 GHz]. The SNR in 
electrical domain is 12 dB and 1000 independent trials are simulated for each frequency offset value 
[33]. 
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Fig. 2.39 Mean estimation error versus SNR for different sample size. The frequency offset is 1 GHz 
and 5000 trials are simulated for each SNR [33]. 

 

2.4.3 Laser linewidth monitoring in coherent optical communication systems 

Laser phase noise induced by finite laser linewidth is a major concern in phase-

modulated optical communication systems. Although the linewidth of commercially 

available external cavity lasers (ECL) and distributed feedback (DFB) lasers are in 

the order of kHz to several MHz respectively, the presence of laser phase noise at 

both the transmitting and receiving ends may still lead to carrier phase estimation 

error and symbol detection error. In addition, laser phase noise of the local oscillator 

can enhance the overall phase noise if accumulated CD is electronically 

compensated at the receiver [34]. Knowing the value of laser linewidth, the network 

management system can make more precise estimation of the overall phase noise 

within a particular channel for routing purpose and trigger fault alarms whenever the 

actual laser linewidth exceed prescribed thresholds. 

Conventional techniques of laser linewidth estimation/measurement usually 

require the use of additional devices such as interferometer and RF spectrum 
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analyzer [35, 36]. Duthel et al. [37],. proposed a novel laser linewidth estimation 

technique by means of coherent detection. In particular, the time-variant 

phase ( )tϕ at a coherent receiver can be obtained by  

( ) ( )
( )

arctan Q

I

E t
t

E t
ϕ =                                               (2.22) 

where ( )QE t and ( )IE t are the in-phase and quadrature components of the received 

signal. The instantaneous frequency ( )v t is then given by  

( ) ( )1
2

t
v t

t
ϕ

π
∂

=
∂

                                                 (2.23) 

The spectrum of the frequency variation can be expressed as 

( ){ }2

PSD FTF v t=                                                 (2.24) 

where FT represents Fourier Transform. Given finite bandwidth and limited number 

of samples in practical systems, PSDF can be approximated as Rice distribution [37, 

38], and the laser linewidth LW is  

2LW=2 RiceMπ                                                   (2.25) 

where RiceM  is the mode of Rice distribution. The proposed technique is verified by 

simulations in the range of 100 kHz to 1 MHz. The frequency variation spectrum 

and its distribution with Rice fitting are shown in Fig. 2.40(a). To test the sensitivity 

of the technique to the modulation effect on laser frequency caused by laser control 

loop, a frequency modulation at 200 kHz is added as shown in Fig. 2.40(b). The 
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estimation results for both scenarios are shown in Fig. 2.41. It can be observed from 

the graph that the proposed technique can provide high accuracy monitoring in a 

wide range of laser linewidth. It is also noted by comparing the insets of Fig. 2.40(a) 

and (b) that the introduction of extra frequency modulation has little impact on the 

distribution of frequency variation and only results in a maximum 5% deviation at 1 

MHz linewidth in Fig. 2.41.  

Since the proposed technique only requires the information of the in-phase and 

quadrature components of the laser output which can be easily obtained in coherent 

systems, it can be used for in-service laser linewidth monitoring if the modulated 

signal symbols are known or recovered through other means. 

 
(a) 

 
(b) 

Fig. 2.40 Frequency variance spectrum (a) with modulation and (b) without modulation on laser 
frequency [37]. 
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Fig. 2.41 Estimated linewidth versus true laser linewidth in the range of 100 kHz to 1 MHz [37]. 

 

2.4.4 Estimation of fiber Kerr nonlinearity 

As the spectral efficiency increases with the advent of coherent detection, fiber Kerr 

nonlinearity can no longer be treated as a fundamental channel impairment to be 

avoided in coherent systems design, as they induce significant distortions to phase 

modulated signals and limit the maximum signal power that can be launched into the 

fiber. Various DSP-based techniques such as nonlinear phase noise compensation 

[14, 39], intra-channel four-wave mixing compensation [40] and digital back-

propagation (BP) have been so far proposed to mitigate the nonlinear impairment. 

However, the performance of these techniques depends on the accurate knowledge 

of the fiber nonlinear parameter among others. The impact of inaccurate channel 

knowledge on the performance of BP is studied in Chapter 5.  

Since fiber nonlinearity is simply avoided in older generation system designs, 

monitoring of fiber nonlinearity is not given as much attention as OSNR, CD and 

PMD monitoring previously. Little work has been done for nonlinear impairment 

monitoring in an optical communication link, though a few techniques have been 

proposed to measure the nonlinear coefficient of a short piece of fiber sample.  
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Kim et al. in [41] proposed estimation of fiber nonlinear refractive index 2n by 

measuring the spectrum broadening caused by self-phase modulation (SPM). The 

nonlinear phase shift at the signal peak after propagating through the fiber sample is  

2

eff

2 mL n P
A

πδφ
λ

=                                                          (2.26) 

where L is the fiber length, λ is the central wavelength of the light wave, mP is the 

peak power of the signal, effA is the effective area of the fiber and 2n is the fiber 

nonlinear refractive index. Asδφ is time dependent, the phase shift caused by fiber 

nonlinearity, also known as Kerr effect, produces new frequency components which 

can be expressed by 

1
2 t

δφδω
π
∂

=
∂

                                                             (2.27) 

The experimental setup used in the measurement is given in Fig. 2.42 and 

uncertainty of 2n measurement is around 5%± . As 2n is sensitive to the polarization 

state, the measurement uncertainty can be as high as 10%± for certain types of fiber 

as reported in [41]. 

 
Fig. 2.42 Experiment setup for nonlinear refractive index measurement using SPM [41]. 
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In addition to SPM, cross-phase modulation (XPM) can also induce spectrum 

broadening when two or more channels are present. A XPM-based 2n measurement 

technique is studied in [42]. The phase shiftδφ is modified to be 

( )eff 2
probe pump

eff

2 2L n P bP
A

πδφ
λ

= +                                        (2.28) 

where probeP and pumpP are the probe signal power and pump power respectively and b 

is a scalar that depends on the polarization states of the probe signal and the pump 

lights. When the two light waves are linearly polarized and parallel to each other, b 

= 1 and XPM effect is maximized, whereas, δφ is minimized if b = 1/3 when probe 

and pump lights are linearly polarized and orthogonal to each other. The 

measurement setup using XPM is shown in Fig. 2.43. The wavelengths of both light 

sources are set to be 1550 nm. The power of the pump light is relatively stronger 

than the probe signal so that XPM dominates the spectrum broadening. 

Experimental results of the proposed measurement technique indicate good 

agreement with the measured fiber nonlinearity reported in other literatures. 

 
Fig. 2.43 Experiment setup for fiber nonlinearity measurement using XPM-based technique [41]. 
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It should be noted that although the techniques discussed above are able to 

measure the fiber nonlinear coefficient accurately, they can only be applied to a 

short fiber sample in a well controlled experimental setup. Therefore, such 

techniques are only useful for fiber characterization purposes but not for Kerr 

nonlinearity monitoring of different types of deployed fiber in an optical network.  
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Chapter 3                                                                                                        
OSNR MONITORING FOR HIGHER ORDER MODULATION 
FORMATS USING ASYNCHRONOUS AMPLITUDE HISTOGRAM 

Although optical performance monitoring techniques based on asynchronous 

amplitude histograms have been extensively studied for OOK systems, little work 

has been conducted to investigate their performance in next-generation coherent 

optical networks using higher order modulation formats such as 16- and 64-QAM. 

In particular, the Q-factor defined in [19, 21] is no longer valid for modulation 

formats with three or more power levels. Using the statistics of single peak in [23] 

and [25] results in a relatively low monitoring sensitivity. The OSNR monitoring 

technique proposed in [24] requires a reference histogram for specific channel setup 

which may be difficult to obtain in large scale dynamic networks. It also remains 

unclear how the unique characteristics of AAHs of higher order modulation formats 

can help improve OPM in monitoring range and sensitivity.  

To resolve the aforementioned problems, we propose AAH-based OSNR 

monitoring technique for 16- and 64-QAM systems by measuring the means and 

standard deviations of the highest two peaks of the AAH and calculate a parameter 

that can be used to calibrate against OSNR. 

3.1  Operating Principles 

Typical eye diagrams corresponding to received signals of a 16-QAM system are 

given in Fig. 3.1. The same set of received signals can also be asynchronously 

sampled to generate asynchronous amplitude histograms which are shown to the 
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right of corresponding eye diagrams. It is clear that the location of each peak in the 

histogram corresponds to a particular power level of the 16-QAM constellation and 

the spread of the peaks originates from signal-noise beating which depends on the 

OSNR of the channel. 

 
(a) 

 
(b) 

Fig. 3.1 Eye diagrams and corresponding asynchronous amplitude histograms for a 25 GSym/s NRZ-
16-QAM system with (a) OSNR = 20 dB; (b) OSNR = 30 dB. 

 

Let Sk(t) be the kth power level of the transmitted M-QAM signal (k = 1,2,3 for 16-

QAM and k = 1,2,…,9 for 64-QAM) and n(t) be the amplified spontaneous emission 

(ASE) noise introduced by inline optical amplifiers of the link. Neglecting the effect 

of shot noise and thermal noise at the receiver, the electrical current after photo-

detection can be expressed as 
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           ( ) ( ) ( ){ } ( )( ) ( )22 *( ) 2 Re                            3.1k k kI t R S t S t n t n t= + +  

where R is the responsivity of the photodiode and is set to 1 for simplicity for the 

rest of the chapter. As n(t) is typically modeled as complex circularly symmetric 

Gaussian process, the mean of ( )kI t is given by 

( ) ( )2 2
                          (3.2)

kk k S NS t n t P Pµ    = + = +
   

E E  

where
kSP and NP are the received signal power of the kth QAM signal level and ASE 

noise power respectively. The variance of ( )kI t  can be written as 

2 2 2 22                                       (3.3)
k kk S N NN S N NP P Pσ σ σ= + = +  

where 2
kS Nσ represents the variance of signal-noise beating and 2

NNσ accounts for the 

variance incurred by noise-noise beating. By assuming that each peak is Gaussian 

distributed, we can approximate the locations and spreads of histogram peaks 

as kµ and kσ respectively which can be used for OSNR monitoring. In particular, we 

define a factor  

( )1 2

1 2

20log                                                       3.4OSNRF µ µ
σ σ

=  

where 2µ and 2σ are the mean and standard deviation of the last peak (with the 

highest power) and 1µ and 1σ are the mean and standard deviation of the second last 

peak. Graphical illustrations of these variables are shown in Fig. 3.1 and Fig. 3.2 for 
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16-QAM and 64-QAM systems respectively. Theoretically, monitoring sensitivity 

can be maximized by using the means and standard deviations of all peaks as each of 

them interacts with ASE noise differently. However, as shown in Fig. 3.2, the 

number of identifiable histogram peaks for higher order modulation formats varies 

rapidly with OSNR and it may be difficult to extract all the peaks through simple 

curve fitting. Therefore, we choose to only use the means and variances of two 

peaks in defining OSNRF as they always exist for any higher order modulation format 

and a wide range of OSNR. As the distributions of histogram peaks overlap with 

each other in general, they need to be appropriately separated so as to 

extract kµ and kσ . After smoothing the histograms with a simple moving average 

window, we isolate and mirror the right side of the last peak to its left to construct a 

Gaussian-like distribution from which 2µ and 2σ can be estimated. This distribution 

is then subtracted from the original histogram.  Subsequently, the right side to the 

second last peak is similarly mirrored to the left side to obtain 1µ and 1σ .  
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                                                                  (a)                                                               (b)  

Fig. 3.2 Asynchronous amplitude histograms for 25 GSym/s NRZ-64-QAM signals with (a) OSNR = 
20 dB; (b) OSNR = 30 dB. 
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3.2  Simulation results and discussions.  

The simulation setup for the proposed OSNR monitoring technique is shown in Fig. 

3.3. A random symbol sequence modulated with either 16-QAM or 64-QAM format 

is transmitted at a symbol rate of 25 GSym/s. The erbium doped fiber amplifier 

(EDFA) adds ASE noise to the signal and the noise power is controlled by a variable 

optical attenuator (VOA) to realize different OSNR. CD and PMD impairments are 

simulated by the CD/PMD emulator. At the receiver, the signals are photo-detected 

and then asynchronously sampled at a rate that is much lower than the symbol rate.   

25-GSym/s 
NRZ/RZ-16/64QAM

Transmitter

EDFA

VOA

CD/PMD
 Emulator

Asynchronous 
Sampling

Coupler Direct 
Detection Po

st
 P

ro
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ss
in

g

 
Fig. 3.3 Simulation setup for OSNR monitoring of 25 GSym/s NRZ/RZ 16/64-QAM signals. 

In our simulations, 79438 samples obtained in commercial software VPI systems 

are used to generate each amplitude histogram. With the procedures described in the 

previous section, a series of OSNRF  for different OSNR values are calculated in 

Matlab and are shown in Fig. 3.4 to Fig. 3.7 for NRZ/RZ 16-QAM and 64-QAM 

systems together with their tolerance to CD and PMD. 
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Fig. 3.4 FOSNR versus OSNR for a 25 GSym/s NRZ-16-QAM system with various levels of  (a) CD 
and (b) PMD 
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Fig. 3.5 FOSNR versus OSNR for a 25 GSym/s RZ-16-QAM system with various levels of  (a) CD and 
(b) PMD. 
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Fig. 3.6 FOSNR versus OSNR for a 25 GSym/s NRZ-64-QAM system with various levels of (a) CD 
and (b) PMD. 
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Fig. 3.7 FOSNR versus OSNR for a 25 GSym/s RZ-64-QAM system with various levels of  (a) CD and 
(b) PMD. 

As shown in the figures, OSNRF has a one-to-one relationship with OSNR. The 

abrupt jump of OSNRF in the low OSNR range is caused by the changes in the number 

of identifiable peaks from AAH. In addition, Fig. 3.4 shows that the proposed 

technique can tolerate around 15 ps/nm of CD and 10 ps of PMD in NRZ-16-QAM 

systems. For NRZ-64-QAM systems, the tolerance is about 5 ps/nm for CD and 5 ps 

for PMD according to Fig. 3.6. Meanwhile, Fig. 3.5 and Fig. 3.7 shows that the 

technique can tolerate 15 and 5 ps/nm of CD and 5 and 2.5 ps of DGD in RZ-16-

QAM and RZ-64-QAM systems respectively. The lower monitoring boundary of the 

proposed technique is determined by the OSNR at which all peaks merged to a 

single peak where the proposed technique is no longer applicable. The smaller 

monitoring range and dispersion tolerance of RZ systems is partially ascribed to the 

increased signal bandwidth of the RZ pulses. Moreover, as the RZ pulse shape 

contains low-amplitude values regardless of the information symbols modulated on 

the pulse, its relative occurrence is much higher than other signal amplitudes. 

Therefore, compared to NRZ data, the occurrence of non-zero signal amplitudes are 
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considerably reduced for a given total number of samples and the histogram peaks 

merge much faster due to the finite number of samples and bin intervals used for 

generating AAHs. The reduction in tolerance level for 64-QAM formats compared 

with 16-QAM formats may be ascribed to its more compact and complex 

constellation. Finally, the average sensitivity of the proposed monitoring technique 

for 1 dB change in OSNR is more than 1.75 dB for all the modulation formats and is 

better than previously discussed AAH-based techniques. 

3.3 Summary 

In this chapter, we proposed the use of AAH to monitor OSNR for systems using 

higher order modulation formats such as 16-QAM and 64-QAM. To the best 

knowledge of the authors, this is the first work on OSNR monitoring for higher 

order modulation formats (16- and 64-QAM). The means and standard deviations of 

the last two peaks of the AAH are used to calculate a parameter that can be used to 

monitor OSNR. Simulation results demonstrated a wide monitoring range for both 

NRZ/RZ formats with monitoring sensitivities exceeding 1.75 dB for each dB 

change in OSNR. Since only the largest two peaks of the histogram are used to 

monitor OSNR, the proposed technique can be applied to any modulation formats 

with two or more power levels. Tolerance of the monitoring technique to CD and 

PMD is also studied. 
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Chapter 4                                                                                                        
OPTICAL PERFORMANCE MONITORING USING ARTIFICIAL 
NEURAL NETWORK TRAINED WITH ASYNCHRONOUS 
AMPLITUDE HISTOGRAMS 

One disadvantage of AAH-based OPM techniques is that their monitoring results are 

sensitive to other channel impairments such as CD and PMD as shown in Fig. 3.4 to 

Fig. 3.7. Although further calibration can be used to mitigate such dependency, the 

low cost characteristics and flexibility of AAH-based monitoring techniques will be 

compromised. Furthermore, due to the extensive deployment of reconfigurable 

optical add-drop multiplexer (ROADM), it may not be possible to calibrate for each 

transmission link in dynamic optical networks. On the other hand, most existing 

AAH-OPM techniques are only designed to monitor one or two impairments 

simultaneously, and they usually require high OSNR to minimize the dependency of 

monitoring results on ASE noise [25]. Hence, extra effort is required to isolate and 

simultaneously monitor different channel impairments in practical OSNR range. 

Recently, simultaneous channel impairment monitoring using machine learning 

techniques has been demonstrated in [27]. By supplying ANN and pattern 

reorganization algorithm with eye diagram [11, 27], asynchronous constellation 

diagram [28] or phase portrait [29], OSNR, CD and PMD can be monitored at the 

same time with large monitoring range and high accuracy. However, as discussed in 

previous section, the aforementioned machine learning based OPM techniques 

require high speed electronics for timing/clock recovery which significantly increase 



63 

 

the monitoring expenditure and make them unsuitable candidates for monitoring at 

intermediate network nodes where cost is a major concern.  

Given all the facts above, we propose the combination of AAH and ANN for 

OPM that could possibly utilize the advantages of both techniques.  

4.1 Principles of ANN using AAH 

4.1.1 RBF neural network 

Artificial neural network (ANN) is a mathematical model that simulates the 

collective behavior among the interconnected neurons in the human brain. The ANN 

adopted in this letter is radial basis function (RBF) neural network. Compared to 

other types of artificial neural networks, RBF has better approximation ability, 

simpler network structure, and faster learning speed. Generally, RBF contains an 

architecture consisting of three layers, namely input, hidden, and output layer. Each 

node inside hidden layer adopts a radial activated function, while nodes in the output 

layer implement a weighted sum of the outputs of all hidden nodes. A typical 

structure of multi-input and multi-output (MIMO) RBF neural network is shown in 

Fig. 4.1. 

 
Fig. 4.1 Structure of a typical MIMO RBF neural network. 
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Theoretically, RBF neural networks can approximate any continuous functions 

defined on a compact set to any prescribed degree of accuracy by sufficiently 

expanding the neural network structure [43]. Furthermore, neural network training is 

usually carried out using randomly selected training subset [44] that enhances the 

robustness of the networks than using the predefined approach. 

4.1.2 Asynchronous Amplitude Histogram 

As discussed in Chapter 2, asynchronous amplitude histograms are basically the 

empirical distribution of received signal power and are sensitive to changes in 

OSNR, CD and PMD of the transmission link. Histograms obtained from 40 Gbps 

RZ-DQPSK signals distorted by selected combinations of transmission impairments 

are shown in Fig. 4.2.  
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                                              (c)                                                                     (d)  

Fig. 4.2 Asynchronous amplitude histograms obtained from 40 Gbps RZ-DQPSK signals distorted by 
selected combinations of transmission impairments: (a) OSNR = 30 dB, CD = 0 ps/nm, DGD = 0 ps; 
(b) OSNR = 24 dB, CD = 0 ps/nm, DGD = 0 ps; (c) OSNR = 30 dB, CD = 100 ps/nm, DGD = 0 ps; 
(d) OSNR = 30 dB, CD = 0 ps/nm, DGD = 10 ps. 

It is visually obvious that different impairments cause different changes to the 

histograms. Existing AAH-based monitoring techniques usually model the 

histogram as a mixture of Gaussian distributions and parameters such as the means 

and variances of these Gaussians are used to calibrate against various channel 

impairments [21, 23]. However, as all these parameters are sensitive to channel 

impairments, they cannot be easily used for independent or joint monitoring of 

OSNR, CD and PMD. In contrast with extracting parameters form the AAH, the 

whole histogram itself contains information about the amount of different 

impairments in the system. Therefore, we can use the whole histogram represented 

by a vector of amplitude levels and corresponding occurrences as the ANN input 

neurons and the outputs of the ANN are the actual OSNR, CD and PMD values of 

the system. In our case, each histogram contains 100 bins. Thus, the number of input 

neurons is 200. Number of histogram bins to be used in practice depends on the 

monitoring accuracy, range and constraint on computational resources for real time 
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application. It needs to be found through continuous trials for each particular system. 

4.2  Simulations Results and discussions 

4.2.1 RZ-DQPSK Systems 

The system configuration used in the simulations in VPI system is the same as 

shown in Fig. 3.3. A sequence of 40 Gbps RZ-DQPSK signals with 50% duty cycle 

is transmitted through a CD/PMD emulator. The erbium doped fiber amplifier 

(EDFA) adds ASE noise to the signal and the noise power is controlled by a variable 

optical attenuator (VOA) to realize different OSNR. At the receiver, the signals are 

photo-detected and then asynchronously sampled. The sampling rate can be much 

lower than the symbol rate. Collected samples are loaded into Matlab program for 

offline process. 
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Fig. 4.3 (a) OSNR (b) CD and (c) DGD monitoring results for a 40 Gbps RZ-DQPSK system using 
ANN with AAH as inputs. 

 

To demonstrate the proposed monitoring technique, we formed a pool of 2706 

histograms by sweeping through OSNR values from 10 to 30 dB (in steps of 2 dB), 

CD from 0 to 400 ps/nm (in steps of 10 ps/nm) and DGD from 0 to 10 ps (in steps of 

2 ps). 700 histograms are randomly chosen for testing and the rest are used as 

training data. The number of hidden neurons is optimized to be 326 using the 

incremental constructive method. The monitoring results for OSNR, CD and PMD 

monitoring are given in Fig. 4.3. As the testing results of ANN based technique 
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depend on the random selection of training data, 10 independent trials of random 

training and testing processes were conducted. The average RMS error is 0.45 dB, 

9.82 ps/nm and 0.912 ps for OSNR, CD and PMD. 

4.2.2 NRZ-16-QAM Systems 

With the growing demand on transmission rates, advance modulation formats such 

as QAM has become increasingly popular for increasing spectral efficiencies. We 

also study the use of ANN trained with AAH for OSNR, CD and PMD monitoring 

for NRZ-16-QAM systems. The simulation setup is also similar to the one in Fig. 

3.3, except that a NRZ-16-QAM transmitter is used instead. AAH obtained from 

simulations for selected combinations of transmission impairments are shown in Fig. 

4.4. Again, each histogram exhibits distinct features corresponding to various 

impairments. 
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                                                       (c)                                                                   (d) 

Fig. 4.4 Asynchronous amplitude histograms obtained from 40 Gbps NRZ-16-QAM signals distorted 
by selected combinations of transmission impairments (a) OSNR = 30 dB, CD = 0 ps/nm, DGD = 0 
ps; (b) OSNR = 25 dB, CD = 0 ps/nm, DGD = 0 ps; (c) OSNR = 30 dB, CD = 250 ps/nm, DGD = 0 
ps; (d) OSNR = 30 dB, CD = 0 ps/nm, DGD = 10 ps. 
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Fig. 4.5 (a) OSNR (b) CD and (c) PMD monitoring results for a 40 Gbps NRZ-16-QAM system 
using ANN with AAH as inputs. 

 

We formed a pool of 3157 histograms by sweeping through OSNR values from 10 

to 30 dB (in steps of 2 dB), CD from 0 to 400 ps/nm (in steps of 10 ps/nm) and 

DGD from 0 to 30 ps (in steps of 5 ps). 1000 histograms are randomly selected for 

testing and the rest are used for ANN training. The number of hidden neurons is 

optimized to be 287. Fig. 4.5 shows the testing results for OSNR, CD and PMD 

monitoring. The average RMS error for 10 independent trials of random training and 

testing is 0.2 dB, 9.66 ps/nm and 0.65 ps for OSNR, CD and PMD. The larger PMD 

monitoring range of NRZ-16-QAM signals may be ascribe to the fact that the 

symbol rate of NRZ-16-QAM is lower than that of RZ-DQPSK signals for a given 

bit rate which enables the histogram to identify larger PMD impairments before 

losing distinguishable characteristics. 

4.3 Summary 

In this chapter, we proposed the use of artificial neural network trained with 

asynchronous amplitude histograms as low-cost alternatives for accurate 
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simultaneous OSNR, CD and PMD monitoring which is not achievable by other 

monitoring techniques using asynchronous amplitude histogram alone. Simulation 

results obtained from both 40 Gbps RZ-DQPSK and NRZ-16-QAM systems 

demonstrate high monitoring accuracies with similar dynamic ranges compared to 

other known ANN based techniques. Since only received signal amplitudes are 

measured and no timing/clock recovery is required, the proposed technique will be 

applicable to different modulation formats with different symbol rates. 
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Chapter 5                                                                                                        
SIMULTANEOUS AND INDEPENDENT MULTI-PARAMETER 
MONITORING AND FAULT LOCALIZATION FOR DSP-BASED 
COHERENT COMMUNICATION SYSTEMS 

Contrary to older generation systems where nonlinearity is believed to be a 

fundamental impairment that system designers have to simply avoid, new 

impairment compensation techniques based on advanced DSP algorithms such as 

nonlinear phase noise compensation [14, 39], intra-channel four-wave mixing 

compensation [40] and digital back-propagation (BP) [15, 16] have been proposed to 

mitigate the effect of fiber nonlinearity-induced impairments. However, such 

techniques require detail knowledge of various parameters of the link including the 

nonlinear coefficients of fibers, number of spans N and the dispersion map (as 

supposed to just accumulated CD) of the link. Furthermore, as shown in Fig. 5.1(a), 

dynamic routing in practical terrestrial networks will still result in variations of link 

parameters such as N from time to time. To evaluate the performance impact with 

imperfect knowledge of the link, Fig. 5.1(b) shows the resulting Q-factor using BP 

with incorrect parameter values for a 1600 km system with 20 spans and 10% CD 

under-compensation per span. The modulation format is 200 Gb/s polarization-

multiplexed NRZ-16QAM and the specifications of other link parameters are shown 

in Table 5.1 (in Section 5.2). The oversampling rate is 2 and theξ parameter of the 

BP algorithm described in [15] has been optimized. The Q-factor corresponding to 

algorithms that only compensate for CD is also shown as reference. From the 

figures, it can be seen that when the number of spans used in BP is smaller than the 
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actual value by 3, the performance improvements by using BP is noticeably reduced. 

On the other hand, over-estimating N will be equivalent to BP with multi-span step 

size, which increases computational complexity [15]. Similarly, the fiber nonlinear 

coefficient γ needs to be monitored with good accuracy at the receiver in order to 

fully optimize the performance of BP. Although various techniques have been 

proposed for fiber nonlinear coefficients [41, 42, 45-47], there has been no means of 

direct estimation of fiber nonlinear coefficients in a communication system. 

Moreover, the value of N which is supposed to be given by upper layer protocols 

from the control plane, may not be always available. 
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                                          (a)                      (b) 

Fig. 5.1 (a) In a dynamic optical network with ROADMs, signal may travel through different routes 
even for a given source and destination. This results in variations of the number of spans N as well as 
other parameters of the overall transmission link. (b) Q-factor vs. launch power for a NRZ-16-QAM 
system with length 1600 km and 10% CD under-compensation per span. System performance is 
sensitive to the accuracies of the parameters used in BP. 

 

Since high order modulation formats used in next generation optical coherent 

network modulates information on signal phase, phase impairments caused by laser 

frequency offset between the transmitter (Tx) and local osciallator (LO), laser 

linewidth and ASE noise also need to be monitored for high QoS in addition to fiber 
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nonlinearity. In this chapter, we studied the use of pilot symbols with alternating 

power levels to jointly and independently monitor frequency offsets, laser 

linewidths, number of spans, fiber nonlinear coefficients as well as OSNR of the 

link. Analytical predictions are verified through simulation results for links with 

dispersion maps commonly used in practice. As the phase difference rather than the 

absolute phase of the received pilot symbols are monitored, the proposed technique 

should be robust against other phase-perturbing mechanisms that are slower than the 

sampling rate of the DSP. Finally, for a given link, we will show that by monitoring 

the changes in the variances of the received power and phase difference from time to 

time, one can locate faults or identify specific points in a transmission link with a 

sudden decrease in OSNR. Such fault localization technique has the advantage that 

no monitoring equipment is needed at intermediate nodes of the link.  

5.1 Operating Principles 

5.1.1 System model 

Consider a coherent optical communication system consisting of N spans of single-

mode fiber (SMF) with length SL  followed by a dispersion compensating module 

with 2-stage amplifiers and dispersion compensation fibers (DCF) of length DL as 

shown in Fig. 5.2. The gain of amplifiers exactly compensates for the fiber loss in 

the previous span. The received signal passes through balanced detectors where the 

in-phase and quadrature outputs are sampled and processed in a DSP unit. To 

monitor various channel parameters, a sequence of pilot symbols with period T and 

alternating power levels 1P and 2P  as shown in Fig. 5.3 is sent into the link prior to 
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data transmission. The symbol rate 1/T will be chosen such that the effect of 

chromatic dispersion (CD) and polarization-mode dispersion (PMD) is negligible. 

Let ( )
iSn t and ( )

iDn t be the amplified spontaneous emission (ASE) noise from 

optical amplifiers following the SMF and DCF of the ith span respectively which are 

zero-mean complex circularly symmetric Gaussian random processes with power 

spectral density 

( ) ( ) ( ) ( )( )1S D S DL
spS DS f n hv eα= −                                    (5.1) 

where spn is the spontaneous emission factor, v is the carrier frequency, ( )S Dα is the 

attenuation coefficient of the SMF (DCF) and h is the Planck constant. 

 
Fig. 5.2 A coherent communication system setup with optical CD compensation 

E(t)

t
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Ts
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Fig. 5.3 A sequence of pilot symbols with alternating power levels 1P  and 2P for the monitoring of 
laser linewidth, frequency offset, number of spans, fiber nonlinear parameters and OSNR of the link. 
The received signal is sampled at a rate of 1 / sT and the symbol rate 1/T is low enough such that the 
transmitted signal E(t) does not undergo any pulse shape distortion due to CD and/or PMD. 

 

In absence of nonlinearity and when the symbol rate of the pilot symbols is low 
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enough so that the effects of CD and PMD are negligible, the instantaneous received 

signal power at time t can be expressed as 

( ) ( )
2

1 1

( ) ( ) ( ) 2 Re ( ) ( )     for 1,2 (5.2)
i i i i

N N
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where the approximation is valid for high OSNR. The variance of the received 

signal power kP is then given by  
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where 2
( ) ( ) ( )S D S D fS f Bσ =  and fB is the low-pass filter bandwidth at the receiver. It 

should be noted that Eq. (5.3) is still valid for systems with fiber nonlinearity. 

The overall received phase ( )tφ after propagating through N spans of fibers is 

given by 

( ) ( ) ( ) ( ) ( ) 2                                 (5.4)ASE NL Tx Rx offt t t t t f tφ φ φ φ φ π θ= + + + + ∆ +  

which contains ASE-induced phase noise ( )ASE tφ , nonlinear phase noise 

( )NL tφ caused by fiber nonlinearity as well as transmitter and receiver laser phase 

noise ( )Tx tφ and ( )Rx tφ . The frequency offset between the transmitter and receiver 

phase noise is denoted by offf∆ and θ is the relative phase of the transmitter (Tx) and 
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receiver (Rx) laser at t = 0. For high OSNR, the ASE-induced phase noise can be 

approximated as 

( )1

Im ( ) ( )
                           ( )                        for 1,2     5.5

i i
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S D
i

ASE
k

n t n t
t k

P
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with zero mean and variance 

( ) ( )2 2 2( )                           for 1,2.   5.6
2ASE k S D

k

NP k
P

σ σ σ= + =  

Let Sγ and Dγ be the nonlinear coefficients of the SMF and DCF, and ,eff SL and 

,eff DL  be the effective lengths of SMF and DCF respectively. 

Defining ,S S eff SLγΛ = and ,D D eff DLγΛ = , the overall nonlinear phase shift at the 

receiver is given by 
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where the approximation is valid for high OSNR. In this case, the mean and variance 
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of the nonlinear phase shift ( )NL tφ is given by  

( )( )                         for 1,2    (5.8)NL k k S DP P N kφ = Λ + Λ =  
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Assuming Tx and Rx lasers with identical linewidth, the spectrum of the laser 

output ( ) ( )Tx Rxj te φ can be modeled as a Lorentzian lineshape with 3-dB linewidth 

LWf∆ in which 

( )( ) 1 ( ) 2( ( ) ( ))
1 2exp( ).                                5.10Tx Rx Tx Rxj t t

LWe f t tφ φ π−  = − ∆ − E  
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Equivalently, the phase noise ( ) ( )Tx Rx tφ can be modeled as a Wiener process in which 

( ) 2 ( ) 1( ) ( )Tx Rx Tx Rxt tφ φ− is Gaussian distributed with zero mean and variance  

( )2
1 22 .                                                     5.11LW LWf t tσ π= ∆ −  

In the following section, we will derive equations to monitor the frequency offset, 

laser linewidth, number of spans N, OSNR as well as the nonlinear coefficients of 

the link from the statistics of the received power and phase difference. It should be 

noted that for the purpose of implementing advanced DSP algorithms like BP, it 

suffices to monitor the nonlinear parameter DΛ as supposed to the fiber nonlinear 

coefficient Dγ . 

5.1.2 Simultaneous and independent multi-parameter monitoring 

The frequency offset between the Tx and Rx lasers and their linewidths can be 

obtained from the statistics of the phase difference between samples within a pilot 

symbol. Without loss of generality, let ( )tφ  and ( )1 st w Tφ + belong to the same pilot 

symbol with power kP and ( )tφ being the first sample of the symbol. The phase 

difference between these two samples is given by  

( )
( ) ( )

( ) ( )

1 1

1 1 1 1 1

( ) ( )

     ( ) ( ) -  

         ( ) ( ) +2     (5.12)

s

ASE NL Tx Rx

ASE s NL s Tx s Rx s off s

w t w T t

t t t t

t w T t w T t w T t w T f w T

φ φ φ

φ φ φ φ

φ φ φ φ π

∆ = + −

= + + +  
+ + + + + + + ∆  

 

where 1 1,2, 1w η= − denotes the number of sample delay and / sT Tη = is the 

number of samples per symbol. As ( )ASE tφ and ( )NL tφ are uncorrelated with each 
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other [48] and ( ) ( )ASE NL tφ and ( ) ( )1 sASE NL t w Tφ + are also uncorrelated if we choose the 

filter bandwidth 1
2f

s

B
T

= , the mean and variance of 1( )wφ∆  is given by  

1 1( ) 2                                                       (5.13)off sw f w Tφ π∆ = ∆  

and 

2 2 2
, 1 1( ) 2 ( ) 2 ( ) 2 2                            (5.14)k NL k ASE k LW sw P P f w Tφσ σ σ π∆ = + + × ∆  

It is obvious from Eq. 5.14 that the linear and nonlinear phase noise variance 

2 2( ) and ( )ASE k NL kP Pσ σ do not depend on 1w . Therefore, for two values 1 2 and w w such 

that ( )tφ , ( )1 st w Tφ + and ( )2 st w Tφ + belong to the same pilot symbol, the difference 

between ( )2
, 1k wφσ∆ and ( )2

, 2k wφσ∆ can be expressed as 

( ) ( ) ( )2 2
, 1 , 2 1 22 2                         (5.15)k k LW sw w f w w Tφ φσ σ π∆ ∆− = × ∆ −  

With Eq. 5.13 and 5.15, the frequency offset and laser linewidth of the Tx and Rx 

lasers can be estimated by 

 

1

1

( )                                                           (5.16)
2off

s

wf
w T

φ
π
∆

∆ =  

and 

( ) ( )2 2
, 2 , 1

2 1

                                                  (5.17)
4 ( )
k k

LW
s

w w
f

w w T
φ φσ σ
π

∆ ∆−
∆ =

−
 

The statistics of the phase difference 1( )wφ∆ also allow us to simultaneously and 

independently monitor the number of spans N, fiber nonlinear parameters as well as 
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OSNR of the link. In particular, if we choose 1w η= , the two samples 

( )tφ and ( )1 st w Tφ + will belong to different pilot symbols with different power 

levels. In this case, the mean and variance of the phase difference will be given by 

( )2 1( ) ( ) +2                             S D offP P N f Tφ η π∆ = − Λ + Λ ∆ (5.18) 

assuming the signal power at time t is ( ) 1P t P= . 

As the parameters of SMF such as length, attenuation and nonlinear coefficients 

are usually known and relatively more consistent across a network compared to 

those of DCF in practice, we will assume the knowledge of 2
Sσ and SΛ  when 

monitoring the number of span N, fiber nonlinear coefficient and OSNR of the link. 

With Eq. 5.3, 5.6, 5.9, 5.14-5.18 and some algebraic manipulations, one obtain 

( ) ( ) ( ) ( ) ( )
( )

( ) ( )
( )

( ) ( ) ( ) ( ) ( )( )

2 22
12 2 3 2

1 2 1 2 1 22 2
1 2 1 2 1 1 2

2
12 2 2 2

1 2 ,1 1 ,2 2
1 1 1 2

2 2
3

1 1                2
4

                             

power
S S S S

power
S S

P
P P N P P P P

P P P P P P P

P
P P w w N

P P P P P φ φ

φ η σφ η φ η
σ σ

σφ η
σ σ σ∆ ∆

  ∆∆ ∆+ Λ − Λ + + + +  −  − −  
∆  

− + Λ + + − +  −   

−
( ) ( ) ( )

( )
( ) ( ) ( )

( )
( )

2 22 2
1 2 1 1 2 1

2 2
1 1 2 1 1 2

0   5.19
2 6

power powerP P P P P P
N

P P P P P P
φ η σ φ η σ+ ∆ + ∆

+ =
− −

 

which is a cubic function of N. Subsequently, the fiber nonlinear parameter DΛ and 

OSNR can be calculated by 

1 2

( )-2
 -                                                (5.20)

( )
off

D S

f T
P P N

φ η π∆ ∆
Λ = Λ

−
 

and 
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( )
2

2 22 2

2OSNR                      for 1,2.      (5.21)

2

k k k

power powerS D

k

P P P k
N

P
σ σσ σ

= = = =
+

 

In summary, we can estimate frequency offset, laser linewidth, number of spans, 

fiber nonlinear parameter and OSNR of a transmission link by choosing arbitrary 

values of 1P , 2P , 1w  and 2w ( 1 2P P≠ and 1 2w w≠ ) and solving for Eq. 5.16, 5.17, 5.19, 

5.20 and 5.21. 

5.2 Simulation Results and Discussions 

Simulations are conducted in Matlab environment to investigate the monitoring 

performance of offf∆ , LWf∆ ,N, DΛ  and OSNR. Pilot sequences with 610  symbols 

with NRZ pulse shape are transmitted at two arbitrarily chosen power levels 

of 1 3P = − dBm and 2 2P = − dBm. The symbol rate is chosen to be 50 MSym/s so 

that the effects of CD and PMD become negligible. The sampling rate is set to be 25 

GHz and thus 500η = . Other channel parameters are listed in Table 1. To maximize 

the monitoring range of offf∆ for a given sampling rate, 1w is chosen to be 1. In 

addition, we arbitrarily set 2 3w = for laser linewidth monitoring. Simulation results 

for frequency offset and laser linewidth monitoring for a 15-span system are shown 

in Fig. 5.4(a)Fig. 5.4(b) for full CD compensated and 10% CD under-compensated 

links. The means and standard deviations of the estimates are obtained from 10 

independent trials. From the figures, the proposed technique enables a wide 

monitoring range from -10 GHz to 10GHz, more than sufficient for worst cases of 

5± GHz reported in practical systems [31]. The corresponding maximum estimation 
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error is below 6 MHz. For laser linewidth monitoring, a wide dynamic range of 100 

kHz to 10 MHz with corresponding maximum estimation error below 1% is 

achieved. Such monitoring performance is comparable to others reported in the 

literature [37] that only monitors laser linewidths. It is also noted that the monitoring 

performance does not depend on the dispersion map of the transmission link.  

Table 5.1 Channel parameters used in simulations 

Parameter Value Parameter Value 

Sα  0.25 dB/km Dα  0.6 dB/km 

SL  80 km DL  
16 km for full CD compensation 

14.4 km for 10% CD under-compensation 

SD  17 ps/km nm⋅  DD  -85 ps/km nm⋅  

spn  2  v  193.1 THz 

Sγ  1.2 1W /km−     
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Fig. 5.4  (a) Estimated frequency offset vs. true frequency offset (b) Estimated laser linewidth vs. true 
laser linewidth for a 15-span system. Samples from 610 symbols are used for each estimate and the 
error bars indicate standard deviations of 10 independent estimates.  

 

To ensure the monitoring accuracy of N, DΛ and OSNR, the samples are further 

low-pass filtered with a bandwidth of 800 MHz and correspondingly down-sampled 

to eliminate the effect of CD on ASE noise. Fig. 5.5 shows the estimated N, OSNR 

and DΛ vs. their true values for full CD compensated and 10% CD under-

compensated links. The frequency offset and the laser linewidths are 200 MHz and 

100 kHz respectively. As shown in Fig. 5.5(a), the mean of the estimated N 

generally agrees with their true values for N ≤ 22. The slight inaccuracies for N > 22 

may be caused by accumulated CD, frequency offset, laser linewidth, or a 

combination of them. Although the estimation errors gradually increase with N, the 

errors are limited to 1 span for a 25-span system. The accuracy of OSNR monitoring 

shown in Fig. 5.5(b) for both dispersion maps are within 0.1 dB and the dispersion 

map seems to have no obvious impact on OSNR monitoring. Fig. 5.5(c) shows the 

estimated DΛ for different values of DΛ for a system with N = 20. Although 
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estimation errors can be observed for both dispersion maps, the errors are limited to 

0.4 dB and 0.6 dB (or equivalently 0.51 and 0.78 1W /km−  in Dγ ) for full CD 

compensated and 10% CD under-compensated links respectively.  
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Fig. 5.5 (a) Estimated N vs. true N. (b) Estimated OSNR vs. true OSNR. (c) Estimated DΛ  vs. true 

DΛ . Samples from 610 symbols are used for each estimate and the error bars indicate standard 
deviations of 10 independent estimates. The frequency offset and laser linewidth are 200 MHz and 
100 kHz respectively. 

  

5.3 Receiver-based fault localization using statistics of received pilot symbols 

Data communications in optical networks can be interrupted by different types of 

faults along the link such as fiber cut, fiber bend and/or malfunctioning of inline 

optical amplifiers that result in sudden OSNR degradation or complete failure of the 

link. Locating the position of such faults is crucial to network operators for efficient 

channel restoration and maintaining high quality of service (QoS) in dynamic 

network environments. When there is an undesired drop in signal power, the extra 

gain required to amplify the signal back to pre-determined levels will produce 

additional ASE noise which result in OSNR degradations at the receiver [7]. To 

locate faults, tunable OTDR is proposed in [43] for the localization of fiber cut and 

serious degradation in OSNR. In [6], an optical transceiver is assigned to each 

predefined monitoring cycles to setup a dedicated supervisory channel. However, 
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introduction of additional optoelectronic components will increase the cost of 

installation and maintenance, especially in large scale networks. Meanwhile, Sichani 

et al. [4] demonstrated the use of limited-perimeter vector matching fault-

localization protocol to achieve efficient fault localization in large scale networks by 

analyzing the alarm message issued by multiple devices. One disadvantage of this 

approach is that at least two distinct lightpaths with separate source-destination pairs 

are required [5].  

If we regularly insert the pilot symbols studied in this paper between data 

transmission, it is actually possible to locate faults without the need of monitoring 

equipments at intermediate points of the link by studying the changes in the statistics 

of the received signal power and phase difference. In particular, from Eq. 5.3 and 5.9, 

if sudden OSNR degradations occur at the ith span, the increase in the ASE noise 

power of the ith amplifier 2
iσ∆ will induce the same change in the received power 

variance 2 ( )power kPσ∆ regardless of the value of i. However, the induced change in the 

variance of phase difference 2
, (1)kφσ∆∆ will actually depend on i. Intuitively, this is 

because ASE noise introduced earlier in the transmission link undergoes more fiber 

nonlinear effects and accumulates more nonlinear phase noise. Therefore, by 

monitoring the changes in 2 ( )power kPσ∆ and 2
, (1)kφσ∆∆ due to sudden OSNR degradations, 

one can determine the amount and location of the additional ASE noise introduced 

in the link which in turn serves as an indication of the location of the fault.  

A calibration graph of the fault locations indexed according to the number of span 

starting from the transmitter vs. 2
, (1)kφσ∆∆ for different 2 ( )power kPσ∆ is given in Fig. 5.6 
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for a 20-span link. The other parameters of the pilot sequence and the channel used 

in the simulation are identical to those in Section 5.2.  From the figure, for a 

given 2 ( )power kPσ∆ , the change in variance of phase difference 2
, (1)kφσ∆∆ is distinct for 

different fault locations. In a network where fault locations are detected through 

other means, the proposed method may provide additional information about the 

status of the network and simplify network layer communication protocols and 

enhance efficiencies in network management.   
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Fig. 5.6 Change in variance of phase difference 2 (1)φσ∆∆ vs. fault location with ( )2

power kPσ∆ = 6, 8 and 

10 dB for a 20-span link. Samples from 610 symbols are used for each estimate and the error bars 
indicate standard deviations of 10 independent estimates. 

5.4 Summary 

In this chapter, we present the first work on monitoring of nonlinear channel 

impairments. We proposed the use of pilot symbols prior to data transmission and 

study the statistics of the received power and phase difference to monitor laser 

frequency offset, laser linewidth, the number of spans, the fiber nonlinear 
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parameters as well as the OSNR of the link. For links with full CD compensation or 

10% CD under-compensation per span, simulation results indicated that 

simultaneous and independent monitoring of multiple parameters can be achieved 

with good monitoring range and accuracies. In addition, examining the changes in 

the statistics of received power and phase difference enable us to locate faults along 

a given transmission link without the need for monitoring equipments at 

intermediate nodes of the link.  
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Chapter 6                                                                                                        
SUMMARY AND FUTURE WORK 

6.1 Summary of the work 

Optical performance monitoring is essential to the operation of intelligent and 

flexible optical networks. Having access to the physical states of the channel, the 

network management system will be able to identify subtle changes in the physical 

channel which cannot be seen by conventional fault management system and take 

precautions to prevent sudden performance outage. Real-time information of 

channel impairments will enable the network to implement impairment-aware 

routing for better network performance. OPM is also a fundamental function to 

realize self-diagnose and self-reconfiguration in the next generation optical 

communication systems. Knowledge about the physical channel can facilitate 

adaptive transmission strategies and flexible network topologies that maximize 

network efficiencies.  

OSNR is the most commonly monitored channel parameter, as it is a direct and 

fundamental measurement of signal quality in the channel. CD and PMD effects are 

also typical channel impairments monitored in high speed optical networks. As we 

are moving towards the optical coherent networks, monitoring of nonlinear 

impairments caused by fiber nonlinearity and other phase impairments such as laser 

phase noise and laser frequency offset is becoming more and more important. 

Despite the need for OPM, several major challenges still need to be resolved 

before practical OPM techniques can be fully integrated in future networks. In 
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general, OPM techniques suffer from the trade-off between monitoring range and 

monitoring accuracy. It is also difficult to distinguish the effect of different channel 

impairments on the signal for independent monitoring of each type of impairment. 

The cost of monitoring equipment is another important parameter in OPM design.  

In Chapter III, application of asynchronous amplitude histogram in OSNR 

monitoring for systems using higher order modulation formats such as 16-QAM and 

64-QAM was studied. The number of identifiable AAH peaks varies with 

modulation formats and the shape of AAH changes with OSNR. To increase the 

sensitivity of the monitoring technique, the means and standard deviations of the last 

two peaks of the AAH are used to calculate a parameter for OSNR monitoring. 

Simulation results demonstrated a wide monitoring range of 12 to 40 dB for both 

NRZ/ RZ formats with monitoring sensitivities exceeding 1.75 dB for each dB 

change in OSNR. Since only the largest two peaks of the histogram are used to 

monitor OSNR, the proposed technique can be applied to any modulation formats 

with two or more power levels. Tolerance of the monitoring technique to CD and 

PMD is also studied. 

As simultaneous and independent monitoring of multiple channel impairments 

with good monitoring and accuracy is not achievable using AAH alone, artificial 

neural network trained with asynchronous amplitude histograms was proposed in 

Chapter IV as a low-cost alternative for accurate simultaneous OSNR, CD and PMD 

monitoring. It has been shown that AAH presents distinct visual features when 

subject to different impairment combinations. As AAH itself is the empirical 
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distribution of received signal amplitudes, the value and relative occurrence of each 

AAH bin is directly used as the input to ANN. Simulation results obtained from both 

40 Gbps RZ-DQPSK and NRZ-16-QAM systems demonstrate high monitoring 

accuracies with similar dynamic ranges compared to other known ANN based 

techniques. Since only received signal amplitudes are measured and no timing/clock 

recovery is required, this particular ANN-based technique is transparent to different 

modulation formats and bit rates. 

In Chapter V, it is shown that future DSP-based coherent communication systems 

require detail and accurate knowledge of transmission link parameters for 

implementation of advanced impairment compensation algorithms such as digital 

back-propagation. Pilot symbols are proposed to be transmitted prior to data 

transmission and the statistics of the received power and phase difference of the pilot 

symbols can be used for monitoring of laser frequency offset, laser linewidth, the 

number of spans, the fiber nonlinear parameters as well as OSNR of the link. For 

links with full CD compensation or 10% CD under-compensation per span, 

simulation results indicated that simultaneous and independent monitoring of 

multiple parameters can be achieved with good monitoring range and accuracies. In 

addition, examining the changes in the statistics of received power and phase 

difference enables fault localization along a given transmission link without the need 

for monitoring equipments at intermediate nodes of the link. 
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6.2 Suggestion for future work 

As discussed in previous sections, modern optical performance monitoring requires 

the monitoring techniques to be transparent to modulation formats and bit rate. It is 

also desired that the same monitoring technique can simultaneously monitor 

multiple channel impairments. The work presented in this thesis has improved 

existing approaches and proposed new techniques to satisfy these criteria. 

Monitoring of fiber nonlinearity is also studied for the first time in the thesis. 

However, there is still room for further improvement to meet the demand on OPM in 

future networks. 

AAH-based OSNR monitoring techniques are known to be sensitive to other 

channel impairments. Exploring the combination of AAH with algorithms besides 

ANN may help eliminate such dependency and extend the monitoring range. The 

impact of CD, PMD and nonlinearity on AAH when OSNR varies could also be 

accounted in a comprehensive mathematical model. Analytical solutions to the 

derived equations could possibly enable independent OSNR monitoring.  

It is demonstrated that ANN can easily achieve simultaneous monitoring of OSNR, 

CD and PMD given proper training sets. It will be worthy of exploring other input to 

ANN for larger monitoring range and higher monitoring accuracy such as RF 

spectrum. On the other hand, more in-depth study on ANN may also help investigate 

the feature of the input actually leads to the estimation of a particular impairment. 

Upon the success of this study, one may be able to distinguish and monitor multiple 

channel impairments with appropriate signal processing techniques.  
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Finally, further investigations on nonlinearity monitoring are vital for its 

implementation in future optical networks. The effect of CD on the means and 

variances of received signal power and phase should be included or better isolated in 

future analytical derivations so that the symbol rate of pilot tone does not need to be 

that low and the transmission period reserved for pilot symbols could be shortened. 

The impact of filter shape, polarization dependent loss (PDL), XPM in WDM 

system on the performance of the proposed monitoring technique will also be 

studied in future work.  
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