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ABSTRACT

Abstract

As the fast growing of the Internet, scalability and efficiency become the critical issues

for future Internet design. Caching is an effective way to improve the scalability and effi-

ciency for information retrieval systems. As the media applications such as YouTube and

Facebook explosively increase, video caching has gained significant attention recently.

By caching video chunks at the proxy servers close to end users, the server bandwidth

requirement can be significantly reduced, and hence it can greatly improve the system

performance.

Ethernet is a widely used layer 2 technology for information retrieval system. Re-

cently, Ethernet has gained popularity to be deployed in Metropolitan Area Networks

(MANs). Metro Ethernet is highly attractive mainly due to its cost effectiveness, minimal

management and maintenance, easy interoperability and convenience. Clearly, deploying

the same technology, such as Ethernet, in both MAN and Local Area Networks (LAN)

segments can potentially reduce the complexity and cost in network design and man-

agement, and hence improve packet forwarding performance. Even though Ethernet has

many advantages, to be deployed in MANs, it has to solve the scalability issues. Ethernet

has poor scalability due to using a flat addressing scheme (i.e., non-hierarchical Media

Access Control (MAC) addresses) and broadcasting based address resolution scheme.

In a MAN composing of a large number of LAN segments, a node in the provider net-

work needs to keep a potential large number of MAC-to-port-mapping entries for frame

forwarding. This may either cause MAC learning table explosion or excessive frame

flooding, thus significantly degrading the system performance. Moreover, a broadcast-

based address resolution scheme in Metro Ethernet introduces a large amount of broad-

cast messages into the provider network. Many protocols such as Address Resolution

Protocol (ARP) and Dynamic Host Configuration Protocol (DHCP) use the broadcast ser-

vice as a service discovery mechanism. The broadcast based address resolution schemes
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ABSTRACT

make Ethernet extremely convenient and easily accomplished. However, for MANs with

millions of end users, high frequency broadcast messages waste a lot of bandwidth for

address resolution. Frequently broadcast frames also accelerate the replacement of the ta-

ble entries in Ethernet switches, which may lead to forwarding table explosion and hence

trigger excessive frame flooding. Moreover, every end user has to take resource to handle

every broadcast message.

This thesis aims at developing efficient and scalable information retrieval systems: to

achieve this goal, an optimized cache replacement/group algorithm for video system has

been designed to improve the scalability of the video system; To make Metro Ethernet

scalable and efficient, an enabled Cache effect on Forwarding Table (CFT) scheme, an

End user enabled Mac-in-Mac (EMiM) encapsulation scheme and two distributed Regis-

tration based address resolution Protocol (RP) are proposed in this thesis.

Firstly, an Optimized Cache Replacement (OCR) scheme for video streaming is de-

signed. OCR groups the users into different cache groups based on their request patterns.

It calculates the user density among all possible intervals, and then selects the maximized

user density group to cache. Based on the optimized scheme in a single cache, we also

extend OCR for cooperative cache. The simulation results show that OCR can increase

the hit ratio and reduce the server load.

Secondly, we describe the CFT scheme in Metro Ethernet. CFT learns the IP and

MAC mapping pair in a frame and eliminates the subsequent broadcast frames asking for

this mapping. To further reduce the forwarding table size of Provider Edge (PE) node,

CFT can be cooperated with EMiM. The forwarding table entries in Customer Edge (CE)

node and PE node in this scheme are modified to learn both the IP and MAC addresses.

By receiving a frame, the CE and PE nodes cache the IP-MAC address mapping carried in

the frame. Once the mapping is recorded, it can be served for its subsequent requests by

searching it in the cache. Hence, the CE and PE nodes not only response for forwarding
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but also answer the ARP request. The proposed architecture is easy to be accomplished

and fully backward compatible. The simulation results show that the proposed scheme

can decrease both the communication messages for address resolution and forwarding

table size in PE nodes.

Thirdly, an EMiM encapsulation scheme is proposed. In the proposed scheme, a

user’s MAC address as well as its PE node’s MAC address are associated with its ARP

entry. The modified ARP entry allows an end user to do Mac-in-Mac (MiM) encapsula-

tion directly by adding the destination user’s MAC address and PE node’s MAC address

in the frame when it initiates a session. Hence a PE node does not need to maintain the

entries of mapping end user’s MAC address to PE node’s MAC address, thus significantly

reducing the forwarding table size. The simulation results show that the proposed scheme

could provide high scalability by reducing up to 65% maximum forwarding table size in

PE nodes.

Finally, we propose two RPs. In a RP, multiple ARP registers are allocated to support

address resolution. Each IP address has a home register which stores its ARP entry.

When an end user moves to another location but keeps its IP address, its current PE or

CE node is considered to be its foreign register. A foreign register temporally caches

the ARP entry for an immigrated user and is in charge of the ARP entry updating in

the home register. The IP address is used as an index to locate the corresponding home

register through unicast, thus eliminating the broadcast to solve an unknown address. The

proposed schemes can save more than 60% messages for address resolution and reduces

up to 80% forwarding table size in PE nodes.
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Chapter 1

Introduction

As the explosive growth of the Internet, scalability and efficient become important for

an information retrieval system. A successful system should be highly scalable and effi-

ciency.

Caching is an effective method to improve scalability and efficiency for informa-

tion retrieval systems. Specially, video caching has been popular in recent years as the

increase of various video applications such as online courses, news distribution and en-

tertainment distribution. In order to save the server work load, caching chunks of popular

videos can significantly reduce the server load. Due to limited cache space, how to re-

place chunks is critical for cache performance. This thesis proposes an Optimized Cache

Replacement (OCR) scheme for video cache to maximize the cache performance.

Ethernet is a dominant influential technology for information retrieval systems. As the

dominant layer 2 access technology, Ethernet is now considered as a candidate technol-

ogy for metropolitan area. Four novel Metro Ethernet technologies, including an enabled

Cache effect on Forwarding Table (CFT), an End user enabled Mac-in-Mac (EMiM) en-

capsulation scheme and two distributed Registration based address resolution Protocols

(RP) are proposed. The proposed protocols take the advantage of Ethernet and achieve

high performance in traffic load.
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In this chapter, we first describe the video caching. Then, we introduce the general

Ethernet, including the development, the frame format, the forwarding basic, the advan-

tages and services. We also discuss the advantages of Metro Ethernet and describe the

most challenging issues faced to Metro Ethernet. Finally, we summarize the contributions

and outline the organization of the thesis.

1.1 Video Caching

Now video streaming applications have gained increasingly popularity as the come of

the popular web sites such as Youtube. With the exponential increment of the users,

how to present real-time video streaming services becomes a critical issue. Caching

is considered as one of the important means to improve the performance of the video

system. Copies of the video chunks can be recorded at proxy servers or servers close

to end users. The subsequent requests from the users could be handled by searching a

nearby cache instead of retrieving the same chunk from the original server. This not only

reduces network bandwidth consumption and the retrieve latency but also the server load.

The crucial issue for a caching mechanism is to employ an effective cache replacement

algorithm which could achieve high cache hit ratio, as a cache miss leads to long response

latency and high overhead. Video-on-Demand (VoD) streaming caching is different from

the normal web caching as the future requests are more predictable, and the data items

need to be cached are huge. Hence, it is necessary to develop new cache schemes for

video cache.

Least Recently Used (LRU) is the most common cache replacement algorithm. The

entry accessed longest time is replaced by the new comer, so as to keep the most recently

used entries in the cache. Though LRU has many advantages such as easy to implement

and robust, it has several limitations. It has low efficiency. Many researches are con-

ducted to improve the performance of LRU. However, the cache replacement algorithm
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is focused on highlighting the utilization of individual data items in a single cache, which

may introduce complex computation for every data item’s caching.

1.2 General Ethernet

Ethernet was not the only technology considered in Local Area Network (LAN) operat-

ing system. A battle between Ethernet and IBM’s Token Ring occurred to compete for

LAN superior between late 1980s and mid 1990s. Benefiting from higher data trans-

mission rate, lower cost and less complexity management, Ethernet survived while the

Token-Ring technology left the stage. Today, over 90 percent of all LANs worldwide are

dominated by Ethernet topology [1] [2] [3] [4] [5]. Dominating in the LAN for a long

time, Ethernet has emerged into the Metropolitan Area Network (MAN), where it could

be a substitution or a complementation to a host of alternative technologies. A series of

important transformations have changed Ethernet into a much faster, robust, function-rich

technology that is competitive for dominance in the metro market.

1.2.1 Ethernet forwarding basic

The data packet format transmitted in Ethernet is called frame. The so called preamble

or the trailing frame check sequence which shows start bits is essential for all physical

hardware and is contained in all frame types. The maximum size of the Ethernet frame

is defined as the Maximum Transmission Unit (MTU). The standard size of MTU is

1526 Bytes, which could carry 1500 Bytes data payload maximally. Data payload larger

than this is separated into smaller pieces and encapsulated in different Ethernet frames.

Ethernet Version 2 frame (Figure 1.1) is the most common one nowadays, as it is usually

directly used by the Internet Protocol.

This part takes printing as an example to illustrate the forwarding in a LAN. If a
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Figure 1.1: The most common Ethernet Frame format, type II (source: Wikipedia)

computer intends to use a printer in the same LAN, an Ethernet frame based on this com-

puter’s print application request is generated. In this Ethernet frame, the source address

is filled by the Media Access Control (MAC) address of the computer and the destination

address is filled by the printer’s MAC address. This frame is transmitted either by half-

duplex or full-duplex mode. When the frame is received by the printer, after checking the

destination MAC address of the frame and confirming itself is the destination, the request

is accepted and the corresponding print job is done.

Multiple LANs are usually interconnected by Ethernet bridges or switches which are

considered as data link layer (or layer 2 as defined in Open System Interconnection (OSI)

modal) devices. They have the following characters:

MAC learning ability : An Ethernet bridge or switch maintains a MAC learning

table (the forwarding table) which associates ports with MAC addresses. This table is

built in a way that the bridge or switch stores the unrecorded source MAC address in

a frame and the corresponding incoming port. So, an Ethernet bridge or switch could

identify where to send a frame based on the pre-learned MAC address table. Besides this

table, a Virtual Local Area Network (VLAN) table which associates the port with VLAN

is also kept. In VLAN, multiple LANs that are physically connected to a shared network

are considered and operated as if they are in a single LAN. VLAN technology is a useful

scheme to make Ethernet scalable [6] [7]. It uses a VLAN tag to partition a single large

Ethernet into multiple VLANs [8][9]. The broadcasting messages for address resolution

are limited to a single VLAN instead of the whole network, and hence the redundancy
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Figure 1.2: Add VLAN tag to a frame

traffic is reduced. The VLAN tag has only 12 bits and hence can only support up to

4096 active VLANs at any time in a network. To support more active VLANs, Q-in-

Q or VLAN stacking encapsulation [10] [11] is proposed. In this scheme, a Provider

Edge (PE) node inserts an additional Q-tag in the Ethernet frame to support more active

VLANs.

Originally, a frame does not have a VLAN tag when it is generated. The switch

receives the untagged frame and then assigns a VLAN tag to this frame based on the

VLAN of the incoming port. Figure 1.2 shows the frame format before and after a VLAN

tag is inserted. The 802.1Q tag is inserted in the middle of the untagged frame, which

is between the source MAC address and the Type field. The Type field is set to 0x8100

which is defined for 802.1Q tagged frame. The tag control information field is divided

into 2 parts. The left 3 bits are used to show the 802.1Priority which could identify

eight different priority levels. Different level of services could be provided based on the

priority level. The right five bits are used for the VLAN tag ID, which could offer 4096

(212)VLANnumbers.

Flooding : Flooding happens when the destination MAC address in a received frame

is not learned in the MAC learning table. Switch delivers the frame to all the ports that

has the same VLAN of the received port expect the port where the frame came in. This

is the convenient way to fetch the destination before this MAC address is recorded in the

switch table. However, huge device and link resources are consumed by the flooding.
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VLAN helps to constraint the size of the flooding.

Broadcast and Multicast supportive : If a frame needs to be broadcast to the net-

work, the destination MAC address of the frame is set to all 1’s that is FFFF FFFF FFFF.

All the devices in the same domain receive this frame, and the interested receiver handles

it or responds. Multicast is used to deliver frames to a smaller part of the whole network

simultaneously. It could be considered as a subset of broadcast. Some users with the

same interest could form a group, and a frame sent by a group member could multicast

deliver to the other users in the same group.

1.2.2 Ethernet advantages

Generally speaking, Ethernet has the following advantages:

• high reliability

• low cost

• ease of management

• deployment convenient (almost 30,000,000 Ethernet subscribers are added every

year)

• multiple choice of transmission speed (10 to 1000 Mbps to 10 Gig and 100 Gig)

• compatible with all upper-layer applications and operating system.

1.2.3 Ethernet services

Metro Ethernet Forum (MEF) [12] defined three categories of Ethernet services based on

the flexibility of Ethernet. They are Ethernet Line (E-LINE), Ethernet Tree (E-TREE)

and Ethernet Lan (E-LAN)[13][14].
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E-LINE is the traditional point to point service which connecting two User Network

Interfaces (UNIs), such as Ethernet Private Line (EPL) and Ethernet Virtual Private Line

(EVPL).

E-TREE is a tree structure which supplies point to multipoint services similar to Eth-

ernet Passive Optical Network (EPON) as described in [11].

E-LAN supplies multipoint to multipoint services between different sites. This ser-

vice is convenient in a way that the established Ethernet Virtual Circuit (EVC) needs

not to be reconfigured when a site is added or removed. In the provider network, the

Spanning Tree Protocol (STP) could be used to prevent loops[15][16].

The corresponding models for the three services types are illustrated in Figure 1.3.

1.3 Metro Ethernet

1.3.1 Main MAN core technology

The MAN is generally a network that spans a metropolitan area covering multiple sites.

Many technologies can be considered in MAN. Five main technologies will be inves-

tigated in the following. They are Synchronous Optical Networking (SONET)/ Syn-

chronous Digital Hierarchy (SDH), Asynchronous Transfer Mode (ATM) [17], Resilient

Packet Rings (RPRs), Multi-Protocol Label Switching (MPLS) [18] and pure Ethernet

[19].

SONET[20][21]/SDH[22][23] which was originally the underlying transport network

of the telephone system could also be used in all modern packet switching networks. The

typical legacy SONET/SDH MAN architecture is composed of metro core and metro

access rings interconnected by a combination of SONET/SDH Add/Drop Multiplexers

(ADMs) and Digital Access Cross-connect Systems (DACS). SONET/SDH ring has the
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Figure 1.3: E-LINE, E-LAN and E-TREE services

self-healing character, that is, when a link failure happens, the SONET/SDH ring can be

recovered automatically. Because of the voice-optimized nature, the data traffic in this

network needs additional switches or routers to map data into Time Division Multiplexed
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(TDM) channels for transiting the SONET/SDH network [24]. This affects the efficiency

of the metro environments and restricts the hierarchical development. However, there

are three main limitations of SONET/SDH MAN. They are: High maintenance expense,

high devices expense and bandwidth inefficient.

ATM [25] is an end to end connection based technology, which is a powerful technol-

ogy capable of providing not only regular voice but also IP based services. A Permanent

Virtual Circuit (PVC) is usually constructed for every end user or every service. This

circuit is terminated on the PE. In the Digital Subscriber Line (DSL)/ATM architecture,

this PE node is called Broadband Remote Access Server (BRAS)[26]. Upon the DSL

Forum [27] [28], the TR-59 DSL architecture model with ATM is a BRAS-centric in-

frastructure. Therefore, BRAS is the crucial point to deal with the traffic traveling both

from the customer and the core network. The BRAS is responsible for multiple functions

related to traffic, such as Authentication, Authorization, Accounting (AAA), Quality of

Service (Qos), traffic aggregation and service differentiation. This leads to the drawback

that all the IP traffic has to be directed to BRAS regardless of its physical location. Even

when the communication is between the two end users resident in the same region, the

traffic has to go through the BRAS which is a waste of bandwidth and causes an unnec-

essary communication delay. Another drawback is ATM can not handle multicast. As

mentioned earlier, ATM is end-to-end technology, while multicast is an end-to-multiple

transmission. Besides this, because of the expense of BRAS equipment the scalability of

this infrastructure is limited.

RPRs was developed and promoted by the Institute of Electrical and Electronical

Engineers (IEEE) [29] 802.17 RPRs Working Group and the RPRs Alliance. RPR metro

networks have crucial benefits such as fast failure reaction, bandwidth fairness, multicast

support, and physical layer diversity. However, it has the following limitations:

• As RPR can only operate over ring topologies, it can not be a full metro solution in
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itself.

• RPR is only a layer 2 technology. RPR is able to manage relation ships across nodes

on a ring. Considering the complexity of the entire network which is definitely not

a single ring topology [30], it is not suitable.

• RPR is too costly.

MPLS [31][32][33][34] has gained much attention for carrying Ethernet frames across

metro networks. MPLS creates a virtual connection across a heterogeneous network of

switches and routers. As illustrated in Figure 1.4, MPLS metro network is composed

of access nodes (PE routers), Customer Edge (CE) and Label Switch Routers (LSRs).

The Label Switched Paths (LSPs) are established between the two PE routers before the

frame forwarding is started. As the layer 2 frames enter an MPLS service provider do-

main, MPLS uses a fix-format label layer 2 encapsulation to facilitates the transportation.

According to destination MAC address/port/802.1Q information, two MPLS labels are

inserted into the customer Ethernet frames by a Label Edge Router (LER) at the ingress

of a network. The core LSRS only uses the tunnel label which is stacked at the top of the

frame to carry the frame across the last outgoing LER. The LER uses the second inserted

label, the Virtual Circuits (VC) label, to decide how to process the frame and transmit it

on the appropriate egress interface. Because of the MPLS tunneling hierarchy, the VC

label is hidden until the tunnel label is removed by the egress LER. MPLS offer benefits

in both scalability and traffic control. However, it is far too complicated to be used for

resiliency and is expensive.

Pure Ethernet MAN extends the native Ethernet protocol into the metro network and

has attracted much attention recently[35]. Originally, Ethernet designed for LAN wasn’t

well fitted for MAN. However, due to the fast development of new techniques such as 1

and 10-gigabit Ethernet (1-GigE and 10-GigE) [36], Ethernet in MAN has become fea-
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Figure 1.4: an MPLS metro network

sible. The speed of Gigabit Ethernet (100 BASE-X) is 10 times faster than Fast Ethernet

(100 BASE-T) and 100 times faster than Ethernet (10 BASE-T). They are scalable and

backward compatible. Figure 1.5 shows a general Metro Ethernet topology where STP

is used to establish a tree like path to link all the customer sites in the same VLAN and

Q-in-Q and MAC-in-MAC (MiM) encapsulation are employed[37][38]. Q-in-Q is used

because the VLAN tag (Q-tag in IEEE 802.1Q) is limited to 12 bits. In order to support

more VLANs, PE node inserts an additional Q-tag to the customer Ethernet frames be-

fore sending it to the metro domain. MiM encapsulation is used to solve the forwarding

table explosion problem in the core network. PE node inserts its two additional MAC

addresses, the source PE node MAC addresses and the destination PE node MAC ad-

dresses, to the customer Ethernet frames before sending it to the metro area. These two
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Figure 1.5: a pure Ethernet metro network

MAC addresses are removed by the destination PE node. Figure 1.6 describes the frame

formats in Ethernet, MPLS metro network and pure Ethernet metro network respectively.

1.3.2 Motivation of Metro Ethernet

The traditional MANs are generally built based on layer 3 IP technology, usually using

ATM as its layer 2 transport, whereas the LANs are dominated by layer 2 technologies,

mostly based on Ethernet technologies [39]. As a result, when a data frame is sent across

a MAN, it may have to travel through multiple heterogeneous networks, and hence it

may need to be re-encapsulated in different frame formats a number of times and even

be split into multiple smaller frames/cells or merged with other frames/cells into a larger
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Figure 1.6: Frame formats in Ethernet, MPLS metro network and pure Ethernet metro
network

frame when it passes through the MAN [40]. This not only makes the packet forwarding

complex and inefficient, but also adds complexity and cost to the router/switch design, as

well as network operation and management, in support of heterogeneous networks and

interfaces. Clearly, deploying the same technology, such as Ethernet, in both MAN and

LAN segments can potentially reduce the complexity and cost in network design and

management, and improve packet forwarding performance[41][42]. To date, Ethernet

has been considered as the technology to replace layer 3 technologies in MANs and is

now encroaching into the Wide Area Networks (WANs).

Deploying Ethernet into the MAN core can establish a more homogeneous transport

infrastructure, which will result in lower overheads, improved cost effectiveness, greater

flexibility and aggregation. The following features pertaining to this technology are:

• Reduced Overhead: Without the frame size limitation and connection restric-

tion, Ethernet proved to be IP adaptive in LAN environments, which reduces the

huge overheads caused by re-encapsulating or splitting frames when they transit the

MAN. Enabling Ethernet frames to transmit across a MAN, eliminates the abun-

dant step to encapsulate Ethernet frames into ATM cells or other transport formats
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and then decapsulates them to the original frame format. This is impressive in sav-

ing traffic, as in ATM backbones the total overhead could utilize up to 25% of the

traffic. For example, the throughput on a 155 Mbps circuit could drop to 116 Mbps

[43]. This simplicity favorably results in a smaller delay time which guarantee less

distortion;

• Cost Effect: Ethernet requires minimal management and maintenance cost and

is ubiquitously deployed. Having been the dominant LAN technology for many

years, mass Ethernet products are all over the technology market. Network ad-

ministrators are already familiar and comfortable with Ethernet. The equipment of

Ethernet is cheap and no pre-planning for optimal deployment is needed. The pro-

vided lowest per port cost becomes more and more significant as the port capacity

increases;

• Flexibility: Dynamic configuration and plug-play nature result in better bandwidth

achievement and higher aggregation efficiency. Having already spread worldwide,

almost all the end systems support Ethernet interfaces;

• Geographical support: Today more and more companies run geographically dis-

tant campuses, offices, and data servers. To be able to create virtual LAN envi-

ronments that link distant campuses, offices and servers together brings significant

value to those companies for effective information exchanges and data sharing;

• Bandwidth available: The increased importance of the Internet for business appli-

cations, such as triple-play services, has led to a greater demand for higher MAN

interface rates. Besides this, real-time applications such as voice and video are so

sensitive to time delay that the shorter the access speed the greater the advantage

gained by the subscribers. In addition, Ethernet provides the highest bandwidth-

cost ratio. While 10 Gigabit Ethernet is widely available, 100 Gigabit Ethernet
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is under development and will be available in the near future[44][45]. So, it is

possible to achieve a gigabit speed network by deploying all Ethernet networks.

1.4 Challenging issues

Ethernet was originally designed as a LAN technology that usually handles a small num-

ber of users. To be deployed in MANs, it has to solve the scalability issues [46] [9] [47]

[48]. The main challenging issues when deploying Ethernet in MAN are:

Scalability: Because the universal MAC addressing scheme lacks the hierarchical

structure, the forwarding of Ethernet is based on the fact that bridges learn MAC ad-

dresses automatically. Bridges inspect every incoming frame and learn the MAC and

port mapping which can be used for the subsequent forwarding. This makes Ethernet

simple. However, when it comes to the metro area where millions of end users reside,

the MAC address table explosion problem comes[49]. Even worse, Ethernet uses broad-

cast to resolve unknown MAC addresses. This means, every node in the network has to

process the broadcast frame, which also harms the node resource.

Resilience: Resilience is another factor that attributes to Metro Ethernet, which re-

quires the ability to detect topology changes and network recovery automatically [50].

To guarantee the end-to-end services, the ideal network should perform smoothly and

transparently when failures occur. After the fault detection, the network should perform

network restoration automatically. That means an alternative path should be established

through a network reconfiguration or a backup path quickly. This is related to the im-

provement of forwarding mechanisms of Ethernet, which is mainly based on STP. Though

STP is simple and popular, the reconfiguration time which ranges from 1 to 2 seconds, is

drastically small. Though some developments have been conducted such as Rapid STP

(RSTP) and Multiple STP (MSTP), to fulfill the expectation of MAN, more work still
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has to go on.

1.5 Contribution of this thesis

In this thesis, some efficient and scalable information retrieval systems are proposed. The

details are:

• Design an optimized cache replacement algorithm for video cache;

• Design novel Metro Ethernet technologies to satisfy the specific requirements of

the MAN networks;

• Sustain the plug-and-play nature of Ethernet;

• Achieve high performance in terms of scalability and efficiency.

The proposed architectures include an Optimized Cache Replacement (OCR) scheme,

an enabled Cache effect on Forwarding Table (CFT), an End user enabled MiM (EMiM)

encapsulation scheme and two distributed Registration based address resolution Protocols

(RP).

In OCR, the users are grouped into different cache groups based on their arrival pat-

terns. It calculates the user density among all possible intervals, and then selects the max-

imized number of users which can be answered from the cache. Based on the optimized

scheme in a single cache, we also extend OCR to cooperative caches. Simulations are
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conducted to verify the proposed schemes. The results show that the OCR can increase

the hit ratio and reduce the server load.

In CFT, we modified the forwarding table entries in CE and PE nodes to learn both the

IP and MAC addresses. By receiving a frame, the CE and PE nodes cache the IP-MAC

address mapping carried in the frame. Once the mapping is remembered, the information

can be served for the subsequent requests asking for the mapping. For protocols relying

on broadcast to look for the MAC address of another end user, the designated CE and

PE nodes can stop the broadcast and reply back directly with the help of the information

stored in the new forwarding table. So, the CE and PE nodes not only can determine the

next hop but also handle the Address Resolution Protocol (ARP) request coming from

the segments behind it. CFT is easy to be accomplished and fully backward compatible.

In EMiM, the PE node’s MAC address is associated with an end user’s ARP entry.

This modification allows an end user to encapsulate both the destination user’s MAC

address and its PE node’s MAC address in the frame. All the PE nodes only need to

swap addresses and hence do not need to maintain the entries mapping end user’s MAC

address to its PE node MAC address, thus significantly reducing their forwarding table

sizes. We also discuss how the proposed schemes coexist with end users using traditional

ARP technology.

In RP, multiple ARP registers are allocated to support address resolution. Each IP ad-

dress has a home register which stores its ARP entry. When an end user moves to another

location but keeps its IP address, its current PE or CE node is considered to be its foreign

register. A foreign register temporally caches the ARP entry for an immigrated user and

is in charge of the ARP entry updating in the home register. The IP address is used as

an index to locate the corresponding home register through unicast, thus eliminating the

broadcast to solve an unknown address. The proposed architectures are evaluated by sim-

ulations and the results show the proposed schemes can save more than 60% of messages
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for address resolution and reduce by up to 80% forwarding table size in PE nodes.

1.6 Outline of this thesis

The rest of the thesis is organized as follows: Chapter II gives the related work; Chapter

III demonstrates the detail of the OCR scheme; The description of CFT scheme is shown

in chapter IV; Chapter V presents the details of the proposed EMiM architecture. Chapter

VI describes the RP schemes. The research work that will be conducted in the future is

proposed in Chapter VII. Finally, Chapter VIII concludes the thesis.
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Literature Review

In this chapter, we provide an overview of the standards and schemes for information

retrieval systems. The organization of this chapter is as follows. Section 2.1 summa-

rizes the related work of caching; Section 2.2 reviews the VLAN technology; Section

2.3 depicts the MiM encapsulation; Section 2.4 discusses the novel Ethernet forwarding

approaches.

2.1 Related Work with Caching

There are various caching algorithms designed for Web cache, such as LRU, Least Fre-

quent Used (LFU)[123], Log(Size) [51], Day [52], Page Load Delay [53], Greedy Dual-

Size [54], [55] and Logistic Regression [56]. Among them, LRU is the simplest cache al-

gorithm and is widely used in the real world web cache. Many researchers developed new

caching schemes based on LRU. A counter-based L2 cache replacement is introduced in

[57]. Based on the certain principles, the event counter for each entry is changed. When

this counter passed the defined threshold, this entry is discarded. As the data within the

higher priority part of the LRU stack is more likely to be used, line distillation was pro-

posed in [58]. In this scheme, the more frequently accessed data are stored in a cache line

and the rare used one is eliminated. SF-LRU [59] combines LRU and LFU schemes so it

19



CHAPTER 2.

could evict items that are not only used long time ago but also have low frequency to be

hit again. Filtering cache (LBF cache) proposed in [60] is based on LRU-like algorithm

which caches more recently used blocks. Different from the previous cache, its cache

contains two parts, a Direct-Mapped Cache (DM cache) and a fully associative buffer. In

the DM caches, one bit is used for each entry to indicate the most recently used block.

The replacement of items is based on this bit. It can increase the hit ratio.

Video streaming caching is different from the Web caching[125]. The future re-

quest of the first one is more predictable and the data items which need to be cached

are huge. Based on this character, many specific caching policies are proposed to min-

imize the accesses latency and balance the network traffic load with limited caching

storage[61][62][63][64] [65][66][67]. [64] employed to use variable sized chunks to

overcome the problem of low byte hit ratio during unsteady period. MiddleMan archi-

tecture is composed of a serial of cooperative proxy servers which are managed by a

coordinator. The coordinator plays a key role in data caching, such as redirects requests

to the corresponding proxy, decides the content of the caches and eliminates files when

caches are full. Recently, researchers on hierarchical peer-to-peer architecture for VoD

streaming are extremely popular. [68] utilizes a utility function to predict the future de-

mand of each chunk. A control server is the crucial part on the operating video caches,

the job keeps track of chunks hosted by each peers, directs requests to the correspond-

ing peer and decides where this chunk should be accommodated. Another cooperative

hybrid P2P architecture is described in [52]. In this scheme, a priority index which is

calculated based on the sum cost of fetching this chunk from other peers and its hit fre-

quency. Similarly, [53] also considered a P2P architecture with peers with limited cache

size. Normally, Chunks are requested in subsequent order, but randomly skip could be

supported as well. The chunks with higher supply deficit have more opportunities to be

downloaded.
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Several papers proposed segmentation caching. Many of them divided video files into

predetermined fixed length segments including prefix and suffix [69][70][71][72]. The

segments are replaced based on their popularity and a larger size segment is given to the

video with higher popularity. The suffix which does not saved in cache could be fetched

by the prefix. DECA[73] employed variable chunk sizes which could be changed dy-

namically according to the updated segment popularity. The prefix segment based partial

caching algorithm improved the caching efficiency. However, the fetching between prefix

and suffix may lead to initial time waiting.

FGS video-based caching system [124] adopted fine-grained scalable coding which

has been used for MPEG-4 standard in proxy caching. An efficient caching manage-

ment framework is developed considering both high cache chunk utilization and flexible

bandwidth adaptation.

2.2 VLAN

Ethernet uses a broadcast-based address resolution scheme which introduces a large num-

ber of broadcast messages into MAN. Many protocols such as ARP[74] and DHCP[75]

use the broadcast service as a service discovery mechanism. For example, to solve the

MAC address for an IP address, an ARP request message is broadcast through the net-

work so that the corresponding end user can receive and respond to an ARP replay mes-

sage. The broadcast based address resolution schemes make Ethernet extremely con-

venient and easy to employ. However, for MANs with millions of end users [45], high

frequency broadcast messages waste a lot of bandwidth for address resolution. Moreover,

every end user needs to use resources to handle every broadcast message [76].

One way to reduce the broadcast message is to use the VLAN technology [77] to limit

the broadcast messages. A large network is portioned into smaller separate segments by
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Figure 2.1: Q-in-Q encapsulation approach

assigning different VLAN tags to end users. The end users in one VLAN are logically

located in one segment, while they may be located in different segments physically. The

broadcasts initiated by end users are restricted to transmission only inside the VLAN

segments the user belongs to and end users in other VLAN are not involved. This helps

to alleviate the broadcast problems. Another advantage of VLAN is the flexibility of

roaming. As the VLAN configuration is logical, the physical movement of an end user

could be ignored. If a user physically moved from segment S to another segment T, as

long as this user is logically configured to belong to S, it could be considered as still

connected to S regardless of the new location.

One limitation of VLAN is that the communication between any pair of users should

be in the same VLAN, and hence a large number of VLANs need to be created. However,

as VLAN tags only have 12 bits, the number of VLANs that can be supported is limited.

In order to serve more VLANs, Q-in-Q is defined to enhance intelligence and scalability.

Another VLAN tag is added to the frame before it is sent out to the metro area by the
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provider edge. The Q-in-Q approach is shown in Figure 2.1. It does not affect the MAC

address learning method. The provider network devices have to learn all the end users’

MAC addresses. Besides the VLAN shortage problem, VLAN also has other problems:

Configuration overhead : VLANs, subnet configuration and address assignment are

needed to be done manually. Careful planning and operations are needed to decide on

VLAN tags for every port of every device.

Limited scalability : Although broadcasting is limited in every VLAN area, in metro

area, the number of users located in one VLAN is still large. Moreover, VLAN could be

overlapping. Users could belong to multiple VLANs. The transmission devices should be

visible to every user who considerers them as the metro ingress device in every VLAN. As

broadcasts in multiple VLANs traverse by these devices, the forwarding table is replaced

frequently by the end users belonging to these VLANs. The devices often provide more

VLANs than require and flexible user roaming, which aggravates this problem.

Sufficient efficiency : A single spanning tree is used to forward frames inside VLANs,

which is not efficient in a large network.

2.3 MiM encapsulation

Ethernet has poor scalability due to the use of a flat addressing scheme (i.e., non-hierarchical

MAC addresses). Upon receiving a frame, Ethernet switches or bridges learn where to

direct a frame by associating the source address of an incoming frame with the incoming

port. This information is recorded in the forwarding table and prepared for delivering the

subsequent frames to the corresponding destination. The entry format is <MAC, port,

recordtime, age>. When a frame with a new source MAC address e1 arrives at port p1,

by inspecting the frame, the switches or bridges store the information in the form of <e1,

p1, recordtime, age>. If a frame destined to e1 is received by this device, the frame will
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be sent out on port p1. The MAC forwarding table at a node in a provider network needs

to keep potentially a large number of MAC-to-port-mapping entries for frame forwarding.

In a MAN environment composed of a large number of LAN segments, this may either

cause forwarding table explosion or necessitate excessive frame flooding, depending on

the actual timeout values for the table entries. Entries in the forwarding table can either

be replaced by a new coming entry when the table is full or be deleted after the timer ex-

pired. Flooding is required when a destination could not be found in the forwarding table.

Actions such as end host power up/down and roaming from one place to another make

the destination absence problem even worse. In order to guarantee that the destination

end user receives the requirement frame, the flooding frames traverse all the ports of all

the devices in the network except the port at which the original frame arrives. Increasing

number of recent entries that could be used by the following frames are replaced by the

flooding addresses, which lead to more frequent broadcasts. In the MAN area, where

the number of entries in the forwarding table are much smaller than the number of MAC

addresses, flat addressing not only intensifies the table size problems but also wastes link

bandwidth and processing resources because the control overhead disseminates end users

frames by flooding.

To solve the problem of forwarding table overflow in Metro Ethernet, the MiM en-

capsulation scheme [9][78][79] has been developed. Originally switches or bridges had

to learn the MAC addresses of all the end users, which could be hundreds of thousands

in a metro area. Using this method, core network switches only had to learn the MAC

addresses of provider edges. As shown in Figure 2.2, when a frame is transmitted from

the local network to the metro core network, an additional pair of MAC addresses is in-

serted by the ingress PE node. Before sending the frame to the core network, PE node

encapsulates the frame with the MAC address of the PE node where the destination user

resides and this PE’s MAC address. The frame format of the MiM encapsulation is shown
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Figure 2.2: MiM encapsulation approach

Figure 2.3: The MiM encapsulation

in Figure 2.3. The MAC addresses of the end users are hidden from view by the core net-

work devices. So, only the MAC addresses of the PE node are learned. The added MAC

addresses are stripped from a frame before it reaches the destination local network by

the egress PE node. Leaving the forwarding in local network unaffected. MiM encapsu-

lation extends Ethernet into Metro area without much complexity compared with other

technologies. However, this scheme still cannot avoid learning table explosion.
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Figure 2.4: Hybrid approach of MiM and Q-in-Q

MiM is interpretable with VLAN and Q-in-Q encapsulation (Figure 2.4). According

to Nortel Network [80], Q-in-Q is encapsulate in CE node and MiM is operated in PE

node.

However, MiM can only reduce the forwarding table size in the Core Nodes (CNs),

but not in the PE nodes which still have to maintain the entries of mapping user’s MAC

address to its PE node’s MAC address for MiM encapsulation[81]. Huge end user’s

MAC addresses still have to be recorded at the provider edge nodes.To deploy Ethernet

technology to MAN, it has to solve the issue.

2.4 The Novel Ethernet approaches enhancing the scal-
ability

Traditionally, Ethernet relies on STP standardized in 1998 as IEEE 802.1 D to switch

frames in a network [82]. STP is primarily used to provide loop-free communication

among all the nodes. So at any time, only one Spanning Tree exists in the network.

RSTP improves the reconvergence time of the STP, which reduces from minutes to less

than one second. The main problem of RSTP is Count-to-infinity [83]. MSTP [84]

[85]defined in IEEE 802.1s is proposed based on RSTP and VLAN. MSTP improve the

performance of the network in several ways: A failure in one region not affects the traffc
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flow in other region and load balancing can be managed manually by assign different

VLANs. However, MSTP inherits the other drawbacks of RSTP which is the only un-

derlying protocol of MSTP. Besides, MSTP configuration is complex as VLANs must

be assigned accurately for all bridges. Spanning tree protocols, as native routing proto-

col for Ethernet, draw mounting attentions when Ethernet is being considered in metro

areas[86][87][88][89][90][91] [92][93][94][95][96].

In order to avoid the drawbacks of STP approaches, the shortest-path forwarding

schemes are attracted much attention within the IEEE 802.1 working group [97] [98]. In

[99] and [100], the link state routing protocols were proposed to replace the spanning

tree based routing schemes [101][102][103]. Similar to routing, the link state informa-

tion is exchanged between bridges to create the tree instances. RBridges [99] [104] could

avoid broadcast when distributing of locally learnt MAC addresses by using a link state

approach. The IP datagrams are normally performed by the routing protocol (e.g., IS-IS

[105] [28]) learnt information. Without the restriction of STP, all the links are available

to use, which results in better bandwidth efficiency and faster convergence. In [106], a

hybrid scheme which uses the spanning tree protocol in the core network and the link

state protocol in Metro access network respectively was proposed. The hybrid scheme

can achieve better performance than using either spanning tree or link state scheme in the

MANs. The main shortcomings for these schemes are the inconsistent intervals during

the convergence time which is not optimized. In addition, the link state protocols pro-

vide no announcement after the reconfiguration which is necessary. All these schemes

still have to use the broadcast based ARP. And the complexity and high cost should be

considered.

Recently, a suggested solution to enhance the scalability for the traditional Ethernet

is to use directory based ARP [47] to eliminate broadcast service for address resolution.

In the scheme, a user needs to register its ARP entry in the ARP directory before its
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communication, and an unknown MAC address is resolved through the ARP directory

lookup. In this scheme, the control plane is divided into two planes, a decision plane and

a dissemination plane. The decision plane is in charge of calculating forwarding tables for

each switch in the network. The dissemination plane is in charge of delivering network

status information to the decision plane and distributing configuration information to the

switches. Network topology, link status, and host status are gathered by the dissemination

plane. The information is then used by the decision plane to calculate forwarding tables

and answer the ARP requests. This scheme requires all the end nodes to register to the

bridge attached to them when they join the network for the first time, and periodically

re-register during the connection. So the bridges could perform link state routing as

they have the MAC addresses of the end nodes. The information is exchanged with the

neighbor bridges when a new end node is registered. Unicast forwarding is possible by

the end user MAC addresses and attached bridges mapping information and the link state

topology information. But for Metro Ethernet, a single ARP directory based solution is

not scalable and efficient. Moreover, it creates single point of failure.

Some hash based address resolution schemes [107] [108] [109] [110] are proposed

to eliminate the reliance broadcasting frame learning. Instead, when a destination MAC

address is missed in the forwarding table, the frame is routed to a designated user based

on the MAC hash value. In [107], two types of bridges are involved: advanced bridge and

legacy bridge. A legacy bridge is the conventional bridge, while an advanced bridge is the

new bridge that performs the proposed distributed address resolution. Only one advanced

bridge is permitted to transmit packets to or from other segments, which is the designated

advance bridge of this segment. Frame forwarding in the same segment follows the

traditional Ethernet forwarding process. Frame forwarding between different segments

will be delivered to the designated advance bridge of this segment, which determines

the routing to the destination without resolve broadcast. SEATTLE [110][111] provides
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an alternative network architecture which not only sustained the plug-and-play feature

but also provide shortest-path forwarding and end user address resolution via hash. A

one-hop network-layer distributed hash table is used to store the mapping of the MAC

address and the host location. After the location of the end user is found, the frame could

be delivered along the shortest path based on the link-state information obtained by the

switches. The cache update is based on unicast, which is efficient and prompt compared

with the traditional broadcast based one. When network layer changes occur, the link

state advertisement is exchanged between switches directly. This notified the switches

to evict those invalid entries, which ensures all the frames are forwarded based on up-to-

data state. Besides, switches in SEATTLE could cache responses to queries, such as ARP

replies. These traffic-driven location resolutions and caching avoid excessive load when

building the DHT. But routing frame with unknown destination addresses to designated

user may take the frame travel more unnecessary hops to the destination, and make the

traffic control more difficult.

SmartBridge [112] allows finding the shortest forwarding path by exchanging topol-

ogy information among bridges. The topology knowledge is obtained by diffusing com-

putation [113]. The computation process is described as follows: A bridge starts a topol-

ogy acquisition process by asking its neighbors. The neighbors then direct the request to

their neighbors. And the process is going on until all the bridges in the network got this

request. A message is replied back after each request. So, the initiator could know when

the whole distributed computation is over. When a topology change occurs, the bridge

that notices the change triggers a diffusing computation that spreads to every bridge.

The new topology information containing the links between different bridges and seg-

ments is exchanged among bridges. Packet dropping may happen during the topology

request process. The traffic forwarding is performed based on the host MAC address

and segment mapping table in Smartbridge. The forwarding between different segments
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is performed on shortest-paths. Smartbridge achieves shortest path forwarding between

different segments and low re-convergence time. The shortages of this scheme are that a

full knowledge of the network topology should be obtained and the storage consumption

is extremely high for each Smartbirdge.

In [114], a MAC Address Translation (MAT) scheme is proposed for frame forward-

ing. The flat MAC address is translated to a hierarchical structured address for frame

routing so that the number of forwarding table entries is reduced. MAT utilizes Locally

Administered Address (LAA) which is traditionally used for network management to per-

form MAC address translation at PE routers. The PE routers replace the Organizational

Unique Identifier (OUI) prefixes in legacy MAC address by the PE prefix before deliv-

ering the frame to the core network. So frames are forwarded by the PE prefix between

different PEs. This resolves the MAC address table explosion problem as PEs are re-

leased from recording every MAC address in customer’s network. However, it is possible

that two MAC addresses are translated to the same structured address.

Both [115] and [116] provided the concept of using cache to suppress broadcast traf-

fic. By caching the most recently used dynamic directory entries at every PE node and

using some specified PE node maintaining the ARP entry, broadcasting messages can be

reduced [115]. The Ethernet frames sending by the end user are encapsulated with an

outer header when passing through PEs. The service discovery is processed by using a

distributed directory which is only implemented on the PE switch. Two types of entries

are included in the directory, static and dynamic entries. Static entries are servers such as

DHCP, RADIUS, DNS etc. All the PEs maintain these static entries for fast discovering

of these machines. Dynamic entries are used to record the information of the end user.

At most two PEs keep the dynamic entry for one end user. One is the PE switch this end

user directly connected to, and the other is the specified PE node which is selected based

on the hashing function over the combination of service type and IP address of the end
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user. The most recently used dynamic directory entry could be cached at PEs until they

time out. This could reduce the latency to fetch the entry from the specified PE node

every time. But completely replace Ethernet devices to new ones is not feasible for real

word application. Similarly, Etherproxy in [116] caches the ARP entries it learned and

suppresses broadcast messages it received by looking up the entries it cached. This new

kind of device could be set into an existing Ethernet directly. When broadcast arrived,

EtherProxy’s check the entries it cached to fetch the answer before broadcasts it to the

rest of the network. If the corresponding entry is found, EtherProxy could reply to the

requester and suppress the broadcast. Otherwise, the request is broadcast over the net-

work. When the reply transit EtherProxy, it caches the response information which could

be served for the subsequent request. It retains the plug and play nature of Ethernet and

is backward compatible. However, broadcast still happenes under the Etherproxy, which

scales with the size of the network. And these cache schemes need extra memory to store

the cache entries.

Some data center network architectures, such as VL2 [117], PortLand [118] and

MOOSE [119], achieve scalability by assigning user’s flat names based on their hierar-

chical location. In these mechanisms, centralized directory systems are used to maintain

the information of the end users. This is suitable for cloud service data centers where end

user is virtual and totally controlled by provider, while a decentralized approach is much

better when deploying in large autonomous and heterogeneous networks.

[120] designed a Metro Ethernet network architecture, which is combined of many

optimization algorithms. The methodology is implemented in a prototype design tool

and is used by ATT network planners. As the case studies in metro areas show, this

methodology fulfills planner’s expectation.
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2.5 Summary

In this chapter, the relevant works with caching are summarized firstly. Then, the existing

technologies in Ethernet is reviewed . The VLAN technology is included and shows that

it is not suitable for the MAN area. After that the MiM encapsulation scheme is demon-

strated. Then some approaches based on registration or cache to improve the scalability

of the Metro Ethernet are described. However, none of these schemes could totally make

Ethernet suitable when deploying in the MAN.
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An Optimized Cache Replacement
algorithm for video on demand

This chapter presents an Optimized Cache Replacement (OCR) scheme and a Coopera-

tive Cache Replacement (CCR) scheme. Section 3.1 gives the overview of this chapter.

The details of OCR and CCR are shown in Section 3.2 and 3.3. The simulation results

are given in Section 3.4. Some conclusions are drawn in Section 3.5.

3.1 Overview

With the explosive growth of the video streaming applications such as Youtube and Face-

book [121][126], how to provide high quality video streaming to users becomes a key

issue for successful service providers. Caching and multicast are two common schemes

to improve the system performance. In the real world, the users are usually heteroge-

nous and asynchronous, using multicast to group users can reduce the server load, but it

increases the initial latency for most users.

Caching the popular video chunks for users’ reuse/replay is another effective way

to reduce the server load. However, the video streaming usually has huge space, it is

hard to cache the whole video. Hence how to manage the cache for video streaming
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data plays a critical role for cache performance. Unlike the traditional Web Cache which

caches individual Web documents, the request of the cached chunks for users has certain

patterns, and hence the traditional cache replace schemes [122][52][51][53][56] may not

be useful for video caching. For example, three users, say u1, u2 and u3, request the

same video at time t1, t2 and t3. To make the cache useful, the video chunks requested

by u1 should be cached till u3 requests the chunks, and then they can be removed from

the cache. These three users form a user group which can use the cached chunks. Hence,

the traditional cache replacement scheme such as LRU, LFU, and utility based cache

replacement schemes are unsuitable for video streaming cache.

This chapter aims to design an OCR scheme for video cache. OCR groups the users

into different cache groups based on their arrival pattern. It calculates the user density

among all possible intervals, and then selects the groups with the maximized number of

users to be answered from the cache. Based on the optimized scheme in a single cache,

we also extend OCR to cooperative caches (called CCR). Simulations are conducted to

verify the proposed schemes. The results show that OCR and CCR can greatly increase

the original hit ratio and reduce the server load.

3.2 An Optimized Cache scheme for video streaming

Figure 3.1 shows a general video cache architecture. Due to the limited cache space, how

to effectively use cache space to maximize the system performance becomes important.

In this section, we propose the OCR scheme for video streaming.
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Figure 3.1: A video cache structure

3.2.1 An Optimized Cache Replacement scheme for video on de-
mand

For video streaming data, if two users request the same video, they should ask for the

same sequence of chunks in the following time. If we know the users’ request patterns,

we can organize the users in groups such that the cache can serve the maximum number

of users in an optimization way. The OCR scheme optimally groups users to maximize

the cache hit ratio. When a new user comes or an existing user leaves/finishes, the groups

may be reorganized to maintain the maximum hit ratio. The details of the scheme is given

below.

Consider a Tv seconds video, the data rate is R, then the total bytes for the video is

RTv. The video is split into chunks, and each chunk takes tc seconds (i.e., Rtc bytes). The

number of chunks is Tv/tc. If the cache size S c is greater than RTv, the whole video can be

cached, and hence no replacement is needed. We consider the case that the cache space

is less than the whole video data. Assume there are Nu users access the video during

the Tv time (see Figure 3.2). User i (denoted as Ui) accesses the video at time tu
i . Then
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the optimal cache replacement scheme is to achieve the maximum hit ratio to reduce the

server load.

Definition 1: Assume users Ui and U j request the video at time tu
i and tu

j , respectively,

and the number of users (including both Ui and U j) requested the video between tu
i and

tu
j is ni j, the user density Di j is defined as

Di j =
ni j

tu
j − tu

i
(3.2.1)

Definition 2: If all the chunks requested by Ui are cached and kept in the cache till u j

request it. Then all the users requested the video between tu
i and tu

j form a caching group

Gi j.

Let us look an example shown in Figure 3.2(b), U1, U2 and U3 are in a caching group;

and U4-U7 form another caching group.

Definition 3: For a caching group Gi j, the hit density is defined as

Hi j =
ni j − 1
tu

j − tu
i

(3.2.2)

Definition 4: Group Interval of Gi j :INi j of caching group is defined as tu
j − tu

i .

OCR aims to maximize the cache hit density, i.e., to maximize the cache hit ratio.

Suppose Nu users request the video, OCR first calculates the hit density from all possible

caching groups if its group interval is less than the cache interval. OCR always picks a

group with highest hit density, and then picks a caching group with the second highest

hit density and so on. When a new user joins, the hit density of the groups starting from

Uk is recalculated. If a new group has higher hit density, it should be cached. If no space,

a group with smallest hit density should be removed from the cache. All caching groups

may be merged with others and/or be split if some new group appears. If some new group
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Figure 3.2: Group illustration in a cache

Figure 3.3: OCR cache replacement algorithm

has higher hit density, it should replace the caching group with low hit density. We called

this process as regroup.

During the regroup procedure, all the users (i.e. grouped user, etc.) in the process are

considered.

If a user first requests a chunk, the cache checks if the chunk has been cached. If so,
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this chunk is returned, and the user joins to the cache group (marked as cacheuser). Oth-

erwise, a cache miss is counted and the type of this user is examined (check for regroup),

if the user can join in a group, the user is set to be a cachuser. Otherwise, it is marked

as misuser. For a user tagged as a misuser, the following chunks are retrieved directly

from the server, and the cache does not need to cache these chunks. For a cacheuser, the

following chunks are given by the cache (except the first user in the group, it retrieves the

chunk from the server, and the chunk is cached). Figure 3.3 shows the pseudo code of

the OCR scheme.

3.2.2 A Cooperative optimized Cache Replacement scheme for video
stream

The OCR scheme is designed for an individual cache. However, for some very popular

videos, they should be cached in many caches, and the cost by retrieving a chunk from a

neighbor cache usually is much lower than that of the server. In this section, we derive a

CCR scheme.

One way for cooperation is just search the chunks from the neighbor caches. The

replacement/regroup scheme of individual cache is the same as those in OCR. The other

way is to consider the cost difference of the request from the neighbor caches. In CCR,

we assume that the neighbor caches can exchange the cache information, and the cost

ratio of retrieving a chunk from a neighbor cache to the server is ru. Then the hit density

of a group is defined as

Hc
i j =

(ni j − 1) + (1 − ru)nc
i j

tu
j − tu

i
(3.2.3)

Here nc
i j is the number of users come from the neighbor caches. When a new user

coming from a neighbor, the hit density can be recalculated and the group may be reor-

ganized if necessary. The pseudo code of CCR is shown in Figure 3.4.
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Figure 3.4: CCR cache replacement algorithm

Figure 3.5: Example illustrating the CCR caching algorithm

Figure 3.5 illustrates an example of CCR. Suppose that user 1 located under cache

1 requests a chunk. Firstly, the request is sent to cache 1 (step 1). As the chunk is not

available in cache 1, the request is directed to cache 2 which is the nearest neighbor of
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cache 1(step 2). After receiving the request, cache 2 searches the data recorded. Either the

fetched chunk or an unfounded message is replied back to cache 1 (step 3). If the chunk

is returned, cache 1 redirect this chunk to user 1 without caching it, and this request is

finished (step 4). The following requests of the user is direct sent to cache 2. Otherwise,

cache 1 redirects this request to the server (step 5), and the server delivers the chunk

back (step 6). Before sending the chunk to user 1, cache 1 performs the OCR caching

algorithm to decide if it needs to do regroup.

For hit density calculation, we only need to calculate the density between the existing

users to the new user. Hence the calculation cost is linear.

3.3 Performance evaluation

In this section, we evaluate the performance of the proposed OCR and CCR schemes.

The results are compared with the traditional LRU algorithm.

We assume the video length Tv is 7200s and the chunk size is 1M. The link trans-

mission rate R is 200k/s. The initial time of a new user request is assumed to follow

the Poisson distribution with a mean arrival rate of N/Tv. Here N is the number of users

watching the video. The cooperative HRco hit ratio defined as the hit ratio in the other

caches is calculated in the following way:

HRco = hco/qtol (3.3.1)

where hco is the total number of hits in the foreign caches, while qtol is the total number

of user queries including both served by the server and the caches. The total hit ratio is

calculated as following:
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HRtol = (hloc + hco)/qtol (3.3.2)

where hloc is the total number of hits in the local cache.

Firstly, we evaluate the single cache to illustrate the benefits of OCR compared with

LRU. Then we evaluate CCR. The simulation lasted for 36000 seconds and the results of

the last 26000 seconds are collected.

In this section, we compared the performance of the OCR scheme with that of LRU.

A single cache is considered under the server.

Case I: Impact of average user access rate in OCR

This experiment is set to investigate the performance by varying the average user

access rate in the network. The cache size is 500M. The number of users is varied from

100 to 500. The average user access rate is N/7200.

Figure 3.6 shows the evaluation of the cache hit ratio versus the average user access

rate. Increasing the average user access rate does not affect much on the hit ratio for both

the OCR and LRU schemes. The OCR scheme can improve the hit ratio from 0.3 to 0.5,

and hence greatly reduce the server load.

In Figure 3.7, the messages handled by the server with different user access rates are

demonstrated. A server message is counted when an end user’s request is solved by the

server. It is obvious that higher frequent user access rate leads to more server messages.

The OCR scheme performs better than the LRU scheme and the gain becomes higher as

the average user access rate increases.

Cache II: Impact of cache size in OCR

In this case, we study the impact of different cache sizes, it varies form 50M to 450M,

and the average user access rate is 300. Figure 3.8 demonstrates that the hit ratio improves
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Figure 3.6: hit ratios with different users

for both schemes as the cache size increases. The performance of OCR is much better

than that of LRU. For the small cache sizes (i.e. 100M, 250M), the hit ratio of OCR

performs 2 times better than the LRU scheme.

From Figure 3.9, we can see that the server message of the LRU and OCR schemes

by varying the cache sizes. For both schemes, the server message is reduced as the cache

size increases. At cache size is at 350M, the OCR scheme can saves about 25% server

messages compared to the LRU scheme.

Case III: Impact of average user access rate in CCR

To test the CCR scheme, two caches are simulated in this case. The performance of

CCR, Cooperative LRU (CLRU) are conducted.
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Figure 3.7: server Messages with different users

The cache size is set to 250M. The number of users varies from 100 to 500. At the

same time, the mean arrival rate is set to N/7200.

From Figure 3.10, it is noticed that the hit ratios for all the schemes are almost sta-

bilized at the same range as the increase of the average user access rate. This is because

the increase of the average user access rate not only gives more hits but also affects the

number of total requests. Intuitively, the number of users is not a factor that influences

the hit ratio for each individual scheme. However, when compared the new scheme to

the LRU scheme, we could see the benefit. CCR achieves the highest hit ratio, and then

followed by the CLRU scheme. The hit ratio of CLRU is two times better compared with

LRU, while OCR gives an increase of about one third.
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Figure 3.8: hit ratios with different cash sizes

Figure 3.11 shows the performance of the message of the server corresponding to the

average user access rate. For all the schemes, the server messages increase with the raise

of the average user access rate. However, the increase rate of the LRU scheme is much

higher compared to the other three schemes. Among these schemes, CCR has the lowest

increase rate.

Case IV: Impact of cache sizes in CCR

In this experiment, the impact of cache size for cooperative cache is evaluated. Same

as the previous case, the size of cache is changed from 50M to 450M. The number of

users is set to 300 under each cache and the average user access rate is 300/7200s.

Figure 3.12 demonstrates that the total hit ratio of these schemes. Obviously, all

44



CHAPTER 3.

50 100 150 200 250 300 350 400 450
0

2

4

6

8

10

12

14

x 10
5

 Cache Size

 S
er

ve
r 

M
es

sa
ge

 Server Message Comparison (diff cache size)

 

 
LRU
OCR

Figure 3.9: server Messages with different users

of them raise as the increase of the cache size. Similar to case I, CCR gives the best

performance. Especially, the cache size at 250, CCR performs almost 1.5 times better

than the CLRU scheme. At this situation, the hit ratio of CLRU is over 2 times of that

in LRU and one half better compared with the CCR scheme. After a threshold, further

increases the cache size only provide limited benefits. This indicates a relatively small

cache could fit the acquirement from the users.

Figure 3.13 gives the performance of the server message versus the cache size. It is

obvious that the LRU generates the highest number of the messages among the 4 schemes,

while CCR achieves the best performance.

Case V: Impact of two videos
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Figure 3.10: hit ratios with different users

In this case, we simulate two caches under a server, and 2 videos could be selected

randomly by the users. The video length is 2 hours each. We compare the performance

of CCR, CLRU, OCR and LRU.

In this simulation, we vary the average user access rate from 100/7200 to 500/7200

to study. The capacity of each cache is 250M. Figure 3.14 demonstrates that the hit ratio

by varying the average user access rate. The hit ratio for CCR, CLRU, OCR and LRU all

stay almost stable. Compared with 1 video case, CCR and OCR could gain much more

benefits than these of CLRU and LRU.

From Figure 3.15 we noticed that the hit ratio increases as the increase of the cache

sizes for all the schemes, among which CCR scheme have the best performance.
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Figure 3.11: server Messages with different users

Figures 3.16 and 3.17 show the server message of the four schemes with different

user access rates and cache sizes. It can be observed that the number of server messages

reduces more significant for the proposed OCR and CCR schemes. Especially in Figure

3.17, when cache size is 450M, the OCR scheme can reduce about one third of the mes-

sages compared to the LRU scheme, while the CCR scheme can save almost two third of

that in the LRU scheme.

3.4 Conclusions

In this chapter, we propose the OCR scheme and the CCR scheme for video stream.

In the OCR and CCR schemes, the redundant chunks are abandoned and groups are
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Figure 3.12: hit ratios with different cash sizes

built based on their group density, so as to maximize the hit ratio of the cache. CLRU

and CCR benefit the performance of caches in a way that the miss in one cache may

be assisted by another cache. With the new schemes, both the data access latency and

bandwidth consumption on server can be reduced. The performances of the new schemes

are compared with the LRU scheme, the results demonstrate a significant improvement

on total cache hit ratio.
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Figure 3.13: server Messages with different users
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Figure 3.14: hit ratios with different users
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Figure 3.15: hit ratios with different cash sizes
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Figure 3.16: server Messages with different users
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Figure 3.17: server Messages with different users
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Chapter 4

An enabled Cache effect on Forwarding
Table in Metro Ethernet

In this chapter, we describe an enabled Cache effect on Forwarding Table (CFT) in Metro

Ethernet. The rest of this chapter is organized as follows: Section 4.1 gives the overview

of this chapter. Section 4.2 presents the details of CFT. The performances are illustrated

in Section 4.3. Finally, Section 4.4 concludes the chapter.

4.1 Overview

Ethernet is the dominant layer 2 communication technology. Currently, it has gained

popularity for deploying in MANs. The traditional MANs are generally built based on

layer 3 IP technology, usually using ATM as its layer 2 transport, whereas the LAN are

dominated by layer 2 technologies, mostly based on Ethernet technologies. As a result,

when a data frame is sent across a MAN, it may have to travel through multiple heteroge-

neous networks, and hence it may need to be re-encapsulated in different frame formats

a number of times and even be split into multiple smaller frames/cells or merged with

other frames/cells into a larger frame when it passes through the MAN. This not only

makes the packet forwarding complex and inefficient, but also adds complexity and cost
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to the router/switch design, as well as network operation and management, in support of

heterogeneous networks and interfaces. Clearly, deploying the same technology, such as

Ethernet, in both MAN and LAN segments can potentially reduce the complexity and

cost in network design and management, and improve packet forwarding performance.

One of the main reasons that Metro Ethernet is highly attractive is due to its cost effec-

tiveness. Ethernet provides the lowest per port cost, which increases sub-linearly as the

port capacity increases. Besides, it requires minimal management and maintenance cost

and is ubiquitously deployed. Network administrators are already familiar and comfort-

able with it. The third reason is ease of interoperability. Almost all the end systems

support Ethernet interfaces. The fourth reason is convenience. The flexibility of creating

virtual LAN segmentations enables enterprises that run geographically distant campuses,

offices, and data severs could link distant campuses, offices and servers together, which

brings significant value to those companies for effective information exchanges and data

sharing.

Even though Ethernet has ample advantages, to be deployed in MANs, it has to solve

the scalability issues. Ethernet was originally designed as a LAN technology that usually

handles small number of users. Broadcast is frequently used to resolve unknown MAC

addresses. Many protocols such as ARP and DHCP use the broadcast service as a ser-

vice discovery mechanism. For example, to solve the MAC address for an IP address,

an ARP request message is broadcast through the network so that the corresponding end

user can receive and response an ARP replay message. The broadcast based address reso-

lution schemes make Ethernet extremely convenient and easily accomplished. However,

for MANs with millions of end users, high frequency broadcast messages waste a lot of

bandwidth for address resolution. Specifically, as Ethernet uses a flat addressing scheme

(i.e. non-hierarchical MAC addresses), Ethernet switches have the ability to automati-

cally learn the location of end users by searching the frames they received and record
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the information in its forwarding table. Frequently broadcast frames accelerate the re-

placement of the table entries which may lead to forwarding table explosion and hence

triggers excessive frame flooding. The MAC forwarding table at a node in a provider

network needs to keep potentially a large number of MAC-to-port-mapping entries for

frame forwarding. Moreover, every end user has to take resource to handle every broad-

cast message. VLAN technology is one way to reduce the broadcast message by logically

segmenting the whole network into separate communication groups. However, even after

segmentation the number of users located in one VLAN is still considerable in MAN.

In this chapter, we propose a CFT in Metro Ethernet . In this scheme, we modified the

forwarding table entries in the CE and PE nodes to learn both the IP and MAC addresses.

By receiving a frame, the CE and PE nodes cache the IP-MAC address mapping car-

ried in the frame. Once the mapping is remembered, the information can be served for

the subsequent requests for the mapping. For protocols relying on broadcast to look for

the MAC address of another end user, the designated CE and PE nodes could stop the

broadcast and reply back directly with the help of the information stored in the new for-

warding table. So, the CE and PE nodes not only could determine the next hope but also

could handle the ARP request coming from the segments behind it. CFT is easy to be

accomplished and fully backward compatible. We also combine CFT with EMiM encap-

sulation Scheme (details of EMiM is in next chapter). EMiM does MiM encapsulation by

end users instead of the PE nodes, thus significantly reducing the PE node’s forwarding

table size.

4.2 Caching on Forwarding Table

Figure 4.1 shows a general Metro Ethernet including a provider network and multiple

LAN segments. A provider network is composed of multiple PE nodes and CNs (switch

or bridge). A LAN segment is composed of a CE node and multiple end users.
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Figure 4.1: A Metro Ethernet

Ethernet nodes have the ability to dynamically learn the location of an end user by

recording the port which the frame generated by the node comes from. Upon receiving a

frame, a source address of the frame is learned in the forwarding table in an Ethernet node.

A forwarding entry is in the format of <MAC address, Port, Recordtime, age>. The

subsequent frames destined to this address passing through the node could be forwarded

to that port. ARP is used to solve an unknown MAC address for an IP address. Once a

user broadcast an ARP request frame to a network, all the other users attached to it in the

same VLAN will receive this frame. Only the destination user with the corresponding

IP address replies back its MAC address. The ARP reply is sent via unicast. Both users
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record the other’s IP and MAC addresses. The other users received the ARP message(s)

also can learn the IP and MAC address mapping and record them to its ARP table.

To enable the caching effect in the forwarding table, CFT adds a corresponding IP

address to a forwarding entry. The IP address can be learnt when a forwarding entry is

created. Note that the source IP address is associated with the ARP request and reply

frame. Now a forwarding entry format in CFT is <IP address, MAC address, port,

recordtime, age>. Here IP is the end user’s IP address; recordtime is the time when the

entry is created or refreshed; and age indicates if an ARP entry is valid or not. A modified

forwarding entry caches its ARP entry in the forwarding table, and hence can be used to

answer ARP request. we only deploy the CFT scheme in CE and PE nodes.

The address resolution and frame forwarding processes are as follows. When a CE

or PE node receives an ARP request frame, it first checks its forwarding table. If the

requested IP address is found in the forwarding table, a reply frame is sent back. The

broadcast is stopped at this node. Otherwise, the request frame is forwarded. If the

forwarding entry of the source MAC address is not in the table, the node creates a for-

warding entry. When a CE or PE node receives an ARP reply frame, it records/updates

the corresponding entry in the forwarding table and forwards the frame. The flow chart

in Figure 4.2 demonstrates how an ARP frame is processed.

Now let us use Figure 4.1 as an example. Assume user 1 intends to start a data session

with user 4 whose ARP information has not been known by user 1. User 1 broadcasts

an ARP request to the network to solve the MAC address of user 4. When the broadcast

frame reaches CE 1, CE 1 uses the IP address of user 4 to search its forwarding table. The

broadcast frame is stopped once a corresponding entry is found, and then a reply is sent

to user 1. If there is no corresponding entry in the forwarding table, the broadcast frame

is forwarded to PE 1 as well as the LAN segment user 2 belongs to. Similarly, after PE

1 receives the broadcast frame, it first searches its forwarding table. PE 1 broadcasts the
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Figure 4.2: Process of a CE/PE handling an ARP frame

request to the core network if no entry is matched. Otherwise, PE 1 stops the broadcast

and replies an ARP reply back to user 1, while both CE 1 and PE 1 add the entry of user

1 or update the recordtime of user 1 in its forwarding table . Other PE and CE nodes

transmit the broadcast frame process the frame as the same way as in legacy VLAN

scheme. If the request frame reaches user 4, it just sends out a reply frame back. All the

CE or PE nodes receive the request or reply frame learn the corresponding entry. Finally,

user 1 could communicate with user 4.

4.2.1 IP management in forwarding table

There are two ways to manage IP addresses. One way is to insert an IP address in each

forwarding entry. Then an IP address is searched linearly when an ARP request comes.

In this method, each entry only increases 4 bytes to store an IP address. A forwarding

entry takes about 4/15 ( 4 bytes for IP address, 6 bytes for MAC address, 4 bytes for
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recordtime, 4 bytes for age and 1 byte for port number) more space. But the IP lookup

time takes long. The second way is to divide the forwarding table into two parts. One

part contains the index and the IP address which are sorted. The other part is the original

forwarding table by adding an index for each entry. The two parts are united by an index.

A binary search can be used to find an unsolved IP address. In this method, at most

xlog2(N)+1y lookups are needed for an IP address matching. Here N is the number of

IP addresses on the table. If the IP address has been found, the index is used to find the

corresponding MAC address. The two tables are always updated at the same time. If the

entry of a MAC address is outdated and deleted, the IP address with the same index will

also be deleted. The table format is shown in Figure 4.3. This method can reduce the

IP lookup time, but it costs two indexes space in the forwarding table. Assume that an

index needs 2 bytes, then each entry needs 8/15 more spaces. Due to cache effect, a PE

or a CE node handles less number of broadcast frames and hence the number of entries

is reduced in CFT. The size of each entry is increased, but the total table is not increased

as we will see later.

As the cache entry is timed out every 2 minutes, there is no problem on dynamic IP.

If the user changes its IP within 2 minutes, some misleading problems may happen. The

misleading frames will be dropped after some time and the user will notice this as no

reply came back and start new sessions. But this should not be the frequent case.

4.3 Cache in EMiM

The EMiM encapsulation scheme [93] can reduce the forwarding table size in PE nodes.

In EMiM, the MiM encapsulation is done by the end user instead of the PE node. To

allow an end user to do MiM encapsulation, the PE node’s MAC address is associated

with an ARP entry. The associated PE node’s MAC (PMAC) address allows an end user

to do MiM encapsulation, and hence a PE node does not need to maintain the entries of
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Figure 4.3: Forwarding Table Format

mapping End user’s MAC address (EMAC) to PE node’s MAC address, thus reducing

the forwarding table size. The entry format of the ARP table is <IP, EMAC, PMAC,

recordtime, age>.

In the EMiM scheme, the forwarding table has no end user’s entry, and hence the

forwarding table cannot be used to cache ARP entry (CE node still can use CFT to cache

ARP entries). But a PE node can still learn an ARP entry from an ARP request/reply

frame. Hence we use a cache table to store ARP entries. A cache entry includes the

MAC address, IP address, PMAC address and recordtime. The cache size is fixed.

A LRU replacement algorithm is used for entry management. This is because LRU can

be easily implemented and an ARP entry is automatically timed out after some time.

Besides LRU, a Modified LRU (MLRU) replacement algorithm is also introduced. In

MLRU, the cache table is divided into two separate lists. List 1 is for entries that used

more frequently, while list 2 is for entries with less frequency. When a new entry comes,

it is stored in the head of list 2. When an entry is hit, it is put to the head of list 1. When

list 1 is full, the entry in the tail is put to the head of list 2. If list 2 is full, the entry in the
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tail is deleted to release the space for new entries. Hence an entry has high hit ratio will

stay longer than that in LRU, and hence MLRU can increase the hit ratio.

4.4 Hit ratio analysis

In this section, an analytical model is developed to examine the hit ratio in the CFT

scheme at a PE node. The following assumptions are made in our model:

• The data access (to send frame) time of an end user follows Poisson distribution.

The average data access time is Ta (one communication session per Ta seconds).

Ri is the data access rate of user i.

• All the end users belong to one VLAN. Each user has probability to communicate

with any other end users in the network.

• When an end user starts a data session, the destination is selected based on Zipf

distribution with Zipf coefficient n.

• The forwarding tables are sufficient large to store all the entries and each forward-

ing table entry is timed out every To seconds.

Using Zipf’s law, the probability of a user with rank i being selected is:

f (i, n) = (1/in)/
N∑

j=1

(1/ jn) (4.4.1)

where N is the number of users;

The rate a node being selected as the destination by all the nodes under a PE node is:

λi = fi ∗
M∑

j=1

R j (4.4.2)
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Figure 4.4: Hit Ratio Comparison (diff user)

here M is the number of users under the PE node.

When the entry of node i comes to the forwarding table, it has To time to be stored

there. If it is selected as a destination node in less than To time by a node under the PE

node, a hit is counted. Hence the hit ratio can be calculated as:

hi =

∫ To

0
λie−λitdt = 1 − e−λiTo (4.4.3)

The total cache hit ratio for the PE node is:

h =

N∑

i=1

( f (i, n)hi) (4.4.4)
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Figure 4.5: Hit Ratio Comparison (diff rate)

We compared the simulation results with the analytical results. The simulated Metro

Ethernet have 4 PEs in the network. Every PE node has the same number of end users

under it. We run 3600 seconds and the results of the last 2600 seconds are collected. The

average data access rate is set to 180s. All the forwarding tables are set to be empty at

start-up.

Figures 4.4 and 4.5 show the simulation and analytical modeling hit ratio with various

value of N and R. From Figure 4.4, we know that the hit ratio increases as the increase of

the number of end users. Figure 4.5 compares the results by varying the data access rate.

The simulation with n=1.0 has 5 thousand end users while for n=1.5 has 6 thousand end

users in the network.
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The results show that the analytical results are well matched with the simulation re-

sults, particularly for n=1.5.

4.5 Evaluation

This section compares the performances of the proposed schemes and the legacy VLAN

based scheme. Both the impact of session interval and number of users are considered.

In this section, we simulated a Metro Ethernet with 50 thousand end users, 40 PEs, 150

CEs and 1000 VLANs in the network. Every PE node directly connects to at least 2 and

at most 5 PE nodes. At least 2 and at most 6 CEs are behind a PE node. And every

CE node can have up to 6 sites located under it. There are at least 8 and at most 256

end users behind a CE node. Each VLAN has at least 3 and at most 13 sites. Each

user has probability to communicate with other end users in the same VLAN. The data

access (to send frame) time follows Poisson distribution. The average data access time

is T (one communication session per T seconds), and each data session lasts for average

20 seconds, randomly chosen between 1 and 39 seconds. When an end user starts a data

session, it randomly picks a VLAN it belongs to, and then randomly chooses another

end user in the same VLAN as the destination user. The destinations are selected based

on Zipf distribution. That means the probabilities of session destined to few addresses

are heavier than others, which is more suitable for the real world traffic situation [116].

Using Zipf’s law, the frequency of a user of rank i being selected out of a population of

N is:

f (i, n, x) = (1/in)/
N∑

j=1

(1/ jn) (4.5.1)

Where: N is the number of users; i is their rank; n be the value of the exponent

characterizing the distribution. The default forwarding table size is set to store at most
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20000 entries, and each forwarding table entry is timed out every 120 seconds. In the

simulation, we run 1600 seconds and the results of the last 600 seconds are collected. All

the forwarding tables are set to be empty at startup. We compare the performances of the

proposed scheme with the legacy VLAN based scheme. Three aspects are considered:

the impact of session interval, the impact of Zipf exponent and the impact of cache size.

To evaluate the impact of session interval, we varied the session interval from 60s to 240s

in case 1. In case 2, we investigated the performance of the new scheme under different

Zipf exponent. In case 3, we varied the cache table size in CFT-EMiM to see the impact

of different cache table size. The data access rate is set to 60s for case 2 and case 3. In the

simulation, PE node messages include the usual datagram messages PE node handles and

the broadcast/multicast messages PE node generates to resolve unknown MAC addresses.

User messages contain all the datagram messages and the broadcast/multicast messages

users generate to resolve unknown destination MAC addresses.

Case 1: Impact of session interval

This case is set to investigate the performances of our proposed schemes and the

legacy schemes as the increase of session rate.In this case, T varies from 60 to 240 sec-

onds. Zipf coefficient n is set to 1.0. Figures 4.6 and 4.7 demonstrate the average number

of messages a user handled per second and the average number of messages a PE node

generated per second respectively. From the Figures, we can see that the CFT scheme can

significantly reduce the messages handled by PEs or end users compared to the legacy

VLAN scheme, particularly in heavier traffic case. Note that session interval is the recip-

rocal of data access rate. As the data access rate increases, the number of message grows

more rapidly in legacy VLAN system. This is due to more broadcast frames needed to

resolve unknown MAC addresses. But in the CFT scheme, more traffic results in high

cache hit ratio and hence reduce more broadcast messages. Hence the number of mes-

sages increases much less than that in legacy VLAN scheme. At the session interval
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Figure 4.6: Average PE message

equals to 60s, around 50% PE messages can be reduced for CFT per PE node, and about

30% messages can be reduced for each end user.

Figures 4.8 and 4.9 illustrate the average table size and the maximum table size in a

PE node. Figure 4.10 and Figure 4.11 show the average table size and the maximum table

size in a CE node. Both the average and maximum table sizes increase as the decrease

of session interval. This is due to shorter session interval results in high broadcast and

hence more forwarding entries. The results clearly show that the CFT scheme can reduce

both average and maximum table size in PE and CE tables. As we pointed out that the

CFT scheme needs more space for each forwarding entry, but the maximum table size is

reduced and hence the total memory space is also equal.
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Figure 4.7: Average User message

The hit ratio of CFT is plotted in Figure 4.12. The hit ratio is computed as the number

of ARP requests answered by the cache divided by the number of ARP requests received

by a PE or CE node. The result shows that the hit ratio is reversely proportional to the

session interval time. This is due to less session interval time corresponding to high

broadcast requests, and hence high probability to be answered by cache. When the data

interval time is at 60 seconds, the hit ratio reaches about 45%, this can significantly

reduce the broadcast messages.

Case 2: Impact of zipf exponent

In this section, we vary the Zipf coefficient from 0.5 to 1.5. A high Zipf coefficient

stands for the destination users are more focused on the popular users.

The average message number a PE node (a user) handled per second is demonstrated
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Figure 4.8: Average PE table size

in Figures 4.13 and 4.14. The CFT scheme has better performance for larger Zipf coef-

ficient. This is because the destination users are more focused on the popular ones for a

larger coefficient system than that for a smaller coefficient system. At n =1.5, more than

60% PE messages can be reduced for average PE node.

Figure 4.15 and Figure 4.16 report the average and max PE table size of the schemes.

VLAN based Ethernet requires more state than CFT scheme because of the nature of

broadcasting and inherent source address learning. The benefit of the proposed scheme

becomes more obvious with bigger zipf coefficient. When Zipf coefficient is 1.5, the

maximum table size is reduced about 40% in CFT. The average and max table size in CE

node are shown in Figure 4.17 and Figure 4.18. Similarly, the CE table size is reduced as

the Zipf coefficient increases. A larger Zipf coefficient results in fewer destination users
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Figure 4.9: Max PE table size

and hence fewer number of forwarding entries in the forwarding table.

The explanation for the improvement is: When the zipf coefficient increases, the

chance users start sessions with the same destination increase. The replacement of the

table entries that are used more often are refreshed frequently. This means fewer table

entries will be deleted as the utilization frequency for individual table entry is increased.

This in turn improves the overall traffic load as more broadcast traffic can be intercept by

the CE and PE nodes.

Figure 4.19 shows the hit ratio varying with the Zipf coefficient. When the Zipf

coefficient increases, the chance users start sessions with the same destination increase,

and hence the hit ratio increases. At n =1.5, the hit ratio can be over 60%. Hence the

CFT scheme is more efficient for a system with some popular users.
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Figure 4.10: Average CE table size
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Figure 4.11: Max CE table size
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Figure 4.12: Hit Ratio
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Figure 4.13: Average PE message number
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Figure 4.14: Average User message

Case 3: Impact of cache table size

In this case we study the impact of varying the CFT-EMiM ARP cache table size.

In this experiment, the network has 50000 users and the destination is selected based

on zipf distribution with 1.0 exponent. The table sizes in CFT-EMiM include both the

forwarding table size and the added cache table size. The data in VLAN scheme does not

change along with the increase of the cache size as there are no caches in this scheme.

Figure 4.20 and Figure 4.21 illustrate the average number of messages handled by

every PE node and every end user per second respectively. The decrease rate of CFT-

EMiM becomes slower along with the increase of the cache size. For PE messages, from

500 to 1500, more than 12% message can be further reduced compared with the VLAN

scheme, while from 1500 to 2500, only less than 3% more messages could be saved. The
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Figure 4.15: Average PE table size
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Figure 4.16: Max PE table size
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Figure 4.17: Average CE table size
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Figure 4.18: Max CE table size
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Figure 4.19: Hit Ratio

increase becomes less and less impressive. The similar tendency also appears in Figure

4.21. The increase of cache size does not offer unlimited benefit in reducing messages.

The average and maximum table sizes in PE nodes are shown in Figures 4.22 and

4.23. It is obvious that even adding the cache table, the total table size in CFT-EMiM is

significantly smaller compared with the VLAN scheme. The average table size does not

grow linearly with increased cache size. This is expectable as the following explanation

illustrated. Let α be the cache size for one PE node to store all the entries needed in our

simulated network and β be the cache size constraint. When β less than α, that means this

PE node does not have enough space, an existing entry may be pushed out of the cache

by a new entry. So cache miss occurs and this in turn triggers more broadcast which

heavies the message number. When β increases, less cache entries are replaced and thus
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Figure 4.20: Average PE message number

less broadcast happens. However, this improvement is bounded at β equals α. Passing

this threshold, as the cache size increases further, the table size in this PE node does not

be affected due to it has already reach its own maximum.

Figure 4.24 and Figure 4.25 plot the average and maximum table sizes in CE node.

The table sizes almost stay stable after cache size reaches 2500 entries, as in a network

with 50000 end users and Zipf distribution, this cache size is sufficient for CE nodes to

store all the entries.

Figure 4.26 demonstrate the cache hit ratio in PE and CE node when varying the

cache size from 500 to 6000 entries. From these figures, it is noticed that a comparable

small table size can perform excellent in hit ratio.

Case 4: Impact of number of users
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Figure 4.21: Average User message

In this case, we vary the number of users from 10,000 to 35,000 to study the impact

of the number of users. The data access rate is set to 120 seconds and the Zipf coefficient

is set to 1.0. We compare the performance of the CFT scheme combing with EMiM and

the VLAN scheme. The cache size in EMiM is large enough to record all the entries.

Figures 4.27 and 4.28 show the number of messages a PE node and an end user

handled per second respectively. The number of messages increases as the number of

users increases. As the number of users increases, the number of broadcasts increase and

hence a PE node and a user need to handle more messages. The number of messages

for all the three schemes increases linearly. But the VLAN scheme has larger slope, i.e.,

increase rate higher than the other two schemes. Caching in EMiM has similar slope as

that of the CFT scheme, but a little bit more messages than that of the CFT scheme.
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Figure 4.22: Average PE table size
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Figure 4.23: Max PE table size
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Figure 4.24: Average CE table size
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Figure 4.25: Max CE table size
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Figure 4.26: Hit Ratio

From Figure 4.29, we observe that the hit ratio increases along with the increase of

the number of users when the number of users is less than 30,000. However, when the

number of users reaches 30,000, the hit ratio is almost a constant by further increase the

number of users. When the number of users is small, increasing the number of users

can enlarge the probability of the most popular users to be selected as the destination

nodes, and hence increase the hit ratio. But when the number of users is over a threshold,

more and more unpopular users have been selected and hence make the hit ratio nearly a

constant.
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Figure 4.27: Average PE message per second

4.6 Summary

This chapter proposes an efficient and scalable Metro Ethernet architecture. The CFT

scheme learns the IP and MAC mapping in a frame and eliminates the subsequent broad-

cast frames looking for this mapping. Combined with EMiM which allows an end user to

encapsulate both the destination users MAC address and its PE nodes MAC address in the

frame, the forwarding table sizes of PE node can be further reduced. The simulation re-

sults show the proposed schemes can save overhead messages for address resolution and

reduces the forwarding table size in PE nodes. Moreover, it inherits the plug-and-play

setup and self-configuration nature of Ethernet.

In next chapter, an EMiM encapsulation scheme is proposed to reducing the forward-
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Figure 4.28: Average User message per second

ing table size in PE nodes.
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Figure 4.29: Hit Ratio
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Chapter 5

End user enabled MiM encapsulation

In this chapter, we describe the proposed End user enabled MiM (EMiM) encapsulation

scheme in details. The rest of this chapter is organized as follows: Section 5.1 describes

the overview of this chapter. The proposed EMiM encapsulation scheme is presented in

Section 5.2. The performance evaluation of the proposed scheme is given in Section 5.3.

Finally, Section 5.4 concludes this chapter.

5.1 Overview

A general Metro Ethernet includes a provider network and multiple LAN segments. A

provider network is composes of multiple PE nodes and CNs (switch or bridge). A LAN

segment composes of a CE node and multiple end nodes. In the Metro Ethernet, a PE

node and a CN may need to maintain a potential large number of forwarding entries for

frame forwarding. MiM encapsulation can be used for frame forwarding in the provider

network so that the CNs only need to maintain PE nodes’ MAC addresses, thus signifi-

cantly reducing their learning table size. However, each PE node needs to keep an end

user’s MAC address to its PE node’s MAC address mapping table for MiM encapsula-

tion. Hence the PE nodes may still have learning table explosion problem. To solve this

problem, we propose an EMiM encapsulation scheme. In the proposed scheme, the MiM
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Figure 5.1: ARP entry in the proposed scheme

encapsulation is done by an end user instead of a PE node. Hence the PE nodes only need

do MAC addresses swapping, thus removing the destination node’s MAC address to its

PE node’s MAC address mapping table.

In the proposed scheme, the PE node’s MAC address is inserted to a node’s ARP

entry, i.e., the ARP entry of an end user composing of the node’s IP address, End User’s

MAC (EMAC) address and its PE node’s MAC (PMAC) address, as shown in Figure

5.1. In MiM encapsulation, two pairs of addresses are encapsulated in the frame. Due

to an ARP entry includes both EMAC and PMAC addresses, a node has ability to do

MiM encapsulation, i.e., adding the Destination EMAC (DEMAC), Destination PMAC

(DPMAC), Source EMAC (SEMAC), and Source PMAC (SPMAC) in a frame. In the

following, we discuss on how an intermediate node to learn the forwarding entry and how

a PE node to encapsulate the MAC addresses for frame forwarding.

5.2 EMiM encapsulation scheme

In the proposed scheme, the MiM encapsulation is done by the end user instead of the PE

node, and hence the PE nodes do not need to maintain the forwarding entries mapping end

user’s MAC address to PE node MAC address and avoid the forwarding table overflow.

In the EMiM encapsulation scheme, the PE node’s MAC address is inserted into an

end user’s ARP entry, i.e., the ARP entry of an end user including the end user’s IP

address, the EMAC address and the end user’s PMAC address. A frame is composed of

two pairs of addresses: DMAC1-SMAC1-DMAC2-SMAC2. Here DMAC1 and SMAC1
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Figure 5.2: ARP Frame Format

are used as the destination and the source MAC addresses for frame forwarding; while

DMAC2 and SMAC2 are used for possible address swapping. Because an ARP entry

is composed of both EMAC and PMAC addresses, an end user has ability to do MiM

encapsulation, i.e., adding DEMAC, DPMAC, SEMAC, and SPMAC in a frame. The

ARP request/reposne frame format, shown in Figure 5.2, is modified by attaching the

destination and source PE node’s MAC addresses.

5.2.1 ARP request frame format

When a user needs to resolve an unknown MAC address, an ARP request frame is broad-

casted. The VLAN technology can be used to limit the broadcast messages. When an end

user needs to solve a MAC address of a IP address, it can broadcast an ARP request into

its VLAN. We do not discuss how to implement the VLAN technology here, because our

scheme changes nothing on it. In the broadcast frame, the two pairs of MAC addresses

are inserted. The addresses are the broadcast address (denoted as FF), SEMAC, FF, and

SPMAC, as shown in Figure 5.3(a). Here SEMAC is the end user’s own MAC address
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and SPMAC is its PE node ’s MAC address. If the end user does not know its PE node’s

MAC address, just inserts the null address (all 0s). When the sender’s PE node receives

the frame, it sends the frame to CNs by swapping the SEMAC and SPMAC (if SPMAC

is null, the PE node just inserts its own MAC as the SPMAC), the frame format is shown

in Figure 5.3(b). The PE node also forwards the frame to the other LAN segments be-

hind it without any address change. Hence when the ARP request frame travels in the

LAN segments behind the same PE node, only the first pair of MAC addresses are used

for frame forwarding. But when the frame travels in the provider network or other LAN

segments behind other PE nodes, the user’s MAC address has been hidden, while its PE

node’s MAC address is used as the source MAC address. The other PE nodes receive the

broadcast frame just insert their own MAC as the DPMAC, as shown in Figure 5.3(c),

and then forward the frame to the LAN segment behind them.

In the above description, we assume the end user having its own PE node’s MAC

address. In case that the user has no such address, it simply sets the SPMAC as null.

The sender’s PE node can add its MAC address in the SPMAC field when it forwards the

frame to other LAN segments. The end user can learn its own PE node’s MAC address

when it receives an ARP reply frame. Besides this learning method, the ARP frame

format shown in Figure 5.3 indicates that an end user can also learn its own PE node’s

MAC address by processing an ARP request frame. In the ARP request frame, if the third

MAC address is not a broadcast address, the address is its own PE node’s MAC address.

Otherwise, the forth MAC address is its own PE node’s MAC address. This is the case

that the ARP requester is behind the same PE node.

5.2.2 ARP response and data frame format

When a user receives an ARP request frame asking for its MAC address, it sends a re-

sponse frame back to the requester. If the requester is behind the same PE node, the first
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Figure 5.3: ARP broadcast frame format sent by: (a) the sender to the LAN segment;
(b) the sender’s PE node to the core network; and (c) the receiver’s PE node to its LAN
segments.

pair of addresses are set to DEMAC and SEMAC, and the second pair of addresses are set

to SPMAC and SPMAC. The PE node just forwards the frame without any address swap-

ping. If the requester is in a LAN segment behind another PE node, the frame formats are

shown in Figure 5.4. Figure 5.4(a) shows the frame format sent by the sender to the LAN

segment. The destination address is set as the receiver’s PE node’s address; Figure 5.4(b)

gives the frame format sent by the sender’s PE node to the CNs, and the source address

is set as the sender’s PE node’s address; and Figure 5.4(c) presents the frame format sent

by the receiver’s PE node to its LAN segment, the address of the sender’s PE node is

set to be the source address. Note that here SEMAC is the response’s MAC address and

DEMAC is the ARP requester’s MAC address. The data frame has the same format as

the ARP response frame.
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Figure 5.4: ARP response and data frame MiM format sent by: (a) the sender to the LAN
segment; (b) the sender’s PE node to the CNs; (c) the receiver’s PE node to its LAN
segment.

5.2.3 Illustration on frame forwarding and forwarding entry learn-
ing

Ethernet is a plug and play network. Our EMiM sustains this feature and only modifies

the ARP entry format, while the PE nodes may need to swap the addresses. Now we use

an example to illustrate how the intermediate nodes to forward the frame and to learn the

forwarding entry.

We use the Metro Ethernet given in Figure 4.1 as the example network. Assume the

MAC addresses for users 1, 2 , 3 and 4 are e1, e2, e3 and e4; and for PE1 and PE2 are p1

and p2, respectively. The IP addresses of users 1, 2, 3 and 4 are IP1, IP2, IP3 and IP4,

respectively. We discuss how user 1 to solve the MAC addresses of user 2, 3, and 4, and

how user 1 to encapsulate data frame sending to user 2, 3 and 4.
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Figure 5.5: Addresses in the frames between user 1 and user 2 - ARP process

Communication between user 1 and user 2

Assume user 1 needs to send data to user 2. If the ARP entry of user 2 is valid in the

ARP table, the data frame can be sent directly. Otherwise, user 1 needs to resolve the

MAC address of user 2. Now user 1 broadcasts an ARP request to the whole VLAN, and

the two pairs of MAC addresses are FF-e1-FF-p1. The ARP entry of user 1 including

IP1, e1, and p1 is attached to the ARP request frame.

User 2 receives the frame coming from CE1. CE1 learns the forwarding entry of e1.

After user 2 receives the ARP request frame, it checks the frame and knows that user 1

is behind the same PE node. So it sends an ARP response frame to user 1 with format

e1-e2-p1-p1. The ARP response frame contains the ARP entry of user 2, i.e., IP2, e2,

and p1. When CE1 receives the response frame, it can forward the frame to user 1 due to

it learned the forwarding entry of e1, while CE1 learns the forwarding entry of e2. After

user 1 receives the ARP response frame, it is ready to send data frames. The data frame

format is e2-e1-p1-p1. The data frame format from user 2 to user 1 is the same as that

of the ARP response frame, i.e., e1-e2-p1-p1. The addresses in the frames are given in

Figure 5.5 and Figure 5.6.

For communication between user 1 and user 3 which are behind the same PE node

but different CEs, all the frame format for ARP request, ARP response and data are the

89



CHAPTER 5.

Figure 5.6: Addresses in the frames between user 1 and user 2 - data process

same as these in the communication between user 1 and user 2. Hence when the source

and destination users are behind the same PE node, the frame forwarding is similar to that

in the case without MiM encapsulation scheme, but a pair of PE node’s MAC addresses

are hidden (not used for frame forwarding) in the frame.

Communication between user 1 and user 4

Now let us look at the frame forwarding in the communication between user 1 and

user 4 which are behind different PEs.

The ARP request frame sent by user 1 is the same as that in the previous case, i.e. FF-

e1-FF-p1. When PE1 gets the frame, it forwards the frame to the CNs by swapping the

addresses e1 and p1, i.e. FF-p1-FF-e1, so the CNs can learn the forwarding entry of p1.

When the frame reaches PE2, it just inserts its MAC address to the frame, and forwards

the frame to the LAN segments behind it. The frame format is FF-p1-p2-e1. CE3 learns

the forwarding entry of p1 (from PE2). After user 4 receives the ARP request, it knows

that user 1 is behind another PE node, so a response frame with format p1-e4-e1-p2 is

sent back. CE3 can forward the frame to PE2 because it has learnt the forwarding entry

of p1. When PE2 gets the frame, it swaps its address with user 4’s address, the format

now is p1-p2-e1-e4. The CNs forward the frame based on p1 and learn the forwarding

entry of p2. When PE1 gets the frame, it swaps its address with user 1’s. The format is
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Figure 5.7: Addresses in frames between user 1 and user 4 - ARP process

e1-p2-p1-e4. CE1 learns the forwarding entry of p2. These formats are shown in Figure

5.7.

When user 1 sends a data frame to user 4, the format is p2-e1-e4-p1. PE1 changes

the frame format to p2-p1-e4-e1. When the frame arrives at PE2, it swaps the destination

addresses, the format is e4-p1-p2-e1. The data frame from user 4 to user 1 has the same

format as that of the ARP response frame. These formats are illustrated in Figure 5.8.

From the above descriptions, we know that the proposed scheme only needs to insert

the PE node’s MAC address in the ARP entry for encapsulation in the sender. The PE

nodes only need to do address swapping. Hence the proposed scheme is highly scalable.
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Figure 5.8: Addresses in frames between user 1 and user 4 - data process

5.2.4 Maximum forwarding table size

From the above descriptions, we know that the CNs only need to maintain the forwarding

entries for PE nodes. A PE node and any intermediate nodes in a LAN segment may need

to maintain the forwarding entries of all the PE nodes and all the end users behind the

PE node. Assuming the number of users in LAN segment behind a PE node is N and the

number of PEs is M, the maximum forwarding table size in the proposed scheme is N −
1+M, which is much smaller than the number of entries N∗M in traditional VLAN based

scheme. For example, for a Metro Ethernet with 100 PE nodes and 5000 user behind each

PE node, our scheme needs only 5099 forwarding entries, while the traditional scheme

needs 50 thousand entries. Hence the proposed scheme is very scalable. Moreover,

the proposed scheme does not introduce any redundancy communication message while

sustains Ethernet’s plug and play feature.
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5.2.5 Solution for a Metro Ethernet Composed of Both End Users
with and without EMiM

The EMiM scheme is easy to be implemented in a Metro Ethernet with all end users

having the knowledge of EMiM. But it may be difficult to update the software for all

end users and hence it is necessary to support both end users with and without EMiM

knowledge.

For a Traditional end User (TU) without EMiM knowledge, it cannot do MiM encap-

sulation in the frame and also has no its PE node’s MAC address in its ARP entry. It also

cannot decapsulate the MiM frame. Hence when an end user needs to solve an unknown

MAC address, it broadcasts an ARP request frame without MiM head in the frame no

matter the end user is TU or an EMiM User (EU). The only difference is that the EU

attaches a pair of PE node’s MAC addresses in the frame, as shown in Figure 5.2. In the

following, we discuss the communications for two end users in four cases (a) TU to TU;

(b) TU to EU; (3) EU to TU; and (4) EU to EU.

(a) TU to TU: in this case, the ARP request and response as well as the data frame

have the same frame formats as those in the traditional MiM frame format (i.e., no MiM

encapsulated from the end user/PE node to PE node/end user). The PE nodes can use

MiM scheme for frame forwarding in the provider network, and hence the PE nodes need

to maintain the mapping entry of such end users’ MAC address to their PE node’s MAC

address.

(b) TU to EU: the TU sends an ARP request frame with traditional frame format

and the EU knows that the requester is a TU (no PE node’s MAC address in the request

frame) and hence sends the response back using traditional ARP response frame format.

The following data frame has the same format as the traditional one.

(c) EU to TU: the EU sends an ARP request frame by attaching a pair of PE node’s
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MAC addresses in the frame. The TU only learns the first pair of MAC address (i.e.,

the end user’s MAC address), and sends an ARP response frame back to the requester.

The EU knows the responser is a TU and hence uses the traditional frame format for data

frame.

(d) EU to EU: the EU sends an ARP request frame by attaching a pair of PE node’s

MAC addresses in the frame. The responser knows that the requester is an EU (due to

the attached pair of PE node’s MAC adress), and hence it sends a response frame with

EMiM frame format. The requester can know the responser is an EU and the data frame

is encapsulated in EMiM format.

In the above cases, a PE node needs to record the entry of mapping the end user’s

MAC address to its PE node’s MAC address if an ARP frame is not encapsulated in

EMiM format. So the proposed EMiM scheme is easily to be implemented in Metro

Ethernet composed of both end users with and without EMiM scheme.

5.3 Performance Evaluation

The performance of the proposed scheme is evaluated by simulation in this section. We

study the average and maximum forwarding table sizes in the PE nodes by comparing

with the existing VLAN technology. In the simulations, we set a Metro Ethernet with 40

PEs, 500 CEs and 40 CNs. Each PE node directly connects to at least 2 and at most 5 PE

nodes. At least 2 and at most 25 CEs can be behind each PE node. There are at least 8

and at most 256 end users behind a CE node. We set 1000 VLANs in the network. Each

VLAN has at least 3 and at most 13 CEs. Each user has probability to communicate with

other end users in the same VLAN. The data session interval time ( the time interval to

send data frame) follows the Poisson distribution. The average data session interval time

is T (i.e., one communication session per T seconds), and each data session lasts average
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Figure 5.9: Average forwarding table size in PE node

20 seconds, randomly chosen between 1 and 39 seconds. When a user starts a data ses-

sion, it randomly picks a VLAN it belongs to, and then randomly chooses another user in

the same VLAN as the destination user. The ARP entry is timed out every 120 seconds.

At the beginning, all the forwarding tables are set to be empty.

Case 1: Impact of data session interval

We set 50 thousand end users in this case. Note that the size of the forwarding table

at the PE node is the same no matter if the MiM scheme is used or not for the traditional

VLAN technology. Figures 5.9 and 5.10 show the simulation results of the proposed

scheme (denoted as EMiM) and the traditional VLAN scheme (denoted as vlan). From

the Figures, we know that the average and maximum forwarding table sizes at the PE
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Figure 5.10: Maximum forwarding table size in PE node

nodes reduce as the data access interval time T increases. This is due to the number of

concurrent communication sessions decreases as T increases. Remember that a forward-

ing entry is timed out every 120 seconds, and hence the total number of valid forwarding

entries decreases. From the results, we also know that the proposed scheme can re-

duce around 90% for both average and maximum forwarding table size at T=60 seconds.

These results show that the proposed scheme can significantly reduce the forwarding ta-

ble size in the PE nodes. Moreover, our scheme only modifies the ARP entry without

changing any other existing communication protocols.

Case 2: Impact of number of users

We study the performance impact of number of users. We vary the number of users
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Figure 5.11: Average forwarding table size in PE node

from 10,000 to 40,000. Here the data access interval time is set as T=120s.

The results shown in Figure 5.11 and Figure 5.12 indicate that the average and max-

imum table sizes grow as the number of users increases in both schemes. However, the

increase for the traditional VLAN technology is much faster than that in EMiM. In all the

range of the number of users, EMiM can save more than 50% forwarding entries. This

shows that the proposed scheme has much better scalability than the traditional VLAN

technology.

Case 3: Impact of number of end users for Metro Ethernet composed of both

TU and EU

Case 3 is set to investigate the performance of a Metro Ethernet composed of both EUs
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Figure 5.12: Max forwarding table size in PE node

and TUs (called mixed network for short). In this case, the simulated network contains

50,000 end users, the same as that in case 1. The end users contain 50% EUs and 50%

TUs. Both EUs and TUs are randomly distributed. Communications between EUs and

TUs are conducted at random. Demonstrated in Figures 5.13 and 5.14, the table size in

the mixed network is over 4 times higher than that in a network with all EUs, but it is

about 30% lower than the network with all TUs. The results indicate that EMiM is useful

for mixed networks.

Case 4: Impact of EU ratio

In this case, the simulated network contains 10,000 end users, including both EUs

and TUs. Both EUs and TUs are randomly distributed. The percentage of EU in the

whole network varies from 0% to 100%. As shown in Figure 5.15 and Figure 5.16, the
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Figure 5.13: Average forwarding table size ratio in PE node

average and maximum table sizes in PE nodes decrease dramatically as the number of

EUs increases. The average table size with 0% EU is 6.6 times as big as that with 100%

EUs, and the Max table size changes from around 3700 to 700, a decrease of 81%. This

is because for the EMiM scheme, PE node only needs to store the MAC addresses of end

users that are under itself instead of these in the whole network.

These results show that the proposed EMiM encapsulation scheme is highly scalable

and easily implemented in Metro Ethernet.
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Figure 5.14: Max forwarding table size ratio in PE node

5.4 Summary

In this chapter, we have proposed an EMiM encapsulation scheme for Metro Ethernet.

Unlike the traditional MiM encapsulation method, our scheme not only reduce the for-

warding table size in the CNs, but also in the PE nodes. The proposed scheme can

work with any existing Metro Ethernet protocols by only modified the ARP entry format.

Hence the proposed scheme is highly scalable.
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Figure 5.15: Average forwarding table size ratio in PE node
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Figure 5.16: Max forwarding table size ratio in PE node
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Distributed Registration address
resolution Protocols

This chapter describe the proposed distributed Registration address resolution Protocol

(RP). The rest of this chapter is organized as the follows: Section 6.1 introduces the

overview of this chapter. Section 6.2 gives the detailed architecture of Provider edge

based distributed Registration address resolution Protocol (PRP). Section 6.3 presents the

details of the proposed Customer edge based distributed Registration address resolution

Protocol (CRP) architecture. The performance comparisons are shown in Section 6.4.

Finally, Section 6.5 concludes this chapter.

6.1 Overview

In this charpter, we propose an efficient and scalable Metro Ethernet architecture. The

proposed architecture includes two RPs. In the RP, multiple ARP registers are allocated

to support address resolution. Each IP address has a home register which stores its ARP

entry. When an end user moves to another location but keeps its IP address, its current

PE or CE node is considered to be its foreign register. A foreign register temporally

caches the ARP entry for an immigrated user and is in charge of the ARP entry updating
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in the home register. The IP address is used as an index to locate the corresponding home

register through unicast, thus eliminating the broadcast to solve an unknown address.

We combine the EMiM scheme into the architecture and also discuss how the proposed

schemes coexist with end users using traditional ARP technology.

6.2 Provider edge based distributed Registration address
resolution Protocol (PRP)

As shown in Figure 4.1, a general Metro Ethernet including a provider network and mul-

tiple LAN segments. A provider network is composed of multiple PE nodes and CNs

(switch or bridge). A LAN segment consists of a CE node and multiple end users. Our

goal is to develop a scalable and efficient Ethernet architecture which allows any pair of

end users to communicate with each other.

6.2.1 Home and foreign ARP register

In the proposed PRP, each PE node is considered to be an ARP register, and hence mul-

tiple ARP registers are allocated to provide address resolution. The IP address is used as

an index to locate its corresponding ARP register so that no broadcast service is needed

in the provider’s core network.

A PE node is in charge of all of the ARP entries belonging to some IP prefixes.

The PE node is called as the home ARP register for any ARP entry whose IP address

belongs to any of these IP prefixes. The PE node is called as the foreign ARP register

for an IP address which does not belong to any of these IP prefixes. A PE node also

has a table storing the mapping of IP prefix to home register for all the IP prefixes in the

whole Metro Ethernet. When a user joins to the LAN segment under its home register, it

needs to register its ARP entry immediately so that it can communicate with other users.
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When a user moves to a LAN under another PE node (as the foreign PE node), it needs

to register its ARP entry to its foreign register immediately. The foreign register adds

the entry and immediately forwards the entry to its home register. Each user needs to

periodically send its ARP entry to home/foreign register. The home register updates the

ARP table whenever the ARP entry is changed. When a user moves from one foreign

register to another, a new ARP entry will be sent to the home register which in turn asks

the previous foreign register to remove the ARP entry. Hence each ARP entry needs to

be stored at most twice in the network, and the maximum ARP table size in a PE node is

at most the twice of the number of users in the LANs directly connected to it.

In summary, the entries in an ARP table in a PE node include:

(1) all the IP addresses using the PE node as their home ARP register;

(2) one ARP entry for each IP prefix in the network;

(3) the IP addresses of end users in all LANs directly connected to the PE node, but

the PE node is not their home ARP register.

6.2.2 PRP combining with EMiM encapsulation Scheme

The RP scheme eliminates the broadcast messages for address resolution and the for-

warding table sizes by associating PMAC addresses in the ARP entry. The entry format

of the ARP table is <IP address, EMAC, PMAC, recordtime,age>, EMAC is the MAC

address of an end user; PMAC is the MAC address of the PE node (called local PE node)

that directly connects to the LAN the user belongs to; recordtime is the time when this

ARP is created or refreshed; and age indicates if the ARP entry is valid or not.
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6.2.3 Address Resolution Process and Data Frame Format

The address resolution and frame forwarding process are as follows. When a new user

joins in a LAN, it first needs to register its ARP entry in the local PE node through

DHCP or directly broadcast its <IP, EMAC, NULL> to the LAN, and the CE node of

the LAN forwards the frame to the local PE node. When the local PE node gets an ARP

registration message, it inserts its MAC address as the PMAC, and adds the entry to the

ARP table. If the PE node is not the home ARP register of that IP address, it needs to

send the ARP entry to its home ARP register to add/update the corresponding ARP entry.

After the registration, each user needs to periodically send message to its local PE node

(foreign or home ARP register) as well as its home register to refresh the ARP entry. In

case of a user moves from one site to another site belonging to a different PE node, it

needs to immediately register to its new local PE node as its foreign ARP register for

communication. The foreign register forwards its ARP entry to its home register.

When a user needs to resolve a MAC address for a destination, it directly sends a

message to its local PE node. The ARP entry is returned if the entry is found there. Oth-

erwise, the PE node uses the IP address as the index and sends an ARP request message

to its home ARP register to get the corresponding ARP entry. After the home register gets

the ARP request message, it sends the ARP reply back to the local PE node. The local PE

node then forwards the ARP entry to the end user. The end user record the destination’s

IP address, EMAC and PMAC in its ARP entry. Then it generates the communication

frame to start a data session.

The EMiM encapsulation scheme is used to transmit data session frames after an end

user knowns the MAC address of the destination. The data frame format is as following:

If the destination is behind the same PE node, the first pair of addresses are set to Desti-

nation EMAC (DEMAC), and Source EMAC(SEMAC), and the second pair of addresses
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Figure 6.1: ARP response and data frame EMiM format sent by: (a) the sender to the
LAN segment; (b) the sender’s PE node to the CN node; (c) the receiver’s PE node to its
LAN segment.

are set to Source PMAC (SPMAC) and SPMAC. In case both the destination and the

source are located behind the same CE node, this frame can be forwarded by CE node or

other switches noticed the destination MAC addresses. This frame transits through the

standard Ethernet forwarding path of the switches. It is not necessary for the PE node

to handle this data frame. If the destination and the source nodes located in different CE

node behind the same PE node, when the frame reaches the PE node, the PE node just

forwards the frame without any address swapping. If the destination is in a LAN seg-

ment behind another PE node, the frame formats are shown in Figure 6.1. Figure 6.1(a)

shows the frame format sent by the sender to the LAN segment. The destination address

is set as the receiver’s PE node’s address; Figure 6.1(b) gives the frame format sent by

the sender’s PE node to the CNs, and the source address is set as the sender’s PE node’s

address; and Figure 6.1(c) presents the frame format sent by the receiver’s PE node to its

LAN segment, the address of the sender’s PE node is set to be the source address.
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6.2.4 Illustration of ARP entry learning and frame forwarding

We use the Metro Ethernet given in Figures 4.1 as the example network. Assume the

MAC addresses for user 1, 2, 3 and 4 are e1, e2, e3 and e4; and for PE 1, 2, 3 and 4

are p1, p2, p3 and p4, respectively. The subnet IP gate way PE 1, 2, 3, 4 handle are

61.1.1.1, 62.1.1.1, 63.1.1.1, 64.1.1.1 respectively with subnet mask 255.255.0.0. And the

IP addresses of user 1, 2, 3 and 4 are 61.1.1.2, 62.1.2.2, 63.1.3.3, 64.1.4.4. IP addresses

here are only used as the index to find the MAC addresses and the local register of the end

user whereas for propagation purpose. End user can keep their IP addresses regardless

the location restriction in legacy scheme. We discuss both the conditions that PE2 is and

is not the Home Register of user 4.

(1) ARP registration and resolving process

PE2 is the Home Register of user 4

Assume user 4 joins in the LAN segment for the first time, it broadcasts a request to

ask for the IP address of its own if no IP address is given to it previously. After the DHCP

server receives the frame, it assigns IP address 64.1.4.4 to host 4. In the meantime, a reg-

istration frame is sent to PE2 as the new IP address is under the charge of PE2. The ARP

entry < 64.1.4.4, e4, p2> is created in the PE2. When user 1 needs to send frames to

user 4, it can send the data frame directly if its forwarding table entry for user 4 is valid.

Otherwise, user 1 generates a unicast ARP request message and directs it to PE1. PE1

uses IP address 64.1.4.4 to search its ARP entry. The IP address belongs to the subnet

64.1.0.0 which is behind PE2. That is PE2 is the Home Register of user 4. So PE1 sends

the ARP request message to PE2. After PE2 gets the ARP request message, it looks for

its ARP table and replies the corresponding ARP entry back to PE1. PE1 then forwards
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Figure 6.2: ARP registration and resolving process case 1: end user locates under its
home register

this response to user 1. User 1 adds < IP4, e4, p2> in its ARP table and generates the

data frame directly destined to user 4. Now communication between user 1 and user 4

can start. The process is illustrated in Figure 6.2. It is similar to the case that two end

users reside under the same PE node.

PE2 is not the Home Register of user 4

Now let us consider the case that user 4 is an immigrant from PE3. Assume PE3

is the home register of user 4 and PE2 is the foreign register. And the IP address of

user 4 is derived from 63.1.0.0 whose designated register is PE3. Based on our RP,

one roaming host should deliver a registration frame right after it immigrated. So, user

4 should send an ARP registration frame to PE2 immediately after the movement to

announce its existence. When CE3 receives this frame, it stops the broadcast and sends
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this frame to PE2 directly. After checking the ARP table, PE2 knows that it is not the

home register of user 4, in other words, PE2 knows it is the foreign register of user 4.

Consequently, PE2 adds the entry of user 4 to its ARP table. In this way, the following

ARP request intended for user 4 can find this proximal entry instead of the subnet entry

destined for PE3. Meanwhile, PE2 also transmits this registration message to PE3, the

home register of user 4. This can make sure the entry in the home PE node always has the

most recently ARP entry. Then, PE3 updates the ARP entry of user 4 in its ARP table.

The new location is recorded. When user 1 needs to resolve the MAC address of user 4, it

generates a unicast ARP request message to PE1 in case its forwarding entry of user 4 is

invalid. PE1 sends this frame to PE3 after checking its ARP table. PE3 responses to PE1

indicating that the current register of user 4 is PE2. Then PE1 sends the reply back to

user 1. User 1 adds the entry in its forwarding table and transports data frames to user 4

directly. Note in this case, when user 4 roams out of PE2, PE2 deletes the entry of user 4

after noticing of the movement( i.e. the roaming is notified by PE3) as it is not the home

register of user 4. Figure 6.3 shows the process in this case.

In the other case, if user 4 moves from PE1 to PE2 and its IP address is 61.1.1.4. That

is, PE1 is the home register and PE2 is the foreign register of user 4. In this situation,

the registration process is the same as the previous one. Specially, when user 1 wants to

communicate with user 4, after it sends request to PE1, it knows the the local PE node of

user 4 is PE2 directly.

(2) Data communication process

Communication between user 1 and user 2

Assume that user 1 needs to send data to user 2. If the ARP entry of user 2 is valid

in the ARP table, the data frame can be sent directly. Otherwise, user 1 needs to solve

the MAC address of user 2. Instead flooding to the whole VLAN, user 1 sends a unicast
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Figure 6.3: ARP registration and resolving process case 1: end user locates under a
foreign register

ARP request to PE1. As user 2 attaches to the LAN that belongs to PE1, an ARP reply

can be sent back directly from PE1. The ARP response frame contains the ARP entry of

user 2, i.e., IP2-e2-p1. After user 1 receives the ARP response frame, it is ready to send

data frames. The data frame format is e2-e1-p1-p1. The data frame format from user 2

to user 1 is the same as that of the ARP response frame, i.e., e1-e2-p1-p1. The addresses

in the frames are given in Figure 6.4.

For communication between user 1 and user 3 that are behind the same PE node but

different CEs, all the frame format for ARP request, ARP response and data are the same

as those in the communication between user 1 and user 2. Hence when the source and

destination users are behind the same PE node, the frame forwarding is similar to the case

without MiM encapsulation scheme, but a pair of MAC addresses are hidden (not used
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Figure 6.4: Addresses in the frames between user 1 and user 2 - data process

for frame forwarding) in the frame.

Communication between user 1 and user 4

Now let us look at the frame format in the communication between user 1 and user 4

which are behind different PEs.

In case that user 1 has the ARP entry of user 4 in its table, it can start a session based

on the information. If it does not know, it should ask from the register. When PE1 gets

the ARP request frame from user 1, it forwards the frame to the home register of user 4

based on the IP prefix. There are two possibilities. User 4 can be roamed from other LAN

belongs to a different PE node. Or, it can be a original local resident of PE 2. In both

situations, the frame should be redirected to the home register of user 4. As the home PE

node always keep an entry of user 4, it can reply the information back. When the home

register receives the frame, after checking its ARP table, it sends back a response frame

to tell the MAC address of ip4 is e4, the format is IP4-e4-p2. PE1 transit this frame to

user 1.

Now user 1 can send data frames to user 4, the format is p2-e1-e4-p1. PE1 changes

the frame format to p2-p1-e4-e1. When the frame arrives at PE2, it swaps the source

addresses, the format is e4-p1-p2-e1. The data frame from user 4 to user 1 are illustrated

in Figure 6.5.

112



CHAPTER 6.

Figure 6.5: Addresses in frames between user 1 and user 4 - data process

The proposed PRP replaces the ARP broadcasting or multicasting with unicasting

and allows any user to communicate with any other user in the network. The scheme

does not need any configurations and hence maintains Ethernet’s plug-and-play setup

and self-configuration capability.

6.2.5 Performance analysis

The proposed architecture can greatly reduce the forwarding table size and save the com-

munication message for address resolution. We estimate the performance of the proposed

architecture in metrics of maximum forwarding table size and number of communication

messages per unit time.

The following assumptions are made in a Metro Ethernet:
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• there are Np PE nodes

• there are Nl LANs, each VLAN has nl end users

• there are total Nu end users

• a user has a data session every td time

• forwarding entry timeout time is tt

• ARP refresh time in PRP is tr

We use S max
vlan and S max

new to represent the maximum forwarding table size for the VLAN

scheme and the proposed scheme, Mvlan and Mnew to represent the number of messages

for address resolution per unit time for the VLAN scheme and the proposed scheme.

The maximum forwarding table size in VLAN is Nu, i.e., S max
vlan = Nu. This is the worst

case that all the end users are in communication within a time period tt. The maximum

table size of the proposed scheme is the number of end users behind a PE node plus the

number of PE nodes, it can be estimated as S max
new = Nu/Np + Np. The average number

messages for address resolution in VLAN is estimated as Mvlan = Nunl/td, and for the

proposed one is Mnew = Nu/td + Nu/tr.

As an example, suppose Np = 20, nl = 200, Nu = 600, 000, tr = tt = 120 seconds,

td = 50 seconds, then S max
vlan = 600, 000, and S max

new = 30, 020. The maximum table size is

reduced by more than 90%. The number of messages for address resolution per unit time

in the network is Mvlan = 2, 400, 000, and Mnew = 17, 000. 99% messages can be saved.

6.2.6 Coexisting with legacy users

Backward compatibility should be mentioned. Assume a user using legacy ARP attaches

to the network for the first time, it broadcasts a DHCP message. The DHCP server as-

signs an IP address to this user. If this message passes through the local PE node, it will
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record the forwarding entry. This entry can be used for future communication. Not like

RP, this entry can not be refreshed periodically. It can only be refreshed when this user

is processing a data session. So this user entry may be timed out and no longer usable.

When the user moves to another PE node, again broadcast is used to send the DHCP

message and a new IP address is assigned to this user. In the following, three scenarios

are considered for the frame forwarding between different types of users.

The sender is using legacy ARP

If the destination MAC address is stored in the forwarding table of this user, a com-

munication can start directly. Otherwise, this user broadcasts an ARP request to the

whole VLAN. When the local PE node receives this broadcast message, it stops broad-

casting and uses the IP address as index to find the corresponding MAC address. If the

destination is located in the LAN area connected to this PE node, it will send a reply

back directly. Otherwise, it will send an ARP reply message including the MAC and IP

address mapping of the destination to the sender. The destination’s MAC address can be

resolved either in this local PE node or in its home PE node. Then, the sender can use the

information contained in this ARP reply to start the session.

The destination is using legacy ARP

As the source user has knowledge of PRP, it sends a unicast message to its home PE

node to query the MAC address of the destination. The home PE node lookup its ARP

table based on the destination IP address. There are two conditions. The destination

may locate in the same PE node. If the detailed table entry is found, the home PE node

can reply the mapping directly to the source. Otherwise, the home PE node informs the

source user the mapping did not find. Then the sender floods an ARP request to the net-

work. As mentioned above, home PE node can stop transmitting the broadcast messages.
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The destination user replies to the sender, and a session can begin. The destination may

belong to another PE node. In this situation, the home PE node sends the request to the

corresponding PE node. This PE node can reply back immediately if the entry is avail-

able. Otherwise, it broadcasts a message to resolve the destination MAC address. Once

this PE node receives the reply from the destination user, it will send the message back

to the home PE node of the sender. After the source user receives the ARP reply frame

from the home PE node, the communication can start.

Both the sender and the destination are using legacy ARP

This case is the combination of the two cases mentioned above. The broadcast mes-

sages are delivered in the LAN area. Whereas, there are no broadcast happens in the

core network as PE node can always stop broadcast and use unicast to communicate with

another PE node.

6.3 Customer edge based distributed Registration address
resolution Protocol (CRP)

In the above section, we described PRP. In order to further lower the table size in PE

nodes, we also consider to use Customer edge based distributed Registration address

resolution Protocol (CRP). Following are the details of this design.

The basic principles of CRP and PRP are similar. The mainly difference is that the

CE node instead of PE node is considered as the ARP register in CRP. In CRP, the entries

in the ARP table in a PE node include:

(1) One ARP entry for each IP prefix in the network. The mapping of IP prefix and

the PE node that originally owns this IP prefix is contained in this entry;

(2) One ARP entry for each IP prefix under this PE node. The mapping of IP prefix to

116



CHAPTER 6.

the CE node that resides under the PE node and originally owns the IP prefix is contained

in this entry.

The entries in the ARP table in a CE node include:

(1) All the IP addresses of the end users that use the CE node as their home ARP

register;

(2) The IP addresses of end users in all LANs directly connected to the CE node, but

the CE node is not their home ARP register.

The registration and address resolution process is similar to that in PRP. The end

user registers to the local CE node (local register) when it firstly resides in this network

and periodically sends message to this local CE node (foreign or home ARP register) to

refresh the ARP entry. If the local register is not their home register, a message is also

sent to its home register to keep the ARP entry in its home register up to date. A user

can send a request to its local CE node to ask for an unknown MAC address. A reply

will come back if the entry can be found in this CE node. Otherwise, a further request

message will be delivered to the home register of the destination based on the IP prefix.

A reply will send back to the source requester from this home register.

The EMiM encapsulation scheme is still used to transmit data session frames. In order

to cooperate with CRP, the entry format of the ARP table is modified as <IP address,

EMAC, CMAC,PMAC, recordtime,age>, EMAC is the MAC address of an end user;

CMAC is the MAC address of the CE node (called local CE node) that directly connects

to the LAN the user belongs to ; PMAC is the MAC address of the PE node that directly

connects to the CE node. The data frame format is different from that in PRP. There are

three situations following: (1), the source and destination are behind the same CE node.

The first pair of addresses is set to DEMAC and SEMAC, the second pair of addresses

are set to Source CEMAC (SCMAC) and SCMAC, and the third pair of addresses are

117



CHAPTER 6.

Figure 6.6: case 2 ARP response and data frame EMiM format sent by: (a) the sender to
the LAN segment; (b) the sender’s CE node to the PE node and PE node to the receiver’s
CE node; (c) the receiver’s CE node to its LAN segment.

set to Source PMAC (SPMAC) and SPMAC; (2), the destination and the source users

locate in different CE nodes behind the same PE node. The frame format delivered by

the end user to the LAN segment is presented in Figure 6.6(a). Figure 6.6(b) shows the

format sent by the sender’s CE node to the PE node, and the frame format sent by the PE

node to the receiver’s CE node has the same format. The destination address is set as the

receiver’s CE node’s address; Figure 6.6(c) gives the frame format sent by the receiver’s

CE node to its LAN segment, and the source address is set as the sender’s CE node’s

address; (3), the destination is in a LAN segment behind another PE node. The frame

formats are shown in Figure 6.7. Figure 6.7(a) shows the frame format sent by the sender

to the LAN segment. The destination address is set as the receiver’s PE node’s address;

Figure 6.7(b) gives the frame format sent by the sender’s CE node to the PE node, and

the source address is set as the sender’s CE node’s address; and Figure 6.7(c) gives frame

format sent by the sender’s PE node to the CN node, and the source address is set as the

sender’s PE node’s address; Figure 6.7(d) presents the frame format sent by the receiver’s

PE node to the receiver’s CE node; The frame format delivered by the receiver’s CE node

to its LAN segment is shown in Figure 6.7(e).
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Figure 6.7: case 3 ARP response and data frame EMiM format sent by: (a) the sender to
the LAN segment; (b) the sender’s CE node to the PE node; (c) the sender’s PE node to
the CN node; (d) the receiver’s PE node to the receiver’s CE node; (e) the receiver’s CE
node to its LAN segment.

6.3.1 Illustration on ARP entry learning and frame forwarding

We use the Metro Ethernet given in Figures 4.1 again as the example network to illus-

trate the ARP entry learning and frame forwarding process in CRP. Assume the MAC

addresses for user 1, 2, 3 and 4 are e1, e2, e3 and e4; and for CE 1, 2, 3, 4 and 5 are c1,

c2, c3, c4 and c5, respectively; and for PE 1, 2, 3 and 4 are p1, p2, p3 and p4, respec-

tively. IP addresses are used as the index to find the MAC addresses. End user can keep

their IP addresses regardless the location restriction in legacy scheme. We discuss both

the conditions that user 4 is under its home register and user 4 is under a foreign register.

(1) ARP registration and resolving process

User 4 is under its home register
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Figure 6.8: ARP registration and resolving process case 1: end user locates under its
home register

Figure 6.8 demonstrates the ARP registration and resolving process in this case.

When user 4 connects to the network, a registration message is sent to CE3. CE3 creates

the ARP entry containing the IP address and MAC address mapping of user 4 as it’s the

home register of user 4 based on the IP subnet assigned. If another user (e.g. user 1)

needs to know the MAC address of user 4, user 1 can deliver a query frame to its local

register CE1. CE1 looks up the IP address in its registration table and find the corre-

sponding register of this IP. As the IP address belongs to the subnet matching to CE3,

CE1 directs the request to CE3 and CE3 replies the MAC address and its location (under

CE3) back. User 4 refreshes its registration entry periodically.

User 4 is under a foreign register

In this case, after CE3 (the foreign register of user 4) receives the registration frame

from user 4, CE3 stores the location (port) and the addresses information in its registration
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Figure 6.9: ARP registration and resolving process case 2: end user locates under a
foreign register

table and notifies CE4 the new location of user 4 at the same time. Therefore, CE4 (the

home register of user 4) can keep the entry up to date. When CE1 (the local register of

user 1) gets the request from user 1 to resolve the MAC address of user 4, it forwards this

request to CE4 after checking the IP subnet registration table. CE4 can reply the location

(under CE3) and the MAC address back to user 1. The process is shown in Figure 6.9.

Every time user 4 updates its registration table, both the foreign registration and home

registration table will be refreshed. Once CE3 notices user 4 roamed away (e.g. notified

by user4’s home register), it can delete this entry. But the entries in the home register will

not be deleted in this case.

(2) Data communication process

Figure 6.10 shows the communication process between user 1 and user 2 that are

under the same CE node. Figure 6.11 illustrated the communication process between user
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Figure 6.10: Addresses in the frames between user 1 and user 2 - data process

Figure 6.11: Addresses in the frames between user 1 and user 3 - data process

1 and user 3 that are under the same PE node but different CE nodes. The communication

process between user 1 and user 4 that are under different PE nodes is demonstrated in

Figure 6.12.
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Figure 6.12: Addresses in the frames between user 1 and user 4 - data process

6.4 Evaluation

This section compares the performances of the proposed schemes and the legacy VLAN

based schemes. Both the impact of data session interval and number of users are con-

sidered. Assume that there are N end users per VLAN and M PE nodes in the Metro

Ethernet, when a user floods to resolve an unknown destination, all the other N-1 users in

the same VLAN receive the broadcast message, and M-1 messages are transited through

the provider network (not considering the reply message).The devices transmitting these
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broadcasting frames have to record the source MAC address. This is the situation hap-

pened in the legacy VLAN based scheme. In RP, an unknown MAC address is solved

through unicast. Up to 3 messages may need to pass through the provider network de-

pending on the location of the destination.

In our simulation, three cases are studied. The parameters are shown in Table 1. In

PRP and CRP, each user can communicate with any other end users without the restric-

tion of VLAN, and every user sends message to its registers to refresh its ARP entry in

every 2 minutes. For the legacy VLAN based scheme, PE node messages include the

broadcast/multicast frames transmitted by PE nodes to resolve unknown MAC addresses.

User messages contain all the broadcast/multicast frames generated by the user to resolve

unknown destination MAC addresses. In PRP and CRP, the PE and CE node messages

consist of:

(1) all the ARP frames transmitted by PE and CE nodes.

(2) the messages that a foreign register sends to a home register to refresh the ARP

entry when a user roams.

(3) the messages that a foreign register sends to a home register when a user sends

messages to refresh its ARP entry.

The user messages in both registration based schemes include:

1) all the ARP frames the users generated/handled.

2) the messages users sent to PE nodes or CE nodes for registration or refreshing.

Case 1: Impact of session interval

This case is set to investigate the performances of our proposed schemes and the

legacy VLAN based scheme along the increase of session rate. In this case, T varies
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Table 6.1: Simulation parameters

Number Number Number Number Data User
of PE of CE of of end session roaming
nodes nodes VLANs users interval interval

Case I 40 150 1000 50k 60 s to 240 s no roaming
Case II 30 90 800 10k to 40k 120 s no roaming
Case III 30 90 800 10k 120 s 600 s to 4200 s
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Figure 6.13: Average PE message

from 60s to 240s. Both the traffic load and table size are measured.

Figure 6.13 and Figure 6.14 show the average number of messages a PE node handled

per second and the average number of messages a user handled per second. From the

Figure, we can see the performance for the proposed schemes are much better than the

legacy VLAN based one. Note that session interval T is the reciprocal of data session
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Figure 6.14: Average User message

rate. As data session rate increases, the number of messages grows rapidly in traditional

systems. This is due to using broadcast to resolve unknown MAC addresses. Whereas,

the new ones are much slower as the unknown MAC addresses can be resolved by sending

a unicast request message to its PE node.

Figure 6.15 and Figure 6.16 illustrate the average table size and the max table size

of PE node for all the schemes. Figure 6.17 and Figure 6.18 show the average table size

and the max table size of CE node for all the schemes. In PRP and CRP, the table of

PE/CE node includes the sum of the entries in the registration ARP table and routing

tables. Both table sizes increase linearly with increasing load. However, the table size of

the traditional vlan based one grows much more rapidly compared with the new schemes.

Though the registration entries have to be stored, the table size is much smaller in both

126



CHAPTER 6.

60 80 100 120 140 160 180 200 220 240

2000

4000

6000

8000

10000

12000

Data Session Interval (seconds)

T
a
b
le

 s
iz

e

 Average table size in PE  node 

 

 
 PRP
 CRP
 VLAN

Figure 6.15: Average PE table size
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Figure 6.16: Max PE table size
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Figure 6.17: Average CE table size
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Figure 6.18: Max CE table size
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Figure 6.19: Average PE message number

PRP and CRP. The legacy scheme performs even worse along with the increase of data

access rate λ. In this situation the routing table of the traditional VLAN based one grows

rapidly whereas the table size of the new schemes are not so sensitive to the increasing of

the traffic load. This is because the size of the registration ARP table is not affected by

the growth of the traffic load.

Case 2: Impact of number of users

We explore the performance impact of the number of end users, which we vary from

10,000 to 40,000 with T=120s.

The results of average message amount a PE node generated in a second are demon-

strated in Figure 6.19. At 10k users, PRP and CRP can reduce more than 20 average

129



CHAPTER 6.

10 15 20 25 30 35 40

1

2

3

4

5

6

7

 Number of  users(×1000)

 N
u
m

b
e
r 

o
f 
m

e
s
s
a
g
e
s
 

 Average number of messages per user

 

 

 PRP
 CRP
 VLAN

Figure 6.20: Average User message

messages. As the end users increase, the performances get more and more progressive

as we expected. At 40k users, about 90 messages can be reduced for average PE node.

Compared with CRP, PRP generates less PE messages. This is because in CRP, a PE node

needs to send extra request to the CE node to ask for the registered ARP information of

the end users.

The average messages a user generated increase along with the increase of end users

for the traditional scheme, while in registration based ones (both PRP and CRP scheme),

the average user messages almost stay at the same level around 0.016 which is much less

compared with the traditional scheme. This can be seen in Figure 6.20. The explanation

is: as session interval T is fixed, the number of active sessions a user generated does

not increase. So, few changes happen in the number of user messages in our proposed
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Figure 6.21: Average PE table size

schemes. However, when there are more end users, the chance a user starts a session

with a previously unknown user is increased. So more broadcast messages have to be

generated to find the MAC address of the unknown destinations in VLAN based scheme.

Beside this, note that the table entry is timed out every 120s. This means more table

entries will be deleted as the utilization frequency for individual table entry is decreased.

This in turn triggers an increase in broadcast traffic, that heavies the overall traffic load.

Figure 6.21 and Figure 6.22 show the average and max PE table size of all the three

schemes. VLAN based scheme requires more space than the registration based schemes

because of the nature of broadcasting and inherent source address learning. The benefit

becomes more obvious when more end users join in the network. The performance for

PE node is better in CRP as it in this scheme do not have to maintain the end users
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Figure 6.22: Max PE table size

registration table.

The average and max table size in CE node are shown in Figure 6.23 and Figure 6.24.

Registration based schemes significantly reduce the CE node table size as compared with

the legacy scheme as the same reason we mentioned previously. The reason caused the

difference between PRP and CRP is that the CE node in CRP needs to store the end user

registration entries while the CE node in PRP does not need.

Case 3: Impact of roaming

This case investigates the user roaming impact on the performance. Every end user in

this case has the ability of roaming. The roaming interval varies from 600s to 4200s, this

is the time interval of an end user roams from its current site to another site. As end users

do not do registration in the legacy VLAN based scheme, its performance is not affected
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Figure 6.23: Average CE table size
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Figure 6.24: Max CE table size
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Figure 6.25: Average number of messages per PE
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Figure 6.26: Average number of messages per user

by roaming.
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Figure 6.27: Average table size in PE node

Figure 6.25 and Figure 6.26 illustrate the average number of messages handled by

a PE node and an end user per second respectively. For PRP and CRP, the number of

messages handled by a PE node is almost the same, which are slightly heavier compared

to that without roaming. The number of messages, however, is still much less than that of

the legacy VLAN based scheme. Besides, the number of messages handled by PE nodes

in RP reduces as roaming interval increases.

The maximum and average table sizes in PE nodes are shown in Figures 6.27 and

6.28. As seen in the Figures, the PE table sizes in CRP and the legacy VLAN based

scheme are stable with the variance of the roaming interval, while those in PRP have a

tendency of decrease. For PRP, the PE table size is larger than that without roaming.

However, it is still smaller than that of the legacy VLAN based scheme.

Figure 6.29 and Figure 6.30 plot the average and maximum table sizes in CE node.

The table sizes are greater in both PRP and CRP with roaming than those without roam-
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Figure 6.28: Max table size in PE node
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Figure 6.29: Average table size in CE node
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Figure 6.30: Max table size in CE node

ing. The sizes in PRP and CRP decrease as the interval of roaming increases. Compared

to the legacy VLAN based scheme, the table sizes in PRP and CRP are still much less

even in the situation of frequently roaming.

6.5 Summary

In order to cope with the non-hierarchical addressing and broadcast−based unknown ad-

dress resolution problems, the efficient PRP and CRP schemes are proposed. The EMiM

encapsulation scheme is cooperated with them. By doing MiM encapsulation in the end

users, both PE and CE nodes do not need to maintain MAC mapping table. So the for-

warding table explosion can be avoided. PRP and CRP are addressed to make Metro

Ethernet bandwidth−efficient. In these schemes, a simple registration in PE or CE node

makes it efficient to resolve an unknown MAC address. We conducted extensive simu-

lations to evaluate the performance of PRP and CRP, and also compared them with the
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VLAN scheme. The simulation results demonstrate our schemes are more robust and

scalable. Moreover, they inherit the plug-and-play and self−configuration nature of Eth-

ernet.
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Conclusion and Future Works

In this chapter, we first summarize the works included in this thesis. Then, we discuss

the future works.

Video caching which provides cost effective and convenient content distribution ser-

vices has gained significant attention recently. However, due to its large storage space

consumption and time sensitiveness character, the algorithm for video caching is ex-

tremely crucial.

Highly developed Ethernet technologies have made the Ethernet an attractive propo-

sition as a MAN transport for service providers. Hence, MEF has defined the services

model for Ethernet services. However, Ethernet as mentioned above is originally de-

signed for LAN area which handles limited number of users. When deploying Ethernet

in MAN area, the efficiency and scalability have come out. Specially, the following two

design issues must be considered: 1) use flat addressing scheme(i.e., non-hierarchical

MAC addresses); 2) use broadcast-based mechanism to resolve the location of an un-

known address. In order to overcome the scalability problems, some efficient schemes

are proposed. We proposed two efficient video caching algorithms, called OCR and CCR,

and scalable Metro Ethernet architectures, namely CFT, EMiM, and RP (PRP and CRP).

OCR and CCR aim to maximize the utilization of a cache for video on demand by
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making groups of certain users based on their arrival time. Users using the cache to

record their chunks formed a group naturally after the cache is full. The chunks used by

the last user of a group are eliminated. As a consequence, the cache utilization could be

improved. In the CCR scheme, the caches cooperate with each other when chunk miss

happens. The request could be directed and handled by a nearby cache without resorting

to the original server at this circumstance. The simulation results demonstrate that the

new schemes outperforms LRU scheme. With these schemes, both the request access

latency and server bandwidth consumption could be improved.

CFT is an efficient cache scheme for Metro Ethernet. CFT learns the IP and MAC

mapping in a frame and eliminates the subsequent broadcast frames whenever a request

is answered by a cached entry. The broadcast looking for the MAC address of another

end user could be stopped and answered with the help of the information stored in the

new forwarding table. So, the CE and PE nodes that employ the new forwarding scheme

not only could determine the next hop but also could handle the ARP request coming

from the segments behind it. We also discussed with cache in EMiM. The LRU and

MLRU cache replacement schemes are compared. The proposed scheme can save the

broadcast messages for address resolution and reduces the forwarding table size in PE

nodes. Moreover, CFT is easy to be accomplished and fully backward compatible.

To cope with the unscalable problem caused by the flat addressing, we proposed an

EMiM encapsulation scheme for Metro Ethernet. By doing MiM encapsulation in the end

users, both the PE and the CE nodes do not need to maintain MAC mapping table. Unlike

the traditional MiM encapsulation scheme, our scheme not only reduces the forwarding

table size in the CNs, but also in the PE nodes. The proposed scheme can work with any

existing Metro Ethernet protocols by only modified the ARP entry format. Hence the

proposed scheme can be easily implemented.

The proposed RP are addressed to make metro Ethernet bandwidth-efficient. In these
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schemes, a simple registration directory in PE or CE node makes them efficient to re-

solve an unknown MAC address. The limitations of the Metro Ethernet, such as the flat

addressing and broadcast resolution to resolve unknown addresses, could be improved.

The simulation results demonstrate our scheme is robust and scalable. Moreover, it in-

herits the plug−and−play setup and self−configuration nature of Ethernet.

7.1 Future works

In the future, for all the schemes, the detailed forwarding protocols could be considered.

Many works contribute to find the suitable forwarding method in MANs. The perfor-

mances of link state protocol and that of STP protocol should be compared. Moreover,

how to reduce the overhead in EMiM will be investigated.

Future research area is the multicast in Metro Ethernet. Many researchers are con-

sidering to use link state protocol in Ethernet. Compared with STP protocol, link state

protocol can benefit in lower bandwidth utilization and better latency. However, how to

combine Ethernet multicast with link state protocol is rarely considered. Traditionally,

multicast traffic in layer 2 is almost treated as broadcast and all the ports receive the

frames, which is wasteful in both bandwidth and processing time.

For CFT, the roaming problems could be considered. As location flexibility is an im-

portant issue in the future Metro area, it is meaningful to do simulation with roaming and

study the performance of the proposed schemes as the increase of the roaming rate. How

to keep the forwarding table up to date and avoid directing frame to previous subscriber

could be considered.
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