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ABSTRACT 

Vibration measurements, such as dynamic acceleration response data from civil 

infrastructures, are usually used for structural condition assessment with system 

identification techniques. Substructural condition assessment approaches are 

receiving increasing attentions in recent years since they have the advantages of 

reducing the number of unknown system parameters to be identified and system 

degrees-of-freedom (DOFs) involved in the computation. Measurements at the 

interface DOFs are normally required and treated as input excitations to the target 

substructure in many existing substructural identification approaches. However, it 

may not be possible to measure all the responses at the interface DOFs. On the other 

hand, the interface forces may be identified as well as the system stiffness 

parameters in the substructural condition assessment. This dissertation proposes a 

dynamic substructural condition assessment approach without information of 

responses and forces at the interface DOFs. Dynamic response reconstruction 

techniques in both the frequency and wavelet domains are developed. The 

relationship between two sets of time-domain response vectors is formulated based 

on the frequency response function in the frequency domain or unit impulse 

response function in the wavelet domain. Only the finite element model of the intact 

target substructure and measured acceleration data from the target substructure in the 

damaged state are required in the identification. A dynamic response 

sensitivity-based method is used for the damage identification and the adaptive 

Tikhonov regularization technique is adopted to improve the identification results 

when large noise effect is included in the measurements. Local damage is identified 

as a change in the elemental stiffness factor. Numerical and experimental studies are 

conducted to validate the effectiveness and accuracy of the proposed substructural 

damage identification approach. The local damage in the target substructure can be 

identified efficiently with the measurement noise and initial model errors in the 

finite element model. 
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Another development in this thesis is to detect the local damage using measured 

acceleration responses from the target structure subject to moving vehicular loads 

which serve as excitations to the structure. The dynamic response reconstruction in 

wavelet domain is developed for the scenario when a structure or a target 

substructure is subject to moving vehicular loads. The transmissibility matrix 

between two sets of time-domain response vectors is formulated using the unit 

impulse response functions when the moving loads are at different locations. 

Measured acceleration responses from the structure or the target substructure in the 

damaged state are used for the damage identification. A three-dimensional 

box-section girder subject to a two-axle three-dimensional moving vehicle is taken 

as an example to validate the proposed approach for damage identification. The 

simulated damage can be effectively identified with noise effect included in the 

measurements. 
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CHAPTER 1  

INTRODUCTION 

1.1 Background 

Civil infrastructures deteriorate with time and will continuously accumulate 

damage during their services due to material deterioration, natural hazard and harsh 

environment such as earthquakes, storms, fires, long-term fatigues and corrosions. 

Such unnoticed and uncorrected anomalies could potentially produce more damage 

and finally lead to catastrophic structural failures with a huge loss of properties and 

human lives. Therefore the interest to monitor a structure for detecting local damage 

at an early stage is prevailing throughout the civil engineering community. Collected 

data from the structures and subsequent data analysis would indicate the existence of 

damage, detect the potential damage location and help management authorities to 

make quick and timely decisions on whether the repair, partial replacement or 

demolition activities are necessary or not.  

Non-destructive examination methods have been becoming popular and a 

hotspot in recent years to assess the damage status of engineering structures. They 

are widely applied in aerospace, mechanical and civil engineering community. 

Generally, structural damage detection can be classified as local damage detection 

and global damage detection (Yan et al. 2007). Local damage detection normally 

refers to non-destructive testing techniques, such as visual inspection, ultrasonic, 

X-ray, acoustic emission and thermal field methods (Doherty 1993), etc. These 

techniques are mainly used to detect the existence and location of local anomalies of 

materials in structures. These investigations usually require that the structure is out 

of service for inspection. For those large and complicated structures that are not easy 

to access or to close for inspection, it is very difficult to inspect the damage using 

local damage detection methods. Therefore, local damage detection techniques have 
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some limitations and can only be used for the detection of some special components 

in a structure. The global vibration-based structural damage detection has been 

proposed to detect the damage in the whole structure. A structure can be considered 

as a dynamic system with stiffness, mass and damping components. The structural 

damage may be introduced by various reasons, such as operating loads, impact, 

fracture, fatigue, corrosion, manufacturing fault, etc. Once some damages occur in 

the structure, the structural physical properties (i.e., stiffness, mass and damping 

matrices) will change, and modal parameters of the structure will also change. 

Therefore, the changes in the structural vibration characteristics, such as natural 

frequencies, mode shapes, frequency response function, flexibility matrix and 

dynamic responses etc. can be used to indicate the existence of damage and to 

identify the location and severity of damages (Doebling et al. 1998). Damage may 

be defined as a change introduced into a system that adversely affects the current or 

future performance of the system. The definition of damage will be confined to the 

changes of the material and/or geometric properties of these systems, including 

changes to the boundary conditions and system connectivity (Farrar et al. 2001). In 

many existing research literatures, damage is mainly in the form of a loss in the 

stiffness of a specific element of the structure.  

The effect of damage on a structure can be classified as linear or nonlinear. A 

linear damage situation is defined as the case when the initially linear-elastic 

structure remains linear-elastic after damage. The changes in modal properties are a 

function of changes in the geometry and/or the material properties of the structure, 

but the structural response can still be modeled using linear equations of motion. 

Nonlinear damage is defined as the case when the initially linear-elastic structure 

behaves in a nonlinear manner after the damage has been introduced. One example 

of nonlinear damage is the formation of a fatigue crack that subsequently opens and 

closes under the normal operating vibration environment. The majority of the studies 

reported in the technical literature address only the problem of linear damage 

detection. 
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1.2 Research Objectives 

 It is interesting and desirable for practical engineering applications that the 

condition assessment for a large-scale or a complex structure may be conducted by 

dividing the full structure into several smaller substructures for independent studies 

one at a time in the inverse analysis. This study aims to propose a dynamic 

substructural condition assessment approach by using the measured acceleration 

response data directly. The integration and derivation of vibration signals will not be 

required to avoid any additional errors. Normally the measurements and interface 

forces at the interface degrees-of-freedom (DOFs) of the substructure of interest may 

be required or the interface forces be treated as unknowns which are needed to be 

identified as well as the system stiffness parameters in the substructural condition 

assessment. This dissertation attempts to eliminate this restraint based on the 

proposed dynamic response reconstruction techniques. The relationship between two 

sets of time-domain response vectors from the substructure could be formulated by 

using the transmissibility matrix based on the frequency response function (FRF) 

and unit impulse response (UIR) function from the finite element model of the 

substructure. The damage identification can be conducted in the target substructure 

and a limited number of measured response data, such as accelerations, from the 

substructure in the damaged state and the initial finite element model of the 

substructure will be used for the identification. The information, such as the finite 

element model of and measurements from the rest of the structure other than the 

target substructure are not required in the identification, and the condition 

assessment is purely based on the target substructure and only the elemental stiffness 

factors of the target substructure are formulated in the identification algorithm 

resulting in a much reduced dimension in the inverse problem. More specifically, the 

main objectives of this research are to: 

(1) Propose the dynamic response reconstruction technique based on the 

generalized transmissibility concept in frequency domain. The accuracy of 

structural response reconstruction in a full structure or in a substructure is 
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numerically investigated.  

(2) Extend the dynamic response reconstruction technique in the wavelet domain by 

using the unit impulse response function. The response reconstruction is 

explored to make use of the features of wavelet analysis, such as completeness 

and exactness in the forward and inverse wavelet transform. A comparison on 

the accuracy between the response reconstruction approaches in the frequency 

and wavelet domains is made. 

(3) Focus on the substructural condition assessment problem and conduct the 

damage identification in a target substructure based on the response 

reconstruction techniques in both the frequency and wavelet domains. The effect 

with considerations of system uncertainties in the identification is investigated. 

(4) Develop the response reconstruction for a bridge structure subject to moving 

vehicular loads. The damage identification problem will be examined in the full 

bridge structure and in a target substructure. The advantages of condition 

assessment of bridge structures based on the response reconstruction techniques 

are clarified.  

(5) Verify the proposed substructural damage identification approach with 

experimental studies.  

1.3 Outline of the Thesis 

 This dissertation consists of seven chapters. Chapter 1 introduces the 

background, motivations of the research and the organization of this dissertation. 

Chapter 2 presents the literature review on the vibration-based condition assessment 

approaches for structures with the emphasis on the research work of condition 

assessment in a substructure and in a bridge structure subject to moving vehicular 

excitations. Chapter 3 proposes the structural response reconstruction techniques 

both in the frequency and wavelet domains. The frequency response function and 

unit impulse response function are used to form the transmissibility matrix to 

formulate the relationship between two sets of time-domain response vectors. 
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Chapter 4 conducts the substructural damage identification based on the above 

response reconstruction techniques in frequency and wavelet domains. The 

acceleration measurements from the damaged structure and the finite element model 

of the intact substructure are used for damage identification. Information of the 

responses and forces at the interface DOFs will not be required in the identification 

algorithm. The accuracy and efficiency of the proposed substructural damage 

identification approach will be numerically investigated. The effect of measurement 

noise and model errors in the initial finite element model will be examined. The 

condition assessment work is then extended into the scenario where a bridge 

structure or a substructure is subject to moving vehicular excitations in Chapter 5. 

The performance of damage identification in a full structure and in a target 

substructure is numerically investigated. Chapter 6 delivers the experimental studies 

to verify the proposed structural response reconstruction techniques and the 

substructural damage identification approach. A seven-storey frame structure is 

manufactured in the laboratory and two damage scenarios are introduced in the 

structure. Acceleration measurements from hammer tests are used to identify the 

damage locations and severities in the target substructure, and the identified results 

are compared with the theoretical values to evaluate the effectiveness of the 

proposed substructural damage identification approach. Chapter 7 summarizes the 

main conclusions derived in this dissertation and discusses on the future research 

directions. 
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CHAPTER 2  

LITERATURE REVIEW 

2.1 Vibration-based Condition Assessment 

Vibration measurements are generally used with the system identification 

techniques to determine the location and extent of structural local damage. The early 

approaches were based on correlating numerical models with measured modal 

properties from undamaged and damaged structures. Salawu (1997) and Doebling et 

al. (1998) have presented comprehensive reviews on damage detection from 

structural vibration characteristics. The basic idea is that the measured modal 

parameters (frequencies, mode shapes, and modal damping, etc) are functions of the 

physical properties of the structure (mass, damping and stiffness). Therefore, 

changes in the physical properties, such as reductions in stiffness resulting from the 

onset of cracks or loosening of a connection, will cause detectable changes in these 

modal properties. Since changes in modal properties or properties derived from 

these quantities are being used as indicators of damage, the process of 

vibration-based damage detection eventually reduces to some form of a pattern 

recognition problem.  

Significant work has been done in the detection of local damage in structures 

using changes in structural dynamic properties, such as frequency changes (Cawley 

and Adams 1979; Stubbs and Osegueda 1990; Koh et al. 1995), mode shape changes 

(Fox 1992; Ratcliffe 1997; Shi et al. 2000a), mode shape curvature/strain mode 

shape changes (Pandey et al. 1991; Wahab and De Roeck 1999; Shi et al. 2000b), 

measured flexibility matrix (Pandey et al. 1994; Peterson et al. 1995), and residual 

force vector method (Liu 1995; Kosmatka and Ricles 1999), etc.  

Farrar and Jauregui (1998a; 1998b) compared five methods for damage 

assessment using experimental modal data from an undamaged and damaged bridge. 
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The damage identification methods included damage index method, mode shape 

curvature method, change in flexibility method, change in uniform load surface 

curvature and change in stiffness method. It reported that standard modal properties 

such as resonant frequencies and mode shapes were not good indicators of damage. 

Ndambi et al. (2002) presented a comparative study of damage detection methods 

based on laboratory tests of two cracked RC beams. The damage detection methods 

based on eigenfrequencies, MAC, COMAC, flexibility matrices and strain energy 

were evaluated. The results showed that: (1) The eigenfrequency evolutions can 

follow the damage severity but were not influenced by the crack damage locations; 

(2) The MAC factors were, in contrast, less sensitive to crack damage compared 

with eigenfrequencies; (3) With the COMAC factor evolution, it was possible to 

detect and localize damage in the tested RC beams but difficult to follow severity 

and spreading; (4) The change in flexibility matrices allowed also detection of the 

crack damage in RC beams, but the damage localization was difficult; and (5) 

Damage indices method based on the strain energy appeared to be more precise than 

the others in damage localization, but the difficulty remained when the damage was 

spread out over a certain length of the RC beam. Huth et al. (2005) compared 

several identification techniques based on modal parameters data on a progressively 

damaged prestressed concrete bridge. Although the bridge was severely cracked, 

natural frequencies as well as mode shapes displayed only minor changes. However, 

the relative changes of mode shapes were larger than those observed for natural 

frequencies. Damage detection or localization via changes of the flexibility matrix 

performed better than natural frequencies or mode shapes alone.  

The natural frequency and mode shape data are easy to measure with a high 

level of accuracy, and are the most common modal parameters for damage detection. 

Frequency and mode shape changes caused by damage are usually very small, and 

may be disappeared in the changes caused by environmental and operational 

conditions. Changes in natural frequencies due to damage result in phase shifts 

between the vibration responses of the healthy structure and the damaged structure. 

There are also studies on damage detection using time domain responses directly (Li 
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and Mau 1991; Ghanem and Shinozuka 1995), such as accelerations, velocities and 

displacement of structures. The incompleteness exists when structural responses are 

not measured at all DOFs corresponding to its numerical model. Some system 

identification algorithms circumvented this difficulty by including the unmeasured 

DOFs as system parameters to be estimated (Hjelmstad et al. 1995). The 

incompleteness in state also occurs in most dynamic measurements because only 

one state of acceleration, velocity, or displacement time history is usually measured. 

Numerical schemes for integrating or differentiating the measured state vector were 

applied to compute the unmeasured state vectors (Banan et al. 1995). Since the 

numerical schemes naturally develop computational error and amplify noise in 

measured responses, the most desirable way may be to avoid computing the 

unmeasured responses using measured data in formulating a system identification 

algorithm. Cattarius and Inman (1997) used the time histories of vibration response 

of the structure to identify damage in smart structures. Choi and Stubbs (2004) 

formed the damage index directly from the time responses to locate and quantify 

damage in a structure. Kang et al. (2005) presented a system identification scheme 

in time domain to estimate stiffness and damping parameters of a structure using 

measured acceleration data. An error function was defined as the time integral of the 

least-squared errors between the measured and calculated accelerations from a 

numerical model of a structure. A sequential non-linear least-square estimation 

approach was proposed to identify the structural parameters as well as the 

unmeasured excitations. The accuracy and effectiveness of the proposed approach 

have been demonstrated using the Phase I ASCE structural health monitoring 

benchmark building, which is a non-linear elastic structure or a non-linear hysteretic 

structure (Yang et al. 2006a; Yang et al. 2007a). An adaptive tracking technique 

based on the extended Kalman filter approach was proposed to identify the structural 

parameters and their changes where the location and severity of structural damage 

may be detected on-line (Yang et al. 2006b; Yang et al. 2007b). Perry and Koh 

(2008) proposed an out-put only structural identification strategy to identify 

unknown stiffness and damping parameters. Numerical and experimental results 
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demonstrated the power of the strategy in accurate and efficient identification of 

structural parameters and damage using only incomplete acceleration measurements. 

Link and Weiland (2009) reported about experiences with damage identification 

using two different model updating techniques. The first one was based on classical 

modal information residuals, such as natural frequencies and mode shapes. The 

second technique used residuals composing of measured and analytical time 

histories. It was found that simultaneous occurrence of many different types of 

damage made it even more difficult to derive a unique mathematical physical model 

since it depended on the large variety of possible assumptions introduced in the 

finite element modeling. The model must have the ability to reflect the physical 

reality as close as possible because otherwise the identified parameters may indicate 

a damage symptom but will lose their prediction capability. Depending on the size of 

the damage, high spatial resolution of the test data is necessary (natural frequencies 

alone are not sufficient for localizing small damage). Time domain response data 

have the advantage of carrying high-frequency information which is beneficial for 

the detection of local damage and which usually is lost when modal residuals are 

used. 

Numerous studies were conducted to investigate the damage detection problems 

of structures based on Genetic Algorithm (GA) and Artificial Neural Network (NN). 

A detailed review on system identification with GA and NN methods can be referred 

in (Carden and Fanning 2004; Yan et al. 2007). 

2.2 Damage Identification Based on Model Updating 

 The finite element model updating method can be used to identify unknown 

structural parameters of civil structures and to determine structural damage. The 

method aims to minimizing the discrepancies between the numerical and 

experimental modal data or time-domain dynamic responses by adjusting the 

unknown parameters of the finite element model. The structural damage is 

represented as a decrease in the stiffness of individual elements. The initial 
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analytical finite element model is tuned to the undamaged structure, which is used as 

a reference model. Then this reference model is updated to obtain a model that can 

reproduce the experimental modal data or measured dynamic responses in the 

damaged state.  

2.2.1 Optimal Matrix Update Methods 

 Methods that use a closed-form direct solution to compute the damaged model 

matrices or the perturbation matrices are commonly referred to as optimal matrix 

update methods. McGowan et al. (1990) examined stiffness matrix adjustment 

algorithms for application to damage identification using measured mode shape 

information from sensor locations. Mode shape expansion was employed to 

extrapolate the measured mode shapes such that they can be compared with 

analytical model results. Smith (1992) presented an iterative approach to the optimal 

update problem that enforces the sparsity of the matrix in each iteration cycle. Kim 

and Bartkowicz (1993) investigated damage detection capabilities with respect to 

various matrix update methods, model reduction methods, mode shape expansion 

methods, numbers of damaged elements, number of sensors, number of modes, and 

levels of noise. Liu (1995) presented an optimal update technique for computing the 

elemental stiffness and mass parameters of a truss structure from measured modal 

frequencies and mode shapes. Another class of optimal matrix update problem 

involves the minimization of the rank of the perturbation matrix rather than the norm 

of the perturbation matrix. The solution for the perturbation matrices is based on the 

assumption that a unique minimum rank matrix solution of the underdetermined 

system exists. This approach has been studied extensively (Zimmerman and Kaouk 

1994; Kaouk and Zimmerman 1994; Doebling 1996; Zimmerman 2006). 

 The optimal matrix update methods do not require the parametric analytical 

models and the system matrices are reconstructed arbitrarily, which may not have 

clear physical meanings and have disadvantages in damage detection and parameter 

estimation.  
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2.2.2 Sensitivity-based Model Updating 

 Sensitivity-based model updating is usually based on a first- or second-order 

Taylor series that minimizes an error function of the matrix perturbations. An 

excellent review on model updating techniques with modal sensitivities has been 

made (Mottershead and Friswell 1993; Friswell and Mottershead 1995). Analytical 

sensitivity methods usually require the evaluation of the stiffness and mass matrix 

derivatives, which are less sensitive than experimental sensitivity matrices to noise 

in the data and to large perturbations of the parameters. Ricles (1991) presented a 

methodology for the sensitivity-based matrix update, which takes into account 

variations in system mass and stiffness, center of mass locations, changes in natural 

frequency and mode shapes, and statistical confidence factors for the structural 

parameters and experimental instrumentation. Farhat and Hemez (1993) presented a 

sensitivity-based matrix update procedure that formulated the sensitivities at the 

element level. This had the advantage of being computationally more efficient than 

forming the sensitivities at the global matrix level. The objective function in the 

model updating procedure is normally built up by the residuals between the 

measurement results and the numerical predictions. Hassiotis and Jeong (1995) 

presented a method for the identification of localized reductions in the stiffness of a 

structure using natural frequency measurements and optimization techniques. 

Mottershead et al. (1996) used the eigenvalue sensitivities to update finite element 

models of welded joints and the boundary condition of a cantilever plate. Zhao and 

Dewolf (1999) conducted a sensitivity study comparing the use of natural 

frequencies, mode shapes, and modal flexibilities for damage detection. Wahab et al. 

(1999) presented a finite element model updating technique to detect and quantify 

damage in reinforced concrete beams by minimizing the difference between the 

measured and calculated modal parameters. Brownjohn et al. (2001) presented the 

sensitivity-based finite element model updating method based on modal information, 

such as frequencies and mode shapes, and it was applied to conduct structural 

condition assessment with particular reference to bridge structures. Maeck et al. 
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(2000) used a sensitivity-based model updating procedure to conduct the damage 

identification in reinforce concrete structures by achieving a good agreement 

between experimental and calculated numerical modal parameters. The 

sensitivity-based finite element model updating method using experimental modal 

data for damage assessment was improved by using the damage functions (Teughels 

et al. 2002) and coupled local minimizers (Teughels et al. 2003; Bakir et al. 2008) 

and by introducing some constraints in the updating process (Zhang et al. 2000; 

Bakir et al. 2007). The application of this model updating method with damage 

functions in the condition assessment of a highway bridge Z24 was presented 

(Teughels and Roeck 2004). The modal flexibility information (Jaishi and Ren 2006), 

strain energy residuals (Jaishi and Ren 2007) and optical fiber strain data (Reynders 

et al. 2007) were also introduced in the sensitivity-based model updating to conduct 

the damage assessment. Perera and Ruiz (2008) developed a multistage scheme for 

damage detection of large-scale structures based on modal data and finite element 

model updating techniques with multi-objective evolutionary optimization. In the 

first stage, occurrence and approximate location of damage were estimated by using 

damage functions in order to decrease the number of parameters to be updated. The 

goal in the second stage was to identify the specific damaged members and damage 

extent by considering only the members belonging to the regions detected as damage 

in the first stage. Regularization techniques were introduced in the model updating 

process to obtain more stable and reliable results (Tikhonov 1995; Ahmadian et al. 

1998; Gorl and Link 2003; Weber et al. 2009). Moaveni et al. (2009) investigated 

systematically the performance of finite element model updating for damage 

identification. The uncertainty of the identified damage (location and extent) due to 

variability of five input factors was quantified through analysis-of-variance and 

meta-modeling. Results demonstrated that the level of confidence in the damage 

identification results obtained through finite element model updating was a function 

of not only the level of uncertainty in the identified modal information, but also 

choices made in the design of experiments, such as the spatial density of 

measurements and modeling errors.  
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The dynamic response sensitivity-based model updating method in time domain 

was proposed to identify the prestress force (Lu and Law 2006a), to conduct the 

force identification (Lu and Law 2006b) and damage detection (Lu and Law 2007a) 

from vibration measured response data. Later, this method was developed for 

identifying both the system parameters and input excitation forces of a structure (Lu 

and Law 2007b). It was found that the dynamic response sensitivity-based update 

can provide more identification equations and only a few sensors were required. 

This work was further studied with the sensitivity of the wavelet coefficients from 

the structural responses (Law et al. 2006). To reduce the effect of uncertainty in the 

excitation, the unit impulse response was directly considered instead of the time 

response in the damage identification process (Law and Li 2007). A statistical 

method for damage identification based on the response sensitivity with 

considerations of uncertainties in the analytical model, the excitation and measured 

dynamic response data was proposed (Li and Law 2008). Mean value and standard 

deviations of the identification results were obtained. Later, the dynamic response 

sensitivity-based was further applied to identify the moving loads and local damage 

in a three-span bridge deck and the condition assessment results were included in the 

reliability analysis of the bridge system (Law and Li 2010). An adaptive 

regularization approach for solving the model updating problem was presented and 

it was shown that the adaptive Tikhonov regularization was superior to the 

traditional Tikhonov regularization when the damage identification problem 

included the noise effect and significant improved results were obtained without 

divergence (Li and Law 2010).  

2.3 Substructural Condition Assessment Methods 

Koh et al. (1991) proposed a substructure approach to estimate the stiffness and 

damping coefficients of structures from measured dynamic responses using the 

extended Kalman filter with a weighted global iteration algorithm. Other 

substructural identification methods for the estimation of local damages were 
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developed using the ARMAX model with the sequential prediction error method 

(Yun and Lee 1997) and using a backpropagation neural network (Yun and Bahng 

2000). Recently, Koh et al. (2003) adopted the GA approach to conduct the 

substructural system identification in which the response measurements at the 

interface DOFs were assumed known and the calculated inertia forces from these 

responses were taken as the input to the substructure of interest. Tee et al. (2005) 

presented two system identification methods at the substructural level on identifying 

the first-order and second-order models. A strategy that used model condensation 

and recovery in identifying substructural parameters was proposed (Tee et al. 2009).  

In the above-mentioned substructural identification work, measurements at the 

interface DOFs between substructures are required and they are treated as input 

excitations to the substructure of interest. However, it may always not be possible to 

measure all the responses at the interface DOFs, particularly for those rotational 

DOFs. Therefore, a substructural method in the frequency domain without using 

interface measurements was proposed by employing the GA approach for 

identification (Koh and Shankar 2003). On the other hand, other researchers (Law et 

al. 2010, Huang and Yang 2008) explored the simultaneous identification of both the 

input and system parameters in substructural condition assessment. The number of 

measurements was found to have significant influences on identifying the interface 

forces and system parameters simultaneously because a sufficient number of 

identification equations should be provided. The computation load may also be 

increased with this approach. 

2.4 Condition Assessment Subject to Moving Loads 

An important issue in this research area is to detect the local damage using 

measured responses from the structure under moving vehicular loads which serve as 

excitations to the structure. Studies on this issue first attempted to conduct the modal 

testing and analysis of structures from the dynamic responses under operational 

loads. Mazurek and Dewolf (1990) conducted the experimental studies on simple 
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two-span girders with structural deterioration under moving loads by vibration 

analysis. Structural damage was artificially introduced by the release of supports and 

insertion of cracks. Piombo et al. (2000) modeled the vehicle-bridge interaction 

system as a three-span supported orthotropic plate subject to a seven DOFs 

multibody system with linear suspensions and tires flexibility. The wavelet 

technique was used to extract the modal parameters. Lee et al. (2002) presented a 

method for damage estimation of a simple bridge structure using vibration data 

caused by the traffic loadings. The operational modal properties were identified and 

the damage assessment was conducted based on these estimated modal parameters 

using the neural network technique. In the above studies, the bridge-vehicle structure 

interaction effect was not considered in the modal parameters identification. In fact, 

the vehicle-bridge interaction system constitutes a time-varying system. The modal 

parameters of this system are changing when the vehicle is moving on the bridge. Li 

et al. (2003) presented the eigenvalue analysis on the natural frequencies of the 

bridge deck with the moving vehicle on top. Farrar and James (1999) identified the 

modal properties by curve-fitting the cross-correlation functions between two 

response measurements using the traffic excitation as the vibration source. A 

comparison between the identified results with those from standard forced vibration 

methods showed that a maximum discrepancy of 3.63% in the natural frequency 

existed. This phenomenon was also found in field measurements with vehicles 

moving on top of the bridge deck where heavy vehicles would reduce the system 

stiffness while light vehicles increase the stiffness (Kim et al. 2003). When these 

identified modal parameters are used to detect local damage in the structure directly, 

errors would be introduced due to the ignoring of the bridge-vehicle system 

interaction. 

Traffic excitations are usually mixed with other ambient excitation sources, such 

as ground motions, wind loading and temperature effect for bridge structures in real 

situations. The response due to the moving vehicular loads is generally far larger 

than that under ambient vibrations especially for short- and medium-span concrete 

bridge decks under normal conditions. Therefore the deterministic damage 
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identification could also be conducted in the time domain using measured dynamic 

responses directly instead of the modal information in the frequency domain. 

Majumder and Manohar (2003; 2004) developed a time-domain approach to detect 

damages in a beam using vibration data under the passage of a moving oscillator. 

The study combined finite element modeling for the vehicle-bridge system with a 

time-domain formulation to detect changes in structural parameters. The structural 

properties and motion characteristics of the moving vehicle were assumed to be 

known, and the different damage scenarios were defined in terms of the elemental 

stiffness loss. Park et al. (2009) proposed a method to identify the distribution of 

stiffness reductions in a damaged reinforced concrete slab bridge under moving 

loads by using a modified bivariate Gaussian distribution function. The information 

of moving loads was assumed available in this study. A method for simultaneous 

identification of moving masses and structural local damage from measured 

responses has been presented (Zhang et al. 2010). The masses and damage extents 

were used as the optimization variables with a decreased number of unknowns, and 

the number of required sensors was reduced. The mass model may not accurately 

represent the moving vehicle and the bridge-vehicle interaction effect. In practical 

applications, the properties of the moving vehicle and the road surface roughness are 

not easy to obtain and thus they are usually assumed as unknown. Then the 

interaction forces on the bridge structure induced by the moving vehicle should be 

treated as unknown moving loads time-histories. 

It is desirable to conduct the system identification based only on the system 

output (vibration responses of the bridge) because the system input (traffic 

excitations) is difficult to measure. With the aid of high computation capacity of 

digital computers, it is possible to analyze the bridge-vehicle interaction problem 

with more sophisticated bridge configurations and vehicle models. Zhu and Law 

(2007) proposed a method for simultaneous identification of the time-histories of 

interaction forces and structural damage iteratively using a two-step identification 

procedure. Later, structural condition assessment problem was studied in a 

three-span box-section concrete bridge deck subject to a three-dimensional moving 
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vehicle by identifying the time-histories of the interaction forces and system 

parameters simultaneously in an iterative manner (Law and Li 2010). The effect of 

bridge-vehicle system interaction and road surface roughness profile was implicitly 

taken into account by identifying the moving interaction forces using measurements 

from the bridge structure. It was found that sufficient number of sensors may be 

required to make sure that the identification equation is over-determined. It was 

noted that the accuracy of the identified moving loads may have a large influence on 

the identification accuracy of the structural damage. 

2.5 Structural Response Reconstruction Methods 

Many studies have been conducted to investigate the problem of estimating the 

responses with limited measurements in a structural system. Kammer (1997) 

proposed a method for estimating the response of a structure during its operation at 

locations that were inaccessible for measurement using sensors. The prediction was 

based on measuring response at other locations on the structure and transforming it 

into the response at the desired locations using a transformation matrix, which was 

computed using the system Markov parameters determined from a vibration test. 

The predicted responses were good even with noise in the measurements. The time 

domain response, response quantity (including internal forces, moments or shears), 

and intensity in beams can also be reconstructed using a wave decomposition 

technique (Mace and Halkyard 2000). The wave decomposition approach enabled 

sensors to be optimally spaced, reducing sensitivity to noise and incorrect calibration. 

Ma et al. (2001) reconstructed the transient system responses using Karhunen-Loeve 

modes because the K-L based low order models were found to be able to capture the 

transient dynamics satisfactory. A method based on the interpolation of available 

responses through a spline shape function was developed to reconstruct unknown 

responses (Limongelli 2003). Reconstruction of unknown responses is performed by 

modeling the evolution of the relative acceleration along the height of a multistory 

frame building with a spline shape function. The support vector machine based 
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method was proposed to simulate and predict the nonlinear dynamic responses of 

structures. Before the nonlinear responses were predicted, the linear responses were 

simulated and predicted using the ARMAX model and SISO system. Then the SVM 

technique was used to predict the nonlinear responses (Dong et al. 2008). 

The generalized transmissibility matrix for a multi-degrees-of-freedom system 

in the frequency domain has been proposed by Ribeiro et al. (2000). The 

transmissibility matrix formulated the relationship between two sets of response 

vectors in frequency domain, and the use of transmissibility functions for damage 

detection has also been explored (Johnson and Adams 2002). System zeros in the 

transfer function were used as indicators to detect the damage. This transmissibility 

concept in frequency domain can also be used to identify the structural modal 

parameters (Devriendt and Guillaume 2007; Devriendt and Guillaume 2008), to 

conduct finite element model updating (Steenackers et al. 2007) and to evaluate the 

frequency response functions (Urgueira et al. 2011). 

2.6 Challenges in Substructural Approaches 

Existing structural damage identification approaches suffer from disadvantages 

with a large full-scale structure in the following areas: (a) There will be a large 

number of system DOFs and unknown parameters in the identification which is in 

contrast to the small number of measurements obtained from the structure in practice; 

(b) Structural identification is inherently an ill-conditioned inverse problem. The 

numerical difficulty to achieve computation convergence increases dramatically with 

the large number of unknown parameters in a full-scale structure. The computation 

effort would also increase tremendously with the large system matrices in both the 

forward and backward analysis; and (c) The uncertainty with the boundary 

conditions, material and physical parameters increases with the scale of a structure. 

It is often difficult to have a close to accurate finite element model of a large-scale 

structure for the system identification. Inclusion of incorrect boundary conditions 

into the forward and inverse analysis will introduce errors in the identified results. 
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With considerations of the above deficiencies with existing approaches, it is 

desirable to have the damage identification conducted basing on a substructure only 

without the need of information of the rest of the structure. A large and complex 

structural system can then be divided into smaller substructures for independent 

studies one at a time in the inverse analysis. 

 Responses or forces at the interface DOFs were normally required in many 

existing studies for substructural damage identification. They were assumed to be 

known (Yun and Bahng 2000; Koh et al. 2003) or needed to be identified with the 

structural local damage simultaneously (Lei et al. 2010; Law and Yong 2011). A 

large number of unknown interface forces may be introduced in the identification 

process. It is interesting and important to develop a dynamic substructural condition 

assessment approach using measured acceleration responses in time domain directly. 

The velocity and displacement response data are not formulated in the identification 

equation, and the integration of acceleration signals to obtain velocity and 

displacement is not required. The relationship between two sets of time-domain 

responses may be formulated with the transmissibility matrix and it could be used 

for structural dynamic response reconstruction. Then the limitation of requirement of 

responses and forces at the interface DOFs for substructural condition assessment 

may be removed.  

 In the bridge-vehicle system analysis and identification, many studies were 

conducted to identify the moving loads (Zhu and Law 2000; Law et al. 2001; Zhu 

and Law 2006; Pinkaew 2006; Gonzalez et al. 2008; Deng and Cai 2010) or the 

parameters of the vehicle (Jiang et al. 2003, 2004; Au 2004; Deng and Cai 2009) 

from dynamic responses with an available finite element model of the bridge. Yang 

et al. (2004) proposed an approach to extract the fundamental bridge frequency from 

the dynamic response of a passing vehicle and an experimental verification was 

conducted (Lin and Yang 2005). The bridge frequency was contained in and can be 

extracted from the vehicle acceleration spectrum, but a correction must be made for 

the shifting effect. The bridge frequency will be blurred due to the involvement of 

high-frequency components resulting from the cart structure of the truck and the 
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pavement roughness. Condition assessment for bridge structures under moving 

vehicular loads were investigated in recent years, and the parameters of the moving 

vehicle were assumed available (Majumder and Manohar 2003; 2004; Park et al. 

2009; Nasrellah and Manohar 2010) or the moving load time histories and stiffness 

parameters of the bridge structure should be identified simultaneously (Zhu and Law 

2007; Law and Li 2010; Nasrellah and Manohar 2010; Lu and Liu in press). These 

methods need to identify the vehicle-bridge interaction load from measured 

responses of the structure and the accuracy of damage identification results depends 

on the accuracy of the identified moving loads. Study on damage identification 

where knowledge of the moving vehicular loads is not required, may be conducted 

by using the response reconstruction technique and there is no need to identify these 

loads in the damage detection algorithm. Large-scale bridge structures may have a 

great number of elements and DOFs, and a lot of unknowns and system DOFs are 

involved in the structural identification. Substructural condition assessment 

approaches have the advantages of reducing the unknown parameters in the 

identification and the number of DOFs involved in the computation. However, study 

on substructural condition assessment with moving vehicle excitations is not 

reported yet and it is required to be investigated. 
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CHAPTER 3  

DYNAMIC RESPONSE RECONSTRUCTION 

3.1 Introduction 

 The dynamic response reconstruction techniques will be developed in a full 

structure and in a substructure in both the frequency and wavelet domains in this 

Chapter. They are named as frequency domain method and wavelet domain method 

in this dissertation, respectively. The response reconstruction process is based on 

transforming the measured responses into responses at other selected locations. The 

forces at the interface DOFs are taken as input excitations to the substructure. In the 

frequency domain method, the generalized transmissibility concept in frequency 

domain is used for the reconstruction. The unit impulse response function will be 

adopted to conduct the response reconstruction in the wavelet domain method. 

3.2 Response Reconstruction in Frequency Domain 

 The generalized transmissibility concept formulated with the frequency response 

function is explored to conduct the structural response reconstruction in a full 

structure and it will be further applied in a substructure. Two cases are considered in 

the study, the first case is when the finite element model of the full structure is 

known while the second case has only the finite element model of the substructure 

available in the response reconstruction. 

3.2.1 Response Reconstruction in a Full Structure 

3.2.1.1 Frequency Response Function 

 The general equation of motion of a damped structure with N  DOFs can be 

written as, 
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  [ ]{ } [ ]{ } [ ]{ } { })()()()( tFtxKtxCtxM =++ &&&  (3.1) 

where M , C  and K  are the NN ×  mass, damping and stiffness matrices of 

the structure respectively; x&& , x&  and x  are respectively the nodal acceleration, 

velocity and displacement vectors of the structure; ( ){ }tF  is a vector of applied 

forces on the associated DOFs of the structure. Rayleigh damping 

[ ] [ ] [ ]KaMaC 21 +=  is assumed in this study, where 1a  and 2a  are the Rayleigh 

damping coefficients.  

The Fourier transform of Equation (3.1) gives: 

  ( ) ( ) ( )ωωωω FXKCjM =++− 2  (3.2) 

Therefore, the displacement response in frequency domain is given as, 

( ) ( ) ( ) ( ) ( )ωωωωωω FKCjMFHX d
12 −

++−==          (3.3) 

in which, ( ) ( ) 12 −
++−= KCjMHd ωωω  is the displacement frequency response 

function matrix. The FRF matrix represents the inherent system frequency response 

characteristics and it can be measured experimentally, reconstructed from an 

experimental modal analysis, or obtained from the finite element analysis of the 

structure.  

The acceleration response in frequency domain could be obtained from 

Equation (3.2) as, 

( ) ( ) ( ) ( ) ( ) ( )ωωωωωωωω FHFHXX da
22 −==−=&&          (3.4) 

where ( ) ( )ωωω da HH 2−=  is the acceleration frequency response function matrix. 

3.2.1.2 Transmissibility Concept in a Full Structure 

The generalized transmissibility concept in frequency domain for a 

multi-degrees-of-freedom system has been proposed by Ribeiro et al. (2000). The 

transmissibility matrix could be used to form the relationship between two sets of 

response vectors and the transmissibility concept will be reviewed briefly here with 

its application to a substructure in the next section.  
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Assuming that ( )ωaF  is the vector of applied excitation forces on the structure 

in the frequency domain, ( )ωkX&&  is the set of measured acceleration responses 

transformed in the frequency domain, denoted as the Known-set response vector, 

and ( )ωuX&&  is the set of the predicted acceleration response, denoted as the 

Unknown-set response vector. The following equation can be obtained from 

Equation (3.4), 

( ) ( ) ( )
( ) ( ) ( )⎩

⎨
⎧

=
=

ωωω
ωωω

a
ua
au

a
ka
ak

FHX
FHX

&&

&&
                     (3.5) 

where ( )ωka
aH , ( )ωua

aH  are the sub-matrices of the acceleration FRF matrix 

relating the applied forces to the Known-set and Unknown-set responses, 

respectively. From the first row of Equation (3.5), the applied force vector can be 

obtained as, 

( ) ( )( ) ( )ωωω k
ka
aa XHF &&+

=                     (3.6) 

where, ( )( )+ωka
aH  denotes the pseudo-inverse of matrix ( )ωka

aH .  

Substituting Equation (3.6) into the second row of Equation (3.5), the following 

equation can be obtained as 

( ) ( ) ( ) ( ) ( )( ) ( )ωωωωωω k
ka
a

ua
aa

ua
au XHHFHX &&&& +

==            (3.7) 

Equation (3.7) is the relationship between these two sets of responses. The 

transmissibility matrix is defined as,  

( ) ( ) ( )( )+= ωωω ka
a

ua
aaku HHT                   (3.8) 

Therefore, the Unknown-set response vector ( )ωuX&&  can be obtained as, 

( ) ( ) ( )ωωω kakuu XTX &&&& =                     (3.9) 

It should be noted that the number of coordinates in the Known-set response vector 

should be at least equal or greater than the number of applied force coordinates such 

that a pseudo-inverse ( )( )+ωka
aH  may be obtained (Penrose 1955). 
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3.2.1.3 Computational Procedure 

Step 1: Calculate the dynamic acceleration responses ( )tx&&  of the structure from 

Equation (3.1) using the Newmark method. The analytical Known-set and 

Unknown-set response vectors of the structure are obtained as the simulated 

“measured” responses and Fast Fourier Transform (FFT) is used to transform 

the time domain response into frequency domain.  

Step 2: The acceleration FRF matrices of the structure corresponding to the 

Known-set and Unknown-set DOFs in Equation (3.5) are obtained from 

Equation (3.4). 

Step 3: Use Equation (3.9) for the response reconstruction in the full structure. 

Inverse discrete Fourier transform (IDFT) is performed to transform the 

reconstructed response in frequency domain into time domain response 

(Gupta et al. 1996). 

Step 4: Compare the reconstructed Unknown-set response with the analytical one.  

The finite element model of the full structure is assumed known to derive the 

FRF matrix and the information of time-histories of the applied force is not required 

in the above response reconstruction process. It should be noticed that the locations 

of the applied forces should be assumed to be known.   

3.2.2 Response Reconstruction in a Substructure 

3.2.2.1 When the Finite Element Model of the Full Structure is 

Available 

Theoretical Background 

When a substructure of the full structure is subject to both the applied external 

excitation forces and the interface forces from adjacent substructures, as shown in 

Figure 3.1, the dynamic acceleration response of the substructure in frequency 
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domain can be written as,  

( ) ( ) ( ) ( ) ( )ωωωωω I
I
ae

e
a FHFHX +=&&                  (3.10) 

in which, ( )ωeF  is the vector of applied external excitation forces in the frequency 

domain, ( )ωIF  is the vector of interface forces in the frequency domain, and 

( )ωe
aH  and ( )ωI

aH  are the acceleration FRF matrices associated with the external 

excitation forces and interface forces to the responses at the specific DOFs 

respectively. 

The measured Known-set response vector ( )ωkX&&  and Unknown-set response 

vector ( )ωuX&&  which is required to be predicted are defined. They can be written in 

terms of Equation (3.10) in frequency domain as follows 

( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )⎩

⎨
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+=

ωωωωω
ωωωωω
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                (3.11) 

From the first row of the above equation, we have, 

))()()(()()( ωωωωω I
kI
ak

ke
ae FHXHF −= + &&               (3.12) 

Substituting Equation (3.12) into the second row of Equation (3.11), we have, 

( ) ( ) ( ) ( ) ( )
( ) ( ) ( )
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  (3.13) 

With the definition of transmissibility matrix in Equation (3.8), we have, 

( ) ( ) ( )( )+= ωωω ke
a

ue
aaku HHT                    (3.14) 

Defining 

( ) ( ) )(ωωω kI
aaku

uI
a

I
aku HTHH −=                  (3.15) 

Equation (3.13) can be expressed as,   

( ) ( ) ( ) ( ) ( )ωωωωω I
I
akukakuu FHXTX += &&&&              (3.16) 

It can be noticed that Equation (3.16) relates the Known-set measured response 

vector ( )ωkX&&  and the interface forces vector ( )ωIF  to the Unknown-set predicted 
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response vector ( )ωuX&&  in a substructure. 

Computational Procedure 

Step 1: Calculate the dynamic acceleration responses ( )tx&&  of the structure from 

Equation (3.1) using the Newmark method. Then obtain the analytical 

Known-set and Unknown-set response vectors of the substructure.  

Step 2: Compute the interface forces on the substructure from the finite element 

analysis using the dynamic responses obtained in Step 1. They are assumed 

known from measurement or computation. 

Step 3: The FRF sub-matrices of the substructure in Equation (3.11) are obtained 

from the finite element model of the substructure. 

Step 4: Use Equation (3.16) for the response reconstruction in the substructure. 

IDFT is then performed to transform the reconstructed response in frequency 

domain into the structural response in time domain. 

Step 5: Compare the reconstructed Unknown-set response with the analytical one.  

 In the above response reconstruction process, the interface forces are obtained 

from the finite element response analysis of the full structure model in Step 2. The 

finite element model of the full structure and the applied external excitation on the 

structure are assumed known for computation of the interface forces.  

3.2.2.2 When only the Finite Element Model of the Target 

Substructure is Available 

Theoretical Background 

It is desirable to conduct the response reconstruction based on only the finite 

element model of the substructure of interest. When the number of measurements in 

the Known-set response vector is at least equal or larger than the number of interface 

forces on the substructure, the pseudo-inverse of matrix ( )+kI
aH  exists and the 
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following equation can be obtained from the first row of Equation (3.11), 

( ) ( ) ( ) ( ) ( )( )ωωωω e
ke
ak

kI
aI FHXHF −=

+ &&              (3.17) 

Substituting Equation (3.17) into the second row of Equation (3.11), we have, 

( ) ( ) ( ) ( ) ( )ωωωωω e
e
kukkuu FHXTX += &&&&             (3.18) 

in which,  

( ) ( ) ( )( )+= ωωω kI
a

uI
aku HHT                  (3.19a) 

( ) ( ) ( )ωωω ke
aku

ue
a

e
ku HTHH −=                (3.19b) 

The external excitation forces on the substructure are assumed known in this 

study and its Fourier transform ( )ωeF  is then obtained. Transformation matrix 

( )ωkuT  and matrix ( )ωe
kuH  in Equation (3.19) are obtained from the FRF of the 

finite element model of the substructure. Therefore the Unknown-set response vector 

( )ωuX&&  can be reconstructed from the First-set response vector ( )ωkX&&  in the 

substructure from Equation (3.18). It should be noted that only the finite element 

model of the target substructure and acceleration responses from the substructure are 

required in the above-mentioned response reconstruction. 

Computational Procedure 

Step 1: Calculate the dynamic acceleration responses ( )tx&&  of the structure from 

Equation (3.1) using the Newmark method. Then obtain the analytical 

Known-set and Unknown-set response vectors of the substructure. FFT is 

used to transform the time domain signals into the frequency domain. 

Step 2: The FRF sub-matrices of the substructure in Equation (3.11) are obtained 

from the finite element model of the substructure. 

Step 3: Use Equation (3.18) for the response reconstruction in the substructure. 

IDFT is performed to transform the reconstructed response in frequency 

domain into the structural response in time domain 

Step 4: Compare the reconstructed Unknown-set response with the analytical one.  
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It should be noticed that the interface forces are not required in the above 

response reconstruction process of the substructure. The interface forces are taken as 

the input excitations to the substructure and only the finite element model of the 

substructure is assumed known to derive the transmissibility matrix. 

3.2.3 First-Order-Hold Force Approximation in Structural 

Response Analysis 

3.2.3.1 State Space Equation of Motion 

The equation of motion of the damped structural system shown in Equation (3.1) 

can also be expressed in the state space as follows,  
C Cz A z B L F= + ⋅&                        (3.20) 

where  ⎥
⎦

⎤
⎢
⎣

⎡
=

x
x

z
&

, 1 1

0C I
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M K M C− −
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0CB
M −

⎡ ⎤
= ⎢ ⎥
⎣ ⎦

. L  is 

the mapping vector relating the applied forces to the corresponding DOFs of the 

structure. 

The superscript C denotes that those matrices represent the continuous structural 

system. If the response of the structure is represented in the output vector ( )ty  

from sensors such as accelerometers, velocity transducers or displacement 

transducers, the output equation can be expressed as,  

a v dy R x R x R x= + +&& &                      (3.21) 

where aR , vR and ndm
dR ×ℜ∈  are output influence matrices for the measured 

acceleration, velocity and displacement, respectively. m  is the dimension of the 

measured responses and nd  is the number of DOFs of the structure. Equation (3.21) 

can also be rewritten as 

 FLDRzy C ⋅⋅+=                      (3.22) 

where ][ 11 CMRRKMRRR avad
−− −−=  and 1−= MRD a

C . 

Equations (3.20) and (3.22) are converted into discrete equations using the 
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exponential matrix, and the discrete model is, 

( )
⎩
⎨
⎧

=×+=
×+=+

),,2,1()()()(
)()1(

NjjLFDjRzjy
jLFBjzAjz DD

L
        (3.23) 

Superscript D denotes that these matrices represent the discrete structural system. N  

is the total number of sampling points, dt  is the time step between the state 

variables )( jz  and )1( +jz  and exp( )D CA A dt= ⋅ , ( ) CDCD BIAAB −= .  

3.2.3.2 Triangle First-Order-Hold Force Approximation 

Traditionally, the dynamic response analysis is conducted by considering the 

input at each step as the value at the beginning of the time interval, noted as the 

Zero-Order-Hold (ZOH) discrete generally. The ZOH discrete generates a 

continuous input signal )(tu  by holding each sample value ][iu  constant over one 

sample interval which can be expressed as the following form,  

ss TitiTiutu )1(],[)( +≤≤=                   (3.24) 

First-Order-Hold (FOH) discrete differs from ZOH by the underlying hold 

mechanism. FOH uses linear interpolation between adjacent input samples, as 

shown in Figure 3.2,  

ss
s

s TitiTiuiu
T
iTtiutu )1(]),[]1[(][)( +≤≤−+

−
+=        (3.25) 

where sT  is the sampling interval and LFu =  is the system input excitation in 

Equation (3.23). This discretization is generally more accurate than ZOH for system 

response analysis with the smooth and accurate input approximation. Other 

discretization methods such as the Tustin or Tustin with frequency wrapping may 

also be used for the response analysis. However a previous study (Darby et al. 2001) 

has shown that the First-Order-Hold discrete, that is Triangle-Hold equivalent, could 

produce the best approximation to the continuous system. Therefore the modified 

First-Order-Hold (triangle-hold) discrete method (Franklin et al. 1998) is finally 

adopted for the simulation studies.  
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The unit impulse function δ , i.e. the Dirac delta function, is, 

( )
⎩
⎨
⎧

≠
=∞+

=
00
0

t
t

tδ                         (3.26) 

and ( )∫
+∞

∞−
=1dttδ . 

The triangle hold is adopted in this study with the input samples extrapolated by 

connecting adjacent samples with a straight line. The impulse response of the 

extrapolation filter for the triangle hold is shown in Figure A-1 of Appendix A. The 

block diagram of the triangle hold is shown in Figure A-2 of Appendix A. The 

Laplace transformation of the extrapolation filter that follows the impulse sampling 

is  

2

2( )
Ts Tse eH s

Ts

−− +
=                      (3.27) 

Based on the block diagram, the state variable v  and w  are constructed,  
    Twv /=&           (3.28) 

( ) ( ) 2 ( ) ( ) ( ) ( )w u t T t T u t t u t T t Tδ δ δ= + + − + − −&       (3.29) 

where ( )tδ  is the unit impulse function as shown in Equation (3.26). It can be 

shown from the integration of Equations (3.28) and (3.29) that ( ) ( )iuiv =  and 

( ) ( )iuiuiw −+= 1)( . A new state space equation can be derived as 
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               (3.30) 

where u  represents the input impulse functions, as shown in Appendix A. The first 

matrix on the right-hand-side of Equation (3.30) is defined as 

0
0 0 1/
0 0 0

C C

T

A B
F T

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

                     (3.31) 

with the one-step solution as 

( 1) ( )TF TiT e iTζ ζ+ =              (3.32) 

If we define 
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1 2

exp( ) 0 1 0
0 0 1

TF T
Φ Γ Γ⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

                 (3.33) 

then the equation in variable x  can be written as 

  ( ) ( ) ( ) ( )iwivixix 211 Γ+Γ−Φ=+                 (3.34) 

If a new state is defined as 2( ) ( ) ( )z i x i u i= −Γ , Equation (3.30) for the 

modified First-Order-Hold can be rewritten as  

( 1) ( ) ( )D Dz i A z i B u i+ = +              (3.35) 

The output equation becomes  

( ) ( ) ( )D Dy i C z i D u i= +             (3.36) 

where the system parameters in the above state space Equations (3.35) and (3.36) 

can be represented as 

1 2 2
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= Γ +ΦΓ −Γ

=
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                  (3.37) 

3.3 Response Reconstruction in Wavelet Domain 

FFT has been a valuable tool for the analysis of vibration signals. However, 

leakage, end effects and aliasing occur in the forward FFT process. Filtering, 

windowing and ensemble-averaging techniques are often employed to alleviate these 

deficiencies with some success. Nevertheless, these errors in the FFT process still 

exist which may lead to a reduction in the accuracy of subsequent analysis. More 

importantly, the basis functions associated with each frequency component in the 

Fourier-transformed domain span the entire measured time interval, hence making 

different signals indistinguishable as long as their spectral density is the same. 

Another disadvantage of Fourier analysis is that the frequency information can only 

be extracted from the complete duration of a signal record. When there is a local 
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oscillation representing a particular feature at some point in the time history of a 

signal, it will contribute to the calculated Fourier transform but its information on 

the time axis will be lost (Newland 1993). Such disadvantage can be overcome in 

the wavelet analysis which provides an alternative significant tool in signal analysis.  

 In the following sections, the response reconstruction in the full structure and in 

the substructure is conducted using the impulse response function in the wavelet 

domain to avoid the above-mentioned errors in the frequency domain method. 

3.3.1 Unit Impulse Response Function in Wavelet Domain 

The unit impulse response (UIR) is the response function of the system under 

the input of a unit pulse. It is an intrinsic function of the structural system. 

Traditionally, FFT is used to extract the impulse response data or Markov parameters 

by an inverse FFT of the frequency response curves obtained from the measured 

input and output (Juang and Pappa 1985). It has been reported that the impulse 

response data is extracted via the wavelet transform from known measured 

responses and input excitation information to avoid errors in the Fourier 

transformation process of both the input and output signals (Robertson et al. 1998). 

Recently, the impulse response function has been derived from the general equation 

of motion and it will be introduced briefly below (Law and Li 2007). 

The equation of motion of a N -DOFs damped structural system under the unit 

impulse excitation is, 

[ ]{ } [ ]{ } [ ]{ } ( )tDtxKtxCtxM δ=++ )()()( &&&               (3.38) 

where D  is the mapping matrix relating the force excitation location to the 

corresponding DOF and ( )tδ  is the Dirac delta function. The impulse response 

function can be represented as a free vibration state with some specific initial 

conditions. Assuming that the system is in static equilibrium initially, the unit 

impulse response function can be computed from the equation of motion using the 

Newmark method: 
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where h , h&  and h&&  are the unit impulse displacement, velocity and acceleration 

vectors, respectively.  

 When the structural system is under general excitation ( )tf  with zero initial 

conditions, the acceleration response ( )nl tx&&  from location l  at time nt  is 

( ) ( ) ( ) τττ dfthtx n

t

lnl
n

−= ∫0 &&&&                     (3.40) 

in which, ( )thl
&&  is the unit impulse response function at location l . The vectors 

( )τ−nl th&&  and ( )τf  can be expanded in terms of the discrete wavelet transform 

(DWT) as (Newland 1993), 

( ) ( )∑∑ −+=−
+

j k

jDWT
k

DWT
nl khhth j τψτ 220

&&                (3.41) 

( ) ( )∑∑ −+=
+

j k

jDWT
k

DWT kfff j τψτ 2
20                 (3.42) 

where ( )kj −τψ 2  is the wavelet basis function, DWT
kjh

+2  and DWT
kjf

+2  are the 

expansion coefficients for the impulse response function and excitation force vectors 

respectively. Substituting Equations (3.41) and (3.42) into the convolution integral in 

Equation (3.40) for ( )nl tx&& , and using the orthogonal conditions of the wavelet basis 

functions (Daubechies 1992), we have 
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The following formula can then be derived as 

( ) DWT
n

DWT
lnl fthtx )(&&&& =                      (3.45) 

in which, )( n
DWT
l th&&  and DWTf  are the discrete wavelet transform of ( )τ−nl th&&  and 

( )τf , respectively and they are given as, 
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210 L               (3.46) 
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 For the entire time history data, for example, ( ) ( ) ( )[ ]Tnllll txtxtxx &&L&&&&&& 21= , 

the input and output relationship can be rearranged as, 

  )1()()1( ××× = rl
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rln
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in which, 
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and n , r  and l  are the number of sampled data, the number of input excitations 

and the number of wavelet coefficients in the wavelet transform, respectively. 

3.3.2 Response Reconstruction in a Full Structure 

3.3.2.1 Theoretical Background 

The measured responses from the full structure are divided into two sets, noted 

as the Known-set response vector ( )txk&&  and the Unknown-set response vector 

( )txu&&  respectively. They are represented in the wavelet domain from Equation (3.45) 

as follows, 
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Phtx

&&&&

&&&&
                (3.50) 

in which, m , s , n , r  and l  are the number of measurements in the Known-set 

response vector, the number of measurements in the Unknown-set response vector, 

the number of sampled data points in each measurement, the number of external 

forces, and the number of wavelet coefficients in the discrete wavelet transform, 

respectively. 

When the number of measurements in the Known-set response vector is at least 

equal or larger than the number of external forces on the structure, the 
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pseudo-inverse ( )+DWT
kh  exists and the following equation can be obtained from the 

first row of Equation (3.50),  

( ) ( )txhP k
DWT
k

DWT &&&& +
=int                       (3.51) 

Substituting Equation (3.51) into the second row of Equation (3.50), we have, 

( ) ( )txTtx kkuur &&&& =                         (3.52) 

where,  

( )+= DWT
k

DWT
uku hhT &&&&                       (3.53) 

The Unknown-set response vector ( )txur&&  can be reconstructed from the 

Known-set response vector ( )txk&&  in the structure from Equation (3.52). Moreover, 

Equation (3.53) defines the transmissibility matrix in wavelet domain between two 

sets of time-domain response vectors from the structure. 

3.3.2.2 Computational procedure 

Step 1: Calculate the dynamic acceleration responses ( )tx&&  of the structure from 

Equation (3.1) using the Newmark method. The analytical Known-set and 

Unknown-set response vectors of the structure are obtained in time domain.  

Step 2: The impulse response function of the structure corresponding to Known-set 

and Unknown-set DOFs in Equation (3.50) are obtained from Equation (3.39) 

with the finite element model of the full structure. 

Step 3: Use Equation (3.52) for the response reconstruction in the full structure. 

Step 4: Compare the reconstructed Unknown-set response obtained in Step 3 with 

the analytical one in time domain in Step 1.  

The finite element model of the full structure and the locations of the applied 

forces are assumed available and the time-histories of the applied excitation force is 

not required in the response reconstruction in the full structure. 
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3.3.3 Response Reconstruction in a Substructure 

3.3.3.1 When the Finite Element Model of the Full Structure is 

Available 

Theoretical Background 

When a substructure of the structure is subject to both applied external 

excitation forces and interface forces from adjacent substructures, the dynamic 

acceleration response of the substructure can be represented in wavelet domain in 

terms of Equation (3.48), 

( ) DWT
I

DWT
I

DWT
e

DWT
e FhFhtx &&&&&& +=                   (3.54) 

where, DWT
eF  and DWT

IF  are the discrete wavelet transforms of external excitation 

force and interface force vectors on the substructure, respectively. DWT
eh&&  and DWT

Ih&&  

are the impulse response function matrix of the substructure for the external 

excitation and interface forces, respectively. 

Two sets of responses, noted as the Known-set response vector ( )txk&&  which is 

measured and the Unknown-set response vector ( )txu&&  which is required to be 

predicted, have been defined in the frequency domain earlier in this work. They are 

defined in the wavelet domain as: 
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in which, m , s , n , r , q  and l  are the number of measurements in the 

Known-set response vector, the number of measurements in the Unknown-set 

response vector, the number of sampled data points in each measurement, the 

number of external excitation forces, the number of interface forces and the number 

of wavelet coefficients in the wavelet transform, respectively. 

The number of measurements in the Known-set is at least equal or larger than 
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the number of applied external excitation forces on the substructure, and the 

following Equation can be obtained from the first row of Equation (3.55),  

( ) ( )( )DWT
I

DWT
kIk

DWT
ke

DWT
e FhtxhF &&&&&& −=

+
               (3.56) 

Substituting Equation (3.56) into the second row of Equation (3.55), we have, 

( ) ( ) DWT
I

I
kuk

e
kuu FHtxTtx += &&&&                   (3.57) 

where,  

( )+= DWT
ke

DWT
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e
ku hhT &&&&                     (3.58) 
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kI

e
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DWT
uI

I
ku hThH &&&& −=                    (3.59) 

Equation (3.57) formulates the relationship amongst the measured Known-set 

response vector ( )txk&& , discrete wavelet transform of interface forces vector DWT
IF  

and the Unknown-set response vector ( )txu&&  for prediction in a substructure. 

Computational Procedure 

Step 1: Calculate the dynamic acceleration responses ( )tx&&  of the structure from 

Equation (3.1) using the Newmark method. Then the analytical Known-set 

and Unknown-set response vectors of the substructure are obtained in time 

domain. 

Step 2: Compute the interface forces on the substructure from the finite element 

analysis of the full structure using the dynamic responses obtained in Step 1.  

Step 3: The impulse response function matrices in Equation (3.55) are obtained from 

Equation (3.39) with the finite element model of the substructure. 

Step 4: Use Equation (3.57) for the response reconstruction in the substructure.  

Step 5: Compare the reconstructed Unknown-set response with the analytical one.  

It should be noticed that the finite element model of the full structure and the 

applied external excitations on the structure are assumed known for computation of 

the interface forces from the finite element analysis. 
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3.3.3.2 When only the Finite Element Model of the Target 

Substructure is Available 

Theoretical Background 

When the number of measurements in the Known-set is at least equal or larger 

than the number of interface forces on the substructure, the following equation can 

be obtained from the first row of Equation (3.55),  

( ) ( )( )DWT
e

DWT
kek

DWT
kI

DWT
I FhtxhF &&&&&& −=

+
               (3.60) 

Substituting Equation (3.60) into the second row of Equation (3.55), we have, 

( ) ( ) DWT
e

e
ku

I
kuur FHtxTtx += 1&&&&                   (3.61) 

where,  

( )+= DWT
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ku hhT 12

&&&&                      (3.62) 
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Transformation matrix I
kuT  and matrix e

kuH  in Equations (3.58) and (3.59) are 

obtained from the unit impulse response function matrix from Equation (3.39) with 

the finite element model of the substructure. Therefore the Unknown-set response 

vector ( )tx r2&&  can be reconstructed from the Known-set response vector ( )tx1&&  in 

the substructure from Equation (3.61). The external excitations are assumed 

available from measurement.  

Computational Procedure 

Step 1: Calculate the dynamic acceleration responses ( )tx&&  of the structure from 

Equation (3.1) using the Newmark method. Then the analytical Known-set 

and Unknown-set response vectors of the substructure are obtained in time 

domain. 

Step 2: The impulse response function matrices corresponding to Known-set and 
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Unknown-set locations in Equation (3.55) are obtained from Equation (3.39) 

with the finite element model of the substructure. 

Step 3: Use Equation (3.61) for the response reconstruction in the substructure.  

Step 4: Compare the reconstructed Unknown-set response with the analytical one.  

The interface forces are not required in the response reconstruction of the 

substructure and they are taken as the input excitations to the substructure. Only the 

finite element model of the substructure is assumed known to derive the 

transmissibility matrix. 

3.4 Numerical Simulation 

Numerical studies on a seven-storey plane frame structure, as shown in Figure 

3.3(a) are used to illustrate the accuracy and efficiency of the presented approach for 

structural response reconstruction in a structure or in a substructure. The sixth and 

seventh stories are taken as a substructure in this study, as shown in Figure 3.3(b). 

The cross-sectional area and moment of inertia of the frame element are 232.0 m  

and 4017.0 m , respectively. The Young’s modulus and mass density are respectively 

MPa4105.3 ×  and 3/2500 mkg . Rayleigh damping is assumed and the damping 

ratios for the first two modes are taken as 012.0=ξ . The finite element model 

consists of 44 nodes and 49 planar frame elements. Each node has three DOFs. With 

fixed supports at Nodes 1 and 44, the system has 126 DOFs in total. The first ten 

system natural frequencies are 2.4263, 7.8119, 14.7194, 22.5572, 23.9374, 31.423, 

33.9257, 41.5662, 49.6753 and 51.859Hz respectively. 

The relative error of the response reconstruction result in the Frequency Fourier 

spectrum is defined as, 
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where, ( )ωtrueX&&  and ( )ωurX&&  are modulus of the Fourier spectrum of the 
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analytical and reconstructed response vectors of the Unknown-set in the frequency 

domain.  

The relative error between analytical and recovered response in the time domain 

can be defined as,  
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true
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&&

&&&&
                (3.65) 

in which, ( )tX true
&&  and ( )tXur

&&  are the analytical and reconstructed response vectors 

in the time domain, respectively. 

The analytical time domain responses ( )tX true
&&  at the “measured” DOFs are 

obtained using Equation (3.23) for the ZOH or Equations (3.35) and (3.36) for the 

FOH in the forward structural dynamic analysis. 

Two multi-sine wave external excitation forces along horizontal and vertical 

directions are applied on the structure for the case study, as shown in Figure 3.3(a). 

These two forces are: 
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( ) ( ) ( )( )200 sin 50 0.6sin 75 0.2sin 100 , 1
2
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t t t t s
F

t s

π π π⎧ + + ≤⎪= ⎨
>⎪⎩

 

In order to obtain the frequency domain analysis results under the excitation 

forces accurately, the following parameters are defined as shown in Figure 3.4: the 

duration of the excitation force is dt , the duration of free vibration is ft  and the 

total sampling duration is 0T . Since the peak response of the system may be 

attained after the excitation has ended, the analysis is carried out over a time 

duration 0T  which is much longer than dt . Furthermore, it has been reported 

(Chopra 2007) that the classical discrete Fourier transform solution will become 

increasingly accurate as the duration ft  of free vibration becomes longer because 

0T  should be long enough for the free vibration of the system to damp out to small 
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motion at the end of the period 0T . On the other hand, in order to obtain the 

frequency domain responses accurately, the sampling interval tΔ  should be short 

enough compared both to the periods of significant harmonics in the excitation and 

to the natural period of the system.  

Therefore in this study the duration dt  of the excitation forces described above 

is limited to the first one second and the duration of measurement is taken as 

16.384s to ensure that 0T  is long enough for the system responses to decay to close 

to zero and the number of sampling points is a power of two for the Fourier 

transform. The sampling rate is at 1000Hz to ensure a good accuracy of discrete Fast 

Fourier Transform for the frequency domain response analysis. It should be noted 

that multi-sine excitation is used in this simulation study to reduce the leakage 

effects and to produce responses that are of better quality compared with the random 

noise excitation, especially when only short time sequences can be recorded from 

the structure (Verboven et al. 2004).  

3.4.1 Response Reconstruction in Frequency domain 

3.4.1.1 Response Reconstruction in a Full Structure 

Response Calculation with ZOH and FOH Force Discrete Approximation 

Six sensors are placed arbitrarily on this structure and their locations are at 

Node 13(y), 15(x), 17(y), 18(x), 30(y) and 32(x) where “13(y)” denotes that the 

sensor is placed along the y  direction at Node 13. This sensor placement 

configuration is noted as Sensor Placement set 1 (SP set 1) in this study. Note that 

input locations and interface DOFs are not necessarily associated with the sensors. 

The responses from these six DOFs are “recorded” and they are taken as the 

Known-set response vector ( )ωkX&& . The responses from the remaining DOFs are 

considered as the Unknown-set ( )ωuX&&  which will be predicted. In the following 
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numerical studies, simulated “measured” Known-set responses from the finite 

element analysis are used. 

The structural response analysis is conducted using ZOH and FOH force 

approximations, respectively. These simulated “measured” acceleration responses 

are transformed into the frequency domain and are taken as the Known-set response 

vector ( )ωkX&& . The response reconstruction in the full structure is performed to 

obtain the response vector of Unknown-set ( )ωuX&&  with Equation (3.9). All data in 

the FFT spectrum are selected to compute the relative errors between the analytical 

and reconstructed frequency domain response vectors with Equation (3.64). Figure 

3.5 shows the time domain response at measured location Node 15(x) with ZOH and 

FOH approximations, noted as ZOH and FOH responses respectively. As seen from 

Figure 3.5, these two sets of response are of very small difference since a high 

sampling rate has been adopted in this study. The differences between the force 

vectors from ZOH and FOH discrete are not large. The sampling duration 0T  is 

long enough with the system responses getting close to zero at the end which is good 

for frequency domain analysis. Response reconstruction is performed with Equation 

(3.9) and Figure 3.6 shows the relative errors of the frequency Fourier spectrum of 

the response reconstruction results at all the DOFs in the Unknown-set. Though the 

ZOH and FOH time responses are close to each other, the response reconstruction 

errors from ZOH responses are larger than those from FOH responses as shown in 

Figure 3.6. The maximum relative error with ZOH responses is up to 6% while that 

with FOH responses is less than 1%. This is because FOH force approximation can 

provide more accurate response analysis results compared with the ZOH 

approximation with more accurate force representation, which is closer to the real 

continuous form of forces. 

 The obtained reconstructed responses from FOH approximation shown in Figure 

3.6 are used to recover the time domain responses by using IDFT, and the relative 

errors between analytical and recovered time domain responses can be obtained with 

Equation (3.65) and they are shown in Figure 3.7. Note that all the relative error 



 43

values are less than 1% and this indicates that the presented method has good 

accuracy in the response reconstruction. 

It is noted from Figures 3.6 and 3.7 that the maximum error in response 

reconstruction with FOH response is at DOF 44, i.e. at Node 16(y). The analytical 

and reconstructed frequency and time domain responses at Node 16(y) are displayed 

in Figure 3.8. The two sets of responses are almost overlapping indicating very high 

reconstruction accuracy.  

Effect of Sampling Duration and Sampling Rate  

 Several important factors associated with the frequency domain analysis are the 

sampling duration and sampling rate of measurements. In order to study how these 

two factors affect the response reconstruction accuracy and determine the acceptable 

values of these two factors with good reconstruction accuracy, the sampling duration 

is considered varying from 4.192s to 32.768s and the sampling rate varies from 

250Hz to 2000Hz in this study. When the sampling duration varies, the sampling 

rate is kept constant at 1000Hz. When the sampling rate varies, the sampling 

duration is set equal to 16.384s. Table 3.1 lists the average relative errors of the 

reconstructed response results in the frequency spectrum with different sampling 

duration and sampling rate settings. Note that the average error in this section 

denotes the mean value of relative errors from all DOFs in the Unknown-set. It may 

be concluded from Table 3.1 that when a longer sampling duration or a higher 

sampling rate are used, more accurate response reconstruction results can be 

obtained since a long duration 0T  is used with a longer sampling duration and more 

number of sampling points are obtained in the FFT process for frequency domain 

analysis with a higher sampling rate. 

Effect of Number of Measured Responses 

 Another sensor placement configuration with three sensors is considered and 

their locations are at Node 13(y), 15(x) and 32(x), noted as Sensor Placement set 2 
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(SP set 2). The relative errors of frequency spectrum in response reconstruction 

results with different sampling duration and sampling rate are listed in Table 3.2. It 

can be found by comparing the results in Tables 3.1 and 3.2 that the accuracy for 

response reconstruction with SP set 1 is slightly better than that with SP set 2. Thus 

it may be advantageous for response reconstruction with more measurements in the 

Known-set response vector. However, how to find the optimal sensor placement 

configuration is not examined in this study.  

Effect of Noise in the Measured Responses 

To simulate the effect of measurement noise, a normally distributed random 

noise with zero mean and unit standard deviation is added to the calculated dynamic 

response as, 

)( caloisepcaln xstdNExx &&&&&& +=                    (3.66) 

where nx&&  and calx&&  are simulated noisy response and original calculated response, 

respectively; pE  is the noise level; oiseN  is a standard normal distribution vector 

with zero mean and unit standard deviation and )( calxstd &&  denotes the standard 

deviation of the original calculated response. 

 The acceleration responses of the structure from SP set 1 with 6 sensors are 

simulated as “measured” for a duration of 16.384s with a sampling rate of 1000Hz. 

Note that the response analysis under ZOH and FOH approximations is performed 

respectively and 10% noise effect is included in the measurements from Equation 

(3.66). The “polluted” response time histories at sensor location Node 15(x) from 

ZOH and FOH are displayed in Figures 3.9 and 3.10, respectively. It can be found 

that the time domain response after 4s has decayed close to zero and the frequency 

Fourier spectrum data after 100Hz is very small.  

The “polluted” response time histories are then filtered using a low-pass filter 

with a cutoff frequency of 100Hz which is much higher than the frequency of 

significant vibrations in this study. These filtered data are then used for response 
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reconstruction. Figures 3.11 and 3.12 show the relative errors obtained from 

Equations (3-64) and (3-65) in the response reconstruction results at all DOFs in the 

Unknown-set under ZOH and FOH respectively. Note that most relative errors with 

large values are located at the rotational DOFs probably because no measurements at 

any rotational DOFs are included in the Known-set response vector. It is also noticed 

that the response reconstruction under ZOH and FOH gives similar accuracy as 

shown in Figures 3.11 and 3.12 and the relatively large noise effect is noted to have 

large influence on the response reconstruction. The maximum relative error in 

Figure 3.12 is around 10% at DOF Number 60, i.e. at Node 21(θ ). Thus the 

analytical and reconstructed responses under FOH at Node 21(θ ) are shown in 

Figure 3.13. It can be found that both the reconstructed response in frequency 

domain and reconstructed time domain response are close to the analytical true 

values except at frequencies higher than 70 Hz while the time domain responses are 

almost overlapping. This indicates that the proposed method can give good response 

reconstruction results even with large noise level. The relative error computed for 

the first 1.5s in the time domain is 4.7% which is much smaller than that shown in 

Figure 3.12 indicating a much high accuracy with the reconstruction when there is 

significant vibration component in the response close to the beginning of excitation. 

3.4.1.2 Response Reconstruction in a Substructure 

Case 1: When the Finite Element Model of the Full Structure is Available 

The sixth and seventh storeys are taken as a substructure in this study, as shown 

in Figure 3.3(b). There are 14 nodes and 42 DOFs in the substructure. When 

Equation (3.16) is used for reconstructing the Unknown-set response vector in a 

substructure, the simulated “measured” Known-set response vector of this 

substructure and analytical interface forces vector from finite element analysis are 

used.  

The sampling duration and sampling rate are 16.384s and 1000Hz, respectively. 

Figure 3.14 shows the relative errors in the response reconstruction results obtained 
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from Equation (3.64) in the frequency domain using ZOH and FOH force 

approximations. Figure 3.15 shows the relative errors obtained with Equation (3.65) 

in the time domain with FOH approximation when the inverse discrete Fourier 

transform is used to recover the time domain response from the reconstructed 

response in frequency domain. It can be noticed that most of the relative errors are 

about 1% and this indicates that the presented response reconstruction process is 

accurate. Similarly, most large relative errors are at the rotational DOFs. The 

analytical and reconstructed responses in frequency and time domain at the third 

DOF in the substructure, that is Node 11(θ ), are displayed in Figure 3.16. It can be 

found that these two sets of responses are also almost overlapping which indicates 

that the reconstruction process is close to exact. 

Effect of Sampling Duration and Sampling Rate  

The sampling duration varies from 4.192s to 32.768s and the sampling rate 

varies from 250Hz to 2000Hz. Table 3.3 lists the average relative errors of the 

frequency spectrum in the reconstructed response results with different sampling 

duration and sampling rate settings in the substructure. The results show that when 

longer sampling duration or higher sampling rate are used, more accurate response 

reconstruction results would be obtained similar to the observations in Section 

3.4.1.1. 

Effect of Numbers of Measured Responses 

 The SP set 2 is used and Table 3.4 lists the average relative errors of the 

frequency spectrum in the reconstructed response results when different sampling 

duration and sampling rate settings are used. It can be noticed by comparing the 

errors in Tables 3.3 and 3.4 that the accuracy for response reconstruction with SP set 

1 is better than that with SP set 2. 

Effect of Noise in the Measured Responses 
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Measurements from SP set 1 with a duration of 16.384s and 1000Hz sampling 

rate are used in this study, and the simulated “measured” data with noise effect is 

low-pass filtered with a cutoff frequency of 100Hz. These filtered sensor data are 

used for response reconstruction in this substructure with Equation (3.16). The 

responses at the interface DOFs are also reconstructed. Figures 3.17 and 3.18 show 

the relative errors obtained with Equations (3.64) and (3.65) in the response 

reconstruction results under ZOH and FOH respectively at all the DOFs in the 

Unknown-set when 10% noise effect is included in the measurements. It can be seen 

from Figures 3.17 and 3.18 that most relative errors are less than 10%. Most large 

relative errors are also located at the rotational DOFs and the two largest ones are 

related to the rotational DOF of interface Nodes 11 and 34. Observations similar to 

Figures 3.11 and 3.12 are obtained since large noise effect has large influence on the 

response reconstruction. Analytical and reconstructed responses at Node 34(θ ) in 

frequency and time domain under FOH are shown in Figure 3.19. It may be 

concluded that good response reconstruction result can be obtained using the 

presented approach even with large noise level. 

Inspection of Figure 3.19(b) shows that the recovered time response after 3s is 

affected by the noise effect because of their small magnitude. Another computation 

on the relative error is performed for the first 3s of the recovered time response, 

which is 9.6% and is much smaller than that shown in Figure 3.18 indicating a much 

higher accuracy with the response reconstruction when there is significant vibration 

component. 

Case 2: When only the Finite Element Model of the Target Structure is 

Available 

The sampling duration and sampling rate are 16.384s and 1000Hz, respectively. 

The number of sensor measurements in the Known-set response vector should be 

equal or greater than the number of interface forces. Therefore eight sensors at Node 

12(x), 13(x), 13(y), 14(x), 15(y), 30(y), 31(x) and 33(x), noted as SP set 3, are 

placed in the substructure to record the dynamic acceleration responses which are 
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included in the Known-set response vector. The responses from the remaining DOFs 

of the substructure are included in the Unknown-set response vector. Responses 

under ZOH and FOH force approximations are recorded at the Known-set response 

locations, and Equation (3.18) is used to conduct the response reconstruction. IDFT 

is used to transform the reconstructed frequency domain responses into time domain. 

The relative errors between the analytical and recovered time domain responses are 

shown in Figure 3.20. The response reconstruction errors from ZOH responses are 

far larger than those from FOH responses. It can also be noted in Figure 3.20(a) that 

relative errors at the rotational DOFs of two interface nodes are much larger than 

those at other DOFs. Figure 3.20(b) shows the relative errors at DOFs of internal 

nodes of the substructure. The response reconstruction errors at translational x  and 

y  DOFs are less than 5% while the errors at rotational DOFs are large since no 

rotational measurement is included in the Known-set response vector. The relative 

errors from FOH responses are generally less than 5%.  

Effect of Sampling Duration and Sampling Rate 

The sampling duration varies from 4.192 to 32.768s and the sampling rate 

varies from 250 to 2000Hz. Table 3.5 lists the average relative errors between the 

analytical and reconstruction time domain responses. Note that the average relative 

error here is the mean value of relative errors from all DOFs of internal nodes of the 

substructure. More accurate response reconstruction results can be obtained when a 

longer sampling duration or a higher sampling rate is used. However, the accuracy in 

response reconstruction with a low sampling rate may not good.  

Effect of Noise in the Measured Responses 

 The sampling duration and sampling rate are 16.384s and 1000Hz, respectively. 

The response analysis under ZOH and FOH force approximations is performed and 

10% noise effect is included in the measurements. The noisy measured responses are 

low-pass filtered with a cutoff frequency of 100Hz. Then these filtered data are used 
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for the response reconstruction. Figure 3.21 shows the relative errors at DOFs of the 

internal nodes of the substructure. The errors at translational DOFs are around 10% 

while several relative errors at those rotational DOFs are large even up to 50%. This 

is probably because rotational information is difficult to reconstruct when no any 

rotational responses are used in the Known-set response vector. The largest error in 

all translational DOFs is at Node 32( x ) and it is 12.83% from ZOH responses and 

12.13% from FOH responses. Figure 3.22 shows the analytical and reconstructed 

responses in the first 2 seconds at Node 32( x ) with 10% noise included in the 

measurements. Good response reconstruction results can be obtained when there is 

significant vibration component close to the beginning of the excitation. When more 

measurements are included in the Measured-set response vector or a sensor 

placement configuration with optimal locations covering richer response information, 

a better accuracy on the reconstruction of responses at the rotational DOFs could be 

obtained.  

3.4.2 Response Reconstruction in Wavelet Domain 

3.4.2.1 Response Reconstruction in a Full Structure 

Response Reconstruction in Wavelet Domain 

SP set 1 in Section 3.4.1.1 is used and the responses from these six measurement 

locations are simulated as “measured” responses and included in the Known-set 

response vector ( )txk . The responses from the remaining DOFs are taken as the 

Unknown-set response ( )txu , which will be predicted using Equation (3.52) in the 

full structure. The accuracy in the response reconstruction results using approaches 

in the frequency and wavelet domains will be compared. They are named as 

“frequency domain method” and “wavelet domain method” respectively. 

When the response reconstruction process is performed with Equation (3.52) in 

wavelet domain, the dimensions of each matrix and vector are indicated in Equation 
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(3.50) and the dimensions of matrices DWT
kh&&  and DWT

uh&&  are rlmn ×  and rlsn × , 

respectively. Since six sensors are included in the Known-set response vector and 

there are one hundred and twenty DOFs in the Unknown-set, the numbers m , s  

(number of measurements in the Known-set and Unknown-set) are 6 and 120, 

respectively. The response data in the first one second is considered.  With a 

sampling rate of 1000Hz, n  equals to 1000. r  is the number of external 

excitation forces on the structure and is equal to 2. In this study, Daubechies 

8-coefficient wavelet is chosen as the basis functions in the DWT due to its 

orthogonality properties and fairly smooth interpolation nature (Robertson et al. 

1998). l  equals to 1029 when two-level discrete wavelet transform is conducted 

for the 1000-point signal record. Therefore, the dimensions of matrices DWT
kh&&  and 

DWT
uh&&  are 20586000×  and 2058120000 × , respectively. Due to the large size of 

these two matrices, the computation load for computing kuT  matrix in Equation 

(3.53) is high especially for the computation of the pseudo-inverse of matrix DWT
kh&& . 

The computation load would become much more intensive if a longer sampling 

duration or a higher sampling rate is used due to the increasing size of matrix DWT
keh&& . 

With consideration of available computation capacity, the case with one second data 

in the Known-set measurements is considered appropriate for response 

reconstruction using the wavelet domain method. 

Comparison of Reconstructed Responses from the Frequency and Wavelet 

Domain Methods 

The relative errors calculated from the first one second response data at all the 

DOFs of the Unknown-set in the structure are obtained from Equation (3.65).  The 

response reconstruction in the frequency domain is conducted with the FOH input 

approximation in the forward response computation while ZOH is used in the 

wavelet domain method. Figures 3.23(a) and 3.23(b) show the relative errors in 

response reconstruction results from frequency and wavelet domain methods, 
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respectively. It can be seen that the relative errors from wavelet domain method are 

far less than those from the frequency domain method. The relative errors for all 

DOFs in Figure 3.23(b) are less than 9105.1 −× % indicating that the proposed 

response reconstruction method in wavelet domain is very accurate. 

Effect of Number of Sampled Data and the Sampling Rate 

For the frequency domain method, the effect of total sampled data and sampling 

rate of the measurements are studied. The sampling duration is selected to vary from 

4.096s to 16.384s with a constant sampling rate of 1000Hz. In another study, the 

sampling rate is allowed to vary from 250Hz to 1000Hz with a constant sampling 

duration of 16.384s.  

However in the response reconstruction with wavelet domain method, an 

increase in the number of sampled data would significantly increase the size of 

matrix DWT
kh&&  and the computation load would become extremely intensive. 

Therefore, the sampling duration is limited to the first one second. The sampling rate 

is changing from 250Hz to 1000Hz. 

Table 3.6 lists the relative errors averaged over all the DOFs in the Unknown-set 

response vector from the frequency and wavelet domain methods. The frequency 

domain method is shown to give slightly better response reconstruction results when 

a longer sampling duration or a higher sampling rate is used. While for the wavelet 

domain method, the accuracy of response reconstruction is not obviously affected by 

the sampling rate, and it gives much accurate results than the frequency domain 

method. 

Effect of Number of Measured Responses 

SP set 2 sensor placement configuration defined earlier in this Chapter is used 

here. The relative errors in the response reconstruction from the frequency and 

wavelet domain methods with different sampling duration and sampling rate are 

listed in Table 3.7. It can be found by comparing the results in Tables 3.6 and 3.7 
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that the accuracy in response reconstruction with SP set 1 is slightly better than that 

with SP set 2.  

Effect of Noise in the Measured Responses 

Acceleration responses of the structure from SP set 1 are simulated “measured” 

with 10% noise effect added in the measurements. For frequency domain method, a 

sampling duration of 16.384s with a sampling rate 1000 Hz is used. The noisy data 

are low-pass filtered with a cutoff frequency of 100Hz and these filtered data are 

used for response reconstruction.  

Figure 3.24(a) and 3.24(b) show the relative errors in the response 

reconstruction results at all the DOFs in the Unknown-set response vector from 

frequency and wavelet domain methods respectively when 10% noise effect is 

considered in the measurements. It can be seen that all relative errors are less than 

5%. Most of the larger relative errors are located at the rotational DOFs, which may 

be due to the absence of rotational response in the Known-set response vector. The 

largest errors in the results from the frequency and wavelet domain method are 

respectively 4.44% and 4.72%. The analytical and reconstructed time domain 

responses at DOF 48, that is Node 16(θ ) from the frequency and wavelet domains, 

are shown in Figures 3.25(a) and 3.25(b). It is noted that good response 

reconstruction results can still be obtained using the proposed approach with 10% 

noise effect. 

3.4.2.2 Response Reconstruction in a Substructure 

Case 1: When the Finite Element Model of the Full Structure is Available 

Comparison of Reconstructed Responses from the Frequency and Wavelet 

Domain Methods 

When the response reconstruction process is performed with Equation (3.57) in 

the wavelet domain, the dimensions of each matrix and vector are indicated in 
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Equation (3.55), and the dimensions of matrices e
kuT  and I

kuH  are mnsn×  and 

qlsn× , respectively. SP1 set 1 sensor placement is used here and response data in 

the first one second with a sampling rate of 1000Hz is considered. Therefore, the 

dimensions of matrices DWT
ueh&&  and DWT

keh&&  are 205836000×  and 20586000× , 

respectively. Figures 3.26(a) and 3.26(b) show the relative errors in response 

reconstruction results from the frequency and wavelet domain methods, respectively. 

It can be seen that the relative errors from wavelet domain method are far less than 

those from frequency domain method. The relative errors for all DOFs in Figure 

3.26(b) are less than 94 10−× % indicating that the proposed response reconstruction 

method in wavelet domain is very accurate. The maximum relative error in both 

Figures 3.26(a) and 3.26(b) is at the last DOF of the substructure, which is Node 

34(θ ). Figure 3.27 shows the analytical and reconstructed time domain responses 

with the frequency and wavelet domain methods at Node 34(θ ) and it is noted that 

the analytical and reconstructed responses are almost overlapping. 

Effect of Number of Sampled Data and the Sampling Rate 

 Table 3.8 lists the relative errors averaged over all the DOFs in the Unknown-set 

response vector using the frequency and wavelet domain methods. The frequency 

domain method is shown to give slightly better response reconstruction results when 

a longer sampling duration or a higher sampling rate is used. While for wavelet 

domain method, the accuracy of response reconstruction is not obviously affected by 

the sampling rate, and it generally gives much accurate results than the frequency 

domain method. 

Effect of Number of Measured Responses 

SP set 2 sensor placement configuration with three sensors is considered. The 

relative errors in the response reconstruction from the frequency and wavelet domain 

methods with different sampling durations and sampling rate are listed in Table 3.9. 
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Comparisons of Tables 3.8 and 3.9 show that both SP sets 1 and 2 exhibit similar 

accuracy in the reconstructed responses. It is also noted that more measurements in 

the Known-set with SP1 contribute a higher accuracy of response reconstruction 

from wavelet domain method. 

Effect of Noise in the Measured Responses 

Acceleration responses of the substructure from SP set 1 are “measured” for a 

sampling duration of 16.384s with a sampling rate 1000Hz. Note that 10% noise 

effect is included in the “measured” sensor responses. The “measured” responses 

including the noise effect are then low-pass filtered with a cutoff frequency of 

100Hz which is much higher than the frequency of interest in this study. These 

filtered data are then used for the response reconstruction. 

 Figure 3.28(a) and 3.28(b) show the relative errors in the response reconstruction 

results at all the DOFs in the Unknown-set response vector from the frequency and 

wavelet domain methods when 10% noise effect is considered in the measurements. 

It can be seen that all relative errors are less than 10%. Most of the larger relative 

errors are located at the rotational DOFs, which may be due to the absence of 

rotational response in the Known-set response vector. The largest errors in the 

results from the frequency and wavelet domain method are respectively 7.43% and 

7.30% and they are at the rotational DOF of interface Node 34. The analytical and 

reconstructed time domain responses at this DOF are shown in Figures 3.29(a) and 

3.29(b). It is noted that satisfactory response reconstruction results can still be 

obtained using the proposed approach with 10% noise effect. 

Case 2: When only the Finite Element Model of the Target Structure is 

Available 

Comparison of Reconstructed Responses from the Frequency and Wavelet 

Domain Methods 

SP set 3 defined in Section 3.4.1.2 is used to record the dynamic acceleration 
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responses which are included in the Known-set response vector. The responses from 

the remaining DOFs of the substructure are included in the Unknown-set response 

vector. Equation (3.61) is used to conduct the response reconstruction in the 

substructure. Figures 3.30(a) and 3.30(b) show the relative errors in response 

reconstruction results within the first second data from frequency and wavelet 

domain methods, respectively. The errors from frequency domain method at the 

rotational DOFs of two interface nodes are very large while errors at those DOFs of 

internal nodes are less than 5%. It is noted that relative errors from wavelet domain 

method at all the DOFs of the substructure are less than 7108 −× .  

Effect of Number of Sampled Data and the Sampling Rate 

Table 3.10 lists the relative errors averaged over all the DOFs in the 

Unknown-set response vector using frequency and wavelet domain methods. The 

adaptation of a higher sampling rate will give a better accuracy of the response 

reconstruction from frequency domain method. While for wavelet domain method, 

the accuracy of response reconstruction is not obviously affected by the sampling 

rate, but it gives much accurate results than the frequency domain method. 

Effect of Noise in the Measured Responses 

10% noise effect is included in the measurements. The noisy measured 

responses are low-pass filtered with a cutoff frequency of 100Hz. Then these filtered 

data are used for the response reconstruction. Figure 3.31 shows the relative errors at 

DOFs of internal nodes of the substructure. The errors at translational DOFs are 

around 5% while several relative errors at rotational DOFs are large. The largest 

error in all translational DOFs is at Node 32( x ) and it is 5.34% from the frequency 

domain method and 5.14% from the wavelet domain method. Figure 3.32 shows the 

analytical and reconstructed responses within the first one seconds at Node 32( x ) 

when 10% noise effect is included in the measurements. Good response 

reconstruction results can be obtained. 
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3.5 Discussion and Summary 

 This Chapter presents the structural dynamic response reconstruction approaches 

in both the frequency and wavelet domains. They are called “frequency domain 

method” and “wavelet domain method”, respectively. The frequency response 

function in frequency domain or the unit impulse response function in wavelet 

domain is used to formulate the transmissibility matrix and conduct the response 

reconstruction in the full structure and in the substructure. A seven-storey plane 

frame structure is taken as an example to investigate the accuracy and efficiency of 

the proposed frequency and wavelet domain methods for structural response 

reconstruction. Numerical studies show that these two techniques were successfully 

used for response reconstruction in the full structure and in the substructure.  

(1) Response reconstruction in the full structure treats the applied excitations as 

unknown force vectors on the structure and the transmissibility matrix is 

formulated with frequency response function in frequency domain or unit 

impulse response function in wavelet domain to form the relationship between 

two sets of response vectors. The time-histories of the applied excitations are 

not required and the locations of these excitations should be assumed known. 

The FOH discrete force approximation is used in the forward response 

computation to improve the accuracy of the dynamic response analysis. 

Simulation studies show that response reconstruction using the frequency 

domain method with FOH discrete gives better response reconstruction results 

than that with ZOH.  

(2) Two cases for response reconstruction in a substructure are considered. The first 

case assumes that the interface forces are available either from measurement or 

from computation from the full finite element model of the structure. The 

external excitations on the structure are used in the dynamic response analysis 

and then the interface forces are obtained from the finite element analysis of the 

full structure. The second case eliminates this restraint with only the finite 

element model of the substructure available in the response reconstruction 
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process. The interface forces are treated as the input excitations to the 

substructure. The transmissibility matrix is formulated using the frequency 

response function or unit impulse response function from the finite element 

model of the substructure.  

It is found that more accurate response reconstruction results can be obtained 

from the frequency domain method when a longer sampling duration or a higher 

sampling rate is used, while the accuracy of response reconstruction from wavelet 

domain method is not subject to the sampling duration and sampling rate. More 

measurements in the Known-set response vector would contribute to a higher 

accuracy of reconstruction. For the noise-free case, the relative errors in the response 

reconstruction results from wavelet domain method are far less than those from 

frequency domain method. For the case when the measurements are included the 

noise effect, similar accuracies of response reconstruction are obtained from both the 

frequency and wavelet domain methods. It is observed that good response 

reconstruction results are obtained when there is significant vibration component in 

the response close to the beginning of excitation. It should also be noted that the 

selection of sensor numbers and locations may affect the accuracy in the response 

reconstruction results and this issue will be examined in future work.  
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Table 3.1: Errors (%) in the response reconstruction with different sampling duration 

and rate in frequency spectrum in a full structure (SP set 1)  

Sampling Duration (s) 

(Sampling rate=1kHz) 
4.096 8.192 16.384 32.768 

ZOH 1.34 0.83 0.81 0.81 
Average error (%) 

FOH 0.84 0.15 0.1 0.1 

Sampling Rate (Hz) 

(Sampling duration = 16.384s)
250 500 1000 2000 

ZOH 13.76 3.41 0.81 0.2 
Average error (%) 

FOH 1.17 0.33 0.1 0.04 

 

 

Table 3.2: Errors (%) in the response reconstruction with different sampling duration 

and rate in frequency spectrum in a full structure (SP set 2) 

Sampling Duration (s) 

(Sampling rate=1kHz) 
4.096 8.192 16.384 32.768 

ZOH 1.94 1.45 1.43 1.43 
Average error (%) 

FOH 0.93 0.17 0.12 0.12 

Sampling Rate (Hz) 

(Sampling duration = 16.384s)
250 500 1000 2000 

ZOH 16.54 5.52 1.43 0.36 
Average error (%) 

FOH 1.49 0.36 0.12 0.04 
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Table 3.3: Errors (%) in the response reconstruction with different sampling duration 

and rate in frequency spectrum in a substructure (SP set 1)  

Sampling Duration (s) 

(Sampling rate=1kHz) 
4.096 8.192 16.384 32.768 

ZOH 3.52 0.85 0.48 0.45 
Average error (%) 

FOH 3.65 0.69 0.23 0.17 

Sampling Rate (Hz) 

(Sampling duration = 16.384s)
250 500 1000 2000 

ZOH 7.58 1.86 0.48 0.23 
Average error (%) 

FOH 3.18 0.62 0.23 0.21 

 

 

Table 3.4: Errors (%) in the response reconstruction with different sampling duration 

and rate in frequency spectrum in a substructure (SP set 2)  

Sampling Duration (s) 

(Sampling rate=1kHz) 
4.096 8.192 16.384 32.768 

ZOH 4.38 1.62 1.38 1.37 
Average error (%) 

FOH 4.18 0.76 0.25 0.2 

Sampling Rate (Hz) 

(Sampling duration = 16.384s)
250 500 1000 2000 

ZOH 14.9 5.75 1.38 0.42 
Average error (%) 

FOH 3.64 0.65 0.25 0.23 
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Table 3.5: Errors (%) in the response reconstruction with different sampling duration 

and rate in time domain in a substructure 

Sampling Duration (s) 

(Sampling rate=1kHz) 
4.096 8.192 16.384 32.768 

ZOH 3.44 3.34 3.33 3.33 
Average error (%) 

FOH 0.97 0.57 0.55 0.55 

Sampling Rate (Hz) 

(Sampling duration = 16.384s)
250 500 1000 2000 

ZOH 38.36 13.59 3.33 0.85 
Average error (%) 

FOH 8.47 1.92 0.55 0.19 

 

 

Table 3.6: Errors (%) in the response reconstruction in the first second from SP set 1 

Sampling Duration (s) 
(Sampling Rate = 1000 Hz) 

Sampling Rate (Hz)  
(Sampling Duration = 16.384 s) 

 

4.096 8.192 16.384 250 500 1000 
Error (%) 

from 
Frequency 
Domain 
Method 

0.84 0.15 0.1 1.17 0.33 0.1 

   Sampling Rate (Hz)  
(Sampling Duration = 1.0 s)   

 1.0  250 500 1000 
Error (%) 

from Wavelet 
Domain 
Method 

 1.87×10-10  5.28×10-11 9.04×10-11 1.87×10-10
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Table 3.7: Errors (%) in the response reconstruction in the first second from SP set 2 

Sampling Duration (s) 
(Sampling Rate = 1000 Hz) 

Sampling Rate (Hz)  
(Sampling Duration = 16.384 s) 

 

4.096 8.192 16.384 250 500 1000 
Error (%) from 

Frequency 
Domain 
Method 

0.93 0.17 0.12 1.49 0.36 0.12 

   Sampling Rate (Hz)  
(Sampling Duration = 1.0 s)   

 1.0  250 500 1000 
Error (%) from 

Wavelet 
Domain 
Method 

 1.32×10-9  1.02×10-8 1.59×10-8 1.32×10-9

 

 

Table 3.8: Errors (%) in the response reconstruction in the first second from SP set 1 

Sampling Duration (s) 
(Sampling Rate = 1000 Hz) 

Sampling Rate (Hz)  
(Sampling Duration = 16.384 s) 

 

4.096 8.192 16.384 250 500 1000 
Error (%) from 

Frequency 
Domain 
Method 

3.45 0.74 0.31 4.66 0.86 0.31 

   Sampling Rate (Hz)  
(Sampling Duration = 1.0 s)   

 1.0  250 500 1000 
Error (%) from 

Wavelet 
Domain 
Method 

 7.82×10-8  7.65×10-8 7.27×10-8 7.82×10-8
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Table 3.9: Errors (%) in the response reconstruction in the first second from SP set 2 

Sampling Duration (s) 
(Sampling Rate = 1000 Hz) 

Sampling Rate (Hz)  
(Sampling Duration = 16.384 s) 

 

4.096 8.192 16.384 250 500 1000 
Error (%) 

from 
Frequency 
Domain 
Method 

3.41 0.71 0.30 4.90 0.86 0.30 

 Sampling Rate (Hz)  
(Sampling Duration = 1.0 s)   

 1.0  250 500 1000 
Error (%) 

from Wavelet 
Domain 
Method 

 2.40×10-6  6.95×10-6 4.26×10-6 2.40×10-6

 

 

Table 3.10: Errors (%) in the response reconstruction in the first second 

Sampling Duration (s) 
(Sampling Rate = 1000 Hz) 

Sampling Rate (Hz)  
(Sampling Duration = 16.384 s) 

 

4.096 8.192 16.384 250 500 1000 
Error (%) from 

Frequency 
Domain 
Method 

4.80 3.45 3.31 37.76 10.21 3.31 

 Sampling Rate (Hz)  
(Sampling Duration = 1.0 s)   

 1.0  250 500 1000 
Error (%) from 

Wavelet 
Domain 
Method 

 3.1×10-8  0.099 3.22×10-5 3.1×10-8 
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Figure 3.1: Example of a substructure 

 

 

 
Figure 3.2: FOH and ZOH force approximations 
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Figure 3.3: Finite element model of the frame structure 

 

 

Figure 3.4: A schematic excitation force )(tp  
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Figure 3.5: Time domain responses at sensor location Node 15(x) with ZOH and 

FOH force approximations 

 

 

6 12 18 24 30 36 42 48 54 60 66 72 78 84 90 96 102 108 114 120 126
0   

1

2

3

4

5

6

DOF Number

R
el

at
iv

e 
Er

ro
r (

%
)

 

 

ZOH
FOH

 
Figure 3.6: Relative errors of response reconstruction in frequency domain with 

“ZOH” and “FOH” responses 
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Figure 3.7: Relative errors of response reconstruction in time domain with FOH 

responses 
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Figure 3.8: Analytical and reconstructed frequency and time domain responses at 

Node 16(y) 
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Figure 3.9: Simulated “measured” acceleration response at sensor location Node 

15(x) under ZOH with 10% noise 
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Figure 3.10: Simulated “measured” acceleration response at sensor location Node 

15(x) under FOH with 10% noise 
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Figure 3.11: Relative errors in the response reconstruction results under ZOH with 

10% noise in the measurements 
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Figure 3.12: Relative errors in the response reconstruction results under FOH with 

10% noise in the measurements 
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Figure 3.13: Analytical and reconstructed responses in frequency and time domain at 

Node 21(θ ) 

 

 

0 6 12 18 24 30 36 42
0

0.5

1

1.5

2

DOF Number in the substructure

R
el

at
iv

e 
Er

ro
r (

%
)

 

 

ZOH
FOH

 

Figure 3.14: Relative errors of response reconstruction in the substructure in 

frequency domain with “ZOH” and “FOH” responses 
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Figure 3.15: Relative errors of response reconstruction in the substructure in time 

domain with “FOH” responses 
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Figure 3.16: Analytical and reconstructed frequency and time domain responses in 

the substructure at Node 11(θ ) 
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Figure 3.17: Relative errors in the response reconstruction results in the substructure 

under ZOH with 10% noise in the measurements 
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Figure 3.18: Relative errors in the response reconstruction results in the substructure 

under FOH with 10% noise in the measurements 
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Figure 3.19: Analytical and reconstructed responses in frequency and time domain in 

the substructure at Node 34(θ ) 
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(a) Full DOFs in the substructure
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Figure 3.20: Relative errors of response reconstruction in the substructure in time 

domain with ZOH and FOH responses 
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Figure 3.21: Relative errors of response reconstruction in the substructure in time 

domain with ZOH and FOH responses with 10% noise 
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(a) Response reconstruction from ZOH responses
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Figure 3.22: Analytical and reconstructed responses in time domain at Node 32( x ) 

under 10% noise  
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Figure 3.23: Relative errors of response reconstruction in the full structure in the 

time domain 
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(a) Frequency domain method
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Figure 3.24: Relative errors in the response reconstruction results under 10% noise 
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(a) Frequency domain method
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Figure 3.25: Analytical and reconstructed time domain responses at Node 16(θ ) 

under 10% noise 
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Figure 3.26: Relative errors of response reconstruction in time domain 
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Figure 3.27: Time domain analytical and reconstructed responses at Node 34(θ ) 
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Figure 3.28: Relative errors of response reconstruction in time domain in the 

substructure under 10% noise 
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(a)  Frequency domain method
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Figure 3.29: Analytical and reconstructed time domain responses at Node 34(θ ) 

under 10% noise 
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Figure 3.30: Relative errors in the response reconstruction results 
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Figure 3.31: Relative errors in the response results in the substructure under 10% 

noise  
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Figure 3.32: Analytical and reconstructed responses in time domain at Node 32( x ) 

under 10% noise 
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CHAPTER 4  

SUBSTRUCTURAL CONDITION ASSESSMENT 

4.1 Introduction 

 It has been demonstrated in Chapter 3 that the transmissibility matrix between 

two sets of response vectors could be formulated and used to conduct the structural 

response reconstruction in a full structure and in a substructure by using frequency 

and wavelet domain methods. The response reconstruction in the wavelet domain is 

recommended to avoid the errors in the FFT process, such as leaking, end effect and 

aliasing.  

 The Fourier transform is advantageous in capturing frequency characteristics 

while the wavelet expansion preserves the temporal properties of a signal record 

during both the forward and inverse wavelet transforms. It has been reported (Alvin 

et al. 2003) that the deconvolution using the wavelet domain method for system 

identification show advantages over that using the frequency or time domain method 

since the wavelet domain method does not exhibit the rank-deficiency or 

ill-conditioning in the computation of pseudo-inverse of a matrix, and this is a key 

attribute of the wavelet analysis methods.  

Existing structural damage identification approaches suffer from disadvantages 

with a large full-scale structure in the following areas: (a) There will be a large 

number of system DOFs and unknown parameters in the identification which is in 

contrast to the small number of measurements obtained from the structure in practice; 

(b) Structural identification is inherently an ill-conditioned inverse problem. The 

numerical difficulty to achieve computation convergence increases dramatically with 

the large number of unknown parameters in a full-scale structure. The computation 

effort would also increase tremendously with the large system matrices in both the 

forward and backward analysis; and (c) The uncertainty with the boundary 
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conditions, material and physical parameters increases with the scale of a structure. 

It is often difficult to have a close to accurate finite element model of a large-scale 

structure for the system identification. Inclusion of incorrect boundary conditions 

into the inverse analysis will introduce errors in the identified results. With 

consideration of the above three deficiencies in existing approaches, it is desirable to 

have the damage identification conducted basing on a target substructure only 

without information of the rest of the structure. A large and complex structural 

system can then be divided into smaller substructures for independent studies one at 

a time in the inverse analysis. 

 In this Chapter, a substructural damage identification approach based on the 

response reconstruction techniques in frequency and wavelet domains is proposed. 

The responses and forces at the interface DOFs are not required. The dynamic 

response sensitivity-based method is used to formulate the damage identification 

algorithm in the target substructure, and local damage is identified as the change in 

the elemental stiffness factors. Numerical studies will be conducted to validate the 

correctness and effectiveness of the proposed substructural damage identification 

approach.  

4.2 Substructural Damage Identification Based on the 

Response Reconstruction in Frequency Domain 

4.2.1 Theoretical Formulation 

4.2.1.1 Substructural Response Reconstruction 

The response reconstruction procedure for the scenario with only the finite 

element model of the target substructure available described in Section 3.2.2.2, is 

used here and it will be briefly introduced. The measured responses from the 

damaged substructure are divided into two sets, noted as the First-set response 

vector ( )tx1&&  and the Second-set response vector ( )tx2&&  respectively in this Chapter. 
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The Second-set response vector is going to be reconstructed from the First-set 

response vector with the frequency domain method. The two sets of response vectors 

will be transformed in frequency domain and defined in terms of Equation (3.11) as 

follows, 

( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )⎩

⎨
⎧

+=
+=

ωωωωω
ωωωωω

I
I
ae

e
a
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ae

e
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FHFHX
FHFHX

222

111

&&

&&
               (4.1) 

 Equation (3.18) will be rewritten as, 

( ) ( ) ( ) ( ) ( )ωωωωω e
e

r FHXTX 121122 += &&&&                (4.2) 

in which,  

( ) ( ) ( )( )+= ωωω I
a

I
a HHT 1212                  (4.3a) 

( ) ( ) ( )ωωω e
a

e
a

e HTHH 112212 −=                (4.3b) 

The external excitation forces on the substructure are assumed known in this 

study and its Fourier transform ( )ωeF  is then obtained. Transformation matrix 

( )ω12T  and matrix ( )ωeH12  in Equation (4.2) are obtained by using the FRF 

matrices obtained from the finite element model of the substructure with Equation 

(3.4) without knowledge of the rest of the structure. The number of measurements in 

the First-set response vector should at least equal or larger than the number of 

interface forces on the substructure to make sure that the pseudo-inverse ( )( )+ωI
aH1  

in Equation (4.3a) exists. The reconstructed frequency domain response ( )ωrX 2
&&  

could be recovered into time domain ( )tx r2&&  by using the IDFT. 

4.2.1.2 Substructural Damage Identification 

For those condition assessment approaches which need an initial analytical 

finite element model, the parametric model updating methods for damage 

identification are popular because they keep the structural connectivity and the 

physical meaning of the stiffness matrix is clear. The initial finite element model is 

updated to match the predicted and measured vibration properties or vibration 
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responses as closely as possible. In this study, a sensitivity-based finite element 

model updating method is used for substructural damage identification. The damage 

is assumed only related to a stiffness reduction such as a change in the elastic 

modulus. The mass matrix is assumed to be unchanged before and after the damage. 

The elemental stiffness factors in the initial intact substructural finite element model 

are iteratively updated to have the reconstructed responses matching with those 

measurements under the damaged state. 

Damage Model 

Linear damage assumption is adopted in this study, i.e., the initially 

linear-elastic structure is assumed remaining linear-elastic after the damage. The 

damaged substructural system stiffness matrix dK  can be expressed as,  

∑∑
==

Δ+==
n

i
ii

n

i
iid KKK

11

)1( αα                   (4.4) 

where, iK , iα  are the i th elemental stiffness matrix in the intact state and the 

i th elemental stiffness factor in the damage state, respectively. Therefore, iαΔ  

represents the extent of stiffness reduction of the i th element.  

Damage Identification Algorithm 

The objective function of the damage identification algorithm is defined as the 

difference between two sets of response vectors 

( ) ( )
222 txtxf rmobj &&&& −=                        (4.5) 

where, ( )tx m2&&  is the measured Second-set response vector from the substructure in 

the damaged state. ( )tx r2&&  is the reconstructed Second-set response vector from the 

measured First-set response vector. The wavelet transform coefficients of the 

measured and reconstruction responses can also be included in Equation (4.5) as the 

objective function. However, Equation (4.5) gives a clear physical meaning with 
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matching of the measured and reconstruction responses as closely as possible in the 

optimized results. The vector iα  of substructural elemental stiffness factors is then 

iteratively updated by minimizing the objective function such that the reconstructed 

response vector ( )tx r2&&  can match the measured response vector ( )tx m2&&  well.  

 The dynamic response sensitivity-based model updating method (Lu and Law 

2007) without considering the second- and higher-order effects is adopted here with  

[ ]{ } { } { } { }rm xxxS 22 &&&&&& −=Δ=Δα                 (4.6) 

where, αΔ  is the perturbation of the vector of substructural elemental stiffness 

factors, [ ]S  is the sensitivity matrix of the response ( )tx r2&&  with respect to the 

substructural elemental stiffness factors. The objective function in Equation (4.5) is 

an implicit function with respect to the substructural elemental stiffness factors. It 

has been verified that the numerical sensitivity matrix can also be used for model 

updating effectively (Zivanovic et al. 2007), and thus the sensitivity matrix [ ]S  is 

obtained using numerical finite difference method (Morton and Mayers 2005). It is 

noted that the number of equations in Equation (4.6) should be larger than the 

number of unknown elemental stiffness parameters to make sure that the 

identification equation is over-determined. 

Adaptive Tikhonov regularization 

The adaptive Tikhonov regularization method has been proposed to improve the 

damage identification results by separating all the structural elements to be assessed 

into two categories of possible damaged elements and intact elements from results 

obtained in the previous iteration. The perturbations of elemental stiffness reduction 

factors of the possible damaged elements in each iteration are then limited to a small 

range and the reduction factors of other elements are restrained close to zeros. It has 

been shown that the adaptive Tikhonov regularization has obvious advantage over 

the traditional Tikhonov regularization with less false positives and false negatives 

especially when relatively high noise level exists in the measurements. On the other 
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hand, the adaptive Tikhonov regularization can give results without divergence 

although with a slower convergence speed. The adaptive Tikhonov regularization 

technique is used in this study to obtain the solution vector αΔ  from Equation 

(4.6). The implementation of the adaptive Tikhonov regularization can be referred to 

(Li and Law 2010). 

Iterative Damage Detection Procedure 

Acceleration measurements from the substructure in the damaged state will be 

used to identify the substructural elemental stiffness factors iα  iteratively. Initially 

it is assumed that each elemental stiffness factor of the analytical substructural finite 

element model is equal to unity. An updated finite element model is assumed to be 

available as a reference model for the following iterative procedure of damage 

identification. 

Step 1: Measure the dynamic acceleration responses at the First-set ( ){ }tx m1&&  and 

Second-set ( ){ }tx m2&&  measurement DOFs from the substructure in the 

damaged state. These responses are transformed in to frequency domain. 

Step 2: Compute the acceleration FRF matrices ( )ωeH  and ( )ωIH  from Equation 

(3.4) with the finite element model of the substructure for the external 

excitation forces and interface forces, respectively.  

Step 3: Calculate the matrices ( )ω12T  and ( )ωIH12  from Equations (4.3a) and 

(4.3b). Then the reconstructed Second-set response vector ( ){ }ωrX 2
&&  is 

obtained from Equation (4.2) and then recovered in to time domain using 

IDFT. 

Step 4: The response difference vector { }x&&Δ  is computed between the Second-set 

measured response vector ( ){ }tx m2&&  in Step 1 and the reconstructed 

Second-set response vector ( ){ }tx r2&&  in Step 3. The sensitivity matrix [ ]S  of 
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the response ( )2x t&& with respect to substructural elemental stiffness factors is 

obtained using the numerical finite difference method. 

Step 5: Obtain the perturbation vector of substructural elemental stiffness factors 

{ }αΔ  from Equation (4.6) with the adaptive Tikhonov regularization 

technique. 

Step 6: The vector of substructural elemental stiffness factors is iteratively updated 

with ααα Δ+=+ ii 1  for the next iteration. Repeat Steps 2 to 5 until the 

following convergence criterion is satisfied.  

Tolerance
i

ii ≤
−+

2

21

α
αα

                (4.7) 

 where i  denotes the i th iteration.  

 In the above-mentioned iterative scheme for the proposed substructural damage 

identification approach, it should be noticed that: (a) The information of the 

responses and forces at the interface DOFs of the substructure are not necessarily 

required; (b) The finite element model of the intact target substructure and a limited 

set of acceleration measurements from the damaged substructure are needed in the 

damage identification; (c) Only the elemental stiffness factors of the target 

substructure are formulated in the identification algorithm resulting in a much 

reduced dimension in the inverse problem; (d) Information such as the finite element 

model and measurements from the rest of the structure other than the target 

substructure is not required in the identification. 

4.2.2 Numerical Simulation 

 The same frame structure in Figure 3.3 is used in this study to demonstrate the 

proposed substructural damage identification approach based on the response 

reconstruction in frequency domain. The element numbers in the substructure are 

shown in Figure 4.1. The excitation locations are the same and the two multi-sine 

excitation forces are 
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 Ten sensors are placed arbitrarily on the substructure, and they are divided into 

two sets, as listed in Table 4.1. The number of measurements in the First-set is eight 

and it is larger than the number of interface forces which is six. Two sensors are in 

the Second-set and they are placed along the x -direction because significant 

vibrations are observed in the horizontal direction of the frame structure. 15% 

damage and 10% damage are introduced in the 2nd and 4th elements of the 

substructure, respectively. The simulated “measured” responses from dynamic 

response analysis of the frame structure in the damaged state are used for 

identification. 10% noise effect is included in the acceleration measurements. 

4.2.2.1 Forward Response Reconstruction 

 Damage is introduced in the structure as a reduction of elastic modulus in a 

specific element. FOH discrete is used in the response analysis and the analytical 

responses at the First- and Second-sets sensor locations are obtained from Equation 

(3.1). The sampling duration is 36.768s with a sampling rate of 1000Hz in order to 

have the responses damp out to close to zero and the sampled data is long enough to 

have a power of two for FFT. Figure 4.2 shows the dynamic acceleration response at 

sensor location Node 15(x). The reconstructed Second-set response vector is 

obtained from Equation (4.2) and IDFT is used to recover the time domain response 

from frequency domain. No measurement noise is added in the measurements for 

this study. Figures 4.3(a) and 4.3(c) shows the true and reconstructed responses at 

the two sensor locations in the Second-response vector, respectively. The difference 

vectors ( ) ( )( )txtx urtrue &&&& −  between the true and reconstructed responses of these two 

sensors are shown in Figures 4.3(b) and 4.3(d). The two reconstructed responses 

match the true responses well and the relative errors in the first second response data 
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of the sensors in the Second-set response vector are 0.05% and 0.14%, respectively.  

4.2.2.2 Damage Identification Results 

Measurements with noise effect are low-pass filtered with a cutoff of 100Hz. 

The response data from sensors in the Second-set within the first 0.5s are used for 

identification. The number of identification equation is 10005002 =×  and it is far 

larger than the unknown elemental stiffness parameters in the substructure which is 

14. Measurements without and with 10% noise effect are used for damage 

identification. Table 4.2 lists the associated information on convergence of the 

iterative procedure. The damage identification results are shown in Figure 4.4. The 

tolerance is taken as 3100.1 −×  for both noise-free and noise cases in this study, 

respectively. For the noise-free case, the identified extents of local damage in 2nd and 

4th elements are 14.70% and 9.63%, respectively. They are close to true values but 

are not exactly equal to those true assumed damage extents due to the error existing 

in the forward response reconstruction in the frequency domain, as indicated in 

Figure 4.3. For the case with 10% noise effect, the measurement noise has a large 

influence on the identification results. The identified extents in 2nd and 4th elements 

are 12.30% and 8.32%, respectively. It should be noticed that several false positives 

exist in the identification results in adjacent elements of damaged areas, such as the 

3rd element, due to the noise effect. An optimal selection of sensor number and 

placement in the First-set and Second-set response vector may exist and give better 

identification results.  

It can be noticed from Figures 3. 20 and 3.21 that several large relative errors 

are observed at the rotational DOFs. However, the damage in the substructure can be 

identified effectively. The accuracy of damage identification depends on the 

accuracy of the response reconstruction process, and the accuracy of reconstruction 

at the translation DOFs is good. Since only responses at the translation DOFs in the 

x -direction are included for identification, then good damage identification results 

will be obtained. 
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4.2.2.3 Effect of Model Errors on the Identification Results 

The influence of model errors in the stiffness parameters of the finite element 

model on the identification results is investigated. Other model error sources, such 

as uncertainties in the support stiffness, the mesh and element type in the finite 

element analysis and mass matrix, etc, are not considered in this study. It is assumed 

that the initial finite element model corresponds to a normal random distribution of 

the elastic modulus (Furukawa et al. 2006) with a mean of MPa4105.3 ×  and a 

coefficient of variation equal to 3%. 15% and 10% damage are introduced in the 2nd 

and 4th elements of the frame structure. The damage identification results with the 

initial mode errors in the stiffness of the finite element model of the structure are 

shown in Figure 4.5. The identified extents of local damage in the 2nd and 4th of the 

element in the substructure are identified as 11.17% and 10.02%, 12.99% and 8.94% 

from measurements without and with noise effect, respectively. It should be noticed 

that the identified damage in the substructure with measurements without noise 

effect are not exact to the simulated values as the initial mode errors may affect the 

identification results as well as the error in the response reconstruction from 

frequency domain method. Several large false positives and false negatives exist in 

the identification results due to both large measurement noise effect and the initial 

model errors in the finite element model when the 10% noise effect is included in 

the measurements. 

4.2.2.4 Effect of Sampling Rate on the Identification Results 

The effect of sampling rate on the identification results will be investigated. The 

sampling rate is changed to 500Hz and other settings are not changed. Figure 4.6 

shows the identification results from measurements with 500Hz sampling rate. The 

identified extents in 2nd and 4th element are 13.74% and 8.44% for the noise-free 

case, and 13.09% and 12.20% for the case with the 10% noise effect. A comparison 

of Figures 4.4 and 4.6 shows that the identification results from measurements with 
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1000Hz sampling rate are better than those with 500Hz sampling rate since more 

identification equations are provided in the identification with a higher sampling rate. 

The sensitivity vectors of the interface elements are far smaller than those of other 

elements instead of interface ones. Then the identified stiffness changes in these 

interface elements would be very small and close to zero. 

4.3 Substructural Damage Identification Based on the 

Response Reconstruction in Wavelet Domain 

4.3.1 Theoretical Formulation 

4.3.1.1 Unit Impulse Response Function under Support Excitation 

The equation of motion of a damped N DOFs structural system under support 

excitation is given as: 

 [ ]{ } [ ]{ } [ ]{ } [ ][ ] ( )txLMtxKtxCtxM s&&&&& −=++ )()()(  (4.8) 

where, ( )txs&&  is the support excitation acceleration record; L  is the mapping 

vector relating the support input to the corresponding DOFs of the structure.  

 When sx&&  is an unit impulse acceleration, Equation (4.8) can be written as: 

  [ ]{ } [ ]{ } [ ]{ } [ ][ ] ( )tLMtxKtxCtxM δ−=++ )()()( &&&   (4.9) 

Assuming the system has zero initial conditions before the occurrence of the unit 

impulse acceleration excitation, the forced vibration state under the unit impulse 

support excitation can be represented by a free vibration state with the following 

initial conditions (Li and Law 2008b): 
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in which, Sh , Sh&  and Sh&&  are the unit impulse displacement, velocity and 

acceleration vectors under the support excitation, respectively. Using the 
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time-stepping integration method such as Newmark method, the unit impulse 

function can be obtained from the analytical finite element model. 

 When the structure is excited under the support excitation, the input-output 

relationship can also be built up in the wavelet domain in terms of the procedures 

from Equations (3.40) to (3.48) and it can be expressed as, 

  )1()()1( ××× = rl
DWT

Srln
DWT
Slnl fhx &&&&   (4.11) 

where DWT
Slh&&  is the discrete wavelet transform of unit impulse acceleration matrix 

under the support excitation Slh&& . DWT
Sf  is the discrete wavelet transform of the 

support excitation acceleration record sx&& . 

4.3.1.2 Response Reconstruction in a Substructure with the UIR 

function 

The response reconstruction procedure in a substructure from the wavelet 

domain method for the scenario with only the finite element model of the target 

substructure available described in Section 3.3.3.2 is used here and it will be briefly 

introduced. The dynamic acceleration response of the substructure can be 

represented in the wavelet domain as, 
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e FhFhtx &&&&&& +=                  (4.12) 

The measured responses from the substructure under the damaged state are 

divided into two sets, noted as the First-set response vector ( )tx1&&  and the 

Second-set response vector ( )tx2&&  respectively. They are defined in the wavelet 

domain as follows, 
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in which, m , s , n , r , q  and l  are the number of measurements in the 

First-set response vector, the number of measurements in the Second-set response 
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vector, the number of sampled data points in each measurement, the number of 

external excitation forces, the number of interface forces and the number of wavelet 

coefficients in the wavelet transform, respectively. 

When the number of measurements in the First-set is at least equal or larger than 

the number of interface forces on the substructure, the following equation can be 

obtained from the first row of Equation (4.13),  

( ) ( )( )DWT
e

DWT
e

DWT
I

DWT
I FhtxhF 111

&&&&&& −=
+

                (4.14) 

Substituting Equation (4.14) into the second row of Equation (4.13), we have, 

( ) ( ) DWT
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where,  
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e

e hThH 112212
&&&& −=                     (4.16b) 

The external excitation forces on the substructure are assumed known in this 

study and its discrete wavelet transform DWT
eF  is then obtained. Transformation 

matrix IT12  and matrix eH12  in Equation (4.16) are obtained from the unit impulse 

response function matrix from Equation (4.10) with the finite element model of the 

substructure. It should be noticed that the number of measurements in the First-set 

response vector should at least equal or larger than the number of interface forces on 

the substructure to make sure that the pseudo-inverse ( )+DWT
Ih1  in Equation (4.16a) 

exists. Therefore the Second-set response vector ( )tx r2&&  can be reconstructed from 

the First-set response vector ( )tx1&&  in the substructure from Equation (4.15). For the 

case with the structure subject to support motion excitation, DWT
eF  is the discrete 

wavelet transform of support excitation input record. The support excitations are 

assumed to be measured in this study.  
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4.3.1.3 Substructural Damage Identification 

 The same objective function and sensitivity-based damage identification method 

in Section 4.2.1.2 are used. The adaptive Tikhonov regularization is also used to 

improve the identification results when measurements are included with noise effect. 

The computation procedure for the substructural damage identification based on the 

response reconstruction in wavelet domain is,  

Step 1: Measure the dynamic acceleration responses at the First-set ( ){ }tx m1&&  and 

Second-set ( ){ }tx m2&&  measurement DOFs from the substructure under the 

damaged state. 

Step 2: Compute the unit impulse response function matrices eh&&  and Ih&&  from 

Equation (4.10) for the external excitation forces and interface forces with 

the finite element model of the substructure, respectively when the 

substructure is subject to the support excitation.  

Step 3: Calculate the matrices IT12  and IH12  from Equations (4.16a) and (4.16b). 

Then the reconstructed Second-set response vector ( ){ }tx r2&&  is obtained from 

Equation (4.15). 

Step 4: The response difference vector { }x&&Δ  is computed between the Second-set 

measured response vector ( ){ }tx m2&&  in Step 1 and the reconstructed 

Second-set response vector ( ){ }tx r2&&  in Step 3. The sensitivity matrix [ ]S  of 

the response ( )2x t&& with respect to substructural elemental stiffness factors is 

obtained using the numerical finite difference method. 

Step 5: Obtain the perturbation vector of substructural elemental stiffness factors 

{ }αΔ  from Equation (4.6) with the adaptive Tikhonov regularization 

technique. 

Step 6: The vector of substructural elemental stiffness factors is iteratively updated 
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with ααα Δ+=+ ii 1  for the next iteration. Repeat Steps 2 to 5 until the 

following convergence criterion is satisfied.  

Tolerance
i

ii ≤
−+

2

21

α
αα

                        (4.17) 

 where i  denotes the i th iteration. The tolerance is taken as 1.0×10-4 in 

this study. 

In the above-mentioned iterative scheme for damage identification of the 

proposed method with incomplete information of the structure, the features are the 

same as those in the damage detection procedure based on the response 

reconstruction from frequency domain method in Section 4.2.1.2. 

4.3.2 Numerical Simulation 

Numerical studies on a simply-supported box-section girder structure are 

conducted to illustrate the accuracy and effectiveness of the proposed approach for 

substructural damage detection. The total length of the girder is 30m. The plan view 

and cross-section of the girder structure model are shown in Figures 4.7(a) and 

4.7(b), respectively. The Young’s modulus and mass density are respectively 

MPa4106.2 ×  and 3/2500 mkg .  

The finite element model of the girder consists of 66 nodes and 60 flat shell 

elements (Kwon and Bang 2000) with six DOFs at each node. The structural system 

has 396 DOFs in total. The girder is simply-supported at nodes 5, 6, 65 and 66 at the 

two ends of the deck, and restraints at the supports are represented by a large 

stiffness of 3×109 N/m. The first ten intact undamped structural natural frequencies 

are from 4.44 to 21.61 Hz. Rayleigh damping is assumed in this study and the 

damping ratios for the first two modes are taken as 012.0=ξ . The target 

substructure to be investigated in this study is shown in Figure 4.7(a) with 36 nodes 

and 30 elements and the six interface nodes are from Nodes 31 to 36. 

Forced excitation and ambient vibration excitation are commonly used for the 
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damage detection of real structures. The latter is a low energy level excitation under 

which most small damages would not show up in the assessment. Forced vibration 

requires sufficiently large energy to mobilize all the local damages of the structure in 

the vibration and it could be too large if artificially generated. We could take 

advantage of the earthquake excitation in the structural damage detection. In 

practical earthquake situations, structures are generally subject to both the horizontal 

and vertical seismic support excitations simultaneously. Therefore in this study, the 

bridge deck is assumed to be subject to El-Centro seismic excitations acting along 

both the x - and z -axis of the structure at the supporting nodes without any phase 

difference. The El-Centro seismic acceleration records are taken from the “PEER 

Strong Motion Database” at the University of California (PEER Strong Motion 

Database). Figures 4.8(a) and 4.8(b) show the seismic acceleration records sampled 

at 50Hz along the x - and z -axis, respectively. 

4.3.2.1 Model Condensation 

There are 36 interface forces acting on the target substructure at the six interface 

nodes from Nodes 31 to 36, as shown in Figure 4.7(a). Thus at least 36 measured 

accelerations are required in the First-set response vector as noted from Equations 

(4.14) and (4.15). However, it is normally not easy to provide such a large number of 

measurements in practice due to the cost of data acquisition. Therefore, it is 

necessary to reduce the number of interface forces and the number of required 

sensors for a more practical application of the proposed method. The Iterative 

Improved Reduction System (IIRS) method (Friswell et al. 1995) is used for model 

condensation of the substructure to reduce the number of interface forces. Such 

treatment on reducing the number of interface forces is also referred in (Law et al. 

2010). The slave DOFs should be those interface DOFs carrying smaller interface 

forces as the error of condensation would be smaller. In this study, the translational 

DOFs in the y -axis of all the six interface nodes are included in the master DOFs. 

Other interface DOFs, such as the translational DOFs along the x -, z -axis and 
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rotational DOFs of the interface nodes are taken as the slave DOFs since their 

corresponding interface forces are much smaller than those in the translational DOFs 

along the y -axis of interface nodes. Therefore, the 36 interface forces become six 

reduced interface forces in the y -direction of the six interface nodes. Ten iterations 

are found sufficient to converge in the IIRS method in this case. After the 

condensation is conducted, the impulse response function matrices DWT
eh1 , DWT

Ih1 , 

DWT
eh2  and DWT

Ih2  in Equation (4.13) are also obtained from the condensed 

substructural finite element model of the target substructure. 

4.3.2.2 Sensor Placement Configuration 

Two sensor placement configurations listed in Table 4.3, denoted as SP1 and 

SP2 in this Chapter respectively, are used to investigate the accuracy and 

effectiveness of the proposed method for damage identification of the substructure. 

The number of measurements in the First-set response vector is kept at ten which is 

larger than the number of reduced interface forces. The x -direction response under 

horizontal seismic excitation is larger than that in z -direction. In addition, the 

responses in y -direction are measured and they would be useful for the 

condensation when the 36 interface forces are reduced to 6 forces in the y -direction 

of the six interface nodes. Therefore, sensors are placed in the x - and y -direction 

of nodes to measure the responses. The sensors in the Second-set response vector are 

located in the x -direction since their responses to the horizontal seismic excitation 

are larger than those in other directions. The choices of these two sensor placement 

configurations are also used to study how different sensor configurations in the 

First-set and Second-set response vectors affect the identification results. 

Since ten sensors are included in the First-set response vector and there are two 

sensors in the Second-set, the numbers m , s  (number of measurements in the 

First-set and Second-set) are 10 and 2, respectively. The response data within the 
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first seven seconds are checked on its appropriateness for the identification. With a 

sampling rate of 50Hz, n  equals to 350. r  is the number of external excitation 

forces (support excitations in this study) on the substructure and is equal to 2 while 

q  is the number of interface forces and it equals to 6. In this study, Daubechies 

8-coefficient wavelet is chosen as the basis functions in the DWT due to its 

orthogonality properties and fairly smooth interpolation nature (Robertson et al. 

1998). l  equals to 378 when two-level discrete wavelet transform is conducted for 

the 350-point signal record. Therefore, the dimensions of matrices DWT
eh1
&& , DWT

Ih1
&& , 

DWT
eh2
&&  and DWT

Ih2
&&  in Equation (4.13) are 7563500× , 22683500× , 756700×  and 

2268700× , respectively. Due to the large sizes of the two matrices DWT
Ih2
&&  and 

DWT
Ih1
&& , the computation load for computing IT12  matrix in Equation (4.16a) is high 

especially for the computation of the pseudo-inverse of matrix DWT
Ih1
&& . The 

computation load would become much more intensive if a longer sampling duration 

or a higher sampling rate is adopted due to the increasing size of matrices. With 

consideration of available computation capacity and to include the maximum 

earthquake excitation in Figure 4.8, the acceleration response data within first 7 

seconds are used except otherwise stated. 

4.3.2.3 Forward Response Reconstruction 

Damage is introduced in the structure as a reduction of elastic modulus in a 

specific element. In this study, 10% damage is simulated in both the 2nd and 8th 

elements of the substructure. The simulated local damages are introduced in the 

substructure and the responses are obtained at the First-set and Second-set sensor 

locations. The reconstructed Second-set response vector is obtained from Equation 

(4.15) and is compared with the true Second-set response. It is noted that no noise is 

added to the measurements here. Results of forward response reconstruction with 

SP1 sensor placement are shown in Figure 4.9. Figures 4.9(a) and 4.9(c) show the 
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true and reconstructed responses at sensor locations Node 2(x) and 9(x) in the 

Second-set response vector of SP1, respectively. It can be found that these two 

responses are almost overlapping indicating that the response reconstruction process 

is accurate.   

The relative error between the true and reconstructed responses in the time 

domain is defined as,  

( ) ( )
( ) (%)100

2

2 ×
−

=
tx

txtx
RE

true

urtrue

&&

&&&&
                 (4.18) 

in which, ( )txtrue&&  and ( )txur&&  are the true and reconstructed response vectors in the 

time domain, respectively. 

The difference vectors ( ) ( )( )txtx urtrue &&&& −  between the true and reconstructed 

responses of these two sensors in the Second-set response vector are shown in 

Figures 4.9(b) and 4.9(d). The relative errors for these two sensors are 0.5% and 

0.24%, respectively. These relative errors are not as small as the relative error in the 

simulation studies in Chapter 3 since additional error has been introduced with the 

IIRS model condensation method for reducing the number of interface forces acting 

on the substructure. It may be noted that different sensor placement configurations in 

the First-set and Second-set response vectors may give different accuracy in the 

response reconstruction process. 

4.3.2.4 Damage Identification Results 

Dynamic responses from the substructure in the damaged state are measured 

and they are divided as First- and Second-set response vectors. The iterative 

procedure described in Section 4.3.1.3 is followed to obtain an updated set of 

elemental stiffness factors.  

The acceleration responses in the damaged state are calculated from Equation 

(4.8) and they are taken as the simulated “measured” responses. 10% noise effect is 

included in the measurements for this study.  

Measurements without and with noise effect are used for damage identification. 
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Table 4.4 gives the associated information on convergence of the iterative procedure. 

The required iterations and error of convergence calculated from Equation (4.17) are 

listed. It should be noticed that approximately 1.5 hours are required for one 

iteration with a Intel Core 2 Quad 2.4G PC with 8G memory due to the large 

dimensions of matrices DWT
eh1
&& , DWT

Ih1
&& , DWT

eh2
&&  and DWT

Ih2
&&  in Equation (4.13).  

Figures 4.10(a) and 4.10(b) show the damage identification results from SP1 

and SP2 sensor placement configurations, respectively. The locations of the 

simulated damage can be identified accurately. For the noise-free case, the dynamic 

response data within the first 6 seconds are used for the damage identification. The 

identified extents of local damage without noise effect in Figures 4.10(a) and 4.10(b) 

are close to true values but they are not exactly equal to the true values due to the 

error involved with the model reduction for reducing the number of interface forces 

as shown in Figure 4.9. This error may affect the damage identification results.  

For the case with 10% noise, the identification results are influenced by both the 

noise effect and error in response reconstruction process induced by IIRS 

condensation. It should be noticed that the dynamic response data within the first 4 

to 6 seconds are used for the identification since the responses in this period are 

much larger and could be less sensitive to the noise effect. It can be seen from 

Figures 4.10(a) and 4.10(b) that the damage locations are identified correctly with 

10% noise effect and the adaptive Tikhonov regularization technique improves the 

identification results on undamaged elements with very small false positives and 

false negatives.  

As indicated in Table 4.3, the sensor locations in the Second-set response vector 

of SP1 configuration are much closer to the damaged elements than those of SP2. 

Therefore, it may be concluded from Table 4.4 that this is the reason why the 

identification with SP1 sensor placement configuration gives faster convergence 

speed than that with SP2. However, the simulated damage can be identified 

effectively under both sensor placement configurations with 10% noise effect in the 

measurements.  
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4.3.2.5 Effect of Sampling Rate on the Identification Results 

The sampling rate is changed to 100Hz for identification in this section. Figure 

4.11(a) and 4.11(b) show the damage identification results of SP1 sensor placement 

with 50Hz and 100Hz sampling rate without and with noise effect, respectively. 

Figure 4.11(a) shows that the identification with both 50Hz and 100Hz sampling rate 

can give similar accuracy in the damage detection results without noise effect. 

However, as shown in Figure 4.11(b) for the 10% noise case, the increase of 

sampling rate would slightly improve the identification results by providing more 

measured information in the identification. 

4.3.2.6 Discussions 

Why the IIRS Model Condensation is used to Reduce the Number of Interface 

Forces? 

 A requirement of Equation (4.14) is that the number of measurements in the 

First-set response vector is at least equal or larger than the number of interface 

forces acting on the substructure. If the substructure has fewer number of interface 

DOFs, e.g. in the substructure from a simply supported beam or a planar frame 

structure, the number of interface forces may not be large. Under this circumstance, 

the IIRS scheme is not required and only a small number of sensors may be 

provided in the First-set and Second-set response vectors to conduct the response 

reconstruction. However, in the study, the target substructure has 36 interface forces 

and this means that at least 36 measurements in the First-set response vector are 

required to reconstruct the Second-set response vector from Equation (4.15). In 

practical applications, measurements are usually obtained at a few locations due to 

the cost associated with data acquisition.  

On the other hand, assuming that 36 measurements are included in the First-set 

response vector, the dimensions of matrices DWT
eh1
&&  and DWT

Ih1
&&  in Equation (4.13) 
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shall be 75612600×  and 1360812600×  respectively if response data within 7 

seconds are considered. Then the computational load in Equation (4.16a) to obtain 

the pseudo-inverse of matrix DWT
Ih1
&&  would be very intensive and the computation 

process could be time-consuming. Therefore, in the above studies, the IIRS model 

condensation is used to reduce the number of interface forces acting on the 

substructure to have a smaller number of measurements.  

 When the IIRS condensation is not used in the numerical studies, the 

identification accuracy of the proposed method for substructural damage detection 

will be verified here. A sensor placement configuration of 40 sensors in the First-set 

vector and two sensors in the Second-set vector is adopted for the identification. 

These 40 sensors in the First-set vector are taken from Node 13(x, y, z), 14(x, y, z), 

16(x, y, z), 18(x, y, z), 19(x, y, z), 20(x, y, z), 21(x, y, z), 22(x, y, z), 25(x, y, z), 28(x, 

y, z), 29(x, y, z), 30(x, y, z), 7(y, z) and 10(y, z). The two sensors in the Second-set 

vector are from Node 7(x) and 10(x). In this verification exercise, only the response 

data within first two seconds are considered in the identification. The dimension of 

matrix DWT
Ih1
&&  is 46444000×  and m , n , r , q  and l  equal to 40, 2, 2, 36 and 

129, respectively. The computation time per iteration is around six hours. The 

damage identification results are shown in Figure 4.12 and the identified damages 

also exactly match the true values. This indicates that the proposed approach can 

give exact damage values without the measurement noise effect. 

Influence of Model Errors on the Identification Results 

 The influence of model errors in the stiffness parameters of the finite element 

model on the identification results is investigated. Other model error sources, such 

as uncertainties in the support stiffness, the mesh and element type in the finite 

element analysis and mass matrix etc., are not considered in this study. It is assumed 

that a finite element model corresponding to a normal random distribution of 

Young’s modulus with a mean of MPa4106.2 ×  and with a coefficient of variation 

(COV) equal to 5% is used in this case. 20% damage is introduced in both the 2nd 
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and 8th elements of the girder. The identification results with SP1 and SP2 sensor 

placement configurations are shown in Figure 4.13. For the noise-free case, the 

identification accuracy would be affected by the error induced by the IIRS 

condensation. The identified values in 2nd and 8th elements are 22.10% and 17.59%, 

22.86% and 22.25% respectively with SP1 and SP2. For the case with 10% noise 

effect included in the acceleration measurements, the identification accuracy would 

be further affected by the model errors as well as the measurement noise. The 

locations of simulated damage can be detected accurately and the identified damage 

extents in 2nd and 8th elements are 18.70% and 23.45%, 13.24% and 9.97% with SP1 

and SP2, respectively. It is found that SP1 gives better identification results than SP2 

because sensors in the Second-set of SP1 are close to damage locations. Model 

errors may not be identified accurately in all elements with noisy measurements. It is 

observed that several large false positives and negatives also exist in the results.  

Measurement Noise with Support Excitation on the Structure 

 In Equation (4.15), the external excitation forces are assumed known and its 

discrete wavelet transform vector DWT
eF  is then available. When the structure is 

subject to support excitation, DWT
eF  should be the discrete wavelet transform of the 

support acceleration input. However, in the present study, no measurement error is 

included in these support excitation measurements. This effect on the performance 

of the proposed method for damage identification will need to be studied in future. 

Sensor Selections in the First-set and Second-set Response Vectors 

 The sensor locations in SP1 and SP2 are arbitrarily selected in this study and it 

may be noted that different sensor placement configuration in the First-set and 

Second-set response vectors would give different accuracy in the response 

reconstruction process. Therefore an optimal selection of sensor numbers and 

locations in the First- and Second-set response vectors may improve the 

identification.  
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4.4 Summary 

A substructural damage identification approach is proposed based on the 

dynamic response reconstruction techniques in both the frequency and wavelet 

domains. The information of responses and forces at the interface DOFs is not 

required. The relationship between two-sets of time-domain response vectors is 

formulated with the transmissibility matrix. The finite element model of the intact 

target substructure and acceleration measurements from the damaged substructure 

are required in the damage identification algorithm. A dynamic response 

sensitivity-based method is used to formulate the substructural damage identification 

equation and the adaptive Tikhonov regularization technique is adopted to improve 

the identification results especially for the case with measurement noise effect. 

Numerical studies are conducted to illustrate the performance of the proposed 

substructural damage identification approach. Under the circumstance when a target 

substructure has a large number of interface DOFs, the IIRS model condensation 

may be used to reduce the number of interface forces as well as the required sensor 

measurements in the First-set response vector. The simulated damage in the 

substructure can be identified effectively with 10% noise effect in the measurements 

and initial model errors in the finite element model. 
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Table 4.1: Sensor Placement Configurations 

Sensor Placement Configuration Sensor locations 

First-set Node 12(x), 13(x, y), 14(x), 15(y), 30(y),

31(x), 33(x) 

Second-set Node 30(x), 32(x) 

Note: “Node 12(x)” denotes that the sensor is placed  

along the x -direction at Node 12. 

 

Table 4.2: Information on convergence 

 No noise 10% noise 

Required iterations 15 14 

Error of convergence 9.9×10-4 9.87×10-4 

 

Table 4.3: Sensor Placement Configurations 

Sensor Placement Configuration Sensor locations 

First-set Node 13(x, y) 16(x, y) 20(x, y) 21(x, y) 2(y) 9(y)SP1 

Second-set Node 2(x) 9(x) 

First-set Node 2(x, y) 13(x, y) 20(x, y) 21(x, y) 7(y) 16(y)SP2 

Second-set Node 7(x) 16(x) 

 

 

Table 4.4: Information on convergence 

SP1 SP2  

No noise 10% noise No noise 10% noise 

Required iterations 6 11 11 26 

Error of convergence 2.6×10-5 7.1×10-5 7.4×10-5 9.4×10-5 
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Figure 4.1: Finite element model of the frame structure 
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Figure 4.2: Dynamic acceleration response at sensor location Node 12(x) 

 



 105

 

 

0 0.25 0.5 0.75 1.0

-2

0

2

4

Time (s)

A
cc

el
er

at
io

n 
(m

/s2 )
(a) Response at the first sensor in the Second-set
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Figure 4.3: True and reconstructed responses in the Second-set response vector 
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Figure 4.4: Damage identification results 
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Figure 4.5: Damage identification results with initial model errors 
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Figure 4.6: Damage identification results with 500Hz sampling rate 
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Figure 4.7: Finite element model of the box-section bridge girder 
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Figure 4.8: El-Centro seismic acceleration records acting along x -axis and z -axis 
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Figure 4.9: True and reconstructed responses in the Second-set response vector of 

SP1 
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(a) Identification results of SP1 sensor placement
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(b) Identification results of SP2 sensor placement
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Figure 4.10: Damage identification results of SP1 and SP2 sensor placement 

configuration 
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(b) With 10% noise effect
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Figure 4.11: Damage identification results of SP1 with 50Hz and 100Hz sampling 

rate 
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Figure 4.12: Damage identification results without use of IIRS condensation 
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Figure 4.13: Damage identification results with model errors 
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CHAPTER 5  

CONDITION ASSESSMENT FOR STRUCTURES 

SUBJECT TO MOVING VEHICULAR LOADS 

5.1 Introduction 

 It has been reviewed in Chapter 2 that existing damage identification methods 

for bridge structures subject to moving vehicular loads need to assume that the 

information of the moving vehicular loads are available or to identify the 

vehicle-bridge interaction loads from measured responses of the structure, and the 

accuracy of damage identification results in bridge structures depends on the 

accuracy of the identified moving loads. This Chapter attempts to explore a damage 

identification approach for bridge structures subject to moving vehicular loads based 

on the dynamic response reconstruction technique in the wavelet domain. The 

knowledge of the moving vehicular loads is not required and there is no need to 

identify the moving loads in the identification algorithm. The dynamic response 

reconstruction technique in the wavelet domain is developed for the case of a bridge 

structure and a target substructure subject to moving vehicular loads. The 

transmissibility matrix between two sets of time-domain response vectors of the 

structure is formulated using the unit impulse response function in the wavelet 

domain with the moving loads at different locations. Measured acceleration 

responses from the structure or the substructure in the damaged state are used for the 

damage detection. A dynamic response sensitivity-based method is used for the 

structural damage identification, and local damage is modeled as a change in the 

elemental stiffness factors. Numerical studies on a three-dimensional box-section 

girder will be conducted to illustrate the effectiveness and performance of the 

proposed approach. 
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5.2 Damage Identification in a Full Structure Subject 

to Moving Vehicular Loads  

5.2.1 Theoretical Formulation 

5.2.1.1 Dynamic Response Analysis of a Structure Subject to Moving 

Vehicular Loads  

The governing equation of motion of a damped structural system with N - 

DOFs subject to moving vehicular loads can be written as, 

[ ]{ } [ ]{ } [ ]{ } ( ){ }{ })()()()( int tPttxKtxCtxM p
RΦ=++ &&&            (5.1) 

where M , C  and K  are the NN ×  mass, damping and stiffness matrices of 

the structure respectively; x&& , x&  and x  are respectively the acceleration, velocity 

and displacement response vectors of the structure; ( ){ }tPint  is the bridge-vehicle 

interaction force vector acting on the bridge structure by the moving vehicle. 

( ){ } ( ){ }tPtp
R intΦ  is the equivalent nodal load vector applied on the structure at 

location R  at time constant t  with the mapping vector ( )tp
RΦ . The vector ( )tp

RΦ  

is time-varying and it can be represented by the shape function to compute the 

equivalent nodal loads (Law et al. 2004). Rayleigh damping [ ] [ ] [ ]KaMaC 21 +=  is 

assumed, where 1a  and 2a  are the Rayleigh damping coefficients. The dynamic 

responses of the structure can be obtained from Equation (5.1) using the Newmark-β 

method (Newmark 1959). 

5.2.1.2 Unit Impulse Response Function in Wavelet Domain Subject 

to Moving Loads 

 It should be noticed that the mapping vector ( ){ }tp
RΦ  in Equation (5.1) is 
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time-varying when the structure is subject to moving vehicular loads. The impulse 

response function under the moving load will be developed in this section and it will 

be used to formulate the input-output relationship for the structure when it is subject 

to the interaction forces ( ){ }tPint  induced by the moving loads. 

 The equation of motion of the damped structural system under the unit impulse 

interaction force at location R  at a specific time instant t  is, 

[ ]{ } [ ]{ } [ ]{ } ( ){ } ( )tttxKtxCtxM p
R δΦ=++ )()()( &&&             (5.2) 

where, ( )tp
RΦ  denotes the shape function mapping the interaction force at location 

R  at time instant t  to the associated DOFs of the structure. Similar to the solution 

of Equation (3.38), the impulse response function under the moving load at location 

R  can be obtained using the Newmark-β method by solving the following equation 

of motion with some specific initial conditions, 

[ ] ( ) [ ] ( ) [ ] ( )
( ) ( ) ( )⎩

⎨
⎧

Φ==
=++

− tMhh
thKthCthM
p
RRR

RRR
10,00

0
&

&&&
                (5.3) 

where, Rh , Rh&  and Rh&&  are the unit impulse displacement, velocity and 

acceleration vectors under the moving load at location R , respectively.  

When the structural system is subject to the moving load ( )tPint  with zero 

initial conditions, the acceleration response ( )txs&&  from sensor location s  at time 

instant t  can be obtained as, 

( ) ( ) ( ) τττ
τ

dPthtx
t

Rss int0 , −= ∫ &&&&                    (5.4) 

in which, ( )th Rs τ,
&&  is the unit impulse response function under the moving load at 

location τR  for sensor location s . It is noted that ( )th Rs τ,
&&  can be obtained from 

Equation (5.3) with the moving load placed at different locations. It should be noted 

that the formulation of Equation (5.4) is different from that of Equation (3.40) since 

the impulse response function with the moving loads at different locations will be 

used in Equation (5.4) rather than the same impulse response function with the input 
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force at a specific location used in Equation (3.40). The vectors ( )τ
τ

−th Rs,
&&  and 

( )τintP  can be expanded in terms of the discrete wavelet transform (DWT) as 

(Newland 1993), 

( ) ( )∑∑ −+=−
+

j k

jDWT
ks

DWT
sRs khhth j τψτ

τ
2

2,0,,
&&               (5.5) 

( ) ( )∑∑ −+=
+

j k

jDWT
k

DWT kPPP j τψτ 2
20int               (5.6) 

where ( )kj −τψ 2  is the wavelet basis function, DWT
ks jh

+2,  and DWT
kjP

+2
 are the 

expansion coefficients for the impulse response function and moving force vectors 

respectively. Substituting Equations (5.5) and (5.6) into the convolution integral in 

Equation (5.4), and using the orthogonal conditions of the wavelet basis functions 

(Daubechies 1992) as follows, 

( ) 02
0

=−∫ ττψ dk
t j                      (5.7) 

( ) ( )
⎩
⎨
⎧ ==

=−−∫ otherwise0
 and  when2/1

22
0

ksjr
dsk

jt rj ττψτψ        (5.8) 

The following formula can then be derived as 

( ) DWTDWT
ss Pthtx int)(&&&& =                      (5.9) 

in which, )(thDWT
s
&&  and DWTPint  are the discrete wavelet transforms of ( )τ

τ
−th us,

&&  

and ( )τintP , respectively and they are given as, 

[ ]TDWT
k

DWTDWTDWT
jPPPP
+

= 210int L               (5.10) 

]2/)()()([)(
2,1,0,

jDWT
ks

DWT
s

DWT
s

DWT
s thththth j +

= &&L&&&&&&       (5.11) 

 For the entire time history data, for example, ( ) ( ) ( )[ ]Tnssss txtxtxx &&L&&&&&& 21= , 

the system input-output relationship for the structure subject to moving loads can be 

expressed as, 

  )1(int)()1( ××× = rl
DWT

rln
DWT
sns Phx &&&&                   (5.12) 

in which, 
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( )
( )

( )⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢

⎣

⎡

=

n
DWT
s

DWT
s

DWT
s

DWT
s

th

th
th

h

&&
M

&&

&&

&& 2

1

                       (5.13) 

where n , r  and l  are the number of sampled data in the response data, the 

number of input excitations and the number of wavelet coefficients in the discrete 

wavelet transform, respectively. 

5.2.1.3 Response Reconstruction in a Substructure Subject to 

Moving Loads 

The measured responses from the structure subject to moving loads are divided 

into two sets, noted as the First-set response vector ( )tx1&&  and the Second-set 

response vector ( )tx2&&  respectively. They are represented in the wavelet domain 

from Equation (5.12) as follows, 

( )
( )⎪⎩

⎪
⎨
⎧

=
=

×××

×××

)1(int)(2)1(2

)1(int)(1)1(1

rl
DWT

rlqn
DWT

qn

rl
DWT

rlmn
DWT

mn

Phtx
Phtx

&&&&

&&&&
                (5.14) 

in which, m , q , n , r  and l  are the number of measurements in the First-set 

response vector, the number of measurements in the Second-set response vector, the 

number of sampled data points in each measurement, the number of moving loads, 

and the number of wavelet coefficients in the discrete wavelet transform, 

respectively. 

When the number of measurements in the First-set response vector is at least 

equal or larger than the number of moving loads on the structure, the pseudo-inverse 

( )+DWTh1  exists and the following equation can be obtained from the first row of 

Equation (5.14),  

( ) ( )txhP DWTDWT
11int &&&& +

=                       (5.15) 

Substituting Equation (5.15) into the second row of Equation (5.14), we have, 

( ) ( )txTtx r 1122 &&&& =                         (5.16) 
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where,  

( )+= DWTDWT hhT 1212
&&&&                      (5.17) 

The Second-set response vector ( )tx r2&&  can be reconstructed from the First-set 

response vector ( )tx1&&  in the structure from Equation (5.16). Moreover, Equation 

(5.17) defines the transmissibility matrix in wavelet domain between two sets of 

response vectors of the structure and the presented response reconstruction 

technique can be applied for the structural damage identification in the next section. 

5.2.1.4 Structural Damage Identification 

 Finite element model updating method and damage model assumption in 

Chapter 4 are also used here. The objective function is defined as the difference 

between two sets of response vectors 

( ) ( )
222 txtxf rmobj &&&& −=                       (5.18) 

where, ( )tx m2&&  is the measured Second-set response vector from the damaged 

structure subject to moving loads. ( )tx r2&&  is the reconstructed Second-set response 

vector from Equation (5.16) with the measured First-set response vector ( )tx1&&  in 

the damaged state. 

Acceleration measurements from the damaged structure under the passage of the 

moving loads will be used to identify structural elemental stiffness factors iα  

iteratively. Initially it is assumed that each elemental stiffness factor of the analytical 

structural finite element model is equal to unity. It should be noted that the travelling 

path and velocity of the moving loads, i.e. the locations, are assumed known in the 

identification. An updated finite element model is assumed to be available as a 

reference model for the following iterative procedure of damage identification. 

Step 1: Measure the dynamic acceleration responses at the First-set ( ){ }tx m1&&  and 

Second-set ( ){ }tx m2&&  measurement locations from the damaged structure 
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subject to moving vehicular loads. 

Step 2: Compute the unit impulse response function matrices DWTh1
&&  and DWTh2

&&  in 

Equation (5.13) for the First-set and Second-set measurement DOFs 

respectively from the analytical finite element model of the structure with 

Equation (5.3). Calculate the matrix 12T  in Equation (5.17) and the 

reconstructed Second-set response vector ( ){ }tx r2&&  is obtained from Equation 

(5.16). 

Step 3: The vector of response difference { }x&&Δ  is computed between the Second-set 

measured response vector ( ){ }tx m2&&  in Step 1 and the reconstructed 

Second-set response vector ( ){ }tx r2&&  in Step 2. The sensitivity matrix [ ]S  of 

the response ( )tx r2&&  with respect to structural elemental stiffness factors is 

obtained using the numerical finite difference method (Zivanovic et al. 

2007). 

Step 4: Obtain the perturbation vector of structural elemental stiffness factors { }αΔ  

with the adaptive Tikhonov regularization technique. 

Step 5: The vector of structural elemental stiffness factors is iteratively updated with 

ααα Δ+=+ ii 1  for the next iteration. Repeat Steps 2 to 4 until the following 

convergence criterion is satisfied.  

Tolerance
i

ii ≤
−+

2

21

α
αα

                        (5.19) 

 where i  denotes the i th iteration. The tolerance value is taken as 1.0×10-4 

in this study. 

 In the above-mentioned iterative scheme for damage identification, it should be 

noticed that: (a) the properties of the moving vehicle and the time-histories of the 

moving loads on the bridge structure are not required to be identified; (b) the 

locations of the moving loads are assumed to be known. 
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5.2.2 Numerical Simulation 

The same bridge girder in Section 4.3.2 in Chapter 4 is used here and numerical 

studies on the bridge deck subject to moving vehicular loads are conducted to 

demonstrate the accuracy and effectiveness of the proposed damage identification 

approach.  

In engineering applications, moving loads induced by the passage of a vehicle 

are often considered as excitations to the bridge structures for the condition 

assessment. The moving load has been represented very often as a multi-sine wave 

moving force in many studies (Zhu and Law 2007, Law et al. 2007a) for an easier 

and simpler structural analysis of the bridge-vehicle system. The first example of 

numerical studies has a box-section girder bridge subject to a single multi-sine wave 

moving force. The second example has the girder structure under the passage of a 

two-axle three-dimensional vehicle which represents the more realistic moving 

vehicle model. The road surface roughness effect will also be included in the 

bridge-vehicle system analysis. 

5.2.2.1 Example 1: A Bridge Deck Subject to a Single Moving Force 

Damage is introduced in the box-section bridge deck as a reduction of elastic 

modulus in several elements. In this study, 10% damage is simulated in both the 28th 

and 29th elements at mid-span of the deck as shown in Figure 5.1(a). The moving 

force is represented as,  

( ) ( )( )NtttP )30sin(05.010sin1.01160000 ππ ++=           (5.20) 

Damage identification is performed with the moving force crossing the bridge 

along the centreline of the deck as shown in Figure 5.1(a). The force vector acting at 

an arbitrary location on a shell element of the bridge deck is transformed into nodal 

loads using the Hermite interpolation function (Wu 2007). Six sensors are assumed 

distributed on top of the deck to measure the acceleration responses from the 

damaged structure subject to the moving force. The measurements are divided into 
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two sets of responses and they are shown in Table 5.1. The number of measurements 

in the First-set response vector is two and it is greater than the number of moving 

force. The velocity of the moving force is 20 m/s and the sampling rate is 100Hz. 

The acceleration response data within first 3 seconds are used except otherwise 

stated. 

Forward Response Reconstruction in Wavelet Domain 

The accuracy of the proposed method for the response reconstruction in the 

structure subject to moving loads will be examined. The simulated local damages are 

introduced in the structure and the responses are obtained at the First-set and 

Second-set sensor locations in the damaged state. The reconstructed Second-set 

response vector is obtained from Equation (5.16) and is compared with the 

analytical Second-set response which is taken as the true response vector. In this 

study, Daubechies 8-coefficient wavelet is chosen as the basis functions in the DWT 

due to its orthogonality properties and fairly smooth interpolation nature (Robertson 

et al. 1998). It should be noticed that no noise is added to the measurements here. 

Results of forward response reconstruction are shown in Figure 5.2. Figures 5.2(a), 

5.2(c), 5.2(e) and 5.2(g) show the true and reconstructed responses at those sensor 

locations in the Second-set response vector, respectively. It can be found that these 

two responses are overlapping indicating that the response reconstruction process is 

very accurate. 

The difference vectors ( ) ( )( )txtx urtrue &&&& −  between the true and reconstructed 

responses of the four sensors in the Second-set response vector are shown in Figures 

5.2(b), 5.2(d), 5.2(f) and 5.2(h). The relative errors at these four sensors are 

5.97×10-12, 8.47×10-12, 7.47×10-12 and 3.48×10-12, respectively. It is indicated that 

the proposed method for dynamic response reconstruction in the structure under the 

passage of the moving force is very accurate. It may also be noted that different 

sensor placement configurations in the First-set and Second-set response vectors 

may give different accuracies in the response reconstruction process. 
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Damage Identification Results 

 The iterative procedure described in Section 5.2.1.4 is followed to obtain an 

updated set of elemental stiffness factors. The acceleration responses in the damaged 

state are obtained from Equation (5.1) and they are taken as the simulated 

“measured” responses. 10% noise effect is included in the acceleration 

measurements for this study. 

Acceleration measurements without and with noise effect are used for damage 

identification. Table 5.2 gives the associated information on convergence of the 

iterative procedure. The required iterations and error of convergence calculated from 

Equation (5.19) are listed. It should be noticed that approximately 1.5 hours are 

required for one iteration with a Intel Core 2 Quad 2.4G PC with 8G memory due to 

the large size of the structural finite element model for the computation of responses 

and sensitivity matrix of the structure by the finite difference method. 

The damage identification results are shown in Figure 5.3. For the noise-free 

case, the dynamic response data within the first 3 seconds are used for the damage 

identification. The locations of the simulated damage can be identified accurately. 

The identified extents of local damage in 28th and 29th elements without noise effect 

are 9.997% and 9.999% respectively. They are very close to the true values 

indicating that the proposed approach for damage identification in the structure 

under moving loads is effective and can give very accurate damage values. For the 

case with 10% noise, the identification results could be influenced by the noise 

effect. In this case, the dynamic response data within the first 0.5 second and 1.5 to 2 

seconds are used for the identification since the responses in these periods are much 

larger and could be less sensitive to the noise effect. Figure 5.3 shows that the 

damage can be identified effectively with 10% noise effect with 8.32% and 11.23% 

stiffness reductions in 28th and 29th elements respectively, and the adopted adaptive 

Tikhonov regularization technique described contributes to yield identification 

results on the undamaged elements with very small false positives and false 

negatives. 
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5.2.2.2 Example 2: A Bridge Deck Subject to a Two-Axle 

Three-Dimensional Moving Vehicle 

Dynamic Analysis of the Bridge-Vehicle System 

 The bridge-vehicle system in this study is represented as a simply supported 

box-section bridge deck subject to a two-axle three-dimensional vehicle model with 

seven DOFs. The vehicle model, as shown in Figure 5.4, is represented according to 

H20-44 truck in AASHTO 2007. The specific parameters of the vehicle are referred 

in (Zhu and Law 2002), with a mass of 17 000kg. The dynamic responses of the 

bridge structure are obtained by solving the coupled bridge-vehicle system equation 

of motion (Law et al. 2007b).  

The three-dimensional two-axle vehicle crosses the bridge along the travelling 

path as shown in Figure 5.1(a). Seven sensors are assumed distributed on the deck in 

this case to measure the acceleration responses from the damaged bridge deck. The 

measurements are divided into two sets of responses and they are shown in Table 5.3. 

The number of measurements in the First-set response vector is equal to five and it 

is greater than the number of interaction forces induced by the moving vehicle which 

is four. The velocity of the moving force is 20 m/s and the sampling rate is 100Hz. 

Class C road surface roughness (ISO8606, 1995), corresponding to the average road 

pavement condition, is included in the bridge-vehicle system analysis. The 

acceleration response data within the first 3 seconds are used except otherwise 

stated. 

Forward Response Reconstruction in Wavelet Domain 

 The damage scenario in the girder structure is the same as for the last example, 

which is, 10% damage in both the 28th and 29th elements in the web of the bridge 

structure in the form of a reduction in the elastic modulus of these elements. The 

simulated local damages are introduced in the structure and responses are obtained 

at the First- and Second-set sensor locations in the damaged state. The reconstructed 
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Second-set response vector is obtained from Equation (5.16) and is compared with 

the true Second-set response. It should be noticed that no noise is added to the 

measurements here. The comparisons of forward response reconstruction results are 

shown in Figure 5.5. Figures 5.5(a) and 5.5(c) show the true and reconstructed 

responses at the sensor locations in the Second-set response vector. The difference 

vectors ( ) ( )( )txtx urtrue &&&& −  between the true and reconstructed responses of these two 

sensors in the Second-set response vector are shown in Figures 5.5(b) and 

5.5(d).with the coresponding relative errors 1.74×10-11 and 1.39×10-11, respectively. 

These results indicated that the proposed response reconstruction method in the 

structure subject to moving vehicular loads is very accurate. It may be noticed that 

different sensor selections in the First-set and Second-set response vectors would 

give different accuracies in the response reconstruction process. 

Damage Identification Results 

Damage identification is performed with the two-axle three-dimensional vehicle 

crossing the bridge along the travelling path shown in Figure 5.1(a). The 

acceleration responses are obtained from the damaged bridge structure subject to the 

moving vehicle and they are taken as the simulated “measured” responses. 10% 

noise effect is included in the acceleration measurements. 

Acceleration measurements with and without noise effect are used for the 

damage identification. Table 5.4 gives the associated information on convergence of 

the iterative procedure. The computation of matrix 12T  in this case becomes 

intensive since four interaction forces from the moving vehicle are applied on the 

bridge structure. It should be noticed that approximately 6 hours are required for one 

iteration with a Intel Core 2 Quad 2.4G PC with 8G memory due to the high 

computation cost in the bridge-vehicle system analysis and in the process of 

computing sensitivity matrix for the structure subject to moving loads. 

The damage identification results are shown in Figure 5.6. For the noise-free 

case, the dynamic response data within the first 3 seconds are used for damage 
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identification. The damage locations and extents are identified accurately with 

9.9996% and 9.9987% stiffness reductions in 28th and 29th element respectively. 

This indicates that the proposed approach for damage identification in the structure 

under moving vehicle loads is effective and can give very good results. For the case 

with 10% noise, the identification results would be influenced by the noise effect. 

The first 0.8 second and 1.5 to 2.2 seconds of the response data are used for the 

identification since the responses in these periods are much larger and could be less 

sensitive to the noise effect. Figure 5.6 shows that the damage can be identified 

effectively with 10.41% and 11.84% stiffness reduction in 28th and 29th elements 

respectively when 10% noise effect is included in the measurements, and it is noted 

that the adopted adaptive Tikhonov regularization technique improves the 

identification results on the undamaged elements with very small false positives and 

false negatives similar to the observations in Figure 5.3. In addition, it should be 

noticed that the sensor selections in the First-set and Second-set response vectors 

would influence the damage identification results especially for the case with noisy 

measurements. However, the issue on optimal placement of sensor numbers and 

locations in the First-set and Second-set response vectors is not examined in this 

study. 

5.2.2.3 Effect of Initial Model Errors on the Identification Results 

The influence of initial model errors in the finite element model on the 

effectiveness and performance of the proposed damage identification approach will 

be investigated. The initial model errors in the stiffness of elements and in the 

support stiffness are considered in this study. Other model error sources, such as 

uncertainties in the mesh and element type in the finite element analysis, mass 

matrix and temperature effect, etc. are not included. Example 2 in Section 5.2.2.2 

with the bridge deck subject to a moving vehicle is used. Three scenarios in Table 

5.5 are defined. 20 % stiffness reductions are introduced in both the 28th and 29th 

elements of the deck. It is assumed that the initial finite element model corresponds 
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to a normal random distribution of the elastic modulus with a mean of 

MPa4106.2 ×  and a coefficient of variation equal to 5% in Scenario 1. 10% 

increase in the support stiffness is assumed in Scenario 2. Scenario 3 includes the 

above two kinds of initial model errors. 

 The identification results of these three scenarios are shown in Figures 5.7(a), (b) 

and (c), respectively. In Scenario 1, for the noise-free case, the simulated damage in 

28th and 29th elements and model errors in the stiffness of other undamaged elements 

are identified accurately. For the case with 10% noise effect, the identified extents in 

28th and 29th elements are 19.49% and 19.52%, respectively. It is found that the 

model errors in stiffness may not be identified accurately in all elements and there 

are several large false positives and false negatives in the identification results. In 

Scenario 2, the identification results from measurements without and with noise 

effect will both be influenced by the model error in the support stiffness. The 

identified extents in 28th and 29th elements are 14.48% and 12.41%, 21.90 and 

11.26% for the case without measurement noise and with 10% noise, respectively. 

The adoptive Tikhonov regularization technique improves the identification results 

with less false negatives, but several false positives in results are observed due to the 

model error in the support stiffness. The identification results in Scenario 3 from 

measurements with and without noise effect will be affected by the initial model 

errors in the stiffness and in the support. The identified extents in 28th and 29th 

elements are 19.81% and 21.87%, 16.62% and 16.99% for the case without noise 

and with 10% noise, respectively. Several false positives and false negatives may 

exist in the identification results. 

5.3 Damage Identification in a Substructure Subject to 

Moving Vehicular Loads 

Many studies (Huang and Yang 2008, Law et al. 2010) explored the 

simultaneous identification of both the input excitations and system parameters in 

substructural condition assessment. However, study on substructural damage 
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identification under moving vehicular loads is seldom reported. The above response 

reconstruction and damage identification for a bridge structure subject to moving 

loads is developed for the scenario where a target substructure is included in the 

damage identification algorithm. 

5.3.1 Theoretical Formulation 

5.3.1.1 Response Reconstruction in a Substructure Subject to 

Moving Loads 

When a target substructure is subject to both the interaction forces induced by 

the moving vehicle and the interface forces from adjacent substructures, the dynamic 

acceleration response of the substructure can be written as,  

( ) DWT
I

DWT
I

DWTDWT FhPhtx &&&&&& += intint                   (5.21) 

where, DWTPint  and DWT
IF  are the discrete wavelet transforms of interaction force 

and interface force vectors on the substructure, respectively. DWThint
&&  and DWT

Ih&&  are 

the impulse response function matrices corresponding to the moving loads and 

interface forces, respectively. It should be noticed that the finite element model of 

the target substructure is used in Equation (5.3) to obtain matrices DWT
Ih&&  and 

DWThint
&& . 

 Equation (5.21) can also be represented as, 

( ) FHtx &&&& =                            (5.22) 

in which, [ ]DWT
I

DWT hhH &&&&&& ,int= , [ ]TDWT
I

DWT FPF ,int= .  

The measured acceleration responses from the substructure subject to moving 

loads are also divided into two sets, denoted as the First-set response vector ( )tx1&&  

and the Second-set response vector ( )tx2&&  respectively. They are represented in the 

wavelet domain from Equation (5.22) as follows, 
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( )
( )⎩

⎨
⎧

=
=

FHtx
FHtx

22

11

&&&&

&&&&
                        (5.23) 

When the number of measurements in the First-set response vector is at least 

equal or larger than the number of both the interaction forces and interface forces on 

the substructure, the following equation can be obtained from the first row of 

Equation (5.23),  

( ) ( )txHF 11 &&&& +
=                         (5.24) 

Substituting Equation (5.24) into the second row of Equation (5.23), we have, 

( ) ( )txTtx r 1122 &&&& =                         (5.25) 

where,  

( )+= 1212 HHT &&&&                         (5.26) 

The reconstructed Second-set response vector ( )tx r2&&  is obtained from Equation 

(5.25) from the First-set response vector ( )tx1&&  in the substructure. Equation (5.26) 

defines the transmissibility matrix between two sets of time-domain response 

vectors from the substructure subject to moving loads and this response 

reconstruction technique will be applied for the substructural damage identification 

in the following section. 

5.3.1.2 Substructural Damage Identification 

Dynamic acceleration measurements from the damaged substructure under the 

passage of the moving loads will be used to identify the substructural elemental 

stiffness factors iα  iteratively. Initially, it is assumed that each substructural 

elemental stiffness factor of the analytical finite element model of the substructure is 

equal to unity. It should be noted that the travelling path and velocity of the moving 

loads, i.e. the locations of the moving loads, are assumed to be known in the 

identification. An updated finite element model is assumed to be available as a 

reference model for the following iterative procedure of damage identification. 
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Step 1: Measure the dynamic acceleration responses at the First-set ( ){ }tx m1&&  and 

Second-set ( ){ }tx m2&&  measurement locations from the damaged substructure 

subject to moving loads. 

Step 2: Compute the unit impulse response function matrices 1H&&  and 2H&&  in 

Equation (5.23) which correspond to the First-set and Second-set 

measurements respectively from the analytical finite element model of the 

substructure. Calculate matrix 12T  in Equation (5.26) and the reconstructed 

Second-set response vector ( ){ }tx r2&&  is obtained from Equation (5.25). 

Step 3: The vector of response difference { }x&&Δ  is computed between the Second-set 

measured response vector ( ){ }tx m2&&  in Step 1 and the reconstructed 

Second-set response vector ( ){ }tx r2&&  in Step 2. The sensitivity matrix [ ]S  of 

the response ( )tx r2&&  with respect to substructural elemental stiffness factors 

is obtained using the numerical finite difference method. 

Step 4: Obtain the perturbation vector of substructural elemental stiffness factors 

{ }αΔ  with the adaptive Tikhonov regularization technique. 

Step 5: The vector of substructural elemental stiffness factors is iteratively updated 

with ααα Δ+=+ ii 1  for the next iteration. Repeat Steps 2 to 4 until the 

following convergence criterion is satisfied.  

Tolerance
i

ii ≤
−+

2

21

α
αα

                  (5.27) 

 where i  denotes the i th iteration.  

The Tolerance value is taken as 1.0×10-4 for the noise-free case and 1.0×10-3 

for the case with noise. It may be noticed that more iterations are required when a 

smaller tolerance value is defined for convergence.  

 In the above-mentioned iterative scheme for damage identification, it should be 

noted that: a) only the finite element model of the target substructure and measured 
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responses from the substructure in the damaged state are required; b) the 

time-histories of the interface forces and interaction forces induced by moving 

vehicular loads on the substructure are not required and only the locations of the 

moving loads are assumed to be known. 

5.3.2 Numerical Simulation 

Numerical studies on a simply-supported box-section bridge deck structure 

subject to moving loads are conducted to investigate the performance of the 

proposed approach for substructural damage identification. The same bridge model 

in Section 5.2.2 is used. The target substructure to be investigated in this study is 

shown in Figure 5.8 with 36 nodes and 30 elements and the six interface nodes are 

from Nodes 31 to 36. The numberings of nodes and elements of the finite element 

model of the target substructure are also shown in Figure 5.8(a) and the 

cross-section is shown in Figure 5.8(b). 

Two examples of numerical studies are conducted. The first example has the 

box-section girder bridge deck subject to a single multi-sine wave moving force 

along the centerline of the deck. The second example has the girder structure under 

the passage of a two-axle three-dimensional vehicle which represents a more 

realistic moving vehicle model crossing the bridge. The road surface roughness 

effect will also be included in the bridge-vehicle system analysis. 

5.3.2.1 Model Condensation of the Target Substructure 

 The target substructure has 36 interface DOFs at the six interface nodes of Nodes 

31 to 36 as shown in Figure 5.8(a), and there are 36 interface forces acting on this 

substructure. When a single moving force is crossing the bridge deck, at least 37 

measured accelerations are required in the First-set response vector to reconstruct 

the Second-set response vector as indicated in Equation (5.25). Normally it is not 

easy to provide such a large number of measurements in practice due to the cost of 

data acquisition. An attempt is made to reduce the number of required sensors using 
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the model condensation technique, and the IIRS model condensation scheme is 

adopted. The slave DOFs should be those interface DOFs carrying relatively smaller 

interface forces such that the error of model condensation would be smaller and less 

affects the accuracy of subsequent substructural response reconstruction and damage 

identification. In this study, interface DOFs at the interface nodes, such as DOFs at 

Node 31( x ), 31( z ), 31( xθ ), 31( yθ ), 31( zθ ), Node 32( zθ ), Node 33( zθ ), Node 

34( x ), Node 34( zθ ), Node 35( xθ ), 35( yθ ), 35( zθ ), Node 36( xθ ), 36( yθ ) and 36( zθ ) 

are taken as the slave DOFs to be reduced. Most DOFs at Nodes 32 to 34 are 

included in the master DOFs since the bending behavior of the deck becomes 

significant when the moving force or moving vehicle is passing on top of the target 

substructure. Thus the 36 interface forces on the substructure are reduced to 21 

interface forces with 15 slave DOFs at interface nodes defined in the process of 

model condensation.  

5.3.2.2 Example 1: A Bridge Deck Subject to a Single Moving Force 

 Damage is introduced in the box-section bridge deck as the reduction of elastic 

modulus in several elements. In this study, 20% damage is simulated in both the 10th 

and 11th elements in the web of the substructure as shown in Figure 5.8(a). The 

moving force is represented as,  

( ) ( )( )NtttP )30sin(05.010sin1.01160000 ππ ++=           (5.28) 

Damage identification is performed with the moving force along the centerline 

of the bridge deck of the target substructure. The force vector acting at an arbitrary 

location on a shell element of the bridge deck can be transformed into nodal loads 

using the Hermite interpolation function (Wu 2007). The velocity of the moving 

force is 20 m/s and the sampling rate is 100Hz. 

Sensor Placement Configurations 

 Two sensor placement configurations are defined in Table 5.6, noted as SP1 and 



 130

SP2 respectively. The number of sensors in the First-set response vector is 

twenty-eight which is larger than the number of both reduced interface forces and 

moving force on the target substructure. Two sensors are deployed in the Second-set. 

Forward Response Reconstruction in Wavelet Domain 

Since model condensation to reduce the number of interface forces on the 

substructure will induce additional error in the response reconstruction process in 

Equation (5.25), the accuracy of the forward response reconstruction in the target 

substructure subject to moving loads will be firstly examined. The simulated local 

damages are introduced in the substructure and the responses are obtained at the 

First- and Second-set sensor locations in the damaged state when the substructure is 

subject to the moving force. No noise is added to the measurements here. The 

reconstructed Second-set response vector is obtained from Equation (5.25) and is 

compared with the analytical Second-set response vector which is taken as the true 

Second-set response. Results of forward response reconstruction with SP1 sensor 

placement are shown in Figure 5.9. Figures 5.9(a) and 5.9(c) show the true and 

reconstructed responses at the two sensor locations in the Second-set response vector, 

respectively. 

The difference vectors ( ) ( )( )txtx urtrue &&&& −  between the true and reconstructed 

responses of tho two sensors in the Second-set response vector are shown in Figures 

5.9(b) and 5.9(d) with the relative errors of 1.16% and 1.78%, respectively. These 

relative errors are not as small as those observed in the studies of response 

reconstruction in a substructure using the wavelet domain method in wavelet domain, 

since additional error has been introduced by the model condensation. 

Damage Identification Results 

The iterative procedure described in Section 5.3.1.2 is followed to obtain an 

updated set of substructural elemental stiffness factors. The acceleration responses in 

the damaged state are obtained and they are taken as the simulated “measured” 
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responses. 5% noise effect is included in the measurements.  

Acceleration measurements with and without 5% noise effect are used for the 

damage identification. Table 5.7 gives the associated information on convergence of 

the iterative procedure. It should be noticed that approximately 2 hours are required 

for one iteration with a Intel Core 2 Quad 2.4G PC with 8G memory due to the high 

computation load of sensitivity matrix by the finite difference method.  

Figures 5.10(a) and 5.10(b) show the substructural damage identification results 

with SP1 and SP2 sensor placement, respectively. The measured data during the 

whole duration when the force is moving on the target substructure is used for the 

response reconstruction and damage identification. With SP1 sensor placement, the 

stiffness reductions in 10th and 11th elements are identified as 19.35% and 18.41% 

respectively which are close to the true values of simulated damages. However, 

several small false positives exist which are believed due to the additional error 

introduced by the model condensation in the forward response reconstruction.  

For the case with 5% noise included in the measurements, the identification 

results would be influenced by both the error induced by the model condensation of 

the substructure and the measurement noise effect. The measurement data within the 

first 0.5s are used for identification since the responses in this period are much larger 

and could be relatively less sensitive to the noise effect. The damages in the 10th and 

11th elements are identified as 15.62% and 13.57% stiffness reduction respectively. It 

is noted that a few more false positives are obtained than the case without noise 

above.  

The damage identification results with SP2 sensor placement are shown in 

Figure 5.10(b). It is noted that different selections in First-set and Second-set 

response vectors would affect the accuracy of damage identification results. The 

local damages can be identified effectively with SP2 sensor placement and similar 

observations in the results are made as in Figure 5.9(a) for SP1.  
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5.3.2.3 Example 2: A Bridge Deck Subject to a Two-Axle 

Three-Dimensional Moving Vehicle 

Dynamic Analysis of the Bridge-Vehicle System 

 The same bridge deck is subject to a two-axle three-dimensional vehicle model 

with seven DOFs. The vehicle model is as same as the one used in Section 5.2.2.2, 

as shown in Figure 5.4. The dynamic responses of the bridge structure are obtained 

by solving the coupled equation of motion of the bridge-vehicle system.  

The vehicle crosses the bridge along the travelling path as shown in Figure 

5.8(a). Thirty-two sensors are assumed to be placed on the substructure to measure 

the acceleration responses from the damaged bridge deck subject to the moving 

vehicle. These measurements are divided into two sets of response vectors, noted as 

First-set and Second-set response vectors in Table 5.8. The number of sensors in the 

First-set response vector is equal to thirty and is greater than the sum of the four 

interaction forces of the moving vehicle and the reduced twenty-one interface forces 

on the substructure. The velocity of the moving force is 20 m/s and the sampling rate 

is 100Hz. Class C road surface roughness, corresponding to the average road 

pavement condition, is included in the bridge-vehicle system analysis. The 

acceleration response data when the vehicle is moving on the substructure are used 

for response reconstruction and subsequent damage identification. 

Forward Response Reconstruction in Wavelet Domain 

The same damage scenario in the target substructure as for Example 1 is used in 

this example. Responses are obtained at the First-set and Second-set sensor locations 

from the substructure in the damaged state when the vehicle crosses the target bridge 

substructure. The reconstructed Second-set response vector is obtained from 

Equation (5.25) and is compared with the true Second-set response. No noise effect 

is included in the two sets of measurement. Figures 5.11(a) and 5.11(c) show the true 

and reconstructed responses at the two sensor locations in the Second-set response 
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vector. The difference vectors ( ) ( )( )txtx urtrue &&&& −  between the true and reconstructed 

responses of these two sensors in the Second-set response vector are shown in 

Figures 5.11(b) and 5.11(d) with the relative errors of 1.4% and 0.99% respectively. 

It is noted that different sensor selections in the First-set and Second-set response 

vectors would give different accuracies in the response reconstruction process. 

However, the issue on optimal sensor placement configuration in the First-set and 

Second-set response vectors is not examined in this paper. 

Damage Identification Results 

Damage identification is performed with the two-axle three-dimensional vehicle 

crossing the target substructure. The acceleration responses are obtained from the 

damaged substructure subject to the moving vehicle and they are taken as the 

simulated “measured” responses.  

Acceleration measurements without and with 5% noise effect are computed for 

the damage identification. Table 5.9 gives the associated information on 

convergence of the iterative procedure. The computation load to obtain 12T  is 

intensive since four interaction forces induced by the moving vehicle are involved. 

Approximately 5.5 hours are required for one iteration with a Intel Core 2 Quad 

2.4G PC with 8G memory to calculate the transmissibility matrix 12T  in the 

computation of impulse response function and to compute the sensitivity matrix [ ]S  

for the substructure subject to the moving vehicle.  

Figure 5.12 shows the damage identification results. For the case without noise, 

the identified stiffness reductions in 10th and 11th elements are 18.69% and 19.73% 

respectively. Several small false positives exist in the identification results which are 

believed due to the error induced by the model condensation of the substructure. 

These observations are similar to those in Figure 5.10. The identification results 

would additionally be influenced by the noise effect, and the identified stiffness 

reductions in 10th and 11th elements are 15.21% and 16.29% respectively. However, 
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a few significant false positives are found due to the noise and smearing effect, such 

as the identified stiffness reductions in 12th element. 

5.4 Summary 

A damage identification approach in a bridge structure or in a target substructure 

subject moving vehicular loads based on the dynamic response reconstruction 

technique is proposed. The transmissibility matrix between two sets of time-domain 

response vectors from the structure or the substructure subject to moving loads is 

formulated using the unit impulse response function in the wavelet domain. 

Measured acceleration responses from the damaged structure or the damaged 

substructure are used for the identification. For the damage identification in the full 

structure, the properties of the moving vehicular loads are not assumed known and 

the time-histories of moving loads are not required to be identified. The finite 

element model of the bridge structure will be used to derive the unit impulse 

response function. For the damage identification in the target substructure, dynamic 

responses at the interface DOFs are not required and the time-histories of both 

moving loads and interface forces are not needed. The unit impulse response 

function from the finite element model of the substructure is used to formulate the 

transmissibility matrix. A dynamic response sensitivity-based method is used for the 

structural damage identification with the local damage modeled as a reduction in the 

elemental stiffness factors. The adaptive Tikhonov regularization technique is 

adopted to improve the identification results when noise effect is included in the 

measurements. Numerical studies on a three-dimensional box-section bridge deck 

subject to a single moving force or a two-axle three-dimensional vehicle are 

performed to validate the proposed approach for damage identification in a structure 

or in a substructure. The simulated damage can be identified effectively even with 

noise effect included in the measurements. The sensor selections for measurements 

would affect the accuracy of response reconstruction and subsequent damage 

identification. 
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Table 5.1: Sensor placement configuration of Example 1 

Sensor Placement Configuration Sensor locations 

First-set Node 14(z), 51(z) 

Second-set Node 8(z), 21(z), 45(z), 56(z) 

Note: “Node 14(z)” denotes the sensor is placed along the z -direction at Node 14. 

 

 

Table 5.2: Information on convergence of Example 1 

 No noise 10% noise 

Required iterations 5 18 

Error of convergence 5.39×10-5 9.56×10-5 

 

 

Table 5.3: Sensor placement configuration of Example 2 

Sensor Placement Configuration Sensor locations 

First-set Node 8(z), 20(z), 21(z), 45(z), 56(z) 

Second-set Node 14(z), 51(z) 

 

 

Table 5.4: Information on convergence of Example 2 

 No noise 10% noise 

Required iterations 6 22 

Error of convergence 2.01×10-5 9.85×10-5 
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Table 5.5: Damage scenarios with initial model errors 

Scenario Damage Model errors Noise 

effect 

1 5% random stiffness changes 

in all elements 

10% 

2 10% increase in the  

support stiffness  

10% 

3 

 

20% stiffness 

reductions  

in both 28th and 29th 

elements Include all above  

model errors 

10% 

 

 

Table 5.6: Sensor Placement Configurations of Example 1 

Sensor Placement Configuration Sensor locations 

First-set response vector 25(y, z), 26(y, z), 27(y, z), 28(y, z), 19(y, z),

20(y, z), 21(y, z), 22(y, z), 13(y, z), 14(y, z),

16(y, z), 9(y, z), 2(y, z), 15(y), 8(y) 

SP1 

Second-set response vector 8(z), 15(z) 

First-set response vector 25(y, z), 26(y, z), 27(y, z), 28(y, z), 19(y, z),

8(y, z), 21(y, z), 22(y, z), 13(y, z), 14(y, z), 

16(y, z), 9(y, z), 2(y, z), 15(y), 20(y) 

SP2 

Second-set response vector 15(z), 20(z) 
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Table 5.7: Information on convergence of Example 1 

SP1 SP2  

No noise 5% noise No noise 10% noise 

Required iterations 52 7 62 5 

Error of convergence 9.58×10-5 9.67×10-4 9.77×10-5 9.69×10-4 

 

 

Table 5.8: Sensor placement configuration of Example 2 

Sensor Placement Configuration Sensor locations 

First-set response vector 25(y, z), 26(y, z), 27(y, z), 28(y, z), 29(y, z), 

30(y, z), 19(y, z), 21(y, z), 22(y, z), 23(y, z), 

24(y, z), 14(y, z), 8(y, z), 9(y, z), 15(y), 20(y)

Second-set response vector 20(z), 15(z) 

 

 

Table 5.9: Information on convergence of Example 2 

 No noise 10% noise 

Required iterations 21 4 

Error of convergence 9.43×10-5 8.07×10-4 
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Figure 5.1: Finite element model of the box-section girder structure 
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(d) Error in the response reconstruction at the second sensor
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(e) Responses at the third sensor in Second-set
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(f) Error in the response reconstruction at the third sensor
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Figure 5.2: True and reconstructed responses in the Second-set response vector of 

Example 1 
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Figure 5.3: Damage identification results of Example 1 

 

 

 

Figure 5.4: A three-dimensional two-axle vehicle with seven DOFs 
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Figure 5.5: True and reconstructed responses in the Second-set response vector of 

Example 2 
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Figure 5.6: Damage identification results of Example 2 
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Figure 5.7: Damage identification results with initial model errors 

 

 

Figure 5.8: The numberings of the target substructure in the finite element model of 

the bridge 
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Figure 5.9: True and reconstructed responses in the Second-set response vector with 

SP1 sensor placement 
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Figure 5.10: Damage identification results of Example 1 
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Figure 5.11: True and reconstructed responses in the Second-set response vector of 

Example 2 
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Figure 5.12: Damage identification results of Example 2 
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CHAPTER 6  

EXPERIMENTAL VERIFICATION 

6.1 Introduction and Experimental Setup 

 Structural dynamic response reconstruction techniques in both the frequency 

and wavelet domains are proposed in Chapter 3. The damage identification approach 

in a target substructure is formulated based on the response reconstruction in 

Chapter 4. Numerical studies demonstrated that the proposed substructural condition 

assessment approach both in the frequency and wavelet domains can identify the 

locations and extents of local structural damage effectively. Experimental studies 

will be conducted to investigate the correctness and effectiveness of the proposed 

response reconstruction techniques and substructural damage identification approach. 

A fabricated structure with model uncertainties and acceleration responses with 

environmental noise in the laboratory are used in this Chapter to verify the 

performance of response reconstruction and substructural damage identification 

approaches.  

A seven-storey steel frame is designed and fabricated in the laboratory. The 

dimensions of the frame are shown in Figure 6.1. The column of the frame has a 

total height of 2.1m with 0.3m each storey. The length of the beam is 0.5m. The 

cross-sections of the column and beam elements are measured as 

mm85.49.98mm4 × and mm92.89.89mm4 × , respectively. The measured mass 

densities of the column and beam elements are 3kg/m7850  and 3kg/m2.7734 , 

respectively. The initial Young’s modulus is taken as 210Gpa. The connections 

between column and beam elements are continuously welded at the bop and bottom 

of the beam section. Two pairs of mass blocks with each weight to 4kg 

approximately, are fixed at the quarter and three-quarter length of the beam in each 

storey to simulate the mass from the floor of a building structure. The general layout 
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of the laboratory frame can be seen in Figure 6.2. Figure 6.3(a) shows a pair of steel 

blocks in more details. The two blocks are bolted to the top and bottom of the beam 

to have the centroid coincides with that of the beam section. They are bolted rather 

than welded onto the beam directly to make sure that the stiffness of beam will not 

be changed significantly with welding. The bottoms of two columns of the frame are 

welded onto a thick and solid steel plate that was fixed on the ground, as shown in 

Figure 6.3(b). The data recording computer and data acquisition board were 

grounded to reduce the disturbance of AC power effect on the measured signals.  

B&K 3023 and KD 1010 accelerometers were used in the laboratory dynamic 

testing to measure the acceleration responses of the structure. B&K 3023 sensor is 

shown in Figure 6.4(a). Sensor signals are often incompatible with data acquisition 

hardware. To overcome this incompatibility, the sensor signal must be conditioned. 

Common ways to condition signals include amplification to increase the signal-noise 

ratio and filtering to remove the unwanted higher frequency components. B&K Type 

2365 and Nexus conditioners are used in the test to amplify the raw signals, and they 

are shown in Figures 6.4(b) and 6.4(c). The measuring frequency range is set as 0.1 

Hz ~ 1000Hz and the signal is low-pass filtered with cutoff frequency of 1000Hz. 

Hammer testing is usually used in the laboratory environment as it is an easy and 

economical way to produce the excitation to the structure. The SINOCERA LC-04A 

hammer with a rubber tip shown in Figure 6.4(d) was used in the test and its 

specifications are listed in Table 6.1. The rubber tip is used to produce a more 

uniform lower frequency content of the impact force than the steel and aluminum 

tips since civil structures normally exhibit low frequency responses. National 

Instruments (NI) data acquisition board and measurement system as shown in Figure 

6.4(e) are used to record and save the signals. DEWESoft data acquisition software 

is employed to communicate with the NI acquisition board, such as debugging the 

set-up of sensors, displaying the recording signals, configuring the sampling rate and 

storing the measured data into the computer. Figure 6.5 shows the schematic layout 

of the data acquisition system. 

Figure 6.6 shows the finite element model of the frame structure. It consists of 
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65 nodes and 70 planar frame elements. The weights of steel blocks are added at the 

corresponding nodes of the finite element model as concentrated masses. Each node 

has three DOFs (two translational displacements x , y  and a rotational 

displacement θ ), and the system has 195 DOFs in total. The weights and locations 

of each pair of steel blocks are shown in Table 6.2. The translational and rotational 

restraints at the supports, that are Nodes 1 and 65, are represented initially by a large 

stiffness of 3×109 N/m and 3×109 N·m/rad, respectively.  

6.2 Initial Finite Element Model Updating 

 Finite element model updating in the undamaged state is conducted to minimize 

the discrepancies between the analytical finite element model and the experimental 

model in the laboratory. The model updating process in this study was conducted 

based on a two-stage procedure. In the first-round model updating, the elastic 

modulus of each element and stiffness values of restraints at the two supports are 

selected as parameters which are required to be updated. The dimensions and mass 

densities are measured in situ and they are not included as the updating parameters. 

Eight sensors are deployed in the hammer tests with one defined as the reference 

sensor and the others are placed at the joints between the columns and beams. This 

test is repeated to record the responses at all the beam-column joints with different 

layouts of sensors. Experimental modal analysis is performed to extract the natural 

frequencies and modal shapes of the frame structures from the measured 

acceleration responses. Natural frequencies are obtained by the peak-picking method 

and mode shapes are obtained by comparing the amplitude of Fourier spectrum of 

the dynamic response at a specific location with respect to that from the reference 

point. The first seven natural frequencies and mode shape values of the first seven 

modes at each joint point are obtained. The objective of the first-round model 

updating is to minimize the differences between the frequencies and mode shapes 

from the analytical finite element model and the experimental measurements. 

Optimization techniques, such as nonlinear least-square with Newton method based 
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on modal sensitivities (Friswell 1995) was used here to achieve the first-round 

model updating. It should be noticed that 7 measured frequencies and 147 ×  mode 

shape values are used in the updating and 70 elastic modulus values and 6 support 

stiffness values are required to be updated. The number of equations for updating is 

105 and it is larger than the number of selected unknown parameters which is 76.  

Based on the first-round updated results, the second-round model updating 

further refines the updated model by using the dynamic response sensitivity method 

(Lu and Law 2007b). The objective of the second-round model updating is to make 

the calculated dynamic responses from the finite element model match the measured 

ones as closely as possible. Measured responses from seven sensors of a hammer 

test with the impact at the right column of seventh floor are used in this model 

updating. These seven sensor locations are listed in Table 6.3. The differences 

between the measured time domain responses and analytical responses from the 

finite element model are minimized. Figure 6.7(a) shows the recorded dynamic 

response in time domain at Node 13(x) and Figure 6.7(b) is the Fourier spectrum 

with the response transformed in frequency domain. It can be seen from Figure 6.7(a) 

that the dynamic response costs more than 40 seconds to damp out close to zero 

indicating that the frame structure is very slightly damped with very low damping 

ratios. The Fourier spectrum shows that the frequency response after 40Hz is very 

small such that the raw response data is filtered using a low-pass filter with cutoff 

frequency at 36Hz to remove the higher frequency response and noise effect. 

Rayleigh damping is assumed in this study. The first two damping ratios of the intact 

frame structure are obtained from the half-power bandwidth method (Chopra 2007), 

and they are calculated as 0.0017 and 0.0012 for the first two modes, respectively. 

The elastic modulus of all the elements is selected in the second-round updating 

process. Response data in the first two seconds of these seven sensors are used in the 

model updating.  

Table 6.4 shows the measured and analytical frequencies before and after model 

updating and Table 6.5 shows the MAC values before and after updating. It is found 

that the frequencies form the analytical finite element model after updating are very 
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close to the measured ones and all the MAC values of the first seven modes almost 

equal to ones. Table 6.6 shows the updated stiffnesses of support at Nodes 1 and 65 

of the frame structure. Figure 6.8 shows the first- and second-round updating results 

of young’s modulus of all the elements in the finite element model. It is found that 

minor changes occurred in the second-round updating since the natural frequencies 

of the analytical finite element after the first-round updating are already very close 

to the measured frequencies and MAC values after the first-round updating are close 

to ones. Figure 6.9 shows the measured and calculated responses at Node 13(x) after 

the second-round updating. The relative error between these two responses is 2.31%. 

It is demonstrated that the updated model matches the experimental model well in 

the modal information and vibration responses. Then this updated finite element 

model is used as the baseline model in the following studies of dynamic response 

reconstruction and subsequent damage identification.  

6.3 Dynamic Response Reconstruction in Intact Stage 

6.3.1 Response Reconstruction in a Full Structure 

 Equations (3.9) and (3.52) are used to conduct the structural dynamic response 

reconstruction in the full structure from frequency and wavelet domain methods, 

respectively. Two sensor placement configurations are considered in this study and 

they are shown in Table 6.7. The sensor placement configuration SP1 includes 5 

sensor locations in the First-set which is considered as the Known-set response 

vector, and 2 sensors in the Second-set which is taken as the Unknown-set response 

vector that is going to be predicted. The reconstructed responses of the Second-set 

from frequency and wavelet domain methods are then compared with their measured 

ones which are considered as the true responses. The excitation location of the 

hammer test is at the beam-column joint point in the right column of the seventh 

storey, and acceleration responses from the sensor locations are recorded. The 

sampling rate is 1000Hz and the measured responses are low-pass filtered with a 
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cut-off frequency at 36Hz. The measured data within 16.384s are used for structural 

response reconstruction with the frequency domain method. Due to large sizes of 

matrices DWT
kh&&  and DWT

uh&& , only first two seconds data is considered for response 

reconstruction using the wavelet domain method.  

It has been reported that the deconvolution technique for the reconstruction of 

force is very ill-posed and the results may be unstable (Jacquelin et al. 2003). It is 

also proved that those small singular values from singular value decomposition 

(SVD) would introduce large rounding errors in the inverse analysis and make it 

impossible to recover the force. The error in the deconvolution process will be 

amplified and propagates when the noisy measured responses and a structural 

system with model errors are used.  

The Truncated SVD (TSVD) technique is used to stabilize the solution of 

pseudo-inverse (Hansen 1998). The tolerance value of the pseudo-inverse is set as 

3100.1 −×  to eliminate the small singular values and their oscillating singular 

vectors in the SVD. 

 Figures 6.10 and 6.11 show the comparisons between the measured and 

reconstructed Second-set response vectors in the first two seconds from frequency 

and wavelet domain methods with SP1, respectively. The differences between the 

measured and reconstructed responses of the two sensors in the Second-set are small 

and the relative errors from frequency and wavelet domain methods are shown in 

Table 6.8. The system measurement noise, environmental noise due to ambient 

excitation sources and model errors in the finite element model would affect the 

accuracy of response reconstruction. It can be found that the errors from frequency 

domain method are less than 5% and are slightly larger than those from wavelet 

domain method. 

6.3.1.1 Effect of Sampling Duration and Sampling Rate  

 The effect of sampling duration and sampling rate on the accuracy of response 

reconstruction is investigated. The sampling duration is selected to vary from 8.912s 
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to 32.786s at a constant sampling rate of 1000Hz. In another study, the sampling rate 

varies from 250Hz to 1000Hz with a constant sampling duration of 16.384s. The 

sampling duration is however limited to 2s in the response reconstruction with the 

wavelet domain method. Table 6.9 lists the relative errors of the two sensors in the 

Second-set response of SP1 from both frequency and wavelet domain methods. It is 

noted that the frequency domain method gives a better accuracy when a longer 

sampling duration or a higher sampling rate is used. On the other hand, the accuracy 

of response reconstruction using the wavelet domain method is not obviously 

affected by the sampling rate, and it is slightly better than that from frequency 

domain method. These observations are consistent with results from numerical 

studies in Section 3.4.2.1.  

6.3.1.2 Effect of Measured Responses in the First-set Response 

SP2 sensor placement configuration in Table 6.7 consists of two sensors in the 

First-set and five sensors in the Second-set. The relative errors in the response 

reconstruction results from frequency and wavelet domain methods with different 

sampling duration and sampling rate are shown in Table 6.10. It can also be found 

that the longer sampling duration or higher sampling rate would contribute to a 

better accuracy. SP1 sensor placement with more measurements in the First-set gives 

slightly better response reconstruction results than SP2 sensor set.  

6.3.2 Response Reconstruction in a Substructure 

6.3.2.1 When the Finite Element Model of the Full structure is 

Available 

 When the finite element model of the full structure and the impact force are 

available, the interface forces of the substructure can be obtained by computation 

from the finite element analysis and Equations (3.16) and (3.57) are used to 

reconstruct the responses in the Second-set that are required to be predicted. Figure 
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6.12 shows the target substructure defined in this study. It includes the 4th to 7th 

storeys of the frame structure with 43 nodes and 46 elements. The hammer 

excitation location is at the same location as for last study, as shown in Figure 6.12. 

Eight sensors are placed in this target substructure and two sensor placement 

configurations are defined in this study, as shown in Table 6.11. The sensor 

placement configuration SP1 includes seven sensor locations in the First-set which 

is considered as the Known-set response vector, and one sensor in the Second-set 

which is taken as the Unknown-set response vector that is required to be predicted. 

The sampling rate is 1000Hz with a sampling duration of 16.384s for the frequency 

domain method. Only the response data in the first second is considered in the 

response reconstruction using wavelet domain method. The interface forces from the 

finite element analysis of the full structure model are obtained with ZOH and FOH 

force approximations, respectively. Figures 6.13 and 6.14 show the response 

reconstruction results in the Second-set response of SP1 from frequency domain 

method using interface forces with ZOH and FOH force approximations, 

respectively. The reconstructed responses with ZOH and FOH are close to those 

measured ones and the relative errors between the measured and reconstructed 

responses are 5.91% and 9.50%, respectively. Figure 6.15 shows the measured and 

reconstructed responses from the wavelet domain method. The reconstructed 

response almost overlaps with the measured one and the relative error is 8.12%.  

Effect of Sampling Duration and Sampling Rate 

The sampling duration is considered varying from 8.192s to 32.768s and the 

sampling rate varies from 250Hz to 1000Hz in this study. When the sampling 

duration varies, the sampling rate is kept constant at 1000Hz. When the sampling 

rate varies, the sampling duration is set as 16.384s. Table 6.12 lists the relative error 

of the reconstructed response in the Second-set response of SP1 with different 

sampling duration and sampling rate from frequency and wavelet domain methods. 

The relative errors in the response reconstruction using 16.384s and 32.768s data are 

very close, while the relative error using 8.192s data is larger since system damping 



 152

ratios of the frame structure are very small and the structural response, as shown in 

Figure 6.7, needs far more than 8.192s to damp out close to zero for FFT analysis to 

eliminate the end effect. 

In another study with different sampling rate from 250Hz to 1000Hz, the 

accuracies in the response reconstruction results using both the frequency and 

wavelet domain methods are not good and it should be noted that reconstruction 

with FOH force approximation with sampling rate 500Hz gives better results than 

that with ZOH. Figure 6.16(a), (b) and (c) show the sampled impact force at 1000Hz, 

500Hz, 250Hz, respectively. The recorded impact forces at 500Hz and 250Hz may 

not represent accurately the original impact force, with a very short duration of the 

impact force within 0.006s, as shown in Figure 6.16(a), and the frequency range of 

the hammer force is 0~500Hz as indicated in Table 6.1. Therefore the sampling rate 

of hammer force with 500Hz and 250Hz is not high enough and the interface forces 

computed from the finite element analysis have a large error from using this 

inaccurate sampled hammer impact force. Therefore the response reconstruction 

from Equations (3.16) and (3.57) using the computed interface forces from the 

hammer impact forces is not good.  

Effect of Number of Measured Responses 

Sensor placement SP2 is used in this study. The relative errors in the response 

reconstruction with different sampling duration and sampling rate are listed in Table 

6.13. It is found that SP1 with more measurements in the First-set gives better 

response reconstruction accuracies than SP2. Similar observations are made on the 

response results when the sampling rate is set as 250Hz and 500Hz. The accuracy in 

the response reconstruction results from response data with sampling rate 250Hz and 

500Hz is not good since the hammer impact force is not sampled correctly. The 

reconstruction performs very well with the duration larger than 16.384s and 

sampling rate of 1000Hz for both the frequency and wavelet domain methods.  
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6.3.2.2 When the Finite Element Model of the Target Substructure is 

Available 

Hammer Impact Force is Measured and Available 

When only the finite element model of the substructure is available and the 

number of measurements in the First-set is equal or larger than the number of 

interface forces of the substructure, Equations (3.18) and (3.61) can be used to 

conduct the response reconstruction in the substructure from frequency and wavelet 

domain methods. It should be noticed that the external excitation on the substructure, 

such as the hammer impact force is available in the reconstruction from 

measurement. The target substructure in Figure 6.12 has six interface forces and 

therefore at least six measurements should be included in the First-set response 

vector. Recorded response data from six sensor locations at Node 10(x), 13(x), 19(x), 

47(x), 50(x) and 53(x) are taken in the First-set response vector to predict the 

response at Node 16(x). The measured hammer impact force is used in the response 

reconstruction. The sampling rate is 1000Hz and sampled data within 16.384s are 

used and Figures 6.17(a) and (c) show the response reconstruction results from 

frequency and wavelet domain methods, respectively. It can be noted that the 

reconstructed response almost overlap with the measured one indicating the 

response reconstruction process is accurate. Figures 6.17(b) and (d) show the error 

vector between measured and reconstructed responses. Table 6.14 shows the relative 

errors in the response reconstruction results with different sampling duration and 

sampling rate. The accuracy with different sampling rate and sampling duration 

using frequency domain method is very similar. For the wavelet domain method, the 

response reconstruction with a higher sampling rate gives slightly better accuracy. 

Hammer Impact Force is not Available 

 When only the finite element model of the target substructure is available and 

the hammer impact force is not measured, the response reconstruction can be 
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conducted by taking both the external force and interface forces as unknown 

excitations to the substructure and the target substructure is considered as an 

independent structure. Then Equations (3.9) and (3.52) are used for the response 

reconstruction in the substructure. It should be noticed that the number of measured 

responses in the First-set should be larger than the sum of the external excitations 

and interface forces on the substructure in this case. In this study, there are one 

impact force and six interface forces on the substructure, and therefore at least seven 

sensors are required in the First-set that is considered as the Known-set response 

vector. A sensor placement configuration is adopted with seven measurements in the 

First-set at Node 10(x), 13(x), 19(x), 22(x), 47(x), 50(x) and 53(x), and one 

measurement in the Second-set at Node 16(x). The measured responses in the 

First-set response vector are used to reconstruct the response at the sensor location 

in the Second-set, and the reconstructed response is compared with the measured 

one. The sampling duration is 16.384s with the sampling rate 1000Hz. Measured and 

reconstructed responses in the Second-set by using the frequency and wavelet 

domain methods are shown in Figures 6.18(a) and (c), respectively. The error 

vectors in the response reconstruction results are shown in Figures 6.18(b) and (d). 

The effect of sampling rate and sampling duration is investigated and the relative 

errors between measured and reconstructed responses are shown in Table 6.15. Both 

frequency and wavelet domain methods give good response reconstruction 

accuracies at different sampling duration and rate. Frequency domain method gives 

very similar accuracy with different sampling rate and sampling duration, while 

wavelet domain methods provides better reconstruction with a higher sampling rate.  

Use of IIRS to Reduce the Number of Interface Forces 

 The IIRS method is explored to be used for the model condensation of the 

substructure to reduce the number of interface forces and the required sensor number 

in the First-set response vector to conduct the response reconstruction. In this study, 

the rotational DOFs of the two interface nodes are taken as the slave DOFs which 

are going to be eliminated in the model condensation of the substructure and other 
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remaining DOFs of the substructure are kept as the main DOFs. Then the number of 

interface forces is reduced to four. The hammer impact force is taken as the 

unknown force on the substructure in the response reconstruction since studies show 

that a sampling rate less than 500Hz would give inaccurate response reconstruction 

results. Therefore five measurements at Nodes 10(x), 13(x), 16(x), 19(x) and 22(x) 

are included in the First-set and other three measured responses at Nodes 47(x), 50(x) 

and 53(x) are considered as the unknown Second-set response vector that is required 

to be predicted. The reconstructed response is compared with the measured one 

which is taken as the true response. Equations (3.9) and (3.52) are used for the 

response reconstruction in the substructure. The same setting for frequency domain 

method with response data for a duration of 16.384s with 1000Hz sampling rate is 

used. The response data in the first second is considered for the wavelet domain 

method. Figures 6.19 and 6.20 show measured and reconstructed responses in the 

first second by using the frequency and wavelet domain methods, respectively. Both 

methods give good response reconstruction results. Table 6.16 lists the relative 

errors in the response reconstruction results in the first second with different 

sampling duration and sampling rate. Good response reconstruction accuracies are 

obtained with different sampling rate and sampling duration from the frequency 

domain method. The higher sampling rate gives better response reconstruction 

results from the wavelet domain method.  

6.4 Damage Identification in Frequency Domain 

 The target substructure adopted in this section for damage identification and the 

numberings of element are shown in Figure 6.21. The length of each finite element 

in the frame structure is 100mm and the damage was introduced in the element as 

two cuts with width mmb 30=  and depth mmd 10= , as shown in Figure 6.22. 

Two damage scenarios, namely Scenario A with single damage and Scenario B with 

multi-damage, were considered and their locations are listed in Table 6.17. Figure 

6.23 shows these two damage scenarios in the frame structure. The equivalent 
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stiffness reduction in the damaged element can be approximately obtained from the 

displacement method in the finite element analysis (Zhu and Xu 2005; Bucciarelli 

2009). The required force to produce a unit displacement at a specific DOF can be 

represented as the stiffness value. Then the analytical stiffness reduction in the 

damaged element is derived as 12.5% and it is considered as the theoretical damage 

extent in this study, which is taken as the true value. The excitation of the hammer 

force is applied at Node 44(x) of the frame structure, as shown in Figure 6.21. 

Hammer tests were conducted in these two damaged states and acceleration response 

data from the structure were recorded for substructural damage identification. The 

updated finite element model in the intact stage in Section 3.2 is defined as the 

baseline model and the stiffness reduction in a specific element can be identified as 

the change in the elemental stiffness factors with respect to the baseline model.  

6.4.1 Damage Scenario A 

 The hammer impact force is in a very short duration with high frequency 

response range even up to 500Hz, thus it is very difficult to measure the impact 

force accurately especially with lower sampling rates as indicated from Figure 6.16. 

The accuracy in the response reconstruction results will be affected with the 

incorrectly sampled hammer force if the measured impact force will be used in the 

response reconstruction process. The comparison of Tables 6.14 and 6.15 shows that 

the response reconstruction with a lower sampling rate also gives good accuracy 

when the hammer impact force is also taken as the unknown force on the 

substructure. Thus the hammer impact force and the interface forces are treated as 

unknown excitations to the substructure in the response reconstruction and 

subsequent damage identification. Computation procedures in Sections 4.2.1.2 and 

4.3.1.3 are used for conducting the damage identification with the frequency and 

wavelet domain methods, respectively, and Equations (3.9) and (3.52) are used for 

the response reconstruction in the substructure. Two sensor placement configurations 

listed in Table 6.18, denoted as SP1 and SP2, are defined in this study. The number 
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of measurement in the First-set response vector of SP1 and SP2 is eight which is 

larger than the sum of the number of interface force and the number of hammer 

impact force. One sensor in the Second-set of SP1 is placed close to the damage 

location and two sensors in the Second-set of SP2 are deployed far away from the 

damaged element. This two sensor placement configurations are defined to 

investigate the performance of the proposed damage identification approach and 

how the sensor placement in the Second-set affect the identification results. The 

sampling duration is taken as 32.768s with the sampling rate 1000Hz. The first two 

natural frequencies of the frame structure are extracted from the Fourier spectrum of 

the measured responses as 2.537Hz and 7.656Hz, and the first two damping ratios 

are computed as 0.0019 and 0.0013 for the first two modes, respectively. Rayleigh 

damping is assumed in this study and the Rayleigh damping coefficients can be 

computed from the extracted first two natural frequencies and damping ratios from 

measurements. The measured responses in the both First- and Second-set are 

low-pass filtered with a cutoff frequency of 36Hz. The first second response data of 

the sensors in the Second-set are used for damage identification. The convergence 

tolerance is set as 3100.1 −×  which is larger that that for simulation since the 

measurement noise, environmental noise and model errors in the finite element 

model exist in the damage identification procedure.  

Figure 6.24 shows the damage identification results for Scenario A with SP1 and 

SP2 sensor placement configurations. Table 6.19 lists the required iteration and error 

of convergence on the identification results. The identified stiffness reductions in the 

preset damaged 11th element of the substructure, are 11.42% and 13.37% with SP1 

and SP2, respectively and these identified damage extents are close to the true value 

which is 12.5% indicating that the damage location and extent in the substructure 

can be identified effectively and accurately. It is found that SP1 gives better 

identification results with less false positives in the undamaged elements than SP2. 

Two large false positives appeared in the 58th and 60th elements in results from SP2 

sensor set. It should be noticed that the damaged 11th element is in the left column of 
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the 4th storey and 58th and 60th elements are in the right column of the 4th storey. 

Since the measurements in the Second-set of SP2 used for damage identification are 

far away from the damaged element and may not be sensitive to the damage, 

stiffness in the elements at the same level are wrongly identified as damaged and 

elements in both columns contribute to the storey stiffness of the frame structure. 

The identified values in the undamaged elements are converged to zeros as the 

reference value in the adaptive Tikhonov regularization technique is defined as zero. 

It should be noticed that around 30 minutes are required in an iteration of the 

identification procedure.  

6.4.2 Damage Scenario B 

 Scenario B includes two identical local damages in the 5th and 11th elements of 

the frame structure. The sampling duration is 32.768s with the sampling rate 1000Hz. 

The first two natural frequencies of the damaged frame structure are extracted from 

the measured responses as 2.508Hz and 7.628Hz, and the first two damping ratios 

are obtained as 0.0024 and 0.0013 for the first two modes, respectively. Table 6.20 

shows the sensor placement configuration for the damage identification of Scenario 

B. Eight sensors are included in the First-set response and two in the Second-set. 

The sensor locations of the Second-set response are not near the damage area. 

Response data in the first second are used for the damage identification. The number 

of identification equations is 200010002 =×  and it is far larger than the number of 

unknown substructural stiffness parameters. Table 6.21 lists the information on 

convergence of Scenario B. Figure 6.25 shows the damage identification results of 

Scenario B and the identified values of stiffness reduction in the 5th and 11th 

elements are 8.08% and 14.18%, respectively. Few false positives exist in the 

identification results. It is demonstrated that the proposed substructural damage 

identification approach based on the response reconstruction from frequency domain 

method can identify the locations and extents of local damage in a target 

substructure efficiently.  
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6.4.3 Effect of Use of IIRS  

 The IIRS method is used for the model condensation of the substructure in order 

to reduce the number of interface forces as well as the required number of 

measurements in the First-set response vector. The computation time in the 

identification process would be reduced. The rotational DOFs of interface nodes 2 

and 64 are defined as the slave DOFs of the substructure, and they are eliminated in 

the IIRS model condensation process. The number of interface forces of the 

substructure is reduced to four. Same measured response data from the two damage 

states as for last study are used for damage identification to validate the possible use 

of IIRS in the substructural damage identification. Sensor placement configurations 

for Scenarios A and B are shown in Table 6.22. Six and two sensors are defined in 

the First- and Second-set of Scenario A, respectively. Figure 6.26 shows the damage 

identification results of Scenario A when IIRS is used. It is demonstrated that the 

location of the damage is identified correctly and the identified extent is 6.83% in 

the 11th element while the true value is 12.5%. A comparison between the damage 

identification results with SP2 in Figure 6.24 and Figure 6.26 shows that the 

identified extent in the damaged element in Figure 6.24 is closer to the true value 

than the identified value in Figure 6.26. Since the sensors in the Second-set of SP2 

are far away from the damaged element, some false positives are wrongly identified 

in the same storey. When the IIRS is used to eliminate the rotational interface DOFs, 

the required sensor in the First-set can be reduced. On the other hand, the adaptive 

Tikhonov regularization technique could make those small false positives converge 

to zero, as shown in Figure 6.26.  

For the Scenario B, seven and two sensors are used in the First- and Second-set, 

respectively. The identification results are shown in Figure 6.27 and the identified 

damage extents in the 5th and 11th elements are 15.78% and 6.81%. A comparison of 

Figure 6.27 and Figure 6.25 indicates that large false identification results exist in 

the 8th and 29th elements due to the error introduced with the use of IIRS. Therefore 

it may be concluded that it is possible to use the IIRS scheme to reduce the number 
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of the interface DOFs and the required sensor measurements in the First-set response 

vector. However, the damage identification would be affected by the additional error 

due to the use of IIRS. 

6.5 Damage Identification in Wavelet Domain 

 The same target substructure, damage scenarios (Scenario A and Scenario B), 

measured response data and sensor placement settings in Tables 6.18 and 6.20 are 

used to validate the effectiveness of the wavelet domain method. The updated finite 

element model in the intact stage is used as the baseline model and the local damage 

in a specific element is identified as the stiffness changes with respect to the baseline 

model. The sampling rate is 1000Hz and the number of response data within the first 

0.4s equals to 400. The response data in the first 0.4s of the sensors in the 

Second-set are used for damage identification to avoid large matrix of DWT
kh&&  in the 

computation of pseudo-inverse. The convergence tolerance in the damage 

identification algorithm is set as 3100.1 −× . 

6.5.1 Damage Scenario A 

 Figure 6.28 shows the identification results with SP1 and SP2 sensor placement 

configurations using wavelet domain method. The location of the damaged element 

can be detected clearly in the 11th element from both two sensor placements and the 

identified extents are 10.67% and 5.99% from SP1 and SP2, respectively. SP1 gives 

better and more accurate identification results and it is observed that more false 

positives exist in the results with SP2 because the sensors in the Second-set of SP2 

are further away from the damaged element. Table 6.23 shows the convergence 

information of Scenario A. It is found that less number of iterations is required with 

SP1 for convergence as the sensor locations in the Second-set of SP1 are much 

closer to the damaged element.  
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6.5.2 Damage Scenario B 

 The same sensor placement in Table 6.20 is used for damage identification. 

Figure 6.29 shows the identification results and Table 6.24 lists the information of 

convergence. The identified extents of local damages in the 5th and 11th element are 

6.97% and 7.74% respectively and several large false positives in the identification 

results are located in the 60th and 63rd elements. It should be noticed that the 63rd 

element is in the 2nd storey of the right column. A comparison of Figures 6.25 and 

6.29 shows that the frequency domain method gives better identified local damage 

with less false positives.  

6.5.3 Effect of Use of IIRS 

 The same measured response data from these two damaged states and sensor 

placement configurations in Table 6.22 are used for the damage identification. 

Figure 6.30 shows the identification results for Scenario A from wavelet domain 

method. The identified damage extent in the 11th element is 6.48% and it is smaller 

than the true value 12.5%. The identification results of Scenario B are shown in 

Figure 6.31 and the damage extent in the 11th element is 8% while the damage extent 

in the 5th is 1%, which is quite different from the true damage extents of 12.5%. This 

indicates that the use of IIRS affects the identification accuracy from using wavelet 

domain method obviously for the Scenario B with multi-damages. 

6.6 Summary 

 Experimental studies are conducted to verify the proposed dynamic response 

reconstruction techniques in both frequency and wavelet domains in Chapter 3 and 

the substructural damage identification approach in Chapter 4. A seven-storey steel 

frame is fabricated in the laboratory and measured acceleration response data from 

hammer tests are used for the initial finite element model updating. The updated 

finite element model is considered as the baseline model and measured response 
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data from hammer tests with the damaged frame structure are used for the damage 

identification. Very good accuracy of response reconstruction in the full structure 

and in a substructure can be achieved.  

Studies on the damage identification validate the proposed dynamic 

substructural damage identification approach, and the local damages in the 

substructure are identified effectively. The locations of the damage are detected 

accurately and the stiffness reductions in the damaged elements of the target 

substructure are identified close to the theoretical values in most of the sudies. The 

IIRS model condensation may not be required if a sufficient number of sensors is 

provided for damage identification of the frame structure as the number of interface 

DOFs is not large. It is further validated that it is possible to use the IIRS for the 

model condensation of the target substructure and to reduce the required sensor 

number in the First-set response vector for substructural damage identification. 

However, the identification results may be affected by the use of IIRS as additional 

error is introduced in the response reconstruction and the subsequent identification 

algorithm. 
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Table 6.1: Specifications of the force hammer 

Sensitivity (pC/N) 4.19 

Maximum shock force (KN) 60 

Frequency range 0 ~ 500Hz

 

 

Table 6.2: Weights of each pair of steel blocks 

Storey Node number Weight (Kg) Node number Weight (Kg) 

1 23 3.9456 25 3.9631 

2 26 3.9231 28 3.9199 

3 29 3.9568 31 3.9350 

4 32 3.9247 34 3.9372 

5 35 3.9476 37 3.9772 

6 38 3.9682 40 3.9687 

7 41 3.9571 43 3.9321 

 

 

Table 6.3: Sensor locations of a hammer test in the model updating 

Sensor number Sensor location

1 Node 19(x) 

2 Node 16(x) 

3 Node 13(x) 

4 Node 10(x) 

5 Node 7(x) 

6 Node 4(x) 

7 Node 59(x) 
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Table 6.4: Measured and updated frequencies  

before updating after first-round  
updating 

after second-round 
updating 

 
Modes 

 
measured 

 Analytical error 
(%) 

Analytical error 
(%) 

Analytical  error 
(%) 

1 2.5406 2.5198 0.82 2.5433 0.11 2.5438 0.13 

2 7.6599 7.5829 1.01 7.6651 0.07 7.6546 0.07 

3 12.8632 12.6614 1.57 12.8987 0.28 12.8714 0.06 

4 18.0283 17.6255 2.23 18.0290 0.004 18.0349 0.03 

5 22.9645 22.2655 3.04 22.9141 0.22 22.9835 0.08 

6 26.9852 26.1468 3.11 26.9849 0.001 27.0449 0.22 

7 29.9072 28.7959 3.72 29.9192 0.04 30.0000 0.31 

 

 

 

Table 6.5: MAC Values before and after updating 

Modes before 
updating

after first  
round updating

after second  
round updating 

1 0.9998 0.9999 0.9999 

2 0.9998 0.9997 0.9997 

3 0.9997 0.9998 0.9998 

4 0.9991 0.9988 0.9991 

5 0.9998 0.9999 0.9998 

6 0.9995 0.9998 0.9996 

7 0.9995 0.9998 0.9996 
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Table 6.6: Updated stiffness at the supports 

 Degree-of-Freedom Support stiffness (unit) 

x 3.1753e9 N/m 

y 3.1766e9 N/m 

 

Node 1 

θ  3.1570e9 N·m/rad 

x 2.8843e9 N/m 

y 2.8670e9 N/m 

 

Node 65 

θ  2.2410e9 N·m/rad 

 

 

Table 6.7: Sensor placement configurations 

Sensor Placement Configuration Sensor locations 

First-set Node 4(x), 7(x), 16(x), 19(x), 59(x)SP1 

Second-set Node 10(x) 13(x) 

First-set Node 10(x) 13(x) SP2 

Second-set Node 4(x), 7(x), 16(x), 19(x), 59(x)

 

 

Table 6.8: Relative errors in the response reconstruction from SP1 

Relative error (%) Sensor location 

Frequency domain method Wavelet domain method 

Node 10(x) 3.46 2.22 

Node 13(x) 4.81 2.59 
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Table 6.9: Relative errors (%) in the response reconstruction with different sampling 

duration and sampling rate from SP1 

 Second-set 
Sensor 

Location 

Sampling Duration (s) 
(Sampling Rate = 1000 Hz)

Sampling Rate (Hz)  
(Sampling Duration = 16.384s)

 8.192 16.384 32.768 250 500 1000 

10(x) 5.86 3.46 2.78 3.45 3.46 3.46 

Frequency 

domain 

method 13(x) 5.80 4.81 3.19 4.88 4.83 4.81 

  Sampling Duration = 2.0 s Sampling Rate (Hz)  
(Sampling Duration = 2.0 s) 

 1000Hz 250 500 1000 

10(x)  2.22  2.67 2.22 2.22 

Wavelet  

domain 

method 13(x)  2.59  3.15 2.59 2.59 

 

Table 6.10: Relative errors (%) in the response reconstruction with different 

sampling duration and sampling rate from SP2 

 Second-set 
Sensor 

Location 

Sampling Duration (s) 
(Sampling Rate = 1000 Hz)

Sampling Rate (Hz)  
(Sampling Duration = 16.384s)

 8.192 16.384 32.768 250 500 1000 

4(x) 6.43 2.46 1.33 2.47 2.46 2.46 

7(x) 8.66 5.44 5.05 5.48 5.45 5.44 

16(x) 8.96 5.78 4.37 5.94 5.83 5.78 

19(x) 11.45 9.21 6.26 9.26 9.22 9.21 

 

 

Frequency 

domain 

method 

59(x) 7.43 3.21 2.58 3.28 3.23 3.21 

  Sampling Duration = 2.0 s Sampling Rate (Hz)  
(Sampling Duration = 2.0 s) 

 1000Hz 250 500 1000 

4(x)  1.05  1.81 1.05 1.05 

7(x)  4.93  5.16 4.92 4.93 

16(x)  3.36  4.47 3.32 3.36 

19(x)  5.60  7.17 5.20 5.60 

 

 

Wavelet  

domain 

method 

59(x)  2.34  2.98 2.33 2.34 
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Table 6.11: Sensor placement configurations 

Sensor placement configuration Sensor locations 

First-set Node 10(x), 13(x), 16(x), 19(x), 22(x), 

47(x), 50(x) 

SP1 

Second-set Node 53(x) 

First-set Node 10(x), 16(x), 22(x), 47(x) SP2 

Second-set Node 53(x), 13(x), 19(x), 50(x) 

 

 

Table 6.12: Relative errors (%) in the response reconstruction in the first second 

with SP1 

 Second-set 
Sensor 

Location 

Sampling Duration (s) 
(Sampling Rate = 1000 Hz) 

Sampling Rate (Hz)  
(Sampling Duration =16.384s)

 8.192 16.384 32.768 250 500 1000 

ZO

H 

53(x) 17.93 5.91 5.64 68.14 22.53 5.91 

Frequency 

domain 

method 

FOH 53(x) 20.24 9.50 9.28 42.57 9.88 9.50 

  Sampling Duration = 1.0 s Sampling Rate (Hz)  
(Sampling Duration = 1.0 s) 

 1000Hz 250 500 1000 Wavelet  

domain 

method 

53(x)  8.12  69.31 27.68 8.12 
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Table 6.13: Relative errors (%) in the response reconstruction in the first second 

with SP2 

 Second-set 
Sensor 

Location 

Sampling Duration (s) 
(Sampling Rate = 1000 Hz) 

Sampling Rate (Hz)  
(Sampling Duration =16.384s)

 8.192 16.384 32.768 250 500 1000 

53(x) 21.95 7.43 6.66 77.08 27.03 7.43 

13(x) 21.65 8.66 8.12 77.30 27.84 8.66 

19(x) 22.23 9.33 8.98 81.53 36.55 9.33 

 

ZOH 

50(x) 14.42 8.74 8.14 63.27 33.78 8.74 

53(x) 24.34 10.57 10.02 46.94 11.05 10.57 

13(x) 23.77 11.00 10.58 47.90 11.56 11.00 

19(x) 23.95 11.69 11.89 45.59 12.37 11.69 

 

 

 

Frequency 

domain 

method  

FOH 

50(x) 16.44 10.41 10.21 34.77 10.96 10.41 

  Sampling Duration = 1.0 s Sampling Rate (Hz)  
(Sampling Duration = 1.0 s) 

 1000Hz 250 500 1000 

53(x) 10.14 76.34 32.15 10.14 

13(x) 11.41 76.28 32.81 11.41 

19(x) 12.09 70.49 33.41 12.09 

 

Wavelet  

domain 

method 

50(x) 11.40 42.78 32.90 11.40 
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Table 6.14: Relative errors (%) in the response reconstruction in the first second  

 Second-set 
Sensor 

Location 

Sampling Duration (s) 
(Sampling Rate = 1000 Hz)

Sampling Rate (Hz)  
(Sampling Duration = 16.384s)

 8.192 16.384 32.768 250 500 1000 Frequency 

domain 

method 
16(x) 2.69 2.56 2.56 2.57 2.56 2.56 

  Sampling Duration = 1.0 s Sampling Rate (Hz)  
(Sampling Duration = 1.0 s) 

 1000Hz 250 500 1000 Wavelet  

domain 

method 
16(x)  3.53  9.30 4.57 3.53 

 

 

 

Table 6.15: Relative errors (%) in the response reconstruction in the first second  

 Second-set 
Sensor 

Location 

Sampling Duration (s) 
(Sampling Rate = 1000 Hz)

Sampling Rate (Hz)  
(Sampling Duration = 16.384s)

 8.192 16.384 32.768 250 500 1000 Frequency 

domain 

method 
16(x) 2.67 2.56 2.54 2.55 2.55 2.56 

  Sampling Duration = 1.0 s Sampling Rate (Hz)  
(Sampling Duration = 1.0 s) 

 1000Hz 250 500 1000 Wavelet  

domain 

method 
16(x)  2.58  3.88 2.95 2.58 
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Table 6.16: Relative errors (%) in the response reconstruction in the first second  

 Second-set 
Sensor 

Location 

Sampling Duration (s) 
(Sampling Rate = 1000 Hz)

Sampling Rate (Hz)  
(Sampling Duration = 16.384s)

 8.192 16.384 32.768 250 500 1000 

47(x) 4.29 4.64 3.93 4.68 4.66 4.64 

50(x) 1.66 1.32 1.42 1.32 1.32 1.32 

Frequency 

domain 

method 

53(x) 3.89 4.00 3.78 3.94 3.99 4.00 

  Sampling Duration = 1.0 s Sampling Rate (Hz)  
(Sampling Duration = 1.0 s) 

 1000Hz 250 500 1000 

47(x) 8.65 11.72 9.20 8.65 

50(x) 5.87 10.13 6.70 5.87 

Wavelet  

domain 

method 

53(x) 7.89 12.44 7.95 7.89 

 

 

 

Table 6.17: Damage scenarios in the experimental testing 

Damage scenario Damaged element in the substructure 

Scenario A: Single damage 11th element 

Scenario B: Multi-damage 5th and 11th element 
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Table 6.18: Sensor placement configurations of Scenario A 

Sensor placement configuration Sensor locations 

First-set Node 4(x), 7(x), 9(x), 17(x), 47(x), 50(x), 

53(x), 56(x) 

 

SP1 

Second-set Node 11(x) 

First-set Node 4(x), 7(x), 9(x), 11(x), 17(x), 47(x), 53(x), 

56(x) 

 

SP2 

Second-set Node 15(x), 50(x) 

 

 

 

Table 6.19: Information on convergence of Scenario A 

 SP1 SP2 

Required iterations 5 5 

Error of convergence 9.2×10-4 8.7×10-4

 

 

 

Table 6.20: Sensor placement configurations of Scenario B 

Sensor placement configuration Sensor locations 

First-set Node 4(x), 5(x), 11(x), 14(x), 19(x), 53(x), 

56(x), 59(x) 

Second-set Node 9(x), 50(x) 
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Table 6.21: Information on convergence of Scenario B 

Required iterations 7 

Error of convergence 7.9×10-4

 

 

Table 6.22: Sensor placement configurations when the IIRS is used 

Sensor placement configuration Sensor locations 

First-set Node 4(x), 7(x), 9(x), 11(x), 53(x), 56(x) Scenario A 

Second-set Node 15(x), 50(x) 

First-set Node 5(x), 14(x), 19(x), 50(x), 53(x), 56(x), 59(x)Scenario B 

Second-set Node 9(x), 11(x) 

 

 

Table 6.23: Information on convergence of Scenario A 

 SP1 SP2 

Required iterations 6 8 

Error of convergence 7.3×10-4 8.5×10-4

 

 

Table 6.24: Information on convergence of Scenario B 

Required iterations 7 

Error of convergence 9.5×10-4
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Figure 6.1: Dimensions of the steel frame 
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Figure 6.2: The laboratory steel frame model 

 

 
(a) A pair of mass blocks (b) Support of the frame structure 

Figure 6.3: Steel mass blocks and support of the frame 

 

 

Left column Right column
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(a) B&K 3023 accelerometer 

 
(b) B&K 2365 conditioner 

 
(c) B&K Nexus conditioner 

 
(d) hammer 

 

(e) NI data acquisition board and recording computer 

Figure 6.4: Experimental instruments 
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Figure 6.5: Layout of data acquisition system 
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Figure 6.6: Finite element model of the planar frame structure 
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Figure 6.7: Dynamic responses at the Node 13(x) 
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Figure 6.8: Model updating results of the first and second round 
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Figure 6.9: Measured response and calculated response after updating at Node 13(x) 
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Figure 6.10: Measured and reconstructed responses in the Second-set response 

vector of SP1 from frequency domain method 
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Figure 6.11: Measured and reconstructed responses in the Second-set response 

vector of SP1 from wavelet domain method 

 

 
Figure 6.12: The target substructure 
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Figure 6.13: Measured and reconstructed responses in the Second-set response from 

frequency domain method with ZOH 
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Figure 6.14: Measured and reconstructed responses in the Second-set response from 

frequency domain method with FOH 
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Figure 6.15: Measured and reconstructed responses in the Second-set response from 

wavelet domain method 
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Figure 6.16: Recorded force with different sampling rate 
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Figure 6.17: Measured and reconstructed responses in the Second-set response from 

frequency and wavelet domain methods 

 

0 0.25 0.5 0.75 1.0
-4

-2

0

2

4

6

Time (s)

A
cc

el
er

at
io

n 
(m

/s2 )
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(c) Response in the Second-set from wavelet domain method
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Figure 6.18: Measured and reconstructed responses in the Second-set response from 

frequency and wavelet domain methods 
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Figure 6.19: Measured and reconstructed responses in the Second-set response from 

frequency domain method with IIRS 

 

 

 

 

 

 

 

 

 

 

 

 



 186

 

 

 

0 0.25 0.5 0.75 1.0
-4
-2
0
2
4
6

Time (s)

A
cc

el
er

at
io

n 
(m

/s2 )

(a) Response at the first sensor in the Second-set

 

 

0 0.25 0.5 0.75 1.0
-1

-0.5

0

0.5

Time (s)

A
cc

el
er

at
io

n 
(m

/s2 )

(b) Error in the response reconstruction

0 0.25 0.5 0.75 1.0
-4
-2
0
2
4
6

Time (s)

A
cc

el
er

at
io

n 
(m

/s2 )

(c) Response at the second response in the Second-set

 

 

0 0.25 0.5 0.75 1.0
-1

-0.5

0

0.5

Time (s)
A

cc
el

er
at

io
n 

(m
/s2 )

(d) Error in the response reconstruction

0 0.25 0.5 0.75 1.0
-4
-2
0
2
4
6

Time (s)

A
cc

el
er

at
io

n 
(m

/s2 ) (e) Response at the third response in the Second-set

 

 

0 0.25 0.5 0.75 1.0
-1

0

1

Time (s)

A
cc

el
er

at
io

n 
(m

/s2 )
(f) Error in the response reconstruction

Measured
Reconstructed

Measured
Reconstructed

Measured
Reconstructed

 
Figure 6.20: Measured and reconstructed responses in the Second-set response from 

wavelet domain method with IIRS 
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Figure 6.21: Finite element model of the target substructure in the damage 

identification  
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Figure 6.22: Width and depth of the cut in the damaged element 

 

 

 

 

 

 

 

 

 

 

 



 189

 

 

 

 

 

(a) Damage scenario A 

 
(b) Damage scenario B 

Figure 6.23: Introduced damage in the frame structure 
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Figure 6.24: Damage identification results for Scenario A from frequency domain 

method 

 

0 4 8 12 16 20 24 28 32 36 40 44 48 52 56 60 64 68
-2

0

2

4

6

8

10

12

14

16

Element number in the substructure

St
iff

ne
ss

 re
du

ct
io

n 
(%

)

 

 

True
Identified

 
Figure 6.25: Damage identification results for Scenario B from frequency domain 

method 
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Figure 6.26: Damage identification results for Scenario A from frequency domain 

method with IIRS 
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Figure 6.27: Damage identification results for Scenario B from frequency domain 

method with IIRS 
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Figure 6.28: Damage identification results for Scenario A from wavelet domain 

method 
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Figure 6.29: Damage identification results for Scenario B from wavelet domain 

method 
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Figure 6.30: Damage identification results for Scenario A from wavelet domain 

method with IIRS 
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Figure 6.31: Damage identification results for Scenario B from wavelet domain 

method with IIRS 
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CHAPTER 7  

CONCLUSIONS AND RECOMMENDATIONS 

7.1 Conclusions 

Vibration measurements, such as dynamic acceleration response data from civil 

infrastructures, are usually used for structural condition assessment with system 

identification techniques. Substructural condition assessment approaches are 

receiving increasing attentions in recent years since they have the advantages of 

reducing the number of unknown system parameters to be identified and system 

DOFs involved in the computation. Measurements at the interface DOFs are 

normally required and treated as input excitations to the target substructure in many 

existing substructural identification approaches. However, it may not be possible to 

measure all the responses at the interface DOFs. This dissertation proposes a 

dynamic substructural condition assessment approach without the information of 

responses and forces at the interface DOFs. Dynamic response reconstruction 

techniques in both the frequency and wavelet domains are proposed. The 

relationship between two sets of time-domain response vectors is formulated. Only 

the finite element model of the intact target substructure and measured acceleration 

data from the substructure in the damaged state are required in the identification. A 

dynamic response sensitivity-based method is used to formulate the damage 

identification algorithm and the adaptive Tikhonov regularization technique is 

adopted to improve the identification results when large noise effect is included in 

the measurements. Local damage is identified as the change in the elemental 

stiffness factors. Numerical and experimental studies are conducted to validate the 

effectiveness and accuracy of the proposed substructural damage identification 

approach.  

Another development in the condition assessment is to detect the local damage 
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using measured acceleration responses from the substructure subject to moving 

vehicular loads which serve as excitations to the substructure. The dynamic response 

reconstruction in wavelet domain is developed for the scenario when a structure or a 

target substructure is subject to moving vehicular loads. The transmissibility matrix 

between two sets of time-domain response vectors is formulated using the unit 

impulse response functions when the moving loads are at different locations. 

Measured acceleration responses from the structure or the substructure in the 

damaged state are used for the damage identification. A three-dimensional 

box-section girder subject to a two-axle three-dimensional moving vehicle is taken 

as an example to validate the proposed approach for damage identification. The 

simulated damage can be effectively identified with noise effect included in the 

measurements.  

The main contributions of this dissertation and conclusions achieved are 

summarized as follows: 

1. New dynamic response reconstruction techniques in both the frequency and 

wavelet domains 

New structural dynamic response reconstruction techniques in both the 

frequency and wavelet domains are developed. Numerical and experimental studies 

are conducted to investigate the accuracy and efficiency of the proposed methods for 

response reconstruction. It is demonstrated that these two techniques were 

successfully used for response reconstruction in a full structure and in a 

substructure. 

(1) Response reconstruction in a full structure treats the applied external excitations 

as unknown force vectors on the structure and the transmissibility matrix is 

formulated with frequency response function in the frequency domain or the 

unit impulse response function in the wavelet domain. The relationship between 

two sets of time-domain response vectors is formed. The locations of these 

excitations should be assumed available, while the time-histories of applied 

excitations are not required. The FOH discrete force approximation is used in 

the forward response computation to improve the accuracy of the dynamic 
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response analysis in the simulation studies. It shows that response 

reconstruction using the frequency domain method with FOH discrete gives 

better response reconstruction results than that with ZOH.  

(2) Two cases for response reconstruction in a substructure are considered. The first 

case is that the interface forces are available either from measurements or from 

computation with the full structure model is available. The external excitations 

on the structure are used in the dynamic response analysis and then the interface 

forces are obtained from the finite element analysis of the full structure. The 

second case eliminates this restraint with only the finite element model of the 

substructure available in the response reconstruction process. The interface 

forces are treated as the unknown input excitations to the substructure. The 

transmissibility matrix is formulated based on the frequency response function 

or unit impulse response function computed from the finite element model of 

the substructure.  

It is found that more accurate response reconstruction results can be obtained 

from frequency domain method when a longer sampling duration or a higher 

sampling rate is used, while the accuracy of response reconstruction from wavelet 

domain method is not subject to the sampling duration and sampling rate. More 

measurements in the Known-set response vector would contribute to a higher 

accuracy of reconstruction. For the noise-free case, the relative errors in the response 

reconstruction results from wavelet domain method are far less than those from 

frequency domain method. For the case with the measurements included some noise 

effects, similar accuracies of response reconstruction are obtained from the 

frequency and wavelet domain methods. It is observed that good response 

reconstruction results are obtained when there is significant vibration component in 

the response close to the beginning of excitation.  

2. New substructural condition assessment method in both the frequency and 

wavelet domains 

A substructural condition assessment approach is developed based on the 

dynamic response reconstruction techniques in both the frequency and wavelet 



 197

domains. The information of responses and forces at the interface DOFs is not 

required. The relationship between two-sets of time-domain response vectors is 

formulated based on the transmissibility matrix with the frequency response function 

in the frequency domain or the unit impulse response function in the wavelet domain. 

The finite element model of the intact target substructure and acceleration 

measurements from the damaged substructure are required in the damage 

identification. A dynamic response sensitivity-based method is used to formulate the 

substructural damage identification algorithm and the adaptive Tikhonov 

regularization technique is adopted to improve the identification results especially 

for the case with measurement noise effect. Numerical studies are conducted to 

illustrate the performance of the proposed substructural damage identification 

approach. Under the circumstance when a target substructure has a large number of 

interface DOFs, the IIRS model condensation may be used to reduce the number of 

interface forces as well as the required sensor measurements in the First-set response 

vector. The influence of model errors on the performance of the proposed approach 

is also investigated. The accuracy and effectiveness of the proposed approach is 

numerically verified and the simulated damage in the substructure can be identified 

effectively with 10% noise effect in the measurements and initial model errors. 

3.  Extending the damage identification method to a bridge structure or a 

target substructure subject to moving vehicular loads 

The damage identification in a bridge structure or in a target substructure subject 

to moving vehicular loads is conducted based on the proposed dynamic response 

reconstruction technique in the wavelet domain. The transmissibility matrix between 

two sets of time-domain response vectors from the structure or the substructure 

subject to moving loads is formulated using the unit impulse response function in 

the wavelet domain with the moving loads at different locations. Measured 

acceleration responses from the damaged structure or the damaged substructure are 

used for the identification. For the damage identification in a full structure, the 

time-histories of moving loads and the properties of moving vehicle are not required. 

For the damage identification in a target substructure, dynamic responses at the 
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interface DOFs, the time-histories of both the moving loads and interface forces are 

not needed. The finite element model of the intact substructure is used as the 

baseline model and to derive the unit impulse response function. Numerical studies 

on a three-dimensional box-section bridge deck subject to a single moving force or a 

two-axle three-dimensional vehicle are separately investigated to validate the 

proposed approach for damage identification. The simulated damage can be 

identified effectively even with noise effect included in the measurements and initial 

model errors in the finite element model.  

4.  Experimental studies on the performance of the proposed substructural 

condition assessment approach 

Experimental studies are conducted to verify the proposed dynamic response 

reconstruction techniques in both the frequency and wavelet domains and the 

substructural damage identification approach. A seven-storey steel frame is 

fabricated in the laboratory and measured acceleration response data from hammer 

tests are used for the initial finite element model updating. The updated finite 

element model is considered as the baseline model and measured response data from 

hammer tests from the damaged frame structure are used for the response 

reconstruction and damage identification. It is demonstrated that excellent accuracy 

of response reconstruction in the full structure and in a substructure is achieved. Two 

damage scenarios with single- and multi-damage cases are then introduced in the 

frame structure. Measured response data from hammer tests are used for 

identification, and the local damages in the substructure are identified effectively. 

The locations of the damage are detected accurately and the stiffness reductions in 

the damaged elements of the target substructure are identified close to the true 

values. Several false positives may exist in the damage identification results due to 

the measurement noise and model uncertainties in the finite element model. The 

IIRS model condensation may not be required if a sufficient number of sensors is 

provided for damage identification in a target substructure of the frame structure 

when the number of the interface DOFs is not large. It is possible to use the IIRS for 

the model condensation of the target substructure and to reduce the required sensor 
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number in the First-set response vector. However, the damage identification results 

may be affected by the use of IIRS as additional error is introduced in the response 

reconstruction and the subsequent substructural damage identification algorithm. 

7.2 Recommendations on Future Studies 

It has been investigated numerically and experimentally that the proposed 

dynamic substructural condition assessment approach based on the response 

reconstruction techniques in both the frequency and wavelet domains can be used to 

identify the local damage in structures successfully and efficiently. The proposed 

substructural damage identification approach can generally be applied to other types 

of civil structures. The following recommendations are provided for further research 

and exploration: 

(1) The wavelet domain method for response reconstruction is developed for the 

bridge structure subject to moving vehicle excitations. The damage 

identification in the bridge structure or in a target substructure is numerically 

verified. Further studies are required to demonstrate the performance of the 

proposed damage identification approach with in-field testing data. 

(2) Measured acceleration response data from hammer tests are used to validate the 

proposed substructural damage identification algorithm in the frequency and 

wavelet domains. Studies on the performance of the proposed substructural 

damage identification approach using response data from shaking-table tests 

may be conducted. 

(3) The excitations applied on the structures in the above works are general forces 

at some specific locations or moving load excitations. The response 

reconstruction is also explored with a scenario where the structure is under 

seismic excitations. The response reconstruction techniques may be further 

developed for the case when the structure is subject to ambient excitation using 

a statistical approach. The propagation of system uncertainties on the damage 

identification may be analyzed. 
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(4) It is noted that the sensor number and locations in the First- and Second-set 

response vectors may affect the accuracy of forward response reconstruction in 

the full structure or in a target substructure and subsequent damage detection. 

The issue of optimal sensor placement may be further examined. 

(5) Further research work may be explored to apply the proposed substructrual 

approach for condition assessment of large-scale engineering structures, such as, 

long-span bridges.  
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APPENDIX A 

The impulse response of the extrapolation filter for the triangle hold and block 

diagram of the triangle hold are shown in the following figures. 

 

Figure A-1: Impulse response of the extrapolation filter for the triangle hold 

 

 

 

Figure A-2: Block diagram of the triangle-hold equivalent 
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