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ABSTRACT 

As a new class of materials, metallic glasses (MGs) have stimulated extensive interest in 

the academic community, because they possess unique disordered atomic structure 

lacking long range translational symmetry, and thus have excellent mechanical and 

chemical properties such as high strength, large fracture toughness and good corrosion 

resistance. These excellent properties render MGs with a great potential for engineering 

applications. However, low plasticity at room temperature seriously hinders MGs‟ 

application, besides the atomic structure of the MGs has not been well captured and the 

deformation mechanism has not been fully understood. In this thesis, I start with an 

investigation of the cooling rate effect on the elastic properties of MGs using quasi-static 

and dynamic methods, then extend the investigation to the plastic deformation of MGs 

and characterize the speed of shear band as a function of shear offset. 

 

Cooling rate is thought to play the most important role in the vitrification of glass-

forming liquids. It is known that the cooling rate can affect MGs‟ atomic structure and 

thus may possibly has influence on their mechanical properties. Quasi-static 

micromechanical study of the cooling-rate effect on Young‟s moduli and hardness of the 

as-cast bulks and melt-spun ribbons for Zr55Pd10Cu20Ni5Al10 MG was carried out. Using 

the classic nanoindentation method, the Young‟s moduli of the ribbon samples obtained at 

higher cooling rates were measured which appeared to be much lower than those of the 

bulk samples. Through further experiments on slice samples cut from the as-cast bulks 
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MG and finite-element (FE) analyses, we have clearly demonstrated that the measured 

difference in elastic moduli was mainly caused by the sample thickness effect in 

nanoindentation tests. To overcome such a confounding effect, microcompression 

experiments were performed on the as-cast and as-spun MG samples, respectively. Being 

consistent with the findings from nanoindentation, the microcompression results showed 

that the cooling rate, as ranging from ~10
2
 to ~10

6
 K/s, essentially has no influence on the 

Young‟s modulus and hardness of the MGs. 

 

Then, we turn to using dynamic microcompression test to investigate the cooling rate 

effect. First of all, to understand and analyze the anelastic deformation of MGs, 

theoretical framework based on the energy barrier concept was developed. The theoretical 

results clearly show that the stress-induced reversible local structural transition in MGs is 

equivalent to a Kelvin-type anelastic deformation process, and this reflects a core-shell 

atomic configuration in MGs, which consists of free volume zones (FVZs) and 

surrounding dense packed atomic clusters. Using this theoretical model, dynamic test 

results of micropillars carved out from bulk and ribbon MGs were analyzed, no 

discernable difference in effective modulus and viscosity can be revealed, indicating that 

similar content of dense packed cluster and FVZs in the bulk and ribbon MGs despite the 

cooling rate difference in about four orders of magnitude.  

 

Apart from the cooling rate effect, the shear bands, as the plastic deformation carrier of 

MGs, were investigated. Important experimental finding and theoretical analysis of the 

shear-band speed measured in a variety of bulk metallic-glasses (BMGs) were presented. 
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Unlike the other research work, in which the shear-band speed was regarded as a constant, 

our study, based on carefully designed loading-holding cyclic tests, reveals that the speed 

of shear band correlates with its resultant shear offset. Such a correlation arises as a „size‟ 

effect, which could be rationalized by the energy balance principle. 
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CHAPTER 1  Introduction 

Metallic glass (MG) is a new class of material characterized by a series of impressive 

mechanical properties and having great potential for broad engineering applications [1, 2]. 

Over the past decades, it has attracted considerable attention, and substantial research 

efforts have been dedicated to solving puzzles in this field. 

 

1.1 Research Background  

Metallic glasses or amorphous metallic alloys are metals and metallic alloys lack of long 

range periodicity in atomic structure. Normally, they are formed by rapid solidification of 

the alloys from their liquid states. Solidification occurs so rapidly that there is no time for 

the crystallization to take place, thus the atoms are frozen to metastable solid state in their 

liquid configuration. These amorphous structures contribute to many superior mechanical, 

chemical and electrical properties compared with the traditional crystalline metals, for 

example, metallic glasses are exceptionally hard and have extremely high strengths; they 

have excellent corrosion resistance; and some of them are good soft magnetic materials 

with distinctly lower magnetic losses. 
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Traditionally, metallic materials are utilized in their crystalline state, because metals tend 

to crystallize during the solidification process based on the thermodynamics theory. The 

first metallic glass, Au75Si25, in a thin disk form with a thickness less than 0.1 mm, was 

made by Duwez et al. in 1960, who rapidly solidified the liquid at rate approaching 10
6
 

K/s through the process of splat quenching [3]. Then, in 1974, the first bulk metallic glass 

(BMG), which is defined by the size with one dimension larger than 1 mm, Pu-Cu-Si was 

prepared by Chen et al. utilizing the suction casting method with a cooling rate of about 

10
3
 K/s [4]. Since the first discovery of the BMG, great enthusiasm has been stimulated 

to study this class of metallic materials. Extensive efforts have been devoted to enlarging 

the size of the metallic glasses and to utilizing their excellent properties in more fields. 

Considerable progresses have been achieved in the synthesis of larger metallic glasses at 

relatively slower quenching rates [5-8], and numerous metallic glasses with various 

compositions have been developed so far.  

 

In the meantime, in order to better utilize these newly emerging materials, a great amount 

of investigations have been carried out to reveal the underlying mechanisms which give 

rise to the impressive mechanical, physical and chemical properties of BMGs. To this end, 

various structural/mechanistic models and theories have been developed, which will be 

described briefly in the following text. From the structure aspect, metallic glasses have no 

regular arrangement of atoms; in other words, the atomic arrangement appears random. 

Since there is no periodical symmetry in these non-crystalline materials, it is difficult to 

characterize their atomic configuration. Experimentally, traditional methods of structural 

characterization established for crystalline materials, such as X-ray diffraction (XRD), 
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transmission electron microscope (TEM), small angle neutron scattering, have been 

employed to characterize the atomic configuration of MGs. Based on these methods, 

information related to the statistical aspects of the atomic structure can be extracted. 

However, a 3D atomic structure is still absent because of the limitation of the 

experimental methods. Apart from the experimental observations, computer simulations 

have also been carried out to reveal the atomic structure of MGs. Various structural 

models, such as Bernal's dense random packing model [9], Gaskel's short range order 

model [10] and the solute-centered quasi-equivalent cluster model [11, 12], have been 

proposed.  

 

Another enduring attraction of MGs is their impressive mechanical properties owing to 

the amorphous structure. The deformation mechanism of MGs has been proven to be of 

fundamental scientific interest [13], and can provide theoretical support for their 

application as engineering materials. MGs generally possess elastic moduli on the same 

order as those of traditional engineering metals, but they have significantly higher 

strengths and hardness than their crystalline counterparts at room temperature (as shown 

in Figure 1.1). However, when the plastic deformation occurs, they usually suffer from a 

strong tendency for shear localization or shear banding, and as a result get failure 

macroscopically at ambient temperature [14]. Nevertheless, the vein pattern presented on 

the fracture surface of MGs, as shown in Figure 1.2, clearly indicates that MGs are 

capable of carrying a certain amount of plastic shear flow in the localized shear plane [15, 

16]. The consequent promise of the high strength with localized plasticity and decent 
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fracture toughness stimulated considerable research effort devoted to the investigation on 

the deformation mechanism of MGs. 

 

 

Figure 1.1. The relations between mechanical properties of typical BMGs: (a) tensile fracture 

strength with Young‟s modulus; (b) Vickers hardness with Young‟s modulus [2]. 
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Figure 1.2. The vein pattern on a typical facture surface of a Zr-based metallic glass suggesting 

legitimate plastic shear flow occurs in shear plane. 

 

It is widely accepted that the fundamental process underlying MGs‟ deformation must be 

the local rearrangement of atoms that can accommodate the shear strain; however, the 

exact nature of local atomic motion during the deforming process is not yet fully 

understood. Two models of such local rearrangement unit are depicted in the schematic 

drawing of Figure 1.3. One is the free volume model, which was developed by Turnbull 

and Spaepen [17, 18]. This model essentially views deformation as a series of discrete 

atomic jumps in the glass, as depicted schematically in Figure 1.3(a), these jumps are 

obviously favored near sites of high free volume which can more readily accommodate 

them. The other model is the shear transformation zone (STZ) model [19], which takes 

deformation unit as a local cluster of atoms that undergoes an inelastic shear distortion 
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under applied stress, as presented in Figure 1.3(b). These two models have been widely 

used to interpret the basic deformation features of MGs [13, 20]. 

 

 

Figure 1.3. Two-dimensional schematics of the atomistic deformation mechanisms proposed for 

metallic glasses. (a) Free volume model; (b) Shear transformation zone (STZ) Model. 

 

1.2 Synthesis of Metallic Glasses 

Metallic glass was firstly produced by rapidly solidifying molten metal with high cooling 

rates of about 10
6
 Ks

−1
 [3]. The prepared MG possesses an interesting disordered atomic 

structure, which is quite different from the periodic configuration of ordinary crystalline 
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metals. This early success of preparation of metal alloys in amorphous state stimulated 

enormous enthusiasm from the academic community, and led to the development of a 

variety of techniques to obtain metallic glasses in different sizes and shapes (ribbons, 

wires, powders, etc.). Generally, high cooling rate can be achieved by promoting rapid 

heat removal from the bulk. The simplest way is to maximize the contact area between 

melt and cooling medium by rapidly increasing the liquid alloy surface area. In the 

following sections, four primary techniques adopted to prepare MGs will be described. 

 

Sputtering and Evaporation Techniques 

Sputtering and evaporation techniques are based on an atom-by-atom constitution of the 

amorphous alloy and require that the kinetic energy of the condensing atom exceed the 

binding energy of the atoms in the substrate surface. The substantially high quench rate 

inherent in sputtering and evaporation methods (over 10
18

 K/s) allows the formation of 

some metallic glasses which cannot be produced by melt quenching methods, but the 

sample mass accumulation rate is very low. 

 

Splat Quenching Technique 

The earliest melt quenching method used in fabrication of amorphous alloy was the gun 

splat quenching technique [3]. In the process, the molten alloy is atomized by expulsion 

from a shock tube, and propelled against a substrate surface having high thermal 

conductivity. A large contact area conducting the heat of molten alloy in short time leads 

to thin discs of amorphous alloys. Numerous variations of the splat quenching techniques 
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have evolved, for example, the piston and anvil and twin piston methods which rapidly 

flatten and quench molten alloy droplets between impacting substrate surfaces.  

 

Melt Spinning Technique 

Akin to that used for manufacturing synthetic textile fibers, the melt spinning process 

involves ejecting the molten metal through an orifice to solidify the melt stream either in 

flight or against a chill. If the melt stream is solidified in flight, the process is referred to 

as free flight melt spinning (FFMS), while if it is solidified on a chill, the process is 

called chill block melt spinning (CBMS). The CBMS process is the most commonly used 

methods to fabricate amorphous alloys. Specifically, in the CBMS process, constituent 

elements of the alloy are melted first, then through an orifice under external force the 

molten metal jet is directed onto a cold rotating heat sink, where the jet is reshaped and 

allowed to solidify with high quenching rate, and amorphous structure are frozen into the 

solid state, forming metallic glass. The typical quenching rates achieved in this process 

are about 10
5
-10

6
 K/s, and dimensions of the ribbons produced using this technique are 

about 2~5 mm in width and 20~50 μm in thickness. This technique has been widely used 

in the synthesis of amorphous alloy in the early stage of MGs research. 

 

Copper Mold Casting Technique  

Copper mold casting is the most common and popular method to synthesize bulk metallic 

glasses. With this technique, an alloy is melted repeatedly several times using an electric 

arc or induced current to ensure compositional homogeneity. After that, the metallic melt 



9 

is poured into a copper mold where it solidifies rapidly because of the rapid heat 

extraction by the copper mold. Usually, a low pressure (about 0.05 MPa) is applied to 

eject the molten metal from the crucible toward the mold, in order to ensure the fully 

filling of the mold and lager contact area between the sample and mold. Generally, the 

casting was performed in inert atmosphere to avoid oxidation. Figure 1.4 shows a 

schematic drawing of the equipment used for copper mold casting [21]. 

 

 

Figure 1.4. Schematic drawing of the equipment used to prepare Bulk MG by the copper mold 

casting technique.  
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The mold used in copper mold casting technique can be made into different forms, among 

which the most common and simplest form is the rod shaped cavity with a preset length. 

Researchers often use molds with cavities of different internal diameters to determine the 

maximum size of the alloy that could be produced in a fully glassy state, i.e. to examine 

the glass forming ability (GFA) of the alloy.  

 

1.3 Structure of Metallic Glasses 

The structure of metallic glasses has been a long-standing puzzle, as the amorphous 

structure lacks a long-range translational symmetry, however, topological and chemical 

short to medium range order are expected to exist locally in these alloys, due to the high 

atomic packing density and varying chemical affinity among the constituent elements in 

MGs. 

 

Extensive studies have been carried out to characterize the amorphous structure using 

experimental techniques and computer simulations. In the meantime, great efforts have 

been devoted to utilizing the structural features to explain the thermodynamic 

phenomenon and mechanical behaviors of MGs.  

 

1.3.1 Structure Characterization  
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The structure of MGs cannot be characterized by lattice parameters as usually in 

crystalline materials, and instead the following terminologies are often used to describe 

the amorphous structure. 

 

Pair Distribution Function 

Traditionally, the structure of liquids and glasses is described in terms of the pair 

distribution function (PDF), which represents the probability of finding an atom as 

function of distance from a center atom. From PDF, short range order, shell structure, and 

distribution of interatomic distances, can be clearly seen [22]. For binary alloy, the partial 

PDF can be expressed as  
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where r is the distance from the center atom, ρ is the number density of atoms in the 

system with N atoms, Nα and Nβ is the atom number of type α and type β atoms, 

respectively, ijr


 is the interatomic distance between two atom i (of α type) and atom j (of 

β type). For the mono-element alloy, there only has one type of atoms in the system, and 

Equation 1.1 can be written as: 
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A typical PDF for liquid Cu is shown in Figure 1.5(a). Through analyzing the position, 

width and intensity of the peaks at small distance, the structure information of the 

amorphous alloy can be extracted. Conventionally, the atomic make-up and configuration 
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of the nearest neighbor shell, which constitute the short range order (SRO), contribute to 

the first peak in the PDF curve. The structural features in PDF beyond the first peak to a 

distance up to 1-2 nm represent medium range order (MRO). At larger r, the PDF 

gradually converges to unity, which means that no long-range order exists. 

 

Structure Factor 

Another term, that widely employed to describe the structure of MGs, is the structure 

factor, S(q). Essentially, S(q)-1 is the Fourier transformation of the pair distribution 

function [23], can be written as: 
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                           (1.3) 

where  /sin4q , θ is half of the scattering angle and λ is the neutron wavelength. 

The structure factor of the Cu liquid is shown in Figure 1.5(b), corresponding to the PDF 

in Figure 1.5(a). With the structure factor measured in X-ray or neutron experiment, one 

can perform Fourier transformation to obtain the PDF of the testing sample. 
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Figure 1.5. (a) PDF and (b) structure factor of liquid Cu at 1500 K, obtained in computer 

(molecular dynamics) simulation [23]. 

 

However, because PDF and structure factor are one dimensional function that describe 

only average two atom correlation, they do not help much in discussing other properties, 
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such as the atomic transport. It is necessary to represent and characterize the real three 

dimensional structure to interpret the deformation and relaxation mechanism of MGs. For 

this reason, we often resort to phenomenological concepts. There are three structural 

models most frequently used in describing the atomic transport and deformation in MGs, 

which are free volume model, dense random packing model and short range order (SRO) 

model, respectively. Following section is a briefly introduction of these models. 

 

1.3.2 Structural Models 

Free volume Model 

The term of free volume originated from liquid for the interpretation of its viscosity 

nearly a century ago. The success made by Cohen and Turnbull [24] in quantifying the 

concept made this concept widely accepted in the field of metallic glass. Cohen and 

Turnbull started with recognizing the difference between liquid and gas. In the gaseous 

state atoms are free to move, but since liquid is a condensed matter, an atom is trapped in 

the „cage‟ of neighboring atoms, and an moving atom gets „backscattered‟ most of the 

time by the neighboring atoms and essentially it cannot move. Only when enough space, 

larger than v
*
, which is the minimum required volume of the void, happens to evolve next 

to an atom, the atom can move into this space (illustrated in Figure 1.6). The diffusivity 

can be expressed by the equation: 
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where v
*
 is the minimum excess volume needed for an atom or molecule to jump in, vf is 

average free volume defined by 
0vvv f   ( v  is the average volume per atom/molecule 

and v0 is the actual atomic or molecular volume), γ is a constant of the order of unity, p(v) 

is the probability distribution of space between atoms, given by 
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                                                    (1.5)  

 

 

Figure 1.6. Schematic drawing of free volume for an atom to move into. 

 

However, it should be mentioned that the free volume model has some imperfections. 

First, the model is based on the hard sphere packing, while the nature of metallic bond 

rejects this assumption. Second, it assumes that the atomic transport in MGs occurs 

through jumping into a free space next to it, similar to the vacancy-like atomic diffusion 

Free volume 
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in crystals. However, it is known that larger vacancies are highly unstable in glass. 

Although some assumptions of the free volume model are questionable, this simple 

concept is useful and intuitive, and is widely adopted to interpret the deformation and 

relaxation behaviors of MGs [25]. 

 

Dense Random Packing Model 

As one of the fundamental models to describe the atomic structure of amorphous alloys, 

dense random packing of hard spheres (DRPHS) was built by Bernal to represent the 

structure of the mono-atomic liquid [9]. The essential features of this model include: the 

liquid is treated as homogeneous system without any order, in which the atoms are 

considered as hard spheres, and the local structure is determined by the restrictions on 

space filling and consequently on the inability of two atoms to approach more closely 

than one diameter. In the dense random packing model, there exist five different types of 

interstitials space referred to as the „Bernal holes‟. They are named as tetrahedron (a), 

octahedron (b), dodecadeltahedron (c), trigonal prism (d) and Archimedean anti-prism (e), 

which are shown in Figure 1.7. Although being very simple, the structure model contains 

the essential physics of simple liquid, and provides an illuminating structural framework 

to describe the structures of other simple amorphous systems. However, this dense 

packing model is too simplistic to describe the actual structure of MGs, as MGs are 

usually multi-component systems with large mismatch in atomic sizes, which is not 

accounted by this hard sphere model.  
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Figure 1.7. Five canonical holes found in a random close packed structure. They are tetrahedron 

(a), octahedron (b), dodecahedron (c), trigonal-prism (d) and Archimedean anti-prism (e). 

 

Short Range Order Model 

Even though MGs are identified as amorphous materials with intrinsic structural 

randomness at the microscopic scale, closer investigation has revealed that the atomic 

arrangement of MGs is not completely random and contains a considerable and 

continuous variation at atomic scale, which can be described by the atomic short range 

order (SRO). There are two types of SRO known as chemical short range order (CSRO) 

and topological short range order (TSRO) [26]. Since all MGs stable at ambient 

temperature are multicomponent alloys, their chemical composition around the atoms of 
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each alloying component is different from the average. This chemical deviation from the 

average is called CSRO, and it can be defined as  

A

BA

B

AB

CZ

Z

CZ

Z
 11                                          (1.6) 

where ZAB is the number of β coordination of an α atom, CA and CB is the concentration of 

α and β atom respectively, Z  is the total coordination number. Note that the effect of 

CSRO is limited within the first nearest neighbor shell in MGs. Compared with CSRO, 

the topological short range order is more subtle. Consider a single elementary glass in 

order to get rid of the influence of the CSRO, the topological distortions which 

characterize the local structure of an elementary glass may be called topological short 

range order (TSRO). One of the parameters to describing the TSRO is the atomic level 

stress, defined by [27]: 
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where α and β denote the Cartesian component, Ωi is the local volume of the ith atom, 

and fij is the two body force between the ith and jth atoms. 

 

Recently, Liu et al. revealed that the global packing of SRO in MGs can be interpreted as 

the combination of the spherical periodic order and local translational symmetry [28]. 

They claimed that the electronic influences on the interatomic potential give rise to the 

spherical periodic order of atomic arrangement at the short- and medium- range distances 

of disordered metallic system, and the chemical interaction among constituent elements 
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contributes to the local translational symmetry. It was thought that the SRO is the key 

structural feature that determines the glass formability and even the physical/mechanical 

properties of a MG alloy[29]. 

 

1.4 Mechanical Properties of Metallic Glasses 

The mechanical properties of MGs have proven to be both scientifically unique and of 

great potential in practical application, thus stimulated considerable researchers to 

investigate mechanical properties of MGs. However, the underlying deformation 

mechanism of these materials remains not firmly established compared with that in 

crystalline alloys. Traditionally, metallic materials are in crystalline state, and their 

mechanical behaviors are determined essentially by the nature and density of dislocations. 

Since MGs are non-crystalline in nature absent of translational periodic symmetry, and 

they do not contain any dislocations, new theoretical model are needed to interpret the 

deformation behavior of MGs. Specifically, MGs are very strong with the yield strength 

exceeding 4 GPa in some metal–metalloid systems [30], however, they exhibit very 

limited plastic strain (often less than about 0.5%) particularly in tension at ambient 

temperature, and the inhomogeneous deformation occurred through the formation of 

localized shear bands tends to cause the catastrophic failure of MGs. 

 

1.4.1 Deformation Behavior 
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Metallic glasses have high strength. However, their Achille‟s heel is the low ductility at 

room temperature, that is, the metallic glasses get failure soon after yielding without 

showing any signs of appreciable amount of plastic deformation. When a MG sample is 

subjected to tension, the sample deforms elastically until reaching a maximum elastic 

strain of about 2%, and then localized shear bands emerge and propagate throughout the 

entire sample, finally the catastrophic failure occurs. Note that shear bands appear 

approximately on the planes of maximum resolved shear stress [15], and the deformation 

is mostly concentrated in these shear bands. This localized deformation is referred to as 

the „inhomogeneous‟ deformation. It is the inhomogeneous deformation in the MGs that 

renders it mechanically unstable at high stress and hinders their application in the 

engineering field. The detailed deformation behavior of MGs will be discussed in the 

following sections. 

 

Elastic and anelastic deformation 

When applying force with low strain rate on MGs at temperature below the glass 

transition temperature, MGs deform linearly with the increase of the applied force before 

yielding. This apparent elastic behavior can be characterized with an elastic modulus, 

which is a reflection of atomic binding energy density and varies with the cooling history 

and chemical compositions of MGs [31-34]. The usual assertion made in discussing the 

elastic behavior of metallic glasses is that these amorphous materials behave isotropically, 

by virtue of a random disordered atomic structure. However amorphous materials are not 

necessarily structurally isotropic at the atomic scale, though macroscopically they behave 

in an isotropic manner. At the atomic level, the disordered structure of a MG is associated 
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with different local atomic configurations for different atoms. Consequently, not all 

atoms experience the same displacement when elastically stressed, which causes the 

shear modulus and young‟s modulus of the amorphous alloy being 13-36% lower than 

those of the corresponding crystalline materials with a same composition [35]. The 

inhomogeneous elastic response of MGs has been revealed by state-of-the-art techniques, 

which directly reflects their intrinsic structural heterogeneity [26, 27]. 

 

Anelasticity is a phenomenon of solid materials in which elastic deformation depends on 

both stress rate and stress. In MGs, it originates from the inhomogeneous atomic 

configuration, which gives rise to extra nonaffine atomic displacements of the atoms in 

the free volume regions, as sketched in Figure 1.8. The free volume regions are such 

atomic environments in a glass where the local structural topology is unstable. In these 

regions, the response to shear stress may include not only elastic atomic displacements 

but also an inelastic reshuffling of the atomic near-neighbors (i.e. an inelastic STZ 

operation). Even though the fraction of atoms involved in these events may be small, the 

local strains are large enough that their cumulative effect makes a significant contribution 

to the macroscopic strain, lowers the modulus of MGs.  

 

The nonlinear displacement of an atom is dependent on the stress rate it undergoes. This 

has been experimentally observed by applying stress and then relaxing at higher 

temperature in the early days [36]. In addition, when the stress rate is high enough, 

hysteresis loop as a reflection of anelasticity will show up [37]. This anelastic property 

has been attracting more attentions recently, due to the scientific significance for 
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understanding the detailed glassy structures and potential engineering applications [37, 

38].  

 

Figure 1.8. Close-up pictures of a nonlinear displacement and after undergoing transformation, 

ovals are included solely as guides for the eye [39].  

 

Yielding 

Without defects such as dislocations that act as weakness in crystalline materials, MGs 

exhibit a remarkable high strength compared with other materials (see Figure 1.9). After a 

universal elastic limit of ~2% [40, 41], yielding occurs through the localized shear 

banding, which is characterized by the deviation from the elastic part and the subsequent 

serrated load-displacement response, as presented in Figure 1.9. For the yielding criterion 

of MGs, different from the pressure-independent criterion of polycrystalline solids, the 
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yielding strength of MGs depends on the pressure they subject, and obeys the Mohr-

Coulomb law [42]. The shear strength τy of a MG alloy can be taken as:  

           
 y   0 n                                                    (1.8) 

where τ0 is the applied shear stress, α is a pressure sensitive parameter and σn is the 

normal stress. Based on the equation, higher yield strength under compression test 

compared with tension test of MGs can be explained. 

 

 

Figure 1.9. A schematic diagram of the uniaxial true stress strain curve of various engineering 

materials compared with the one typical metallic glass. Metallic glass exhibits elastic-perfectly 

plastic mechanical behavior during compressive deformation, and serrated flow is observed in the 

plastic region. 
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Fractographic studies reveal that the fracture surface of compressive loading has 

relatively high density of shear bands propagating parallel to the fracture plane. For 

tensile loading, the fracture plane has predominantly a single shear band propagating 

across the whole sample as there is no geometrical confinement to stop the shear band. 

However, both the surfaces show vein patterns indicating shear flow, as shown in Figure 

1.10. Stress-strain curves indicate that the plastic strain, in case of compressive loading, is 

~1-6%, whereas in case of tensile loading there is almost no macroscopic plastic strain. 

 

 

Figure 1.10. SEM micrograph of the fracture surface for the compressive (a) and tensile (b) 

loadings. The vein pattern suggests shear failure in both cases [15].  

 

Under inhomogeneous deformation metallic glasses form shear bands where the flow is 

localized. This implies that there must be some structural change in the bands that 

facilitates faster deformation than the rest of the specimen. Various flow models have 

been developed and will be described in the following sections. 



25 

1.4.2 Deformation Mechanism  

Free volume model 

Solidified rapidly from the liquid state, MGs have the disordered atomic configuration, 

among which, the free volume is defined as the excess volume between an atom volume 

in glassy state and the average atomic volume of ideal dense packed hard sphere structure. 

The initial content of free volume in MG is fixed at the glass transition temperature when 

the atomic configuration is frozen as the liquid solidifies. Spaepen described the 

deformation process of MGs as a competition between the stress-driven creation and 

diffusional annihilation of free volume [18], and flow occurs in the form of a series of 

atomic jumps, that is, an atom moves by jumping into an adjacent space sufficient to 

accommodate it. The activation energy of atomic jump ∆Gm is supplied by force or 

temperature. In the absence of an applied force, the number of forward and backward 

jumps caused by the thermal fluctuations is equal at room temperature. When a shear 

stress is applied to the system, the free energy barrier in the direction of the applied stress 

is reduced so that the number of forward jumps exceeds the number of backward, enable 

the macroscopic flow (the basic concept is illustrated in Figure 1.11). Free volume is 

created when an atom with hard sphere volume υ
*
 is squeezed into a neighboring hole 

with a smaller volume υ. 
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Figure 1.11. Illustration of the creation of free volume, by squeezing an atom of volume v
*
 into a 

neighboring hole of smaller volume v [18]. 

 

As free volume is created due to the applied shear stress, at low stresses and high 

temperature, a series of diffusional jumps is sufficient to relax the structural changes, and 

the uniform deformation occurs; at high stresses and low temperature, however, diffusion 

cannot compensate for the stress driven creation of free volume, free volume accumulates 

in shear bands and inhomogeneous flow occurs. Spaepen quantified this flow process, 

and the constitutive equation is given by: 
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where γ is the shear strain, υ is the frequency of atomic vibration (~Debye frequency), γ is 

a numerical factor between 0.5 and 1 that takes care of the overlap of free volumes, v
*
 is 

the minimum excess volume needed for an atom or molecule to jump in, vf is average free 

volume defined by 
0vvv f   ( v  is the average volume per atom/molecule and v0 is the 

actual atomic or molecular volume), T is the absolute temperature, ΔG
m 

is the activation 

energy for an atomic jump, k is the Boltzmann constant, Ω is the atomic volume, Δf is the 

fraction of volume undergoing flow (=1 for homogeneous flow and <1 for 

inhomogeneous flow).  

 

Shear transformation zone model 

Extended from the free volume model, Argon proposed the concept of shear 

transformation zone (STZ), which describe the glass deformation as a collective 

operation of many small atomic scale shear events, that is, a group of atoms cooperatively 

shuffle in a shear mode under the action of external stress or temperature [19]. Generally, 

thermally activated STZs initiate around free volume sites under an applied shear stress 

because high elastic strain at free volume sites energetically promotes STZ formation. 

Argon suggested that the shape of a STZ is a thin disk with diameters of approximately 

eight atoms, and the shear transformation process closely resembles the nucleation of a 

dislocation loop. Analogous to the single-atom squeezing in free volume model, the local 

shear transformations around the free volume sites can lead to the pushing apart of 
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surrounding atoms along the activation paths, resulting in an activation dilatation and 

thereby a local strain softening during the room temperature deformation. The process is 

sketched in Figure 1.12. For a MG subjected to a shear stress τ, the strain rate resulting 

from the superposition of many individual STZ operations can be expressed as 
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in which α0 is a constant incorporating the fraction of material that is capable of 

undergoing shear transformation and v0 is the natural frequency of the STZs; ∆F is the 

Helmholtz free energy required to sustain a local shear strain γ0 for a STZ of volume Ω0, 

and it can be calculated based on the elastic properties of the glass, which is expressed as 

following equation: 
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where μ(T) and ν is shear modulus and Poisson‟s ration of the glass, respectively; β is a 

numerical constant that describes the volumetric dilation of the STZ relative to its shear 

distortion, and is approximately equal to unity for MG; τ0 is the applied shear stress. It is 

assumed shear elastic strain energy is short lived and is dissipated soon after the shear 

transformation. 
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Figure 1.12. (a) A two-dimensional schematic of a shear transformation zone in a MG. A shear 

displacement occurs to accommodate an applied shear stress τ, with the darker upper atoms 

moving with respect to the lower atoms. (b) The applied shear stress τ necessary to maintain a 

given atomic shear displacement, normalized by the maximum value of τ0 [20]. 

 

At temperature well below Tg, when the applied stress is small, only a few and isolated 

STZs with the smallest energy barriers can be activated, while much of the background 

structure acts substantially as an elastic medium. Under higher stress, larger fraction of 

STZs with higher threshold energy barriers can be transformed into sheared states until at 

a certain well defined stress the activated STZs give continuously sheared regions 

throughout the volume, the elastic background is invalid, and the plastic deformation 

occurs. 

 

Cooperative shear model 

Based on the basic idea of STZ cooperative movements, the concept of cooperative shear 

model (CSM) was proposed by Johnson et al. to depict the plastic yielding of metallic 
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glass. In CSM, a periodic potential energy landscape was introduced to describe the 

atomic configuration energy state in MGs [43]. The energetic landscape of the system 

comprises a population of inherent states (basins) associated with local minima, which 

are the relative stable configurational states of the glass. These basins are separated by 

saddle points that constitute the barriers for configurational hopping between local 

minimum configurations. By assuming the average potential energy versus shear strain in 

the vicinity of a basin to be a sinusoid, one can relate the average potential energy density 

to the canonical shear strain coordinate via: 

 co  4/sin/ 2                                           (1.12) 

where   is the barrier energy density, 4γc is the average configurational spacing, and γc is 

the shear strain limit of the materials, which was found to be universal for known metallic 

glass systems [44]. A plot of this function in the vicinity of two inherent states is 

presented in Figure 1.12. The energy barrier for shear flow can be expressed as 

 GW c

22 )/8(                                            (1.13) 

in which G is shear modulus, Ω is STZ volume. This equation predicts that barrier height 

of shear flow for a given glass configuration is proportional to G, and yielding occurs 

when the applied stress causes a critical density of „minimum‟ barrier STZs become 

unstable, i.e. cooperative shear transformation become activated. 
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Figure 1.13. A plot of the potential energy density function in the vicinity of two inherent states. 

 

1.5 Cooling Rate Effects  

1.5.1 Effect on Structure of Metallic Glasses 

In the literature [45], positron annihilation lifetime spectroscopy was used to probe the 

free volume quenched in the typical Zr-based bulk metallic glasses prepared with 

different cooling rate (variation more than three orders of magnitude), it was found out 

that the average positron annihilation lifetime increased from around 177 to 179 ps with 

an increase of cooling rate, indicating a higher amount of free volume quenched in the 

metallic glass with higher cooling rates.  
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In addition, Gupta and Jayaraj studied the effect of the cooling rate from liquid and the 

subsequent heat treatment on the structure and stability of Co-based amorphous alloys 

using Mössbauer spectroscopy and differential scanning calorimetry [46]. They detected 

topological short range order changes with quenching rate variation, and found a faster 

quenching rate resulted in an increased stability of the amorphous phase. The increased 

stability could be attributed to a decrease in the number of quenched-in nuclei or 

crystallites in the amorphous alloy with higher cooling rate. However, Kane et al. [47] 

found that there is no significant difference in the degree of topological disorder in the 

two Fe-based amorphous ribbons with different thickness (hence different cooling rate) 

using X-ray diffraction and Mössbauer spectroscopy. They claimed that the variation in 

quenching rates influences mainly the quenched-in free volume and the internal stresses. 

These different conclusions might arise from the difference of experimental conditions, 

such as the melting method and melting temperature. 

 

To make up for the limitation of the experimental methods, molecular dynamics 

simulations were carried out to provide intuitive insight into the microstructure and 

properties at atomic level. Wang et al. reproduced the process of preparing metallic 

glasses in laboratory including the melting, equilibrating and quenching procedure with 

molecular dynamics simulations [48]. At the melting point, significant structural change 

occurs via the rearrangement of short-range order. The amorphous structure in the liquid 

state was frozen during the quenching at rapid cooling rate. Different cooling rates have 

no apparent effects on the short-range order of final amorphous state as seen from their 

MD simulations. However, lower cooling rates lead to denser packing and better 
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equilibrated final state as well as lower volume and potential energy, while higher 

cooling rates may give rise to more free volume frozen in the amorphous structures. 

 

1.5.2 Effect on Properties of Metallic Glasses 

Thermodynamic properties 

Louzguine-Luzgin et al. have studied the influence of the cooling rate on the formation of 

glassy phase and thermal stability of Cu-based glassy alloys [49]. No significant 

difference is found in the glass-transition temperature of melt-spun ribbons and bulk 

glassy rods for the alloys. This agrees well with previous finding that the dependence of 

Tg on the cooling rate is weak [50].  

 

Structural relaxation behavior of a rapidly quenched and a slowly quenched 

Pd40Cu30Ni10P20 metallic glass was investigated and compared by Ragahavan et al. [51]. 

Differential scanning calorimetry was employed to monitor the relaxation enthalpies at 

the glass transition temperature, and the Kolrausch-Williams-Watts stretched exponential 

function was used to describe its variation with the annealing time. It was found that the 

rate of enthalpy recovery was higher in the ribbon sample, implying that the bulk is more 

resistant to relaxation at low temperatures of annealing. This was attributed to the 

possibility of cooling rate affecting the locations where the glasses get trapped within the 

potential energy landscape. The rapidly quenched process traps a larger amount of free 

volume, resulting in higher fragility, and in turn relaxes at the slightest thermal excitation. 
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The slowly quenched BMG, on the other hand, entraps lower free volume and has more 

short range ordering, hence requires a large amount of perturbation to access lower 

energy basins. 

 

Xu et al. investigated the influence of the quenching rate on the crystallization behaviors 

of melt-spun Mg63Ni22Pr15 metallic glass [52]. He found that the crystallization behaviors 

of the Mg63Ni22Pr15 alloy strongly depend on the quenching rates, and argued that 

quenched-in nuclei play more important role in the crystallization process of the MG with 

lower quenching rate. The existence of the quenched-in nuclei reduces the energy barrier 

for nucleation, and makes the crystallization easier, thus causing the decrease of the 

transition temperatures. Besides, the effect of cooling rate on the crystallization of 

metallic glass Zr70Cu20Ni10 has been investigated by Wang et al. [53]. In their study, it 

was found out that the cooling rate does not change the crystallization kinetics of metallic 

glass, but changes the weight of three-dimensional nucleation and growth in the whole 

crystallization process. Some other researchers claimed that decreasing the cooling rate 

would favor the formation of a greater degree of MRO and shorten the diffusion path, 

leading to lower activation energies for the bulk sample compared with ribbon sample 

[54]. 

 

Mechanical Properties 

Contrary to the cooling-rate induced hardening observed in crystalline metals, Liu et al. 

found a 500 μm thick soft layer with lower hardness and elastic modulus near the surface 

of a ZrCu-based BMG rod (diameter 2 mm) [55]. They concluded that this was caused by 
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freezing-in excess defects induced by a faster cooling rate near the surface compared to 

the interior. Higher defect concentrations enhance the probability of atom jumping, which 

in turn is expected to increase the flux of atoms and decrease the flow stress (hardness). 

Chen et al. also found that the cooling rate employed in Pd81Si19 glassy alloy sample 

preparation significantly influenced the hardness of the as-prepared glassy alloys [56]. 

Decreasing the cooling rate would increase the hardness of the as-prepared glassy 

samples. The difference in microstructures of glassy alloys, which was revealed by the 

XRD spectrum, was believed to lead to the difference of the hardness of the glassy 

samples. Moreover, they found that decreasing cooling rate would promote the formation 

of denser atomic configuration and local ordering clusters (MRO) due to more structural 

relaxation. 

 

However, by comparing mechanical properties and microstructural changes of suction 

cast Ti-based BMGs rods with diameter 2 and 3 mm, Kim et al. [57] found that the 

strength and plasticity of the 2 mm sample with higher cooling rate is larger than that of 

the 3mm sample, in which the yielding strength data is contrary to the foregoing hardness 

data. Through TEM observation, they noticed that the local chemistry, structure and 

length scale of heterogeneous regions in the BMGs changes with the dimensions of the 

rods prepared at different cooling rates. They argued that these variations in 

microstructural heterogeneity cause the transition of the stress state affecting the overall 

mechanical behavior of the BMG rods. Besides, Park et al. also found that the cooling 

rate can affect the structural heterogeneity and the deformability of Mg-based BMGs [58, 

59]. They reported that the compressive fracture strain increased from 2.97% for MG 



36 

sample with diameter 1 mm up to 3.74% for sample with diameter 2 mm, then decreased 

sharply when further increasing the diameter for the sample. They claimed that the degree 

of local heterogeneity in the amorphous matrix can be varied depending on the cooling 

rate during solidification, which results in the changing the plastic strain. However, in 

their analysis, size effect was neglected, which also might contribute to the variation of 

the yield strength and plasticity.  

 

Shen et al. [60] found that the plastic deformation capacity of a Ti-based BMG is strongly 

dependent on cooling rates of the alloy. It was found that the ductility of the BMG 

increases with increasing of the cooling rate in solidification, and they attributed this to 

the large concentration of free volume trapped in the amorphous alloy with a high cooling 

rate. In addition, it was shown that the strength of the metallic glass slightly decrease with 

the increase of the cooling rate.  Zhang et al. [61] also found that the compressive plastic 

strain increases with the increasing cooling rate for another Zr-based BMG, and thought 

that the free volume content during the rapid solidification plays an important role in the 

plastic deformation process of the BMGs. It is worth mentioning that during BMG 

preparation voids are likely formed in the bulk samples caused by the high cooling rate 

employed, these voids could reduce the yielding strength, and bring negative effects to 

the plasticity of BMGs, but this factor has not been addressed in those works.  

 

Apart from the traditional compression test, nanoindentation method was also employed 

to investigate the cooling rate effect on the mechanical properties of metallic glasses, 

which explore the local response of the MGs and get rid of the voids effect in 
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macroscopic compression test. Using this technique, Huang et al. investigated the cooling 

rate effect on a Ti-based metallic glass [62, 63]. It was found that the ribbon sample 

exhibits lower hardness, higher pile-up ratio and lower incipient plasticity than bulk 

samples with smaller cooling rate. They declared that more free volumes quenched in the 

ribbon sample serves as the preferential shear band nucleation sites, resulting in a lower 

resistance to deformation. In addition, the as-cast bulk and as-spun ribbon Cu60Zr30Ti10 

metallic glasses were investigated utilizing nanoindentation by Jiang et al. [64]. They also 

found that the bulk alloy has a higher hardness and elastic modulus than the ribbon alloy. 

And they concluded that the difference in hardness was related to the different amount of 

free volume in the amorphous matrix. However, similar serrated plastic flow and pile-ups 

were noted for the bulk and ribbon alloys during the nanoindentation test.  

 

After reviewing previous researches, we find that the conclusions about cooling rate 

effect on yielding strength of MGs are controversial, and the mechanism is not clear at 

present. In addition, researches about cooling rate effects on Young‟s modulus of MGs 

are limited. 

 

Physical properties 

Hu et al. [65] reported an increase of density from 9.270 to 9.285 g/cm
3
 with decreasing 

cooling rate from 500 to 1.98 K/s for the Pd40Ni10Cu30P20 BMG during solidification, and 

considered this to be the result of more free volume quenched in the metallic glass with 

higher cooling rate. In addition, a low cooling rate can induce precipitation of 
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nanocrystals, quasicrystals [66] , and contributes to the magnetic properties variation [67-

70].  

 

In addition, tensile creep tests of bulk and ribbon Zr-based MG samples have been 

performed [71]. It was found that a change of the quenching rate by about three orders of 

magnitude exerted little influence on the shear viscosity of the MG below the glass 

transition temperature. This fact was explained within the framework of the directional 

structural relaxation model, which treats plastic flow below glass transition temperature 

as a serious of irreversible structural relaxation with distributed activation energies. The 

variation of quenching rate by three to four orders of magnitude has no influence on the 

low energy part of the activation energy spectrum (AES), this result in unchanged shear 

viscosity of the bulk and ribbon MG samples. 

 

1.6 Research Objectives and Scope 

As a new class of materials, MGs possess impressive mechanical properties [1, 2, 72] , 

such as high yielding strength, large elastic limit and high fracture toughness, due to their 

random atomic arrangement and lack of microstructural defects. Extensive efforts have 

been dedicated to revealing the underlying deformation mechanism of MGs [13, 20, 43], 

however limited by the spatial and temporal resolution of the current characterization 

equipment, the mechanism of deformation is far from fully understood. Besides, the 

BMG community is confused by scattered mechanical results of metallic glasses obtained 

from macroscopic mechanical tests due to a number of factors introduced during the MGs 
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preparation and testing [55, 73-75]. Moreover, low resolution of the macroscopic testing 

equipment obscures the real mechanical response of MGs. By contrast, micromechanical 

tests, such as nanoindentation and microcompression, exclude the effects of 

manufacturing defects with the additional advantage of ultrahigh sensitivity. These make 

us approach the delicate deformation realm of MGs when entering the micro-scale. 

Therefore, this research will investigate the micromechanical behavior of MGs, and 

attempt to disclose the delicate deformation mechanism of MGs. 

 

After this Introduction chapter and the following chapter on Research Methodologies, the 

cooling rate effect was first studied to explore the thermal history effect on the 

micromechanical response of MGs. It is known that the cooling rate can affect the atomic 

structure and thus may possibly affect the mechanical properties of metallic glasses. 

However, its effect on structural and mechanical properties of MGs is not well 

understood. In Chapters 3 and 4, the cooling rate effect on micromechanical behaviors of 

a Zr55Pd10Cu20Ni5Al10 (atomic %) MG was investigated using nanoindentation and 

microcompression methods. With respect to quasi-static response, classical Oliver-Pharr 

method was employed. Young‟s modulus and hardness of the MGs with different cooling 

rate were extracted and analyzed. In addition, microcompression and computer 

simulation were used to examine disturbance coming from the sample thickness effect 

and to better reflect the cooling rate effect on the static mechanical properties of MGs. 

For the dynamic response, cyclic dynamic testing method was used [37], and effective 

modulus and viscosity were obtained. To interpret these dynamic results, an anelasticity 

model of MGs was proposed. Through the analysis of results obtained, structure 
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information of the elastic shell and free volume zones of the metallic glasses were 

uncovered.  

 

Speed of shear bands (SBs) was investigated utilizing multiple „loading-holding-

unloading‟ cyclic microcompression tests in Chapter 5. SBs generally exhibit a „size 

effect‟ when propagating in BMGs of different sizes [76-80]. In large samples, SBs tend 

to propagate catastrophically, causing brittle-like fracture; in contrast, they display the 

character of „stick-slip‟ propagation in small samples, leading to serrated plastic flows 

[81]. It is already known that the magnitude of a shear offset is size dependent in BMGs, 

and very likely such size dependence will be reflected in the SB speed. However, in the 

prior work, the measurements of a SB speed were performed for a particular size of shear 

offset [82-84], and there still lacks a systematic investigation of the size dependence of 

SB speed in BMGs. In Chapter 5, the size affected shear band speed will be addressed, 

and energy balance principle is introduced to interpret the shear band speed for the nano-

sized shear offsets in microcompression. 

 

In the final appendix, micro-mechanical characterization of casting induced 

inhomogeneity in a high entropy alloy was performed. As another multi-component alloy, 

high entropy alloy also possess structural and mechanical inhomogeneity, akin to metallic 

glass, but in the micrometer scale. This micro-scale inhomogeneity provides additional 

chance for micromechanical investigation. 
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CHAPTER 2  Research Methodologies 

The research of this study was carried out from four aspects: sample preparation, 

structure inspection, thermal factor measurement, mechanical properties determination. In 

the process, various methodologies were involved, and will be briefly introduced in this 

chapter. 

 

2.1 Sample Preparation  

The basic requirements to obtain metallic glass are high purity of the raw materials to 

reduce the number of heterogeneous nucleation sites and sufficient cooling rate to bypass 

the crystallization. So in the sample preparation process, constituent elements with purity 

better than 99.9% were melted in Ti-gettered high purified argon atmosphere by arc-

melting to prepare the master alloy ingots. It has been noted that the solidification rate R 

in the process is inversely proportional to the square of the thickness of the solidified 

molten layer [85]. For a layer of thickness t that has solidified at a heat transfer 

coefficient of ∞, the cooling rate can be expressed as 

2
R

t

A
                                                         (2.1) 
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where t is the characteristic dimension in cooling process, such as thickness of ribbon and 

diameter of the rod; A is a constant, which related to materials properties and independent 

to t, here A can be taken as 10. To obtain sufficient difference in cooling rate, and 

facilitate the subsequent research, through the dimension selection, bulk metallic glasses 

(BMGs) and ribbon metallic glasses (RMGs) were prepared utilizing the following 

methods. 

 

2.1.1 Suction Casting 

Suction casting method is most popular method of synthesizing BMGs. The suction 

casting system consists of two chambers: an upper chamber in which the alloy is melted 

and a lower chamber in which the casting is done in a copper mold (as shown in Figure 

2.1). Two chambers are connected through an orifice. The principle involved in suction 

casting is to suck the molten alloy into a mold cavity by using a pressure difference 

between the melting chamber and the casting chamber. As shown in Figure 2.1, the base 

of the mold is connected to a vacuum source though a valve, when released, causes a 

pressure difference, which pushes the melt into the mold cavity. 
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Figure 2.1. Schematic diagram of the arc melting/suction casting apparatus[86]. 

 

2.1.2 Melt Spinning 

Melt spinning technique is the most commonly used method to produce long and 

continuous rapidly solidified RMGs. The technique derives its name from the fact that it 

involves the extrusion of molten metal to produce fine fibers in a way that akin to that 

used for the manufacturing of synthetic textile fibers. In the melt spinning process, the 

molten metal is ejected through an orifice and the melt stream is allowed to solidify either 

in flight or against a chill, which is referred to as free-flight melt spinning (FFMS) and 

chill-block melt spinning (CBMS), respectively. CBMS process is most commonly used 

by researchers of MGs field. Figure 2.2 presents a schematic illustration of the melt 

spinning process.  
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Figure 2.2. Schematic illustration of the melt spinning process. 

 

2.2 Structure Inspection   

X-ray diffraction (XRD) is a common and non-destructive method for characterization of 

crystal structure and for determination of atom location of various materials in bulk solids, 

powders, or thin films form. The fundamental principle of XRD is described below. The 

X-ray ejected from the X-ray source interacts with the atoms of the testing materials and 

makes their atoms polarized, that is, an atom‟s negatively charged electrons and 

positively charged nucleus experience forces in opposite directions. This charge 
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distribution is equivalent to the electronic dipoles, and the polarization oscillates in the 

alternating electric field arising from the exerting electromagnetic wave. The oscillating 

dipoles in turn radiate electromagnetic waves of same frequency, and the waves 

propagate in all direction. The radiation emitted from one atom interacts destructively 

with radiation from other atoms except in certain directions. In these directions, the 

scattered radiation is reinforced rather than annihilated. The process follows the Bragg‟s 

Law: 

 nd sin2                                                        (2.2) 

where n is the order of the intensity maximum, λ is the wavelength of X-ray, d is the 

interplanar spacing, and θ is the angle of incident of X-ray beam.  

 

The occurrence of an amorphous phase is generally inferred by the observing of one or 

two broad and diffuse peaks in the XRD patterns. The XRD technique only can reflect 

the statistic distribution of the atomic arrangement in the metallic glass systems. 

 

2.3 Thermal Factor Measurement  

Differential scanning calorimetry (DSC) is a thermal analytical technique in which the 

difference between the amount of heat required to increase the temperature of the testing 

sample and the reference sample are measured as a function of temperature. Both the 

testing sample and reference sample are maintained at nearly the same temperature 

throughout the experiment. Generally, the temperature program for a DSC analysis is 
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designed to increase linearly as a function of time. The reference sample should have a 

well-defined heat capacity over the range of temperatures to be scanned. The basic 

principle underlying this technique is that, when the testing sample undergoes a physical 

transformation such as phase transitions, more or less heat will be needed to flow to the 

sample than the reference sample for maintaining both of them at the same temperature. 

The amount of heat flow to the testing sample depends on nature the process is 

exothermic or endothermic. For instance, when a solid sample melts to a liquid, it will 

require more heat flowing to the testing sample to increase its temperature compared with 

the reference sample. This is due to the endothermic nature of the melting process. 

Likewise, as the testing sample undergoes exothermic processes (such as crystallization) 

less heat is required to raise the sample temperature. By measuring the difference in heat 

flow between the testing sample and reference sample, DSC can detect the temperature 

range corresponding to the physical transformation, and measure the amount of relative 

heat absorbed or released during such transition.  

 

A typical DSC plot of a BMG sample is shown in Figure 2.3. In this plot, one can notice 

three important transformations: glass transition, crystallization and melting. 

Correspondingly Tg is the glass transition temperature, Tx is the crystallization 

temperature, and Tm is the melting temperature. The BMG sample continues to be in the 

glassy state until Tg, the presence of which is identified by a change in the slope of the 

base line. An increase in the heat capacity is noted at Tg. Even though crystallization does 

not occur below Tg, the as-quenched glass undergoes structural relaxation. Above Tg, the 

BMG sample enters to the supercooled liquid region. Further heating to crystallization 
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temperature, crystallization begins to occur in the BMG sample, corresponding several 

exothermic peaks. At melting temperature, the BMG sample begins to melt. 

 

 

Figure 2.3. Typical DSC curve obtained on heating a BMG alloy from room temperature to high 

temperatures at a constant heating rate of 40 K min
−1

. 

 

2.4 Mechanical Performance Determination 

2.4.1 Nanoindentation 

Indention testing is a simple method that consists essentially of touching the materials of 

interest whose mechanical properties such as elastic modulus and hardness are unknown 
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with another material whose properties are given. Nanoindentation is a variety of 

indentation hardness tests applied to small volumes (nano- to micro- scale), a schematic 

diagram of the nanoindentation instrument is presented in Figure 2.4.  

 

 

Figure 2.4. Systematic structure map of the nanoindentation. 

 

In this study, classical Oliver & Pharr method was adopted [87]. The method has been 

widely used in the characterization of mechanical behavior of materials at small scales. 

Its attractiveness stems largely from the fact that mechanical properties can be 

determined directly from indentation load and displacement measurements without the 

need to image the hardness impression. In addition, high-resolution of the 

nanoindentation equipment facilitates the measurement of mechanical properties at the 
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micrometer and nanometer scales. Typical load depth curve and schematic illustration of 

the unloading process are depicted in Figure 2.5. 

  

 

Figure 2.5. (a) Schematic illustration of indentation load–displacement data showing important 

measured parameters; (b) Schematic illustration of the unloading process showing parameters 

characterizing the contact geometry. 

 

The exact procedure used to measure H and E is based on the unloading processes shown 

schematically in Figure 2.5(a), in which it is assumed that the behavior of the Berkovich 
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indenter can be modeled by a conical indenter with a half-included angle Φ= 70.3°, that 

gives the same depth to area relationship. The basic assumption is that the contact 

periphery sinks in a manner that can be described by models for indentation of a flat 

elastic half space by rigid punches of simple geometry. This assumption limits the 

applicability of the method because it does not account for the pile-up of material at the 

contact periphery that occurs in some elastic–plastic materials. However, assuming that 

pile-up is negligible (in many cases, this assumption is suitable), the elastic models show 

that the amount of sink-in, hs, is given by: 

S

P
hs

max                                                                    (2.3) 

where ε is a constant that depends on the geometry of the indenter. For Berkovich 

indenter ε= 0.75. 

 

Using Equation (2.3) to approximate the vertical displacement of the contact periphery, it 

follows from the geometry of Figure 2.5(b) that he depth along which contact is made 

between the indenter and the specimen, hc= hmax- hs, that is: 

S

P
hhc

max
max                                                      (2.4) 

Letting F(d) be an “area function” that describes the projected area of the indenter at a 

distance d back from its tip, then the contact area A is  

)( chFA                                                        (2.5) 



51 

Using the contact area determined above, the hardness can be estimated using equation as: 

A

P
H max                                                         (2.6) 

While, the measurement of the elastic modulus follows from its relationship to contact 

area and the measured unloading stiffness through the relation: 

AES eff



2

                                                 (2.7) 

where Eeff is the effective elastic modulus defined by 

i

i

s

s

eff E

v

E

v

E

22 111 



                                               (2.8) 

The effective elastic modulus takes into account the fact that elastic displacements occur 

in both the specimen, with Young‟s modulus Es and Poisson‟s ratio νs, and the indenter, 

with elastic modulus Ei and Poisson‟s ratioνi. 

 

Low-load system TriboIndenter
®
 and high-load system TriboScratch

®
 nanoindentation 

instruments developed by Hysitron Inc. were utilized to explore the micromechanical 

behaviors of MGs. In the nanoindentation systems, force and displacement signals are 

detected by electrical capacitive sensors, which provide very high resolution. Table 2.1 

lists the specifications of the transducers in low-load and high-load systems, respectively. 



52 

Table 2.1. Specifications of the transducer in nanoindentation system 

 Low-Load System High-Load System 

Maximum force 10 mN 7 N 

Load resolution 1 nN 100 nN 

Load Noise floor 100 nN 50 μN 

Maximum displacement 5 μm 80 μm 

Displacement resolution 0.04 nm 0.1 nm 

Displacement noise floor 0.2 nm 1 nm 

Thermal drift Less than 0.05 nm/sec Less than 1 nm/sec 

Data acquisition rate More than 10
4
 Points/sec 60 Points/sec 

 

 

2.4.2 Microcompression  

Microcompression test mimics the conventional macroscopic compression testing, with 

some modifications to facilitate both the fabrication of the microscale samples and their 

subsequent manipulation into the testing system [88, 89]. The most significant difference 

is that the microcompression samples are not freestanding; rather, they remain integrally 

attached to the bulk substrate to eliminate the need for micromanipulation (as shown in 

Figure 2.6). As a result, the substrate acts as the lower compression platen during the test. 
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The influence of the substrate on the microcompression results is proven to be negligible 

[90]. Commercial nanoindentation systems are commonly used as the mechanical test 

frame, in which the sharp indentation tip is replaced with a flat-punch tip. The load and 

displacement resolutions of most nanoindentation systems are well suited for 

microcompression testing because they typically produce stress-strain curves with 

microstrain and sub-megapascal resolution for micrometer-scale samples 

 

  

Figure 2.6. Schematic drawing of microcompression of a pillar on its base. 

 

 



54 

The micropillars used in microcompression were fabricated via focused ion beam (FIB) 

micromilling, which allows one to serially manufacture micro-scale samples. The FIB 

milling employs highly localized sputtering of energetic ions to micro-machine small 

compression samples into the surface of the bulk specimen. FIB systems are uniquely 

suited to fabricate 3D structures while maintaining sub-micron precision in a variety of 

metallic and non-metallic systems [91].  

 

Quanta 200 3D Dual Beam (FIB / SEM) FEI instrument was used for this study, and the 

FIB column on the instrument supplies 30 kV Ga+ ions with beam currents ranging from 

0.001 to 20 nA. The micro-sample fabrication process begins with the preparation of the 

bulk material of interest. A small section of a bulk material is polished using standard 

metallographic methods to a mirror finish surface. The process for fabricating the 

micropillar was optimized to minimize taper and rounding at the top edges while still 

allowing fairly rapid fabrication. This method involves sequential milling of concentric 

rings with decreasing diameters as normal ion beam incidence to the sample surface. In 

the meantime, lower ion current was applied to refine the specimen geometry and reduce 

the ion beam damage in the side surface layer of the micropillars. The 20 μm outer 

diameter of the trench around the pillar leaves space for the punch during 

microcompression testing. Pillars with diameters around 1 μm and heights around 2 μm 

were milled. This aspect ratio (ratio between height and diameter) is large enough to 

avoid inhibition of shear band propagation by the constraint of the underlying material 

and small enough to avoid possible complications from plastic buckling. A constant 
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aspect ratio also keeps the relative contributions from friction and constraint at the ends 

of the columns constant.  
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CHAPTER 3  Cooling Rate Effect on Quasi-

Static Mechanical Properties of Metallic 

Glass 

3.1 Introduction 

Metallic glasses (MGs), as a relatively new class of metallic materials, have received 

considerable attention due to their unique physical and mechanical properties [1, 13, 20, 

92, 93]. Lacking long-range periodicity, MGs can be considered as solids with frozen-in 

liquid structures, which are composed of tightly bonded atomic clusters and free-volume 

zones [94]. Being in a metastable state, the glassy structure of MGs is most likely to be 

affected by different variables arising in the process of materials preparation, for example, 

cooling rate, overheated temperature, and impurities [73, 95, 96], among which the 

cooling rate was thought to play an important role in the vitrification of MGs [97-99]. In 

that case, it was argued that the mechanical properties of MGs could also be affected by 

the cooling rate [98, 100]. The increase of the cooling rate may result in configurationally 

looser atomic packing and thus, more free-volume zones [45, 101], which therefore 

contributes to larger plasticity [60, 102, 103]. However, the cooling-rate effect on the 

yield strength of MGs is yet to be conclusive [61, 102, 104]; meanwhile, the studies 
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concerning the cooling rate effect on the elastic behavior of MGs are limited. In view of 

these, further research effort is thus necessary for clarifying the aforementioned cooling 

rate effect.  

 

Through a nanoindentation study, Jiang et al. recently reported that the as-cast bulk 

Cu60Zr30Ti10 metallic glasses had higher Young‟s moduli and hardness than the ribbons 

of the same composition [64]. They attributed this to the less amount of free-volume 

zones in the bulk samples than in the ribbon samples, therefore reaching the conclusion 

that a faster cooling rate favors more free-volume zones. However, it should be pointed 

out here that, in the original indentation method developed by Oliver and Pharr, the 

testing sample was assumed to have a semi-infinite geometry [71]. The neglecting of 

such an implicit assumption when testing samples of finite dimensions, such as thin 

ribbons, could result in a sample thickness effect in nanoindentation, which tends to 

underestimate the true material‟s Young‟s modulus [64]. Unfortunately, the sample-

thickness effect was somehow ignored by Jiang and co-workers, which means that it is 

necessary to carry out additional experiments as to clarify the cooling rate effect. In this 

chapter, the research work involved was organized as follows. Firstly, nanoindentation 

tests based on the Oliver & Pharr‟s approach were carried out to investigate the cooling 

rate effect on the Young‟s modulus and hardness of bulk and ribbon MGs; secondly, the 

same testing method was extended to the MG samples with the same thickness but 

obtained at different cooling rates; thirdly, finite element analyses (FEA) was performed 

to mimic the nanoindentation tests and assess the thickness effect on the extracted 
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mechanical properties; finally, microcompression was utilized to verify the cooling rate 

effect on the Young‟s modulus and yield strength of the MGs. 

 

3.2 Experimental Procedure and Numerical 

Simulation 

A quinary alloy of nominal composition Zr55Pd10Cu20Ni5Al10 (atomic percentage) was 

chosen for the investigation due to its excellent glass-forming ability [105]. The master 

alloy ingots were prepared by arc-melting a mixture of the constituent elements with 

purity better than 99.9% in a Ti-gettered high purified argon atmosphere. Each ingot was 

re-melted several times to ensure the homogeneity of chemical composition. The bulk 

samples with diameter of 5 mm (Bulk I) and 1.5 mm (Bulk II) were produced by arc-

melting and suction casting the ingots into a copper mold. The ribbon samples were 

prepared by remelting the ingots in a quartz tube and ejecting through a nozzle onto a 

copper wheel rotating at velocities of 2000 r/min (Ribbon I) and 4000 r/min (Ribbon II). 

The resulting ribbons had the dimensions of 44 μm (thickness) × 1.1 mm (width) and 20 

μm (thickness) × 1.3 mm (width) respectively. After that, the amorphous structures of 

these as-cast bulk and as-spun ribbon samples were confirmed by X-ray diffraction and 

Differential Scanning Calorimetry (DSC).  

 



59 

To measure the mechanical properties of the MG samples, standard nanoindentation 

method based on the Oliver and Pharr‟s approach was used to measure the Young‟s 

modulus and hardness of the MGs [106]. Prior to the nanoindentation tests, the surfaces 

of the MG specimens were mechanically polished to a mirror finish using 0.3-μm 

diamond paste. The standard Berkovich nanoindentation tests were then carried out at a 

constant loading rate of 10 mN/s with a peak load of 50 mN on the Hysitron 

TriboScratch® Nano Indenter. To clarify the sample thickness effect, slice samples with 

different thicknesses, ranging from 20 to 1550 μm, were sectioned employing wire 

cutting from the center of a bulk MG sample with diameter of 5 mm and subsequently 

tested using the same nanoindentation approach. For each sample, at least seven 

nanoindentation tests were carried out to obtain reliable data.   

 

Supplementary to the experiments, numerical simulations of the nanoindentation tests 

were performed using the commercial package Abaqus™. A conical rigid indenter with a 

semi included angle of 70.3º was used in the FE model. For brevity, some details of 

building the FE model, such as meshing and checking of the influence of boundary 

conditions, which are not relevant to this particular problem, are omitted here. Interested 

readers may be referred to Ref. [107]. For simplicity, a rod-shaped MG specimen instead 

of a ribbon MG specimen was constructed in the FE model. In doing so, the three-

dimensional FE problem is simplified to an axisymmetric one. To mimic the real 

indentation experiments, the MG sample and the substrate epoxy resin were assumed as 

elastic-perfect-plastic solids, and the MG-epoxy interface was taken as cohesive 

throughout the whole simulation. 
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Apart from nanoindentation, microcompression tests were also performed on both bulk 

and ribbon MG samples. To evaluate the cooling rate effect, micropillars were fabricated 

on the surfaces of one bulk (diameter 5 mm) and one ribbon (thickness 20 μm) sample 

using a dual-beam scanning electron microscopy (SEM)/focused ion beam (FIB) system 

(Quanta 200 3D, FEI). Following the sequential ion-milling approach [19], a series of 

micropillars having respective top diameters and aspect ratios ranging from ~1 to ~ 4 μm 

and 2:1 to 5:1, were carved out on the surfaces of the bulk and ribbon samples and later 

tested using a 10-μm flat-end conical diamond indenter with load control. 

 

3.3 Results and Discussions 

According to Lin and Johnson [85], the cooling rate, R, of MGs can be estimated as 

R=10/t
2
, where t is the cooling thickness of a MG sample. Based on this equation, the 

cooling rates of Bulk I, Bulk II, Ribbon I, Ribbon II were estimated as 1.60×10
2
, 

1.78×10
3
, 6.25×10

5
 and 3.09×10

6
 K/s, respectively. Thus, the difference in cooling rates 

is over four orders of magnitude. 

 

The XRD patterns of the prepared samples are shown in Figure 3.1, where only diffuse 

humps without any indication of crystalline Bragg peaks can be detected, this indicates 

that full amorphous structure are obtained in all of the samples.  
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Figure 3.1. XRD patterns of the Zr-based MGs with different cooling rate. 

 

Figure 3.2 gives the continuous heating DSC curves of the bulk and ribbon 

Zr55Pd10Cu20Ni5Al10 MGs, the thermal analysis was carried out with heating rate of 

20K/min. It can be clearly seen that there exists one pronounced exothermic peak, 

indicating that the crystallization process of both the bulk and ribbon samples. The 

thermodynamic properties of the MGs associated with glass transition temperature, Tg, 

and crystallization temperature, Tx, were measured, the results are listed in Table 3.1. It 

can be seen that Tg for the ribbon sample is larger than that for the bulk one. Increasing 

the cooling rate from 10
2
 to10

6
 K/s caused Tg increase from 693 to 712K, a 2.7% 

increment, this increase is negligible, as the relation between the glass transition 
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temperature and strength of metallic glass have not been accurately quantified [108]; while, 

the crystallization temperature Tx are relatively stable for the MGs prepared with different 

cooling rate, which is around 776 K. In addition, we find that increasing cooling rate 

from 10
2
 to10

6
 K/s caused glass transition temperature increase 
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Figure 3.2. DSC curves of the Zr-based MGs rod and ribbon samples. 
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Table 3.1. Young‟s moduli and hardness of the metallic glass samples with different cooling rate 

Samples Thickness(μm) Tg (K) Tx (K) E (GPa) H (GPa) 

Bulk I 5000 693 776 96.8±0.8 5.3±0.1 

Bulk II 1500 696 775 94.0±1.2 5.3±0.1 

Ribbon I 44 709 777 77.8±1.5 5.5±0.1 

Ribbon II 20 712 776 63.7±1.3 5.4±0.2 

 

Typical indentation load-depth curves of the Zr55Pd10Cu20Ni5Al10 bulk and ribbon MG 

samples are presented in Figure 3.3. It is apparent that the maximum indentation depth is 

dependent on the cooling thickness and, thus, the cooling rate used during sample 

preparation. With the increasing cooling rate, the maximum indentation depth increases, 

as consistent with the previously finding [64]. However, it is worth mentioning that, for 

the ribbon samples corresponding to different cooling rates, the difference in the 

maximum indentation depths is small. To minimize the effect from the epoxy resin (as 

shown in the set of Figure 3.3), all the indents were made in the middle of the ribbon 

samples‟ cross sections. Note that the indent has a size of ~3 µm and the distance 

between two indents is at least 30 µm apart. 
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Figure 3.3. Typical load-depth curves of the MG samples with different cooling rate. The inset is 

the position of indent in the ribbon sample. 

 

Following Oliver and Pharr [106], the Young‟s Moduli and hardness values were 

extracted from the nanoindentation load-depth curves and the results are listed in Table 

3.1. Interestingly, the measured hardness values for all MG samples are about 5.3-5.5 

GPa, essentially independent of the cooling rates. If the empirical relation between 

hardness and yield strength, H ≈ 3σy [109], was used, the estimated yield strength of the 

Zr55Pd10Cu20Ni5Al10 MGs would be around ~1.8 GPa, which agrees quite well with the 

previous experimental results obtained from uniaxial compression tests [105]. The 
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invariance of the hardness implies that the cooling rates, spanning four orders of 

magnitudes though, do not cause any apparent changes in the yield strengths of the MGs. 

In sharp contrast, the measured Young‟s moduli drop substantially from ~ 97 to ~ 64 

GPa when the testing sample thickness reduces from 5000 μm to 20 μm, or the 

corresponding cooling rate increases from about ~10
2
 to ~10

6
 K/s. Note that this trend is 

consistent with the finding reported in Ref. [64]. In addition, through the thermodynamic 

parameters in Table 3.1 obtained from the DSC curves, it can be noted that the glass 

transition temperature (Tg ) increases slightly with cooling rate, rising from 693 to 712 K 

when the cooling rate increases form about ~10
2
 to ~10

6
 K/s, while the crystallization 

temperature is relatively stable around 776 K. The small change of the glass transition 

temperature indicates that the internal atomic structure has changed in certain degree, but 

this change is not sufficient enough to be revealed in the hardness data. 

 

Since a material‟s Young‟s modulus, E, can be related to the material‟s inter-atomic 

potential and inter-atomic distance, we can have [110]: 
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where V is the atomic volume, U is the inter-atomic potential, r is inter-atomic distance 

and k is a material constant. Normally, decreasing inter-atomic potential will lead to a 

lower elastic modulus given an unchanged inter-atomic distance. Since the tested MGs 

are of the same chemical composition, a similar shape in the inter-atomic potential is 

expected. Therefore, it is unlikely that the difference of four orders of magnitudes in the 
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cooling rate, which only causes a density difference of less than 2% during materials 

preparation [101], can result in such a significant reduction in the Young‟s modulus. 

 

To clarify whether other factors are responsible for the observed decrease in the Young‟s 

Modulus, three slices were cut from the center of a 5-mm bulk MG rod, which had the 

respective thickness of 20 μm (S1), 88 μm (S2) and 1550 μm (S3), and subsequently 

tested using the same nanoindentation approach. The measured Young‟s moduli and 

hardness of the slice samples are listed in Table 3.2. Interestingly, the measured Young‟s 

moduli from Sample S1 and S2 are ~63 and ~80 GPa, respectively, much lower than that 

of the bulk sample from which the slices were cut. In contrast, the measured Young‟s 

modulus of Sample S3 slice is ~94GPa, almost the same as that of the bulk sample. The 

experimental finding clearly demonstrates that varying sample thickness can greatly 

affect the material‟s Young‟s modulus measured from the nanoindentation. In 

comparison, the hardness measured from S1 to S3 shows no remarkable change with the 

varying sample thickness, which is consistent with the previous nanoindentation results 

obtained from the MG samples of different dimensions.  
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Table 3.2. Young‟s moduli and hardness of the slice and bulk metallic glass samples with the 

same cooling rate 

 
Slices cut from Bulk Φ5 Bulk Φ5 

S1 S2 S3 Zr5 

Size (μm) 20 88 1550 5000 

E (GPa) 63.42±2.34 79.87±2.90 94.30±1.09 96.80±0.81 

H (GPa) 5.18±0.05 5.51±0.10 5.51±0.11 5.26±0.13 

 

Figure 3.4(a) presents the measured Young‟s moduli of the bulk, ribbon and slice MG 

samples. It is evident that the Young‟s moduli of the ribbon and slice samples are very 

close, exhibiting the same trend with the varying sample thickness. This experimental 

finding unambiguously proves that the seeming difference between the measured Young‟s 

moduli of the ribbon and bulk MG samples is mainly caused by the sample thickness 

instead of any physical change in the underlying atomic structures. In contrast, Figure 

3.4(b) shows the extracted hardness data of the bulk, ribbon and slice MG samples, which 

consistently display the trend of a constant value within the range of sample thickness 

from 20 μm to 5000 μm. This behavior can be understood as follows. From the 

mechanistic viewpoint, the Young‟s modulus reflects the rigidity of an elastically 

deformed volume and depends on the imposed boundary conditions, which becomes the 

„source‟ of the sample thickness effect. However, hardness reflects the material‟s 

resistance to local plastic flows and is therefore less sensitive to the boundary conditions. 
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Figure 3.4. (a) Young‟s modulus of bulk vs. ribbon (different cooling rate) and bulk vs. slice 

(different thickness) glassy samples. (b) Hardness of bulk vs. ribbon (different cooling rate) and 

bulk vs. slice (different thickness) glassy samples. 
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To verify the above arguments, FE simulations were carried out and the results are 

presented in Figure 3.5 in comparison with the experimental data. Considering the 

difference of the sample geometry between the real and simulated MG samples and the 

uncertainties around the MG-epoxy interface, the simulation was motivated here only to 

check if the general trend of the experimental data could be captured. The procedure for 

„calculating‟ the material‟s Young‟s modulus and hardness from simulation is as follows. 

First, the elastic-perfectly-plastic MG FE model was assigned with a Young‟s modulus of 

95 GPa and a yield strength of 2.2 GPa, and the epoxy in the vicinity of the MG model 

with the Young‟s modulus of 2 GPa and a yield strength of 0.04 GPa. Second, indentation 

was simulated by pushing the rigid conic indenter into the center of the MG model and, 

then, retracting the indenter backwards for unloading. After that, the Young‟s modulus 

and hardness were computed from the simulated load-displacement curves following the 

method proposed by Oliver and Pharr [106]. As shown in Figure 3.5, the simulation 

results generally follow the trend of the experimental data in spite of the aforementioned 

model simplification, which, again, corroborate our previous conclusion that there should 

be no significant difference between the hardness and modulus of the MG bulk and 

ribbon samples. 
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Figure 3.5. Young‟s modulus dependence on sample thickness from experimental and simulation 

results. 

 

To exclude the confounding effect of sample thickness, microcompression tests were used 

to extract the mechanical properties of the bulk and ribbon MG samples. As shown in 

Figure 3.6, a few micropillars were carved out on the surface of the 20-μm thick MG 

ribbon sample. Due to the ion-beam divergence, the micropillars were slightly tapered 

with an average taper angle of ~2 degrees.  



71 

 

Figure 3.6. Position of the fabricated micropillars in ribbon sample. Inset is the representative 

geometries of one micropillar. 

 

The microcompression experiments were subsequently conducted at a loading rate of 0.2 

mN/s and the typical load-displacement curves are shown in Figure 3.7, from which the 

Young‟s modulus and yield strength of a MG micropillar can be extracted. For 

micropillars with slight tapering, the Young‟s modulus, E, and yield strength, y, can be 

obtained using the methods proposed by Yang et al. [111, 112]. As listed in Table 3.3, it 

can be seen that the Young‟s moduli and yield strengths of the micropillars cut from the 

bulk and ribbon samples are almost the same, with the average value being ~88 GPa and 

2.2 GPa, respectively. This further confirms that the cooling rate has a negligible effect 
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on the Young‟s modulus of MG samples. Before proceeding, it is worth mentioning that 

the Young‟s modulus obtained from microcompression is about 5% lower than the values 

extracted from nanoindentation tests. This is because of the material‟s pile-up effect, 

which was not taken into account in the original Oliver and Pharr‟s method [106]. For 

MGs, the neglecting of such a pile-up effect will lead to an overestimation of the 

material‟s Young‟s modulus [113]. In addition, the yield strengths obtained from the 

microcompression tests appear to be higher than those from the conventional uniaxial 

compression tests [105], which is usually attributed to the Weibull statistics as already 

discussed in the literature [114]. 
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Figure 3.7. Typical microcompression load-displacement curves of the micropillars. 
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Table 3.3. Young‟s moduli and yield strengths of the micropillars carved from bulk and ribbon 

samples with different cooling rate 

Micropillars E (GPa) σy (GPa) 

From bulk sample 88±5.7 2.2±0.1 

From ribbon sample 88±2.6 2.3±0.2 

 

 

3.4 Implications 

Based on the above analyses and discussions, we have demonstrated that the cooling rate 

used in our study, ranging from ~10
2
 to ~10

6
 K/s, does not cause any remarkable change 

in the Young‟s modulus and hardness of the Zr-based MG samples, though small changes 

in the glass transition temperature have been detected. This is implicative of a similar 

atomic structure in the MGs in spite of the large cooling-rate difference. The reason might 

lie in two folds: (1) the cooling rates employed in this study were still below a critical 

value, only above which a sufficient structural change can be detected from the hardness 

and Young‟s modulus of MGs [101]; and (2) the overheat temperature, from which the 

molten metals were quenched, was not high enough for the atomic clusters and free-

volume zones to rearrange [115]; in other words, the atomic structure of the metallic glass 



74 

was mainly determined by the overheat temperature rather than the cooling rate imposed 

during quenching process. 

 

3.5 Conclusions 

Based on the current work, we find that the cooling rate has a negligible influence on the 

Young‟s modulus and hardness of the Zr55Pd10Cu20Ni5Al10 metallic glass, which is 

contrary to the previous findings [64]. The apparent reduction in the Young‟s moduli of 

the ribbon samples relative to those of the bulk samples, as measured using 

nanoindentation, has been proved simply caused by the effect of sample thickness. After 

eliminating such a sample geometry effect, the cooling-rate independent mechanical 

properties were attained. Such an insignificant influence of the cooling rate on the 

Young‟s modulus and hardness of the Zr-based MG implies that a faster cooling rate is 

needed for further research or the overheat temperature is not high enough to introduce 

any significant physical change in the glassy structure of the Zr-based MGs. 
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CHAPTER 4  Cooling Rate Effect on 

Dynamic Mechanical Properties of Metallic 

Glasses 

4.1 Introduction 

In the literature of glassy materials, their dynamical behavior in the supercooled liquid 

region has been attracting great research interest over the past decades [116-122]. Aside 

from the most prominent -relaxation in the vicinity of the material‟s glass transition 

point gT , which involves collective atomic/molecular movements across a large number 

of structural units, it has also been demonstrated that secondary relaxations could also 

occur below Tg [120, 123, 124], which entails the thermally activated jumps of structural 

units at local sites. Understanding the localized deformation mechanism related to these 

secondary relaxations is an important step towards the revelation of the inelastic and 

plastic deformation mechanisms intrinsic to these glassy materials. 

 

For metallic glasses (MGs), which are amorphous metals lacking the long-range order in 

their atomic structure, it has already been shown that they could exhibit the anelastic 

deformation through the secondary -relaxation in their supercooled liquid state [125]; 

furthermore, recent experiments showed that they can even undergo anelastic 
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deformation at ambient temperature [126-128], both of which could be attributed to the 

reversible motion of their flow defects at low stress levels. In the MG literatures, it has 

been widely accepted that their inelastic deformation is accommodated at the atomic 

scale by free-volume zones (FVZs) [129, 130], which are simply clusters of atoms 

loosely bounded in MGs. These experimental findings of anelasticity in MGs indicate 

that the individual FVZs should be encaged by an elastic shell, which offers the back 

stress to restore the material‟s original configuration upon the removal of external 

loadings [127]. Such an experimental finding is consistent with the spirit of the 

longstanding shear transformation zone (STZ) theory [131], which was proposed years 

ago based on the findings from the bubble shaft experiments, and also agrees with the 

results of the recent molecular dynamics (MD) simulations that the inelastic deformation 

induced at low mechanical stresses is reversible in MGs [132].  

 

From the perspective of energy barrier concept, the energy state of a glassy structure can 

be depicted on a „ragged‟ configurational energy, which consists of both deep and shallow 

energy wells that form a nest structure of different metastable states, as shown in Figure 

4.1. The deep energy wells (megabasin) correspond to the energy barriers against 

irreversible structural relaxations (-relaxation) while the shallow ones (subbasin), which 

are nested inside the megabasins, are the energy barriers against reversible structural 

relaxations (-relaxation) [125]. For amorphous polymers, both relaxation processes can 

be characterized using the classic dynamic mechanical analysis (DMA) method and the 

results are usually related to the motions of their molecular structures [133]. However, the 

revelation of the reversible structural transition in MGs appears not that straightforward 
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as in glassy polymers. If the conventional DMA method was used to study the dynamic 

behavior of MGs, it was found that no significant -peak could be recognized on the 

corresponding DMA spectra [134]. The lack of -peak in MGs is implicative of low 

internal friction induced at the stress/strain rates which can be afforded in the 

conventional method. On the other hand, micro- and nano-scale dynamic tests recently 

emerged as an alternative enabling the application of extremely high stress/strain rates to 

study the dynamic behavior of MGs [128, 135, 136]. The experimental results clearly 

show that, like glassy polymers, MGs also deform in an anelastic manner before yielding 

occurs, which can be attributed to the reversible structural transition taking place at the 

atomic scale. Although these experimental findings provide us the important evidence to 

understand the relation between the atomic structure and deformation in MGs, however, 

there still lacks a rigorous analytic framework that links these observed micro-/nano-scale 

anelastic deformation phenomena to the atomic-scale deformation process and thus, the 

intrinsic properties of MGs. In this chapter, we intend to first provide a mean-field model 

based on the energy barrier concept to bridge the gap between the atomic-scale structural 

transition events and the resultant microscopic anelastic deformation processes in MGs, 

and then present and analyze the experimental dynamic tests results of MGs with 

different cooling rate. 
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Figure 4.1. The schematic illustration of the configurational potential energy of a core-shell 

deformation unit, the inset: the barrier-crossing event leading to the constrained configurational 

change of the free-volume zone (red atoms) encaged by its elastic „shell‟ (blue atoms). 
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4.2 Theoretical Modeling 

Different from the original STZ model [131], which was developed mainly for 

rationalizing elastoplastic transition in MGs, we here consider two additional modeling 

efforts that could physically lead to anelasticity from a STZ perspective: (1) instead of 

assuming a smooth energy-barrier profile for a STZ [131], we assume a rather „ragged‟ 

energy-barrier profile for the core-shell unit. As shown in Figure 4.1, whereas the primary 

saddle point corresponds to the energy barrier against a local plastic event, being 

physically associated with the break-down of the elastic shell, the numerous secondary 

saddle points below the primary one are associated with the local metastable state of the 

FVZs, across which is a constrained structural transition triggered with an intact elastic 

shell; and (2) by adopting a similar reasoning of Falk et al. [137], we formulate the local 

inelastic deformation explicitly as a result of unbalanced constrained structural transitions 

occurring to a multitude of core-shell units rather than of the unconstrained transition to 

one „representative‟ unit resulting in local plasticity as in the original STZ model [131]. 

 

Following the transition state theory, the transition rates 
0

ij  and 
0

ji between two adjacent 

metastable states i and j of a un-stressed FVZs (the inset in Figure 4.1) can be expressed 

respectively as  kTGexp ijij  0
 and  kTGexp jiji  0

, where  is the 

attempt frequency, k is the Boltzmann constant; T is the ambient temperature; Gij and 

Gji denote respectively the two energy barriers as illustrated by the inset of Figure 4.1. 

When in thermal equilibrium, we should have 
00

jiij    or jiij GG   to the first order 
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approximation such that any spontaneous inelastic flows can be neglected within a short 

term. Suppose that the energy potential is biased towards the metastable state j upon 

mechanical perturbation, we should have the new transition rates approximated as 

 kTijij   10
 and  kTjiji   10

, where  and  denote respectively the 

applied shear stress and the activation volume of the FVZ for the constrained structural 

transition, satisfying 1 kT . Assuming that there are Ni and Nj constrained 

structural transitions occurring and transforming a multitude of the core-shell unit from 

the metastable state i to j and in the reverse direction respectively, we have: 

jjiiij

i NN
dt

dN
                                            (4.1a) 

iijjji

j
NN

dt

dN
                                            (4.1b) 

Combining Equations 4.1a and 4.1b leads to the following kinetic equation governing the 

„flow‟ of the net transitions directed in the loading direction: 

  jiijjiij
dt

d



                                          (4.2) 

Note that     MMNMNM ji  is the fraction of the net transitions and can be 

viewed as an internal variable linked to inelastic deformation, and   2ji NNM   

remains a constant ( 0dtdM ) throughout the whole process. Substitution of the 

expressions for ij and ji into Equation 4.2 then yields: 
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where G=GijGji , and 00

jiij    is used in deriving Equation 4.3. It is worth 

mentioning that Equations 4.1 to 4.3 are not specific to MGs, they are derived essentially 

for a stress-assisted thermally driven process and similar equations can be also derived 

for a similar process in polymers [133]. 

 

Now, the question is how we can relate the fraction of the net transitions, χ, to the overall 

mechanical strain in MGs. The answer to this question requires appropriately modeling 

the glassy structure of a MG alloy. In the literature, the widely accepted models are the 

free-volume and shear-transformation-zone (STZ) model [131, 138], both of which were 

centered on the accommodation of inelastic deformation by the „soft‟ regions in MGs. 

However, such a theoretical treatment of neglecting the synergy between the „soft‟ and 

„hard‟ regions may not be sufficient to understand the atomic-scale deformation process 

in MGs, as recently pointed out by Egami [139], because the atomic-scale deformation in 

MGs entails the collaborative motions of the FVZs and their opposite entities, i.e. the 

elastic atomic-clusters, which are also the other import type of building blocks for the 

amorphous structure of MGs [140]. In such a sense, here we view the FVZ and its 

surrounding elastic medium or elastic shell (solid-like atomic cluster) as a couple to form 

the basic core-shell structural unit of a MG alloy as shown in Figure 4.2(a). As such, the 

total mechanical strain, , corresponding to the applied stress, , presumably depends on 

not only the elastic strain, e in the elastic shell but also the inelastic strain, i, in the 

FVZs (Figure 4.2b). Thus, the total strain can be written as      deie ,, . 
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Here, the inelastic strain i is a function of  d  embodying the „memory‟ effect typical 

of the rheological behavior of materials. Before yielding, we should have 1i . 

Therefore, expanding  into the first-order Taylor series yields:  

  e                                       (4.4) 

where  is the shear modulus of the elastic shell in Figure 4.2(a) and i   denotes 

the strain component purely caused by the structural transitioning of a FVZ at a constant 

stress, which reflects the influence of local structural irregularity on the atomic-scale 

strain in MGs and is of a non-affine nature. Based on the above reasoning, we can finally 

reach the governing equation for the anelastic deformation in MGs by combining 

Equations 4.3 and 4.4: 
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Comparing Equation 4.5 with the governing equation for a classic Kelvin rheological 

model as presented in Figure 4.2(c): 











 

dt

d
                                                      (4.6) 

where *
 and represent respectively the elastic modulus of the spring element and the 

viscosity of the dashpot element as shown in Figure 4.2(c). From this governing equation, 

we can establish the one-to-one correspondence between the anelastic deformation of 
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MGs and that of the Kelvin model by assigning the following properties to its spring and 

dashpot elements:  

kT





1

1*                                                (4.7a) 

 2* kT

G

e



                                                       (4.7b) 

 

Here it is worth pointing out that, unlike that in the regular Kelvin model, the spring 

modulus derived in Equation 4.7a is not identical to the elastic modulus of MGs but also 

depends on the ratio kT , which can be viewed as a measure of how the solid-like 

shell attribute, , of MGs weighs relative to the FVZ attribute, kT , in determining 

the „reversibility‟ of the whole process. Conceptually, the „reversibility‟ of our model, as 

seen throughout the derivations, is defined based on the conservation of configurational 

potential energy rather than mechanical deformation. In that regard, the morphology of 

the FVZ is allowed to change as a „signature‟ of the inelastic deformation that remains 

after transition, as long as the same configurational potential energy can be retained.  
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Figure 4.2. The schematics of the (a) undeformed and (b) deformed structural unit of a MG alloy 

consisting of a free-volume zone (core) and its elastic envelope (atomic cluster); and (c) the 

equivalent Kelvin rheological structural unit. 

 

4.3 Experimental Procedure 

To reveal the anelastic deformation in MGs, one convenient way is to utilize the 

micropillar compression experiment that was originally designed for probing the size 

effect in metallic crystals [141]. As compared to the classic DMA method, unusually high 

stress rates could be applied on small areas via microcompression in a controlled manner 
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[135]. As a demonstration, metallic glass with the chemical composition of 

Zr55Pd10Cu20Ni5Al10 (atomic percentage) was chosen. Specifically, one bulk sample with 

diameter of 5 mm (BMG) and one ribbon sample with thickness of 20μm (RMG) were 

selected for the dynamic test. Because of adverse effect of casting defects in bulk metallic 

glass samples, in conventional macroscopic tests it is difficult to reveal the dynamic 

properties of MGs originate form atomic scale free volume zones, besides, the low 

precision of the macroscopic testing equipment will conceal the intrinsic reflection of the 

materials. While, microcompression method based on Hysitron TI 950 TriboIndenter
TM

 

has ultrahigh mechanical sensitivity in the dynamic tests, afford us an opportunity to 

investigate the dynamic response of MGs. The nanoindentation system possess 

achievable resolution of ~1nm in displacement and ~1μN in load after calibration, high 

data acquisition rate up to 30 kHz guarantees us to conduct experiments at small 

timescales which is suitable for microcompression tests. The system enabled the 

application of load cycles with frequencies up to ~ 300 Hz. It is worth mentioning that the 

damping factor of the whole system was characterized before microcompression, which 

was measured around ~0.014 kg s
-1

. Such machine damping will result in an „artificial‟ 

viscosity of about ~0.05 MPa s when deforming a micropillar of the machined size, 

which, however, is negligibly small as compared to the experimental results, as can be 

seen in the later text.  

 

Micrometer-sized pillars with similar geometry, specifically with diameter of ~1 μm, 

height of ~ 3 μm, and taper angle ~3° was machined out from the polished surface of the 

MG samples utilizing the focused ion beam (FIB). The details of micropillars preparation 
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with the focused-ion-beam (FIB) technique have been described extensively in Chapter 2. 

Research Methodologies and in other references [135, 141, 142] and are therefore 

omitted here for brevity. The FEI™ Quanta 3D 200 FIB/SEM dual-beam system was 

used to fabricate the micropillars, a sequential ion-beam milling approach, with the 

current density of gallium ion beams decreasing from 5 nA to 100 pA (ensure the lowest 

ion milling damage and high milling efficiency) and a constant voltage of 30 keV, was 

utilized to carve out the micropillars. 

 

Prior to the dynamic microcompression tests, basic quasi-static microcompression tests 

were carried out on the micropillars to obtain static mechanical properties of these 

samples, as shown in previous chapter. Using methods proposed in ref [143], effects of 

base compliance and micropillar tapering can be removed, Young‟s modulus, E, and the 

yield strength, y, of the micropillar were extracted to be E=88±5.7 GPa, y=2.2±0.1 GPa 

for the bulk metallic glass, and E=88±2.6 GPa, y=2.3±0.2GPa for the ribbon metallic 

glass. 

 

The dynamic tests were subsequently conducted using a 10-m flat-end diamond punch 

with load control mode. To ensure the response of the micropillar is in the anelastic range, 

maximum load was selected less than the yielding point; three stress level 0.5GPa, 1Gpa 

and 1.5GPa were set for the tests. For better data reproducibility, ten load cycles were 

applied for each run of the dynamic tests. The spectrum of each load cycle was of a 

triangular shape, consisting of symmetrical loading and unloading portions. It was found 
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that the number of the load cycles was sufficient to obtain a steady state dynamic 

response in our micropillar tests. 

 

4.3 Results and Discussions 

Amorphous structures of the metallic glass sample, prepared by different cooling rate, 

were confirmed by X-ray diffraction (Co target), as presented in Figure 4.3, where only 

diffuse humps without any indication of crystalline peaks can be detected. The XRD 

patterns cannot reveal any discernable information about the internal structure difference 

in amorphous structure caused by the different cooling rate in samples preparation.  
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Figure 4.3. The XRD patterns of the as-cast bulk and spun ribbon Zr55Pd10Cu20Ni5Al10 MG 

sample. 

 

Following the procedure for FIB micromachining [78, 141, 143-145], micropillars of 

similar dimensions were carved out from the surface of the bulk and ribbon samples. 

Because of the ion-beam divergence, all the micropillars were slightly tapered with an 

average taper angle of about ~3°. A typical micropillar is given in Figure 4.4 to 

demonstrate the geometry of the micropillar. 
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Figure 4.4. High-resolution scanning electron microscopy (HRSEM) image of the FIB-milled 

micropillar on the surface of the bulk MG sample. 

 

The responses of the micropillars milled out from the BMG under cyclic loading are 

presented in Figure 4.5. Like revealed in the Ref [37], when loading rate is low at 

0.5GPa/s, the micropillar exhibits an apparent elastic behavior as in quasi-static tests we 

normally observed (Figure 4.5a); when we raise loading rate to 9.8 GPa/s, a mechanical 

hysteresis loop, which deviates from the pure elastic response, starts to emerge, as shown 

in Figure 4.5b; further increase the stress rate to 49.3GPa/s and 98.8GPa/s, the hysteresis 

loop expands remarkably, as presented in Figure 4.5c and d. This surprising response 

under dynamic test disobey Hooke‟s law, is the typical anelastic behavior normally 

possessed by amorphous polymer. Another feature which is worth to mention is that the 

anelastic deformation, as shown in Figure 4.5b-d, was completely reversible after the 
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removal of the applied force, and this was confirmed ex situ with high-resolution 

scanning electron microscopy after the dynamic test. The non-zero displacements at the 

zero loadings, as shown in Figure 4.5b-d, are due to a transient effect caused by the 

dynamic loading, which vanished with time after the experiments were stopped, as can be 

seen in Figure 4.6b-d. These anelastic responses of BMG resemble the dynamic response 

of viscoelastic materials, implying that the underlying atomic structure similarity. 
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Figure 4.5. (a) to (d): the typical experimental load-displacement curves obtained from the 

micropillar carved out from BMG at different nominal stress rates in comparison with the results 

from the phenomenological viscoelastic model, which is equivalent to the proposed „core-shell‟ 

atomistic model (note that the experimental results correspond to a peak stress at 0.5 GPa). 
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Figure 4.6. (a) to (d): the load and displacement spectra collected at different stress rates 

corresponding to the load-displacement curves shown in Figure 4.5(a) to (d). 

 

When dynamic tests were performed on the micropillar carved out from the RMG, similar 

mechanical hysteresis loop can be observed (see Figure 4.7 (b)-(d)), and with the increase 

of the stress rate, the hysteresis loop becomes more pronounced. Compare the anelastic 

response curves of the micropillars milled from BMG and RMG samples, no discernable 

difference can be revealed. In the following part, theoretical model will be used to 

analyzing the data obtained from dynamic tests. 
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Figure 4.7. (a) to (d): the typical experimental load-displacement curves obtained from the 

micropillar carved out from RMG at different nominal stress rates in comparison with the results 

from the phenomenological viscoelastic model, which is equivalent to the proposed „core-shell‟ 

atomistic model (note that the experimental results correspond to a peak stress at 0.5 GPa). 

 

As revealed by Ye et al [37], the anelastic response arise from the soft flow defects FVZs, 

which become activated at fast loading rate, the activated free volume zone transforms its 

configuration and dissipates the strain energy during cyclic loading, forms the hysteresis 
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behave elastically, such soft FVZ and surrounding hard atomic cluster constitute the basic 

structural unit (see Figure 4.8).  

 

 

Figure 4.8 The structural origin of the nanoscale inelasticity conceived from the dynamical 

micropillar tests and the measurements of the mechanical properties of the constituent atomic 

structures. a, Sketch of the core–shell atomistic model in metallic glasses. b, The viscoelastic 

model equivalent to the core–shell atomistic model. 

 

When compressing a micropillar with a height H and diameter D as shown in Figure 

4.9(a), the overall anelastic response originates from the cooperative motion of numerous 

FVZs or an array of Kelvin units, as sketched in Figure 4.8 (b). By converting the stress 

and strain of shear in Equation (4.6) to those of uniaxial loading, the governing equation 

that relates the applied load, P(t), to the measured displacement, h(t), of a micropillar can 

be expressed below using the rule of mixture [135]: 

   
 

 
dt

tdh

H
th

H

E

D

tP 







14
2

                               (4.8) 
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where E is the Young‟s modulus of the atomic cluster, and  is the areal fraction of the 

FVZ. For the sake of discussion, an effective modulus   EEeff  1 and an effective 

viscosity   eff
 are defined here. From the experimental viewpoint, these two 

effective properties are the physical quantities which can be directly extracted from 

experiments. Under the cyclic microcompression, the response of the micropillar can be 

represented as an array of f Kelvin rheological units under applied load, as shown in 

Figure 4.9(c). 

 

 

Figure 4.9. The schematic drawing of (a) a compressed MG micropillar, (b) the cross section of 

the MG micropillar represented by an array of Kelvin rheological units, and (c) the saw-tooth-

shaped spectrum of cyclic loading applied in microcompression, and (d) to (f) the micrographs of 
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the typical micropillars milled out on the mechanically polished surface of Zr- and Fe-based MGs; 

note that (f) was obtained at a view angle different from that of (d) and (e). 

 

The anelastic hysteresis loop can be well captured by the Kelvin rheological model, as 

shown in Figure 4.5(b)-(d) and Figure 4.7(b)-(d). It is worth pointing out that when 

testing frequency is small at 10Hz, the fitted viscosity might be inaccurate, because of the 

FVZs are not fully activated thus anelastic loop is small, which might incur unnecessary 

error. So only the data extracted from 50, 100, 150 and 200Hz will be considered for 

comparison. The extracted effective modulus and viscosity are presented in Figure 4.10, 

it can be observed that the effective modulus of the bulk and ribbon MGs are almost same 

at the frequency range from 50Hz to 200Hz, keep constant around 83GPa regardless of 

the cycle frequency, this indicating that the hard elastic cluster are basically stay in the 

same configuration despite the cooling rate difference, confirm our previous finding 

through quasi-static nanoindentation in previous chapter.  

 

For the effective viscosity, though slightly higher viscosity can be observed in ribbon 

metallic glass, the difference is in the scatter range (about 6%) of the data, as shown in 

Figure 4.10(b). Therefore, it can be declared that bulk and ribbon samples possess nearly 

same effective viscosity value at same frequency. It is also noted that there exists a trend, 

with the increase of the frequency from 50 Hz to 200Hz, viscosity increase from 0.17 to 

0.22GPas, an increment of ~ 30%. This indicates a nonlinear viscoelastic behavior and 

can be attributed to the activation of more FVZs in the high-cycle-frequency regime. 

Based on the current understanding of the atomic-structure in this Zr-based MG, it can be 
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conceived that there exist different types FVZs in the sample, which is associated with 

kinds of atomic clusters and therefore possesses different characteristic activation 

frequency. In the low-cycle-frequency regime, the FVZs of an extremely short relaxation 

time remain „dormant‟ and do not contribute much to the process of energy dissipation; 

however, they will become activated when the stress rate is elevated. As this takes place, 

the contribution of these newly activated FVZs will add to the total mechanical energy 

dissipation, resulting in an apparently elevated effective viscosity as shown in Figure 

4.10(b).  

 

Nearly same effective modulus and viscosity were obtained through cyclic dynamic 

microcompression in the Zr-based MGs with different cooling rate, this agrees with 

recent studies, which demonstrated that the viscosity behaviors of bulk and ribbon MGs 

of the same composition are basically same [71, 146]. The nearly equal value of effective 

viscosity and similar trends in the bulk and ribbon metallic glasses imply that nearly same 

amount of FVZs which possess similar distribution and configuration exist in the MGs 

with different cooling rate.  
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Figure 4.10. Effective modulus and viscosity of the bulk and ribbon metallic glass as a function 

of frequency. 

 

 

0 50 100 150 200
0

20

40

60

80

100

 Bulk

 Ribbon

 

 

E
ff

e
c
ti

v
e
 Y

o
u

n
g

's
 M

o
d

u
lu

s
 E

e
ff
 (

G
P

a
)

Frequency (Hz)

0 50 100 150 200
0.00

0.05

0.10

0.15

0.20

0.25

 Bulk

 Ribbon
 

 

E
ff

e
c

ti
v

e
 v

is
c

o
s

it
y

 
e

ff
 (

G
P

a
 s

)

Frequency (Hz)

(a) 

(b) 



98 

4.4 Conclusions 

Theoretical framework based on the energy barrier concept to understand and analyze the 

anelastic deformation of MGs was proposed. The theoretical results clearly show that the 

stress-induced reversible local structural transition in MGs is equivalent to a Kelvin-type 

anelastic deformation process, and that the viscoelastic properties of MGs obtained from 

the Kelvin model are closely related to the thermodynamic properties of MGs. Using this 

theoretical model, dynamic test results of bulk and ribbon MGs micropillars were 

analyzed, no discernable difference in effective modulus and viscosity can be revealed 

through our cyclic dynamic test, indicating that similar content of dense packed cluster 

and FVZs in the bulk and ribbon metallic glass despite the cooling rated difference of 

about four orders of magnitude.  
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CHAPTER 5  Size Affected Shear Band 

Speed in Metallic Glasses 

5.1 Introduction  

Plasticity in bulk metallic glasses (BMGs) is well known to be shear-band (SB) mediated 

at room temperature, which manifests as localized plastic flows confined into a banded 

region with a nano-scale thickness [147]. Owing to the strain localization, SBs 

accommodate most of the plastic deformation and are responsible for the fracture 

behavior of BMGs. Unlike dislocations as the plasticity carrier in crystalline materials, 

SBs generally exhibit a „size effect‟ when propagating in BMGs of a different size [76-

80]. In large samples, SBs tend to propagate catastrophically if unhindered, causing 

brittle-like fracture; in contrast, they display the character of „stick-slip‟ propagation in 

small samples, leading to serrated plastic flows in BMGs.  

 

Over the past decades, considerable research efforts have been devoted to understanding 

different aspects of the shear-banding behavior in BMGs and the accompanying size 

effects [76-80, 147], among which one topic still remaining not fully understood is what 

the speed of a mature SB ought to be. In the literature, measurements of such a SB speed 

have been attempted by different means, such as cinematography [83, 148], strain gauge 

[84] and acoustic signal detection [81, 149], but seemingly contradictory results, ranging 
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from ~10 m s
-1

 to ~1 m s
-1

, have been reported up to date. Unlike the commonly 

observed shear slips on the surface of crystals, which is produced by a progressive 

shearing process mediated by dislocations, shear offsets, the visual manifestation of 

shear-banding in BMGs, are formed by simultaneous shearing accommodated in SBs, 

particularly under compressive loading. In such a case, the SB speed, as related to the 

shear-offset formation, refers to the sliding speed of materials across an already 

established SB plane. Since it is already known that the magnitude of a shear offset is size 

dependent in BMGs, it is hence natural to raise the question whether such size 

dependence still persists in the SB speed. However, in the prior work, the measurement of 

a SB speed was performed for a particular size of shear offset [82-84], and there still 

lacks a systematic investigation of the size dependence of SB speed in BMGs. In the 

present work, we intend to address the above question using the microcompression 

approach to measure the SB speed at different shear offsets.  

 

5.2 Experimental Procedure 

To conduct microcompression experiments, the focused-ion-beam (FIB) sequential 

milling approach [78, 143] was utilized to fabricate micropillars on the surfaces of a 

variety of BMGs, including Zr55Pd10Cu20Ni5Al10, Cu46.25Zr44.25Al7.5Er2, 

Ti40Zr25Ni3Cu12Be20, Zr55Cu28Ni5Al10Nb2, (Fe44.3Cr5Co5Mo12.8Mn11.2B5.9)98.5Y1.5, and 

Mg58Cu31Nd5Y6.BMGs (Note that the subscript number denotes the atomic percentage of 

the corresponding element in the alloy). Before the FIB treatment, the BMGs were 

checked using X-ray diffraction to ensure their amorphous structure and then 
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mechanically polished to a mirror finish on their surfaces. The details of the FIB milling 

have been described elsewhere [78, 143] and a total of 31 micropillars was fabricated on 

the BMG samples with the diameter and aspect ratio ranging from ~ 1 to ~2 μm and 2:1 

to 4:1, respectively. Afterwards, microcompression experiments were conducted on the 

modified Hysitron™ nanoindentation system, which has the resolution of ~1 nm in 

displacement and ~1 N in load and was then equipped with a 10-μm flat-end diamond 

punch.  

 

Unlike the previous microcompression experiments [82], the load function we adopted 

here is composed of multiple „loading-holding‟ cyclic tests, as shown in Figure 5.1(a). 

The experimental set-up came out of an inspiration gained from the recent findings of 

anelasticity in BMGs [37, 128, 150], which implies that yielding in BMGs may result 

from the percolation of local anelasticity events. If that was so, yielding might be 

triggered by a time-dependent process at an appropriate stress level. To facilitate data 

collection, the holding load was programmed to start from ~80% of the estimated quasi-

static yielding load, and then increased by ~5% per cycle. It should be noted that the 

loading rate was varied from 510
2
 N/s to 110

5
 N/s in an effort to assess the possible 

loading-rate effect on pop-in, as discussed in Ref. [151]; while both the holding and 

unloading time were set at ~2s, which suffice to relax anelastic deformation in the 

micropillars according to the previous findings [37]. As such, the remaining deformation 

during the holding time, if there were still any, should result from the local plasticity 

events in the micropillars. 

 



102 

5.3 Results and Discussions 

Figure 5.1(a) shows a whole time-displacement curve corresponding to the load spectrum 

designed. As seen, the micropillar deforms initially in an apparent elastic manner, which 

is validated by the full recovery of the micropillar deformation after unloading. However, 

with the increasing load, yielding finally occurs, causing displacement burst or pop-in. 

Within our expectation, these pop-in events took place mainly during the holding periods, 

as clearly seen in Figures 5.1(b)-(d). After the finish of the test, it was found that the 

number of pop-in was in good agreement with that of the SBs observed on the micropillar 

(see Figure 5.2). These experimental observations indicate that each pop-in event 

corresponds to one SB operation in the micropillar. Furthermore, it is worth pointing out 

that the loading rate was found to play little role in determining the size of the pop-in 

occurring during holding, which validates our experiments as a size-effect study in which 

the possible rate effect has been ruled out.  
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Figure 5.1. (a) The overall time-displacement displacement curve (black) displaying five pop-in 

events triggered at five consecutive holding periods (as indicated by the numbers) and the 

corresponding load spectrum programmed for the microcompression experiment; (b) to (d): the 

enlarged views of the five pop-in events. 
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As a highlight, Figure 5.3(a) presents the details of the load and displacement versus time 

data, which characterize the pop-in event occurring during holding. Similar to the 

previous observations [83, 84], the SB seemingly experienced four stages of propagation, 

i.e. acceleration, sliding, deceleration and final arrest in the deformed micropillar. 

However, attention should be drawn to the well-maintained load constancy. Even at the 

instant of pop-in, the applied load only drops by ~5 N, which is negligibly small and 

only counts up to ~ 0.2% of the programmed holding load. Following the method of Song 

et al. [83], the displacement rate, h , which corresponds to the stage of viscous gliding as 

shown in Figure 5.3(b), was used to calculate the SB speed, V, for a given displacement 

jump h. Assuming the shear angle ~45
0  

(Fig. 2(c)) one can obtain the SB speed and the 

Figure 5.2. Compressed micropillar corresponding to above figure, five shear 

bands can be observed on the surface of the micropillar. 
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corresponding shear offset s as cos/hV   and  cos/hs  , respectively. Figure 5.4 

presents the results of the SB speed so obtained as a function of s from different BMGs. 

Regardless of their chemical compositions, the measured SB speeds clearly exhibit a 

„size‟ effect, i.e., the larger is the shear offset the higher is the SB speed, and seemingly 

follow a same trend that can be fitted by a power law.  
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Figure 5.3. (a) The enlarged view of the discontinuities in the collected mechanical signals 

featuring a delayed pop-in event triggered in the holding period; (b) the portion of the time-

displacement curve used to measure the displacement jump h and the corresponding characteristic 

displacement speed, h , for the pop-in event; and (c) the sketch illustrating that the displacement-

jump forms as the upper part of the micropillar glides along the inclined shear plane with the 

lower part of the micropillar remaining rest. 
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Figure 5.4. The double logarithmic plot of the measured shear speed versus shear offset for six 

types of BMGs with A= Zr55Pd10Cu20Ni5Al10, B = Cu46.25Zr44.25Al7.5Er2, C=Ti40Zr25Ni3Cu12Be20, 

D=Zr55Cu28Ni5Al10Nb2, E = (Fe44.3Cr5Co5Mo12.8Mn11.2B5.9)98.5Y1.5, and F= Mg58Cu31Nd5Y6.  

 

To rationalize the observed size effect, let us turn to the kinetics of shear-banding in 

BMGs. At any instant of SB propagation, the energy balance should be maintained 

irrespective of the BMG‟s chemical composition, which can be expressed in a rate form 

as DKUW e
  , where W, Ue, K and D denote the work done by an external agent, 

the elastic energy storage, the kinetic energy, and the plastic energy dissipation, 

respectively; and the over-dot represents the time derivative of a physical quantity. For 

our microcompression experiments, in which the shear band propagates at a holding load, 
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it can be deduced that ssVAhPW 0  , where 0 is the initial shear stress, Vs the 

instantaneous shear speed, and As the area of the shear plane; 
2

2

1
seVmK  , where me is 

the effective mass of the micropillar moving along with the shear band; and 

  dtVtAD ss   , where  t denotes the instantaneous residual shear strength remaining 

on the shear plane. Note that, as the majority of the maximum shear offset measured is 

less than 10% of the corresponding pillar‟s diameter, the reduction in the area of the shear 

plane due to the shear-band propagation is neglected here for simplicity. Combining the 

above equations, one can then derive the following formula for the instantaneous shear 

speed Vs : 

    








  
t t

e

se

s
s dt

ds

dU

A
dtt

m

A
tV

0 0

0

1
                            (5.1) 

As will be seen in the later text, Equation 5.1 provides a theoretic framework that enables 

an explanation of the size effect on the measured shear speeds. 

 

Based on the prior work [79, 152], it is known that BMGs experience initial shear 

softening and subsequent recovery (hardening) in a shear-banding event, which could be 

related to the acceleration, deceleration and ultimate arrest of the corresponding shear 

band, as demonstrated in Figure 5.3(a). Theoretically, such a physical picture of shear-

banding dynamics can be inferred from Equation 5.1. When a shear band is in action, 

shear softening initially dominates the material behavior. Consequently, the instantaneous 

shear strength  t  reduces from , which is accompanied by the release of the elastic 
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energy stored in the vicinity of the shear band (dUe/ds < 0) and leads to an ever 

increasing shear speed. However, at the later stage of shear banding when hardening or 

material recovery overwhelms shear softening, the instantaneous shear strength bounces 

back with the recovery of the elastic energy storage nearby (dUe/ds > 0). In such a case, 

the shear band propagates with a diminishing speed until the full stop. To derive the 

maximum shear speed, one needs to solve   0tVs


 for the critical time, tc, at which the 

shear band attains its full speed V=Vs(tc). Back to the experiments, the shear speed 

measured from the stage viscous gliding represents an experimentally accessible value 

that approximates Vs(tc), and can be written as: 

    





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

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c ct t

e

se

s
cs dt

ds

dU

A
dtt

m

A
tVV

0 0

0

1
                          (5.2) 

 

Up to the moment, we haven‟t explicitly elucidated the connection of Equation 5.2 with 

the size effect yet. To achieve this end, we substitute the shear displacement, s for the 

time, t, as the integral variable in Equation 5.2. The differential chain rule gives dt = 

(dt/ds)ds = ds/Vs. Making the substitution t = t(s). Equation 5.2 can be cast into the 

following form: 

  
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Applying the mean value theorem: 
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where f1 and f2 are two constants depending on the functional form of the shear-banding 

constitutive law, and    ceee ssUsUU  0 . Substituting Equation 5.4 and 5.5 

into Equation 5.3 gives: 
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Assuming  em , where  is the density of the BMG and  is the effective sample 

volume, one can then obtain: 
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Taking C1 = f1/, C2 = f2/,     
cs

sdsAs
0

0  , and  ee Uu , Equation 5.7 is 

thus simplified to: 

 21 CuCV e                                                 (5.8) 

 

In doing so, a simple equation relating the maximum shear speed, V, to the normalized 

energy variables may be derived, where C1 and C2 are two material dependent constants; 
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ue is the volumetric density of the elastic energy released from the beginning of shear 

banding up to the time tc; and  is defined as a normalized complementary energy 

dissipation and proportional to    
cs

dss
0

0   with sc denoting the shear displacement at 

tc. Given the relation of V with the energy variables, it becomes natural of the size effect 

on the shear speed because of the known size dependence of the elastic energy release, 

ue, that has been identified for BMGs, i.e. the larger is a shear offset or a sample size the 

more is the normalized elastic energy released upon shear banding. The cause of the size 

effect on ue has been discussed thoroughly in the literature [76, 79, 80, 153] and can be 

generally ascribed to the dimensional misfit between the three-dimensional spring-back 

elastic energy release and two-dimensional plastic energy dissipation in BMGs. Apart 

from that, the second term on the right side of Equation 5.8 may also bring about a size 

effect. At constant external loading, increases with sc and thus shear offset, leading to 

a size effect on V. However, in conventional tests with load serrations, the applied load 

drops with (t), nullifying the effect of As such, the size effect on the shear speed is 

completely due to the normalized elastic energy release. 

 

In addition, in macroscopic compression test we can also find that strain burst size 

increases with the decrease of sliding time [81], imply shear band speed increases with 

the increase of shear offset (burst size) when many shear bands take place, this further 

illustrates that size-affected shear band speed exists during macroscopic deformation 

process with multiple shear band operation. 
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5.5 Conclusions 

In summary, the dependence of the SB speed on the shear offset in BMGs is uncovered in 

this study with a general analytic framework provided for explanation. It is worth 

pointing out that this emerging size effect conforms to many other size-effect phenomena 

already found for BMGs, such as the sample size effect on malleability [76, 79], shear 

offsets [154] and thermal profile around a SB [80]. Furthermore, our current work also 

shows that yielding in BMGs could be triggered by delayed actions. This interesting 

phenomenon of delayed yielding could have important implications for deepening our 

knowledge of micro-scale plasticity in BMGs and hence warrants further investigations. 
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Chapter 6  Conclusions and Future Research 

Recommendations 

6.1 Conclusions 

This thesis investigated the cooling rate effect on quasi-static and dynamic mechanical 

properties of the Zr55Pd10Cu20Ni5Al10 MGs. The quasi-static and dynamic mechanical 

properties were reflections of amorphous structure. After the structural study through the 

static and dynamic mean, yielding and shear banding phenomenon were explored. Based 

on the experimental results and theoretical analysis, following conclusions were drawn: 

 

(1) Cooling rate has a negligible influence on the quasi-static properties, which including 

Young‟s modulus and hardness, of the Zr55Pd10Cu20Ni5Al10 metallic glass. The 

measured reduction in the Young‟s moduli of the ribbon samples relative to those of 

the bulk samples utilizing nanoindentation has been proved simply caused by the 

sample thickness effect. After eliminating such a sample geometry effect, the cooling-

rate independent mechanical properties were revealed.  
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(2) Theoretical framework based on the energy barrier concept was proposed. The 

theoretical analysis clearly show that the stress-induced reversible local structural 

transition in MGs is equivalent to a Kelvin-type anelastic deformation process, and 

that the viscoelastic properties of MGs obtained from the Kelvin model are closely 

related to intrinsic features characterizing their basic atomic-scale structural units, 

composed of FVZs and their surrounding elastic shell. Using this theoretical model, 

dynamic test results of bulk and ribbon MGs micropillars were analyzed, no 

discernable difference in effective modulus and viscosity can be revealed, indicating 

that similar content of dense packed cluster and FVZs in the bulk and ribbon metallic 

glass despite the cooling rated difference of about four orders of magnitude.  

 

(3) As the reflections of shear band operation in microcompression, pop-ins with 

different size were detected, calculated speed of the shear band increase with the 

increase of the resultant shear offset. Utilizing an energy balance model, the speed of 

shear band as a function of shear offset was qualitatively analyzed. This emerging 

size effect conforms to many other size-effect phenomena already found for BMGs. 

 

6.2 Future Research Recommendations 

Despite the encouraging results obtained from this work, there are some points call for 

future investigations. Firstly, my thesis only addressed the micro mechanical behaviors of 

MGs at room temperature due to the instrumental limitations. While at higher 

temperature, some unique properties can be disclosed, more information of atomic 
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structural state of the MGs can be revealed. Secondly, shear band arresting mechanism 

after shear band gliding worth further investigation. It is widely accepted that localized 

shear band is the intrinsic plastic deformation features of BMGs, since shear banding 

cannot be avoided at room temperature for most BMGs, the arresting of SBs might be a 

promising method to enhance the mechanical performance of BMGs. Thirdly, the 

diameters of micropillars used in my thesis are around 1 μm, reduce this dimension to 

nanoscale, size effect can be investigated to reveal the inhomogeneous to homogeneous 

deformation transition in MGs. Apart from the above three points, there still are many 

fascinating properties and mechanism of MGs need to be addressed in further. 
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APPENDIX 

Micro-mechanical Characterization of Casting Induced Inhomogeneity 

in an High Entropy Alloy 

 

1 Introduction 

High entropy alloys (HEAs) provide a novel alloy concept that significantly expands the 

scope of the traditional alloy design [155-157]. HEAs typically consist of at least five 

principle metallic elements in near-equimolar ratios and they often form a single solid 

solution structure, instead of many intermetallic compounds as expected from general 

physical metallurgy principles. HEAs show a great potential for engineering applications 

due to their high hardness, wear resistance, high temperature softening resistance and 

oxidation resistance [156, 158]. The commonly used alloying elements include FCC 

(face-centered cubic)-type Cu, Al, Ni, BCC (body-centered cubic)-type Fe, Cr, Mo, V and 

HCP (hexagonal close packed)-type Ti, Co [159-164]. Over the years substantial efforts 

have been devoted to the development of new HEA systems with improved mechanical 

and functional properties. However, few studies were carried out to investigate the 

mechanical inhomogeneity of these HEAs even though inhomogeneity is a common issue 

in the cast structure for crystalline materials and the existing experimental observations 

have clearly revealed the dendritic structure and compositional segregation in various 

HEA systems [160, 165].  
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AlxCoCrCuFeNi (in atomic proportion) system is a widely studied HEA system and the 

phase constitution in the as-cast material can be well adjusted by controlling the Al 

addition [160]. When x≤0.5, only one single FCC solid solution phase is observed [160]; 

BCC solid solution phase starts to appear at x=0.8 and at x>2.3 a single BCC phase is 

obtained although some minor phases (not detectable via conventional X-ray diffraction 

technique) do exist [160]. The mechanism behind the addition of FCC-type Al causing 

the transformation between FCC and BCC phases is still unclear, although presumably 

this can be rationalized as the alloying of the larger Al atoms lowers the atomic packing 

efficiency [31]. Previous reports suggest that the lattice parameters for both FCC and 

BCC phases increase with increasing x but significant increase of hardness is seen only at 

x>1.0 [160, 166]. The formation of BCC phase will enhance the strength of the originally 

purely FCC solid solution, but it also causes the embrittlement issue at ambient 

temperature [167]. Naturally, it is of interest to study the mechanical behavior of 

Al0.8CoCrCuFeNi (BCC phase just starts to appear) from the structure-property 

correlation perspective. In addition, a secondary FCC phase has been detected in the as-

cast Al1.0CoCrCuFeNi [165, 168] by X-ray diffraction, but not yet in the 

Al0.8CoCrCuFeNi. In this work we used the neutron diffraction technique to successfully 

detect the secondary FCC phase. The existence of three phases (two FCC phases and one 

BCC phase) can be well related to the three distinctive regions observed in the 

microstructure. We also did careful micro-compression tests to characterize these three 

regions to obtain their individual mechanical properties. To the best of our knowledge, 

this is the first time a micro-compression test is used for HEAs.  
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2 Experimental Procedures 

The target alloy used in this work has a nominal composition Al0.8CoCrCuFeNi (in 

atomic proportion). The alloys were prepared by arc-melting a mixture of the constituent 

elements with purity better than 99.9% in a Ti-gettered high purified argon atmosphere. 

Repeated melting was carried out at least five times to improve the chemical 

homogeneity of the alloy. The molten alloy was drop-cast into the copper mold with 

diameter of 10 mm. The phase constitution of the alloy was examined by both the X-ray 

diffraction (XRD) using Co radiation (Bruker AXS D8 Discover) and the neutron 

diffraction using the VULCAN diffractometer (Spallation Neutron Source, Oak Ridge 

National Laboratory, USA [169]). Because neutrons are highly penetrating, the neutron 

diffraction measurements are representative of the bulk, rather than from the surface. As a 

state-of-the-art engineering diffractometer, VULCAN can be flexibly configured in either 

high-intensity or high-resolution mode [170, 171]. The present measurements were made 

in the high-resolution mode, in which a ∆d/d~ 0.2% resolutions is maintained over a wide 

range of d-spacing. This allowed easy identification of the multiple phases in the sample. 

The microstructure of the alloy was characterized using the Leo 1530 FEG scanning 

electron microscope (SEM) operated at 5 kV equipped with energy dispersive 

spectrometer (EDS). For the microstructure observation, the sample surface was 

sequentially polished down to 0.1 m grit alumina suspension finish and then etched with 

the aqua regia solution. To investigate the micro-mechanical behavior, micro-pillars with 

top diameter of ~0.8 μm and aspect ratios ranging from 2:1 to 5:1 were fabricated using a 

Quanta 200 3D dual-beam SEM/focused ion beam (FIB) system (FEI Company, 

Hillsboro, OR, USA).  
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Following the well established sequential-milling approach [111, 172], the micro-pillars 

were prepared with great care particularly in the inter-dendritic regions, to ensure that the 

as-cut micro-pillars exclusively came from the target regions (see section 3.2). The 

micro-compression tests for the micro-pillars were subsequently carried out using a low-

load Triboindenter™ Nanoindentation syetem (Hysitron Inc, Minneapolis, MN, USA) 

equipped with a 10 μm flat-end diamond punch at the load-controlled mode. To ensure 

the reproducibility of the micro-compression data, at least three micro-pillars were 

fabricated and compressed from each characteristic region. Vickers hardness was also 

measured by applying a load of 1 kg for 10 s using the Future-Tech microhardness tester.  

 

3 Results and Discussions 

3.1 Phase Identification 

Figure 1 shows the XRD pattern of the as-cast Al0.8CoCrCuFeNi. It is seen that the alloy 

has a simple solid solution structure where one FCC and one BCC phase were identified. 

Judging from the relative intensity, the main phase of the alloy is FCC. This is in 

agreement with the previous results reported by Tong et al. [160]. It should be mentioned 

here that due to the dendritic structure (see below), the X-ray diffraction intensities 

present texture feature and hence some characteristic peaks are abnormally weak, 

although the intensity decrease could also be caused by the highly distorted atomic planes 

in the solid solutions [173]. To ascertain that the BCC phase also exists in the bulk, the 

alloy was examined using neutron diffraction and the pattern is shown in Fig.2. 

Interestingly, apart from one FCC and one BCC phase identified using conventional XRD, 

a secondary FCC phase was also detected. To differentiate these two FCC phases, they 
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are termed as FCC1 and FCC2 hereinafter. The FCC2 phase is the minor phase judging 

from its volume fraction. Based on the neutron diffraction results, the lattice parameters 

for the FCC1, FCC2 and BCC phases are estimated to be 3.603, 3.631 and 2.874 Å, 

respectively. It is worthy pointing out that FCC1 and FCC2 phases were also identified in 

the as-cast Al0.5CoCrCuFeNi alloy using the neutron diffraction (results not given here), 

and the lattice parameters for the FCC1 and FCC2 (3.596 and 3.628 Å, respectively) are 

almost the same as those in Al0.8CoCrCuFeNi. In addition, the lattice parameters for the 

FCC1, FCC2 and BCC phases in Al0.8CoCrCuFeNi measured in this work are very close 

to those of the corresponding phases in Al1.0CoCrCuFeNi (3.59, 3.62 and 2.87 Å, 

respectively) reported by Singh et al. using XRD [174]. It is noted here that our 

measurement of the lattice parameters together with those from Singh et al. are different 

to the results reported by Tong et al. [160] for the same alloy compositions, in that our 

measured lattice parameters are less sensitive to the Al composition. This could most 

possibly be due to the fact that Tong et al. only identified one FCC phase in their XRD 

analyses, and the hidden FCC peaks would cause the inaccurate peak fitting from which 

the lattice parameters were calculated. The lattice parameters reflect the lattice distortion 

information and our results can account for the hardness variation as a function of Al 

addition better: from x=0.5 to 0.8, the alloying of Al causes the partial transformation 

from FCC to BCC phase while the FCC lattice remains nearly invariant; at x=0.8, the 

main phase is still FCC and the amount of BCC phase is insufficient to cause significant 

strengthening (the Vickers hardness using 1 kg load for Al0.5CoCrCuFeNi and 

Al0.8CoCrCuFeNi are 258 and 280, respectively); however, when x reaches 1.0, the main 



121 

phase becomes BCC [165], and the large amount of harder BCC phases causes the 

hardness to increase to 531.  
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Figure 1 XRD pattern of the as-cast Al0.8CoCrCuFeNi alloy 
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Figure 2 Neutron diffraction pattern of the as-cast Al0.8CoCrCuFeNi alloy 

 

3.2 Microstructure Characterization 

Figure 3 shows the microstructure of the as-cast alloy. Dendritic and inter-dendritic 

structures typical to cast HEAs [160] are clearly observed. According to Tong et al. [160], 

there are only two distinctive regions in the microstructure and the dendritic regions have 

a FCC structure, while the inter-dendritic regions have a mixed FCC+BCC structure. 

However, our high resolution SEM observation given in Fig.3 apparently shows the 

existence of three distinctive regions: dendritic region (A) and two inter-dendritic regions 

(B and C). The dendritic region A has a relatively homogeneous contrast,  which is 

consistent to that reported by Tong et al. [160], and corresponding to the single FCC 

structure. In contrast, Regions B and C appear to contain more than one phase. 
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Particularly, Region C has a spinodally decomposed netlike feature. Recalling the phase 

identification results we obtained from Fig.2, together with the EDS analysis results give 

in Table 1 (see below), it is reasonable to infer that Region C shall be composed of two 

spinodally decomposed FCC phases, while Region B shall have a mixed FCC+BCC 

structure. Based on these findings, it can be envisaged that the formation of the BCC 

phase shall result from the decomposition of the inter-dendritic structure during the 

cooling process. Since it is generally perceived that the BCC phase is a harder phase 

compared with the FCC phase, Region B would have a higher hardness (or strength) than 

that Region A. This is actually supported by the micro-compression tests discussed below. 

From the neutron diffraction and composition analyses we already know that the FCC1 is 

the main phase, we can further infer that Region A has the FCC1 structure, Region B has 

the FCC1+BCC structure and Region C has the FCC1+FCC2 structure.  
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Figure 3 SEM images of the as-cast Al0.8CoCrCuFeNi alloy: (a) low magnification image; (b) 

magnified image of the indicated zone in (a)  showing the three distinctive regions A, B and C. (c) 

and (d) are magnified images for Regions B and C, respectively. 

 

The average chemical compositions for the three regions from multiple-point EDS 

analysis are listed in Table 1. It can be seen that these three regions have clearly different 

chemical compositions: Region A is enriched in Co, Cr and Fe while deficient in Al and 

Ni and Cu; Region B is enriched in Al and Ni while the other elements are deficient; 

Region C is significantly enriched in Cu while deficient in Co, Cr and Fe. Ni tends to 

accompany with Al in the inter-dendritic regions due to the large negative mixing 

enthalpy (ΔHmix) between them [175]. This possibly results in the formation of NiAl-type 

(B2) phase in Region B [160, 165]. Cu has the tendency to segregate from other alloying 
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elements because apart from Al it has positive ΔHmix with other elements [175]. The 

formation of the Cu-rich zone in Region C relative to the Cu-deplete zone in Region A 

also supports the spinodal decomposition occurred in Region C.  

 

Table 1 Chemical compositions of the as-cast Al0.8CoCrCuFeNi alloy 

Element (at. %) Structure Al Co Cr Cu Fe Ni 

Nominal  13.79 17.24 17.24 17.24 17.24 17.24 

Region A FCC1 10.39 21.26 22.21 8.56 22.12 15.47 

Region B FCC1+BCC 22.82 13.97 13.54 15.76 12.52 21.39 

Region C FCC1+FCC2 14.20 6.62 5.16 53.83 6.11 14.08 

 

3.3 Micro-compression Tests 

Now that we have identified the phase constitution for the three distinctive regions, we 

can go further to characterize their individual mechanical properties using the well-

established micro-compression technique [88, 176]. Micro-pillars were machined from 

the three regions using the FIB technique and then compressed using the flat-end 

diamond punch under the load-controlled condition. The typical micro-pillars before and 

after the micro-compression tests are given in Fig. 4, and the representative nominal 
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stress-strain curves are plotted in Fig. 5. Here the stress is taken as the applied load 

divided by the initial top area of the pillar, and the strain is taken as the indenter 

displacement divided by the initial height of the pillar. As shown in Fig. 5, all specimens 

exhibit a linear response upon loading before the yielding point, i.e. the first observable 

strain burst appears [177]. The extracted yield strengths for the three regions are listed in 

Table 2. The micro-pillars cut from the inter-dendritic region B has the highest yield 

strength of ~958 MPa, which is about 20% higher than that of the dendritic region A 

(~764 MPa). The much higher strength of Region B shall most probably come from the 

precipitation of the BCC phase in this region. Region C has a slightly higher yield 

strength (~825 MPa) than that of Region A, in agreement with our previous assumption 

that this region has a mixed two-FCC-phase structure resulting from the spinodal 

decomposition. It is noted here that the single phase Region A has a high yield strength of 

~764 MPa, which is much higher than the strength (UTS, ultimate tensile strength) of any 

constituent metal element (Al: 47, Co: 255, Cr: 483, Cu: 220, Fe:289 and Ni: 407 MPa 

[178]).  
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Figure 4 SEM images of the micro-pillars before (a, c, e) and after (b, d, f) the micro-compression 

tests. (a) and (b), (c) and (d), and (e) and (f) correspond to Regions A, B and C, respectively. 
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Figure 5 Stress-strain curves for the micro-pillars fabricated in the three different regions as 

shown in Fig.3. 
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Table 2 Yield strength of the micro-pillars in the three different regions 

Micro-pillars Yield Strength (MPa) 

Region A 763.9±46.8 

Region B 957.5±80.1 

Region C 824.6±59.8 

 

After yielding, the pillars deform plastically via the emission of sporadic strain burst 

under the load-controlled condition, separated by elastic like deformation segments. 

Similar phenomena have also been observed from the micro-compression of a variety of 

single crystal metals [179, 180]. From the nominal stress-strain curves, it is noticed that 

smaller strain bursts tend to occur for Regions B and C compared to those in Region A. 

This could be attributed to the blocking and storage of dislocations by the phase 

boundaries in the two-phase regions, B and C, and the interaction between the high 

density of dislocations and the phase boundaries can account for the much less jumpy 

deformation behavior [181].  

 

4 Conclusions 

Microstructural features and micro-mechanical behavior for individual phase in a cast 

Al0.8CoCrCuFeNi alloy have been determined using high resolution scanning electron 
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microscopy, together with the delicate FIB assisted micro-compression tests. Both 

compositional and micro-mechanical analyses revealed the existence of two spinodally 

decomposed FCC phases plus one BCC phase, in agreement with the phase identification 

results from the neutron diffraction. The BCC phase has clearly higher yield strength than 

the other two FCC phases. The understanding of the mechanical behavior of individual 

phase provides important input for the design of new HEAs with desirable mechanical 

properties. 
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