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Introduction: Intensity modulated radiation therapy (IMRT) has gained
popularity in the treatment of cancers. Due to its complex anatomy, manual
evaluation of IMRT plans for head-and-neck cancer has been especially
challenging necessitating efficient and objective assessment tools. Thus, the aim
of this study was to develop a computer-aided evaluation (CAE) system and a
personalized target conformity index (CI) for automatic evaluation of IMRT

plans for head-and-neck cancer.

Methodology: The CAE and a personalized target CI were developed based on
the four-phase spiral model. Utilizing the MATLAB program language, a set of
routines was written to parse key data from the Digital Imaging and
Communications in Medicine for radiation therapy (DICOM RT) objects. After
data reconstruction, an algorithm for detection of violations was developed to
extract the overdose and wunderdose regions. Thirty IMRT plans for
nasopharyngeal carcinoma were collected for evaluation of CAE system
performance. Normalized root mean square deviation (NRMSD) was computed
for comparison between manually extracted and CAE-extracted data. To assess
the plan quality discerning power of the personalized target CI, three computed

tomography data sets of nasopharyngeal carcinoma patients were collected. Ten
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IMRT plans were generated from each data set. They were ranked and compared
with different conformity indices. The coefficient of variance was calculated for
each data set to compare the degree of variation from personalized target CI to
other existing indices. Mixed-design analysis of variance (ANOVA) was
performed to explore the impact of use of CAE system with personalized target

CIs on plan evaluation time.

Results: The CAE and a personalized target CI for automatic evaluation of
IMRT plans for head-and-neck cancer was developed. Three major graphical user
interfaces (GUIs) were created to intelligently lead the planners through the steps
of plan evaluation process. The CAE-computed dose volume histogram (DVH)
results were in good agreement with the manually extracted data with a NRMSD
of less than 0.05%. With the aid of the CAE system, the per-region detection
performance for small-size spots was greatly improved by 2.36-fold and
3.99-fold for experienced and inexperienced planners, respectively. Compared
with other commonly used indices, the personalized target Cls resulted in the
largest coefficient of variance among 10 IMRT plans for each data set, indicating
that its discerning power was the best among the indices being compared. The
ANOVA results indicated that the evaluation time with the aid of CAE system
was significantly shortened by 1.88-fold than that without using the CAE system,

regardless of the level of experience.

Conclusion: The CAE system with personalized target CI demonstrated good
applicability of DICOM RT objects in data mining. The use of CAE system with
personalized target CI could eliminate human errors, provide plan quality control

and enhance efficiency in evaluating IMRT plans for head-and-neck cancer. By
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taking individual tumor geometry into account, the superiority of personalized
target Clin plan discerning power was demonstrated. As an effective data mining
tool, the CAE system with personalized target CI could be adopted in the

evaluation of treatment plans other than IMRT.
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Chapter 1 Introduction

Radiotherapy is the mainstay treatment for head-and-neck cancer.
Intensity-modulated radiotherapy (IMRT) is a precise form of radiotherapy
which can conform radiation closely to the three-dimensional shape of tumor.
Because of the close proximity of tumor and sensitive normal tissues in the
head-and-neck regions, IMRT has gradually evolved as the standard of care for
head-and-neck cancer. Despite its dosimetric advantages, introduction of IMRT

in clinical practice has brought unique challenges to the radiation oncology team.

1.1 Development of Intensity Modulated Radiotherapy (IMRT)

Since the first therapeutic use of X-rays in the late 19™ century, radiotherapy (RT)
has undergone major advances at both the physical and biological levels.
Historically, in two-dimensional radiotherapy planning, standard field borders
were placed on identifiable bony anatomy resulting in generous margins around
tumors to account for uncertainty of target position (Chau et al., 2007). The
two-dimensional dose calculation was hardly accurate without considering the

anatomic contour irregularity and tissue inhomogeneity (Goitein, 1982).

The invention of computed tomography (CT) by Godfrey Hounsfield in 1971 got
the ball rolling in three-dimensional computerized treatment planning (Chernak
et al., 1975; Webb, 2008). CT provides not only essential anatomic information,
but also the basis for radiation dosimetry by reconstruction of electron density
map that is deduced from CT numbers (Geise and McCullough, 1977; Sontag

and Cunningham, 1978). The development of multileaf collimator (MLC)



systems in the early 1990s definitely marked a milestone on the way to the
three-dimensional  conformal radiotherapy (3DCRT). Enhanced dose
conformation of the target volumes brings an undeniable dosimetrical advantage
over conventional two-dimensional radiotherapy in reducing radiation dose to
margins of healthy tissue around the tumor that is included to accommodate
organ motion and tumor spread uncertainties (Galvin et al., 1992; Brewster et al.,
1995). However, one of the most time-consuming tasks of the 3DCRT planning
process 1s the delineation of the anatomic structures. Accurate delineation is
essential for generating dose volume histograms (DVHs) which could summarize
three-dimensional dose distributions in a graphical two-dimensional format. As a
plot of a cumulative dose-volume frequency distribution, DVH shows promise as
an effective tool for quantitative treatment plan analysis (Drzymala et al., 1991;

Kessler et al., 1994).

Taking the 3DCRT one step further, IMRT revolutionized radiation therapy over
the last two decades (Pirzkall et al., 2000). Unlike 3DCRT, IMRT is characterized
by the use of non-uniform, modulated intensity of radiation to enhance dose
distributions like painting a treatment volume with different intensity of radiation
dose. Renowned for its dose-sculpting ability, IMRT has gained increasing
popularity for treating concave-shaped targets and delivering simultaneous
boosting dose to the targets (Gérard et al., 2010, Amosson et al., 2003). The
IMRT plans in which the tumors are in close proximity to critical structures tend
to incorporate steep dose gradients, as much as 10% per millimeter, to avoid too
much radiation getting into normal healthy tissues (Bratengeier et al., 2009,
Vieira et al., 2003). Hence, all aspects of the IMRT process should meet stringent

requirements for accuracy and precision. Two major issues in the widespread
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clinical adoption of IMRT are the extensive work in comprehensive quality
assurance program and the growing demands for high-quality IMRT plans
(McNair et al.,, 2003; Olson et al., 2012). Over recent years, there has been
considerable automation of the IMRT process with the objective to ease staff

workload and augment performance.

Implementation of image guidance into routine clinical workflow is crucial to the
success of the IMRT (Chen et al., 2011). Daily verification using online cone
beam computed tomography could minimize both setup error and organ motion
uncertainty, consequently permitting reductions of the required target margins
and normal tissue irradiation (Kupelian and Langen, 2011; Wu et al., 2011).
Because of the regulation on gantry rotation speed, CT image guidance is greatly
affected by breathing motion resulting in significant movement artifacts. This
drawback has led to active investigation of the use of respiration-correlated

four-dimensional CT to guide radiotherapy.

It is well known that respiratory motion is a main source of error in RT treatment
planning especially for IMRT in which precise tumor localization and
immobilization are of paramount importance (Mutaf et al., 2011; McClelland et
al,, 2011). In this era of image guided radiotherapy, four-dimensional medical
imaging has been introduced in clinical practice for correction of motion artifacts
and provision of temporal volumetric images for treatment planning (Bettinardi
et al., 2010; Kuo et al., 2010). The existing strategies to take breathing motion
into account include voluntary breath-hold, real-time tumor motion tracking or
using patient-specific safety margins to ensure target coverage (Blessing et al.,

2010; Nelson et al., 2010). In order to compensate for the intrafractional target

3



motion, several four-dimensional IMRT planning methods were designed
enabling dynamic MLC-based tumor tracking (Tacke et al., 2010; Liang et al.,

2009).

Organ deformation, tumor shrinkage and weight loss are often remarkable during
the entire course of IMRT treatment. Image guided radiotherapy adapted to
motion and anatomical changes has offered remarkable level of precision and
accuracy in IMRT delivery. Apart from positional adaptive radiotherapy,
megavoltage CT on a helical tomotherapy system provides the essential
requirements for dose adaptive radiotherapy. It was found that the megavoltage
CT values correlated extremely well with electron density (Sheng et al., 2005).
Since the megavoltage CT numbers better represent the attenuation coefficients
of the actual treatment beam, megavoltage CT images are potentially more
relevant for dose recalculation based on changes to the patient (Langen et al.,
2005; Duchateau et al., 2010). Online adaptive IMRT appears to be a promising
approach for delivery of personalized cancer care (Murthy et al., 2011). Yet,
effective real-time modification and evaluation of IMRT plans remain an area of
major concern. The multidisciplinary team including the oncologists, physicists
and radiation therapists could be overwhelmed by the exponential growth of

workload, and thus the situation demands for the automation tools.

1.2 Challenges in quality control of IMRT plans
The therapeutic success of IMRT has been echoed in the radiotherapy community
fueling widespread adoption. IMRT planning is more of an art, relying heavily

on planner experience and human inspection of resultant dose distribution (Wu et



al., 2009). The sharp dose gradients in IMRT warrant careful examination of
resultant plan. As an extension of DVH analysis, qualitative inspection of
isodose distributions on each image slice is indispensable. Due to its
dose-painting ability, IMRT plans typically exhibit higher degree of dose
heterogeneity than conventional 3DCRT plans. With such complex and
unconventional nature of IMRT dose distribution, detailed evaluation on the
magnitude, size and location of all cold and hot spots (underdose and overdose
areas respectively) relative to targets becomes crucial. The current quality control
paradigm has relied primarily on personal judgment and experience. Even for
experienced planners, identification of hot and cold spots from corresponding CT
slices is definitely cumbersome and not error-free. The traditional manual
practice of determining the best plan has been proved to be extremely difficult
and the development of an automatic evaluation system would improve the

situation.

IMRT for head-and-neck cancer poses a particular challenge as the anatomical
site is complex with many critical and radiation-sensitive structures in close
vicinity. Variation in spatial relationship between head-and-neck tumors and
surrounding organs at risk (OARs) is remarkably heterogeneous. Though all
OARs are important in relation to quality of life, prioritization should be done on
a case-by-case basis during the optimization. Professional judgement and
extensive experience are recognized as vital elements in producing high-quality
IMRT plans for head-and-neck cancer. The overall IMRT planning time for
head-and-neck cancer takes far more time than for conventional radiotherapy
(Miles et al., 2005). Greater emphasis should be put on the quality control in

radiotherapy delivery (de Crevoisier et al., 2007; Breen and Zhang, 2010).



The International Organization for Standardization (ISO) has suggested standards
for use in radiation oncology to achieve consistency of practice and optimal
quality (Pawlicki and Mundt, 2007). At present, the manual method of quality
control for IMRT planning is ineffective as it requires substantial experienced
personnel and institutional resources (Margalit et al., 2011). Upon completion of
a new plan, the planner should explicitly assess the compliance of the plan to the
plan acceptance criteria. All qualified plans are subject to a careful review and
approval by the attending radiation oncologist. As a final check prior to treatment,
a second physicist should closely scrutinize all treatment parameters to assure
that the plan is clinically reasonable. Obviously, these quality control tasks

performed by humans are both time- and labor-intensive, requiring sustained

vigilance.

Conventionally, the prescription has been radiation dose at a point of interest.
The International Commission on Radiation Units and Measurements (ICRU)
Reports 50 (1993) and 62 (1999) suggested that dose-at-a-point reporting was no
longer adequate for IMRT. Therefore, reporting of the near-maximum and
near-minimum absorbed doses are recommended in ICRU Report 83 (2010)
when judging the plan quality. As the targets and OARs increase in number, the
plan evaluation becomes combinatorially complex. Interpreting such meticulous
statistics has prompted the development of intelligent tools for automated

dose-volume data analysis.

Apart from dose-volume-based prescription and reporting, ICRU Report 83
(2010) also recommended the use of dose conformity indices in the routine

IMRT reporting. In the era of personalized cancer medicine, much emphasis has
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been put on the inherent variability in tumors and the need for a tailor-made
treatment regimen (Chiti et al., 2010). As the indicators of plan quality, a variety
of indices have been proposed to describe the overall plan conformity. However,
only few existing indices take the complex tumor geometry into account.
Therefore, it is desirable to design a customized target conformity index which

allows immediate appreciation of a plan.

Digital Imaging and Communication in Medicine (DICOM) is an international
imaging communications standard developed by the American College of
Radiology in conjunction with the National Electrical Manufacturers Association
in 1992. DICOM has become the universal format for transmission and storage
of medical images (Bidgood and Horii, 1992; Prior, 1993). To support the
transfer of radiotherapy-related data, DICOM was extended from radiology to
radiation therapy. A vast treasure-trove of information could be accessed by
uniquely indexing all the tagged data in DICOM objects (Kamauu et al., 2006;
Wang et al., 2011). With its flexible and open architecture, DICOM provides a
useful means of extracting valuable information and developing some data

mining systems.

1.3 Aim of the study

To make good use of this open standard, the aim of this study was to develop a
DICOM-based computer-aided evaluation (CAE) system for automatic
evaluation of IMRT plans on an independent platform. As a powerful
complement to the CAE system, a personalized target conformity index (CI)

was also designed to quantify the IMRT plan quality.



1.4

1.5

Objectives of the study

To develop a computer-aided evaluation system for automatic evaluation of
IMRT plans.

To evaluate the computer-aided evaluation system by comparing the
computed dose volume histogram data against the manually extracted data
from the treatment planning system.

To develop a personalized target conformity index for comparison of IMRT
plans.

To incorporate the personalized target conformity index into the
computer-aided evaluation system.

To evaluate the plan quality discerning power of the personalized target
conformity index in comparison with other widely used indices.

To explore the impact of use of computer-aided evaluation system on IMRT

plan evaluation time.

Hypotheses

There is difference in the mean evaluation times with and without using the
CAE system.

There is difference in the mean evaluation times between inexperienced and
experienced planners.

There is difference in the effect of use of CAE system on evaluation time

for experienced and inexperienced planners.



1.6 Chapter scheme of dissertation

This dissertation is structured as follows. Chapter 1 is the introduction to this
thesis. It starts an overview of IMRT development, followed by challenges in
quality control of IMRT plans, and why DICOM was used. It provides the
necessary background, the aim and objectives of the study. Chapter 2 focuses on
the clinical aspects of IMRT including the delivery methods and planning
workflow and, more importantly, reviews the literature on the existing IMRT
plan evaluation tools. In Chapter 3, features and applications of DICOM and
DICOM RT in the field of radiology and oncology are highlighted. A review of
literature with emphasis on their potentialities for data mining is also provided.
The research methods for developments and subsequent evaluation of the CAE
and the conformity index scoring systems are described in Chapter 4. Chapter 5
presents the research findings of the study as follows: the main features of the
CAE systems, performance evaluation results followed by the comparison of
plan quality discerning power among the conformity index scores and other
physical and biological indices. Discussion of the research findings and
conclusions of the study are given in Chapter 6, where the implications,

limitations and recommendations for future research are addressed.



Chapter 2 Literature Review of IMRT

The invention of computed tomography (CT) as an imaging tool has
revolutionarized the planning and treatment delivery in radiation therapy. It
provides a third dimension to the viewing and planning of the tumor volumes and
thus enables three-dimensional techniques in radiation therapy. After the
introduction of three-dimensional conformal radiation therapy (3DCRT) in the
early 1990s, intensity modulated radiation therapy (IMRT) followed soon after
and has become a popular technology. The different IMRT methods and the

existing plan evaluation tools will be reviewed in the following sections.

2.1 IMRT delivery methods

IMRT is a kind of three-dimensional conformal radiation treatment that allows
the modulation of radiation intensity to shape the desired dose to the target
volumes so as to provide highly focused radiation and the best conformity to the
tumor volume with minimal impact to surrounding normal tissues. Today IMRT
delivery methods with conventional linear accelerators are divided into two
classes: static gantry IMRT and rotational IMRT (Yu et al., 2002; Wu et al.,
2010). Static gantry IMRT techniques include “step and shoot” method and
“sliding window” method. The former creates static field segments that can be
superpositioned to build up the intensity profile. The latter method employs

moving multileaf collimator (MLC) leaves.

Rotational IMRT delivery technique, can be called intensity modulated arc

therapy (IMAT) and volumetric modulated arc therapy (VMAT) depending on
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the manufacturer. It provides a continuous modulation of gantry speed, dose rate
and MLC shapes simultaneously (Wiezorek et al., 2011; Shepard and Cao, 2011).
Tomotherapy is a new kind of linear accelerator that combines a CT scanner with
a linear accelerator and is specially designed for rotational IMRT. The radiation
source and the collimator continuously revolve around the patient but in slices,
similar to that of a CT unit. A dedicated binary MLC is used to modulate the fan
beam while the patient is translated through the gantry (Welsh et al., 2006, Rong
and Welsh, 2011). The first serial tomotherapy system approved by Food and
Drug Administration in 1994 was known as the Peacock. It was implemented
into clinical use at Memorial Sloan-Kettering Cancer Center in 1995 and gained

unprecedented popularity over a very short period of time (Mackie, 2006).

Each IMRT delivery method has unique strengths and weaknesses. By using
sequential delivery of smaller subfields, the “step and shoot” technique allows
precise delivery and easy portal verification but this comes at the cost of
prolonged treatment time. “Sliding window” technique requires substantially
more monitor units to yield more complex dose distribution and smoothly
varying intensities (Seco et al., 2001; Luan et al., 2004; Nicolini et al., 2005). On
the other hand, rotational delivery techniques can enhance treatment precision by
reducing the total treatment delivery time and the risk of intrafraction organ
motion (Rao et al., 2010; Oliver et al., 2010; Palma et al., 2008). Using 51 angles
in the rotation, helical tomotherapy offers more degree of freedom for beam
modulation than linear accelerator-based IMRT, creating superior dosimetry.
Without compromising target coverage, a marked improvement in sparing the
organs at risk (OARs) was reported when shifting from linear accelerator-based

IMRT to tomotherapy (Cendales et al., 2011).
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2.2 IMRT planning workflow

IMRT has become a standard practice for a wide number of tumors, making the
concept of “personalized medicine” a reality. The IMRT planning process is
broken down into five steps:

1. Patient positioning and immobilization;

2. Image acquisition;

3. Targets and normal structures delineation;

4. Dose prescription and beam optimization; and

5. Treatment plan evaluation.

Concerns have been raised in relation to the impact of workload after large-scale
adoption of online adaptive IMRT re-planning. Therefore, much interest is being
focused on the automation of the IMRT planning process to clear the obstacles to

individualized cancer therapy.

2.2.1 Patient positioning and immobilization

Since IMRT can deliver highly conformal dose distribution to tumor, precise
patient positioning and immobilization techniques are mandatory (Saw et al.,
2001). By comfortably securing the treatment site, custom-designed
immobilization device helps eliminate patient movement and produce better
reproducibility (Fuss et al., 2004). The use of thermoplastic cast is incorporated
into routine treatment for patients with head-and-neck cancers (Velec et al.,
2010). It has been demonstrated that the setup reproducibility of these devices

was within 2 to 3 mm on a daily basis (Rotondo et al., 2008).
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2.2.2 Image acquisition

IMRT needs a precise three-dimensional representation of the patient anatomy to
permit the design of personalized treatments. The use of multimodality imaging
allows improved target volume definition and geometrical precision (Kao et al.,
2010; Tzikas et al., 2011). Like 3DCRT, a planning CT with the patient in
treatment position is acquired featuring high geometrical accuracy with a
measure of electron density (Skrzynski et al., 2010). Together with multiplanar
capability and increased imaging functionality, magnetic resonance imaging
provides superior characterization of soft tissues and visualization of tumor
extent (Jonsson et al., 2011; Thoeny, 2011). The emergence of functional imaging
techniques, such as magnetic resonance spectroscopy, positron emission
tomography, and single photon emission computed tomography allows us to
introduce the concept of biological target volume in IMRT treatment planning

(Castadot et al., 2010; Partridge et al., 2010; Astner et al., 2010).

2.2.3 Targets and normal structures delineation

Encouraging IMRT results can only be achieved when the exact location and
extension of targets are defined with respect to all OARs. Targets and normal
structure delineation is a crucial step in the IMRT planning process. The gross
tumor volume (GTV), clinical target volume (CTV) and planning target volume
(PTV) concepts defined by the ICRU in Reports 50 and 62 are widely used
(Figure 2.1). The GTV is the gross palpable or visible/demonstrable extent and
location of malignant growth based on information obtained from various
imaging studies, clinical and endoscopic findings, comprising the primary tumor
and clinically involved lymph nodes. Based on the clinical knowledge about the

microscopic spread of disease, CTV is expanded from the GTV with a CTV
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margin to account for the potential microscopic extension. Geometric uncertainty
of the target localization is recognized as one of the main obstacles to the success
of IMRT. The PTV is designed to ensure that the CTV received the prescribed
dose with a high degree of certainty. As a geometrical concept, PTV is expanded
from the CTV with a PTV margin, accounting for patient setup uncertainty and
internal organ motion. In ICRU 62, these factors are divided into an internal
margin and a setup margin. The internal margin is defined based on the expected
physiologic changes in organ size, shape and position relative to the patient
geometry obtained at the treatment planning. The CTV plus the internal margin
constitute the internal target volume. The PTV envelopes the CTV with the
combination of internal margin and setup margin, taking into consideration the
net effect of all possible geometrical variations (Purdy, 2004). Daily image
guided localization helps minimize both setup and interfraction organ motion
uncertainties, allowing for a reduced PTV margin to take into account the
remaining intrafraction motion. It is desirable to tailor an individualized and tumor
specific internal margin in the PTV (Reddy et al., 2009; Tanyi et al., 2010; Chen et

al., 2011).

14



Gross Tumor Volume (GTV)

Clinical Target Volume (CTV)

Planning Target Volume (PTV)

Figure 2.1. Target volume definitions according to ICRU Report 50 and 62.
In a similar manner, all dose-limiting organs known as OARs are drawn to
enable optimal sparing during IMRT optimization. Table 2.1 lists the adjacent

radiosensitive organs at different treatment sites.

Table 2.1. Adjacent radiosensitive organs in different anatomical regions.

Treatment sites Adjacent radiosensitive organs

Brainstem, Spinal cord, Salivary glands, Optic structures,

Head and neck

Larynx, Temporal lobes, Auditory apparatus
Chest Spinal cord, Lung, Heart
Abdomen Spinal cord, Liver, Kidneys, Bowel, Stomach
Pelvis Bladder, Rectum, Bowel

IMRT is more sensitive to geometric uncertainties. ICRU Report 62 introduced the

concept of the planning organ at risk volume (PRV), in which a suitable margin
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could be added around the OAR to account for movement and uncertainties in
setup. Manual slice-by-slice delineation is one of the most tedious and
time-consuming tasks in IMRT planning. The use of automatic model-based
deformable segmentation could be a solution to such drawback, resulting in
reduced inter- and intra-observer variability (Wang et al., 2008; Bueno et al., 2011;

2

Speight et al., 2011).

2.2.4 Dose prescription and beam optimization

To provide clear guidelines for IMRT planning, well defined site-specific
jointly-developed treatment protocols should be set out. Nowadays, the IMRT
dose prescription and specification for a particular treatment situation differ
substantially among different institutions, raising concerns about the validity of

comparing clinical outcomes for IMRT (Das et al., 2008; McGarry et al., 2011).

There are two paradigms for radiotherapy treatment planning: forward planning
and inverse planning. In conventional forward planning, the beam configuration,
beam weighting and blocking designs are assigned and refined by trial and error
until a satisfactory plan is produced. In inverse planning, the desired dose
distribution is firstly prescribed and the computer is run to create a custom plan

that best matches all the input criteria.

With sophisticated computer software, IMRT plans are always generated using
the inverse planning. A golden key to the entire inverse planning process is the
specification of standard beam arrangement and physically achievable
optimization parameters. Many investigators demonstrated that automatic

selection of beam orientations could lead to improved quality and consistency of
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treatment planning (Lei and Li, 2009; Craft and Monz, 2010; Zhang et al., 2011).
Samuelsson and Johansson (2003) showed that increasing the number of beams
in IMRT planning offered better quality of plan with steeper dose gradients

around the targets and OARs.

An IMRT plan can be generated using various optimization algorithms. In
beamlet-based inverse planning, each radiation field is firstly divided into
multiple pencil beams enabling custom design of optimum dose distributions
(Zhang et al., 2005). Despite its popularity, this approach has several
shortcomings. Firstly, the monitor units are often unnecessarily high with
complex intensity patterns (Men et al., 2007). A huge number of beams that must
be considered during the optimization prohibit the use of a precise calculation
algorithm from the beginning so that an additional sequencing step is required

leading to plan degradation (Milette and Otto, 2007).

For these reasons, a new, reliable and more efficient approach for IMRT planning
is of paramount concern. Direct aperture optimization is an inverse planning
technique whereby the weights and shapes of apertures are optimized
simultaneously. As compared to the traditional beamlet-based IMRT, direct
aperture optimization IMRT improved the planning and delivery efficiency while
maintaining dosimetric quality, making it a robust tool for IMAT and VMAT

treatment planning (Broderick et al., 2009; Salari et al., 2011).

Traditionally, the inverse treatment planning optimization was kicked off by
assigning a series of optimization parameters and tweaking manually until a

satisfactory plan was found. Recent studies introduced a hybrid optimization
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algorithm by using both physical and biological objective functions (Hartmann
and Bogner, 2008; Dirscherl et al., 2011). Compared to the dose-based plans, the
biologically-based plans could be characterized by better OARs sparing with
comparable target coverage (Semenenko et al., 2008; Qi et al., 2009). However,
the major impetus for the biologically-based IMRT optimization is the scarcity of
evidence-based data for radiobiological models (Kim and Tomé, 2010).

Interpretations should be made with caution.

To further improve the IMRT plan quality and reduce planning time, Hong et al.
(2008) and Craft et al. (2012) developed the robust multi-criteria optimization
methods by focusing on the tradeoffs between different treatment planning goals.
One approach is based on the computation of a set of Pareto-optimal plans, thus

providing a means to select the best plan for each patient.

Currently, no consensus exists on the best optimization algorithm for IMRT
planning. Whichever method is adopted, adequate quality control process should
be carried out to maintain a high standard of resultant IMRT plans. Therefore,
this study aims to develop an automatic IMRT plan evaluation system for
controlling and maintaining a desired level of plan quality for head-and-neck

cancer.

2.2.5 Plan evaluation

No matter how experienced the planners are, the IMRT optimization and
evaluation processes involve a human iteration loop relying heavily on subjective

and qualitative plan evaluation. As shown in Figure 2.2, each IMRT plan has two
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primary concerns — target coverage and normal tissue sparing. A
three-dimensional plot can connect three variables together. In this figure, the x-
and y -axes are related to the OAR sparing and the PTV underdose, while the z
-axis shows the number of optimization iteration. A key goal of IMRT is to
minimize complications to normal tissues by decreasing the dose to OARs while
to maximize tumor control by increasing the dose to PTV. To obtain a better plan,
the optimization and evaluation loop could continue until no further
improvement is required. The determination of the best plan requires a clinical
decision based on the balance between adequate target coverage and normal

tissue sparing.
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Figure 2.2. Two primary concerns for an IMRT plan.
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2.3 IMRT plan evaluation tools

Conventionally, the suitability of a treatment plan needs to be evaluated carefully
using dose volume histograms (DVHs) and planar dose distributions. DVH could
summarize three-dimensional dose distributions in a graphical two-dimensional
format. Figures 2.3 and 2.4 show the cumulative DVHs with ideal curves for the
target volume and the OAR respectively. Ideally, 100% volume of the target
should receive the maximum prescribed dose e.g. 70Gy while a little volume of
OAR as possible should receive the least amount of radiation dose. Despite
lacking spatial information, DVHs provide a global view of whether the resultant

plan meets the set limits.
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Figure 2.3. The ideal DVH for the target volume.
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Figure 2.4. The ideal DVH for the organ at risk.

Planar dose distributions are radiation dose curves overlaid on CT images. Such
dose distribution could show areas of overdose or underdose in the treatment
plan. Though less frequently used, the conformity index (CI) and the biological
index are also adopted to express the degree of conformity of the planned dose
distribution to the target volume. The histogram, the conformity index as well as

other biological indices will be further reviewed in the rest of this chapter.

2.3.1 Dose volume histograms (DVHs)

Quality of a treatment plan is often measured by a DVH which is presented in
either differential or cumulative form. The cumulative DVH is a plot of the
volume of a given structure receiving at least a given absorbed dose against dose

whereas the differential DVH shows the fractional volume receiving a specified
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dose. Despite the lack of spatial information, DVHs are accepted as a tool for
rapid screening of different rival plans since the late 1970s. When judging the

plan quality, the DVH data for each region of interest is extracted individually.

The International Commission on Radiation Units and Measurements (ICRU)
has devoted continuous effort in providing a basis for evaluation of treatment
plans. In the 3DCRT era, the ICRU Report 50 issued in 1993, defined simple
parameters to characterize the spatial dose distribution like the maximum and
minimum doses to the PTV, absorbed doses to OARs and ICRU reference dose
for reporting dose. After entering the era of volumetric PTV prescribing, ICRU
Report 83 (2010) recommended a near-minimum dose (Doge,) (Which indicates
the dose received by 98% of the PTV), a near-maximum dose (Dz;) (dose
received by 2% of the PTV) and a median dose (Dsg0,) (dose received by 50% of
PTV) for dose reporting purposes. These dose volume statistics from DVHs

should be routinely analyzed.

Later, the dose surface histogram was proposed as a treatment planning tool for
thin walled hollow structures such as the bladder and the rectum. Compared with
the dose to volume, estimation of the dose-surface is more biologically relevant.
However, the locations of hot and cold spots are not appreciated. Plans that had
similar DVHs or dose surface histograms could have different spatial and

biological characteristics.

Cheng et al. (1999) considered the loss of spatial information and introduced the
z -dependent DVH which was defined as a differential DVH with respect to CT

slice position. As a two-dimensional analog to three-dimensional DVH, z
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-dependent DVH provides the spatial variation and the size and magnitude of
high- and low-dose regions. However, the precise locations of hot and cold spots

within each CT yet remain unknown.

By incorporating the spatial information in the DVH format, Zhao et al. (2010)
introduced the concept of spatial DVH to help the planners locate the regions of
greater risk inside the target. The spatial DVH is color coded representing dose
voxels in the different regions, making it less intuitive than the simple DVH
format. Without condensing the spatial DVH into a single index, the planners

could be easily overwhelmed by the abundant information.

Recognizing the fact that dose optimality depends on the individual patient
anatomy, Wu et al. (2009) designed a geometry-based OAR dose prediction tool
to assist planners in OAR sparing estimation. The overlap volume histogram
which characterizes the relative spatial configuration of the OARs and the targets

2

proved successful in improving the quality of treatment plans.

More recently, an adaptive IMRT plan quality evaluation tool using machine
learning approach was developed which estimated the DVH for OARs based on
high quality prior plans as a reference (Zhu et al., 2011). The concept of a shape
relationship descriptor, called the distance-to-target histogram was introduced by
providing a summarized characterization of organ shape relative to the PTV.
With automatic feature selection, it is a promising tool to identify hidden patterns
in data. By combining advantages of principal component analysis and support
vector regression, Zhu’s system could provide a unique solution and benefit by

reducing redundancy without losing much of the information. System
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performance is robust even when the training samples have unfavorable bias
(Van Belle et al., 2011). Nevertheless, it does not provide a ranking system for

simple and clear evaluation of different IMRT plans.

Since IMRT plan evaluation requires more attention to detail, it has become more
of a demanding issue to develop a reliable computer-aided system to improve the
efficiency of the evaluation process. Recently, Pyakuryal et al. (2010) designed
an automated system for evaluation of DVH statistics. By eliminating manual
data extraction, the system could increase the efficiency and accuracy of DVH
statistical analysis. However, other essential features such as slice-by-slice
isodose review were not provided in Pyakuaryal’s work. To bridge the gap, it is
desirable to develop an all-in-one IMRT plan evaluation system to put a

comprehensive range of features at planners’ fingertips.

Treatment plan quality evaluation and comparison have long been the thorny
issues because resultant dose distribution is closely constrained by the patient
anatomical geometry, the complexity of clinical goals, the subjective experiences
of the planners. Dealing with the tradeoff between cold spots inside the target
and hot spots in nearby OARs remains challenging in radiation therapy planning.
In particular, IMRT plan evaluation requires more diligence and special attention
to cold or hot spots in unexpected locations. To assure the IMRT plan quality,

some quantitative quality control measures are an absolute necessity.

2.3.2 Conformity indices (CIs)

Since the emergence of advanced radiotherapy techniques like IMRT and
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stereotactic radiotherapy in the mid-1990s, the ICRU Report 62 was published in
1999 so as to keep up to date with current practice. Apart from the three levels
for treatment plan reporting, the conformity index for the PTV was also

introduced.

2.3.2.1 Conformity index and target volume

As an extension of slice-by-slice dosimetric analysis and DVHs, the conformity
index (CI) was firstly proposed in the Radiation Therapy Oncology Group
(RTOQG) radiosurgery guidelines in 1993 and also described in Report 62 of the
ICRU. Their definition was the ratio of reference isodose volume (Vgi) to target
volume (TV). Depending on the choice of Vpj, the results vary considerably
leading to erroneous conclusions. The 95% isodose volume following the ICRU
50 guidelines is systemically used as Vg; which corresponds to the parameters

used for treatment planning (Menhel, 2006).

According to the RTOG guidelines, the treatment plan is considered to comply
with the protocol if and only if this index is situated between 1 and 2. The plan
has a minor violation as judged by the RTOG guidelines if the index is between 2
and 2.5 or 0.9 and 1. The treatment plan is rated as having major violation by

RTOG standards if the index is less than 0.9 or more than 2.5.

Despite being easy to interpret, conformity index proposed by RTOG (Clrtos)
never takes into account the degree of spatial intersection of the two volumes or
their shapes. It could yield false perfect score in the extreme cases of

nonconcordance of target and isodoses.
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Knoos et al. (1998) reported a radiation conformity index to evaluate conformal
treatment plans and it was defined as the ratio of the PTV to the volume enclosed
by the prescription isodose. Like Clrrog, this radiation conformity index
inevitably results in a false perfect score when the same shape and size of the
treated volume and target volume are not perfectly overlapped as shown in

Figure 2.5, where both (a) and (b) would generate a score of 1.
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Figure 2.5. Examples showing different radiation conformity indices.

To get around the problem, the Saint-Anne, Lariboisiere, Tenon (1998)
suggested a modified index for stereotactic radiotherapy namely coverage
volume factor which attempted to compensate for the potential false-positive
results. The coverage volume factor is a figure of merit calculated from the target
dose-volume data as the fraction of target volume that receives a minimum

specified therapeutic dose. The index, nevertheless, does not quantify the
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irradiated critical structure volumes surrounding the target.

In terms of target coverage, Leung et al. (2007) demonstrated the limitations of
existing indices based exclusively on the prescribed isodose, which did not
explicitly include the specific evaluation of underdose and overdose problems. A
credit-based merit function M | also known as target coverage factor, was hence
introduced taking into account all PTV check point doses which were used as a

guideline to approve a treatment plan. M was defined as
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where p was the number of cold spot checks, ¢ was the number of hot spot
checks, r was the number of targets of different prescription doses, V7 p,
represented the volume of the j th target (in %) receiving dose of at least the im

dose level, VTj,RDi represented the minimum volume of the ;™ target (in %)

receiving at least the i ™ dose level and VTJ_’ 4p, Tepresented the allowable

volume of the jth target (in %) receiving at least the i™ dose level.

Penalty is incurred based on target dose-volume violations. Meanwhile, credit is
awarded when the volume exceeds the minimum PTV dose requirement for plan
acceptance. The primary strength of this function is its ability to monitor the
presence and magnitude of hot and cold spots. Yet, no differential penalty is
enforced based on the type of violation. Compared with cold spots, hot spots

within the target are usually judged as being more clinically acceptable provided
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they do not exceed a certain dose limit.

On the other hand, Miften et al. (2004) intended to develop the target conformity

index (TCI) employing a flexible penalty function. The 7CI was defined as:

P1V,, j

PTV @2)

1CI =P,,, x[
where PTV,, was the part of P77V enclosed by the therapeutic dose. An

exponential function was adopted to model the target penalty function (P, ),

resulting in different penalty values based on the magnitude of dose-volume
violation and the type of violation. The penalty values range between 0 and 1. A
more drastic Gaussian function is adopted to penalize cold spot since this is
somewhat more of a clinical problem than hot spot. However, insufficient spatial

information is available to exactly locate the overdose and underdose regions.

2.3.2.2 Conformity index and healthy tissue

Lomax and Scheib (2003) presented healthy tissues conformity index (HTCI)
taking into account exclusively the irradiation of healthy tissues. It was
determined as the ratio of the target volume covered by the reference isodose
(TVgy) to the reference isodose volume (Vgy). By definition, a treatment plan
with HTCI less than 0.6 is considered to be non-conformal. Even though HTCI
could quantify the undesirable dose delivered to the normal tissue, it does not
distinguish different critical organs. This index, similar to Clrroc and coverage
volume factor, was defined and evaluated in the context of stereotactic

radiotherapy.
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There are several practical limitations that should be kept in mind when using
this index. As Leung et al. (2007) pointed out, HTCI could lead to a potential
false perfect score when just a tiny reference dose volume is located inside the
target resulting in obviously suboptimal target coverage. More importantly, this
evaluation model could break down whenever simultaneous integrated boost
approach is applied with several targets receiving different prescribed doses.
Though the conformity of high-dose targets is truly reflected, HTCI could give
erroneous results for coverage of intermediate- and low- risk targets. With a
slightly revised definition of TVg;, a modified HTCI was introduced by Leung et
al. (2007) to compensate for these defects. The irradiated target volume as
defined represents the target volume whose prescription dose is higher than or
equal to the reference dose level. The effect of different doses to targets could
hence be demonstrated. To generalize the formula to cater for numerous

prescribed doses to various targets, H7CI was redefined as

7 TV )
HICI :lz(ﬂ} (2.3)
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where r was the number of targets of different prescription doses. 777,

represented the target volume covered by the i™ reference dose and V.

represented the total isodose volume of the i ™ reference dose.

2.3.2.3 Global conformity index (Target volumes and healthy tissues)

Van’t Riet et al. (1997) and Paddick (2000) postulated an alternative conformity
index (called conformation number) comprising two terms: the first was a
measure of dosimetric target coverage, and the second was a measure of normal

tissue overdose. The conformation number (CN), also known as Clpaggick, Was
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defined as

:TVR]XTVR]

CN =Ry &’ (2.4)
w v,

where 77, represented the target volume covered by the reference isodose,

TV represented the target volume and V), represented the volume of the

reference isodose.

Using this definition it is clear that CN =1 when there is a complete target
coverage, as well as complete organ sparing. Any deviation in either one of these
parameters results in a lower value of CN . Unlike radiation conformity index
and Clrrog, it yields no false positive result. However, CN raises two particular
comments. Firstly, it suffers from an inherent loss of information that accounts
for more than one factor. Different plans with vastly differing potential outcomes
could have the same value of CN . Secondly, it only addresses a global healthy

tissue dose, lumping all non-tumor tissue together as normal tissue.

2.3.2.4 Conformity index taking into account critical organs
Initially proposed for brachtherapy, the conformity index of Baltas et al. (1998)

abbreviated as COIN was the production of CN (Van’t Riet et al., 1997) and a

term accounting of critical organ doses. COIN was defined as

Neo Vo
COIN =CN x H{l —V—fj (2.5)
i=1

co,i

where N_ represented the number of critical organs, V.

coref i

represented the

critical organ volume receiving at least the reference dose, V.

co,i

represented

the critical organ volume, and CN given in (2.4) represented the Van’t Riet’s
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conformation number.

Penalty is given whenever OAR volumes receive at least the prescription doses.
Nevertheless, in many cases, OAR tolerances are much lower than tumor
prescription doses. COIN presents two significant drawbacks. Firstly, it
provides indissociable information, making it impossible to discern the
contribution of each term to the resultant COIN value. The second issue is that

COIN is not calculated for each organ at its specific tolerance level.

2.3.2.5 Conformity index scoring for critical organs

As opposed to the COIN index, critical organ scoring index (COSI) was
developed specifically to compare individual critical organ’s involvement at
different dose levels (Menhel et al., 2006). The COSI was defined as

V(OAR)
T

COSI =1-———==* (2.6)

2

vV

where V(OAR)_,, was the fraction of volume of OAR receiving more than a

pre-defined tolerance dose, and 7C, was the volumetric target coverage,

defined as the fractional volume of PTV covered by the prescription isodose.

Any deviation from the perfect score of unity could be either due to insufficient
target coverage or critical organ overdose. Its main gain is the ability to
distinguish different tolerance doses for different organs whereas CN only
addresses a global healthy tissue dose. Knowing which OAR is being assessed,
the physicians could make a more informed choice of the optimal plan. In
extreme cases, COSI could be equal to unity when a plan provides a complete

organ sparing, regardless of tumor coverage. Though COSI could score target
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underdoses and OAR overdoses, it contains no information about the overall plan
conformity. Owing to a certain loss of information, different quality plans could
have identical COSI values requiring further investigation of DVHs and

isodose lines to determine their relative merits.

To go one step further, Menhel et al. (2006) also introduced a simple and visual
two-dimensional representation of COSI versus (I proposed by Lomax and
Scheib (2003) to improve the specificity. The most significant advantage of the
COSI versus CI formulation is its ability to simultaneously compare multiple
plans and multiple critical structures, clearly depicting the tradeoffs between

target coverage and critical organ irradiation.

As mentioned earlier, a plan with a perfect COSI score could be caused by
complete organ sparing but poor target coverage. Since COS/ and (I are
independent parameters, visual inspection of COSI versus CI plot could
immediately reveal the cold spots in target with a low (7 value. However, for
more complex cases with an array of OARs, multiple plans comparison in one
plot could be problematic, making slice-by-slice isodose evaluation unavoidable.
In spite of this complicated plan comparison process, the power of COSI versus

CI formulation to rank rival plans is greater than either index alone.

A penalty function P, on the other hand, was developed by Leung et al. (2007)
for quantifying dose-volume violations for each critical structure using the
cumulative DVH and was defined as

polgll sy tun @.7)
n m g v, AD, ’ .

j=1 0;,
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where 7 was the number of critical organs to be monitored, m was the

number of check points used for the ;™ critical organ, VOJ_, n, Trepresented the

volume of the jth critical organ (in %) receiving dose of at least the i " dose

level and V, ,, represented the allowable volume of that organ (in %)

receiving at least the i ™ dose level.

For a given planning protocol, various dose levels at which maximum tolerable
normal tissue volume are examined. Any negative value at individual check point
dose is considered a protocol violation. Value approaching 1 therefore represents
the favorable sparing of critical structures. The unique feature of P function is
the expression having an intrinsic weighting with respect to the user’s protocol.
For numerous critical organs with multiple check points, P function could still
perform well. Yet, the index has room for improvement as the relative

importance of various OARs could not be distinguished.

Normal tissue sparing index (NTSI) as presented by Miften et al. (2004) allowed
organ specific considerations making it customizable to planner’s specifications.

The NTSI was defined as

NTV,
NISI =P, x| 1-22Ym | 2.8
M [ NTVJ (28)

The NTV,,/NTV ratio reported the ratio of normal tissue volume covered by

the therapeutic dose. P,;, was a penalty function as a value between 0 and 1,

specifying normal tissue subvolume limits exceeding tolerance doses. For an

ideal case, P, is 1 with complete sparing of normal tissue. A value of less

than 1 implies a penalty is enforced based on organ specific dose-volume
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violations, driving the N7SI down toward zero. Penalty values for each OAR
are predetermined in collaboration with physicians and planners according to

their estimate of the acceptable toxicity risks.

2.3.3 Biological Indices

A simple premise of radiotherapy is to maximize the probability of cure with a
minimum of side effects. Over the past decade, there has been a surge of interest
in biological modeling. Considerable studies attempted to integrate biological
information into the current clinical planning paradigm (Sanchez-Nieto and
Nahum, 2000; Das, 2009; Bruzzaniti et al., 2011). Tumor control probability
(TCP) and normal tissue complication probability (NTCP) models are commonly

adopted to estimate the radiological response.

2.3.3.1 Tumor control probability

A variety of 7CP models have been proposed for evaluating the efficacy of the
treatment plans. Classical expression for the 7CP was based on the assumption
that the number of clonogens surviving a given radiation regimen had Poisson

distribution, which led to

ICP = exp(—n, xS(D)), (2.9)

where 1, was the initial number of cells and S(D) denoted the fraction of

cells surviving radiotherapeutic dose D . The linear quadratic model was widely
used to describe the cell survival curve, considering both lethal and sublethal
radiation damage. Presuming that the tumor cell population was uniform and that

the effect of the treatment was independent of cell cycle, the S(D) was
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generally expressed as
S(D) = exp(—(aD+ pD%)), (2.10)

where D was the dose in Gy, a represented the linear non-repairable
component while B represented the quadratic repairable component of cell
survival curve. The strength of this model is its simplicity. There is a range of
possible & and S values across tissue and tumor types characterizing their

intrinsic radiosensitivity.

Expressions for 7CP could be derived in a number of different ways with
varied degrees of complexity. Tucker et al. (1990) were among the first to
question the validity of the oversimplified Poisson 7CP model. Webb et al.
(1993) extended the 7CP model to account for the inter-patient tumor cell
heterogeneity and non-uniform dose delivery. Several studies noticed that
radiation damage of tumor cells was in fact a stochastic birth-death process
(Yakovlev, 1993; Hanin et al., 2001). Pioneered by Zaider and Minerbo (2000),
several derivations of TCP formulas were developed to account for the
sophisticated cell population models. Dawson and Hillen (2006), based on the
non-Poissonian model of Zaider and Minerbo (2000), derived a 7CP formula
including the cell cycle dynamics. By considering two subpopulations, it was
presumed that all newly born cells were in a quiescent stage being less sensitive

to radiation before becoming active.

2.3.3.2 Normal tissue complication probability

Another biological endpoint for quantitative comparison of rival treatment plans

is to estimate the likelihood of radiation-induced complications. As the predictors
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of the radiobiological effect for OARs, various NI/CP models attempt to

combine the dosimetric and anatomic information into a single parameter.

By ignoring the dose variation in the volume, the empirical Lyman model (1985)
described complications association with uniform partial organ irradiation. To
allow inclusion of heterogeneous dose distributions, Kutcher and Burman (1989)
proposed the effective volume technique to modify the inhomogeneous normal
tissue DVH to an equivalent uniform one in which the effective volume was
irradiated to the maximum dose. The Lyman-Kutcher-Burman N7CP model
combining the Lyman model with the Kutcher-Burman DVH reduction
algorithm was currently widely used (Deasy, 2000). In this model, the NTCP

was uniquely determined from the DVH using two fundamental equations:
2 EUD-TD
NTCP:LI’ exp[_x_de, z:b, (2.11)
N2 Y 2 mx1D,

X

1 xZJ : . : : 1 e [ 2}
where exp| —— | is probability density function, ——| exp| — dx
N27 p[ 2 P Y Y N2 I P 2

is the area under standard normal curve, EUD was the equivalent uniform dose,

TD,, was the uniform dose given to the entire organ volume that resulted in 50%

complication risk and m was a measure of the slope of the sigmoid curve

represented by the integral of the normal distribution.

Integration of the 7CP and NTCP models was first proposed by Agren et al.
in 1990. In its simplest form, the uncomplicated tumor control probability
defined as the probability of complication-free tumor control was given by the
product of 7CP and (1 minus N7CP) (Kutcher and Burman, 1989). To
integrate biological dose washout effects into static physical dose distribution,

the dose convolution filter model was introduced for more accurate prediction of
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tumor control and tissue response (Huang et al., 2010).

2.3.3.3 Equivalent uniform dose

As an alternative DVH-reduction method, Niemierko (1997) suggested the
concept of equivalent uniform dose (EUD) for tumors and OARs taking into
account the organ functional architecture and the biological response
characteristics of each structure. By definition, FUD is the uniform dose which
leads to the same response probability as the corresponding inhomogeneous dose
distribution. EUD application has gained considerable popularity in the realm
of biologically based treatment planning because of its mathematical simplicity
and incorporation of information about organ functional architecture. To
compare target and OAR dose distributions in terms of their biological

effectiveness, a generalized FUD was computed using

1

vVl
EUD:[iZD;’j , (2.12)
N3

where N was the number of voxels in the structure of interest, 1), was the

dose in the i™ voxel and a was the tissue-specific parameter that described the
dose-volume effect. Depending on tissue type and structures, overdose and
underdose regions are of paramount importance. The value of “a” is negative for
all tumor, for which cold spots are heavily weighted leading to large effects on
the EUD. The a-values close to 1 are typical for parallel normal tissues, such
as parotid glands, liver and lung, for which the EUD corresponds to the mean
dose. For serial structures such as the spinal cord, hot spots are of greatest
concern regarding NTCP, “a” approaches positive infinity (Jaganathan et al.,

2011). On the whole, the DVH of the volume of interest is summarized by the

37



EUD which is subsequently related to the 7CP and NTCP .

In summary, IMRT could offer potential advantages but existing evaluation tools
suffer from several major drawbacks. Clinical application of biological indices
for treatment plan evaluation is hampered by the lack of consensus on the most
appropriate biological model and uncertainties in tissue-specific parameter
estimates. Further validation 1s certainly warranted but it falls outside the scope
of this study. To streamline the IMRT evaluation workflow and increase the
consistency in plan quality, emphasis of this study was put on the development of
a computer-aided evaluation system with a novel conformity index for automatic

evaluation of IMRT plans.

38



Chapter 3 Literature Review of Digital Imaging and

Communication in Medicine (DICOM) and its utilization

3.1 Digital Imaging and Communication in Medicine (DICOM)

DICOM is an international imaging communications standard developed by the
American College of Radiology in conjunction with the National Electrical
Manufacturers Association in 1992 It is used for transmission of medical images
(Bidgood and Horii, 1992; Prior, 1993). It facilitates interoperability of medical
imaging equipment by specifying a set of protocols, transfer syntaxes and
semantics of commands. A conformance to DICOM statement is required
nowadays from all manufactures to ensure interoperability between equipment
and storage in the current Picture Archiving and Communication System (PACS)
in radiology departments. The DICOM standard has reached well beyond
radiology and been extended across multiple specialties such as radiation therapy,
pathology, cardiology, ophthalmology, dentistry, veterinary, neurology and

surgery (Chen, 2001; Frommelt et al., 2002; Farman, 2005).

DICOM uses the object-oriented design concepts. All real-world data such as
patients and image studies as well as their attributes are grouped into modules as
shown in Figure 3.1 which describes the real world as a hierarchical structure. At
the top level is the patient. Each patient can have multiple studies, each of which
may hold several series. Each series can have one or more images (Clunie and

Carrino, 2002; Kabachinski, 2005; Kahn et al., 2007).
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Patient
Name = CHAN TM, TAI MAN,
DOB =20110101, etc.

Study Study
Date =20110201 Date =20110301
Requester = Dr. KF Chan Requester = Dr. CK Au
[
I |
Series Series

Modality = CT Modality = CT
Date =20110201 Date =20110211
Time = 102030 Time = 152025

1.

Figure 3.1. Basic DICOM hierarchical data model.

DICOM specifies the set of Information Object Definitions (IODs) which
describe the content and functions of the real-world objects (Foord, 2001;
Mildenberger et al., 2002). It defines the multiplicity of each attribute and
specifies whether that attribute is mandatory or conditional. Each IOD consists of
several information entities, where each information entity contains one or

multiple modules to group certain attributes that logically related.

A DICOM attribute 1s composed of four fields: a data element tag, a value
representation field, a value length field and a value field (Bidgood and Horii,
1992; Prior, 1993). Table 3.1 lists some examples of DICOM attributes. The data
element tag consisting of group and element hexadecimal numbers can uniquely
identify the element. The two-letter value representation describes the data type
and format of the attribute’s value. There are 27 explicit value representation
defined in the Part 5 of the DICOM standard corresponding to dates, times,

names and so on. For instance, the DICOM tag (0010,0020) corresponds to a
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patient identifier with a value representation of long string. The first two bytes
(0010) represent the group tag and the second two bytes (0020) represent the
element tag. The maximum length of a long string is limited to 64 characters. A
value length indicates the length of the attribute’s value and a value field

contains the attribute data.

Table 3.1. Examples of some DICOM attributes.

Value Representation

Attribute Name Tag Value Length Value Field

(VR) _

PatientName  (0010,0010) PN 64 chars maximum per .y \ rap TAT MAN
component group

PatientID (0010,0020) LO 64 chars maximum RTAO01-1234

PatientsBirthDate (0010,0030) DA 8 bytes fixed 20110101

All information objects are classified into two types: normalized and composite.
A normalized information object represents attributes that are inherent in a single,
real-world entity (Huang, 2010; Roberson and Shieh, 1998; Riddle and Pickens,
2005). For example, the study date and time are attributes of the study
information object because they are inherent whenever the study is performed.
On the other hand, a composite object combines two or more normalized
information objects to facilitate operations. An example of a composite
information object would be the CT Image information object which contains
attributes from the patient information object (patient’s name, ID, etc.) and the

CT image information object (image date, time, etc.).

3.2 DICOM and its utilization in radiology

With burgeoning image management needs in radiology, Huang et al. (1988)

pioneered in designing PACS tailored for easy access and economical storage of
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medical images. With its flexible and open architecture, DICOM is the
communication protocol implemented in PACS (Gale et al., 2000, Hsiao et al.,
2005; Mongkolwat et al., 2005). By uniquely indexing all the tagged data in
DICOM objects, a vast treasure-trove of information gathered in the databases
could be accessed in efforts to improve clinical practice and benefit patient care

(Kamauu et al., 2006; Wang et al., 2011).

The widespread availability of PACS with the vast amount of data from the
digital images helped fuel the explosive growth of computer-aided detection
(CAD) schemes for detection and differentiation of lesions on digital images.
Some investigators have been working dedicatedly on the development of CAD
system for detection and differential diagnosis of various lesions (Doi 1999; Doi
2004; Doi 2007, Li et al., 2008; Li et al., 2010; Romero et al., 2011; Sung et al.,
2011; Jacobs et al., 2011; Shiraishi et al., 2011). Image analysis techniques
including edge detection, image segmentation and image filtering were employed
to improve the image quality and the diagnostic outcome (Nakayama et al., 2007,

Shiraishi et al. 2008; Levman and Martel, 2011).

In recent years, there has been growing interest in mining DICOM data. Various
electronic teaching files were created by harvesting interesting cases from the
database for education, clinical and research purposes (Ernst et al., 2002; Lim et
al., 2003; Kamauu et al., 2006). To support clinical decision-making, computed
aided bone age assessment using a digital hand atlas was also reported (Pietka et
al., 2003; Gertych et al., 2007; Tang et al., 2011). With the increase in public
awareness about medical radiation exposure, some DICOM data mining systems

were developed to calculate and monitor the radiation dose delivered by different
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medical imaging systems (Stewart et al., 2007; Wang et al., 2011). Useful
information such as examination protocol and dose information could be parsed
out by matching the relevant DICOM tags. Without compromising the image
quality, these evidence-based quality assurance processes could effectively

reduce the radiation dose by half (Stewart et al., 2007).

3.3 DICOM RT objects

In 1997 and 1999, the DICOM standard committee extended DICOM for RT
application with the ratification of seven DICOM RT objects, thereby facilitating
data transmission and storage of radiotherapy images and related information in a
multi-vendor environment. RT Structure Set, RT Dose, RT Plan, RT Image, RT
Beams Treatment Record, RT Brachy Treatment Record and RT Treatment

Summary Record are officially defined by the DICOM standard.

3.3.1 RT Structure Set

The RT Structure Set object is defined for the contouring of structures or region
of interest (ROI) such as tumor volume and organs at risk (OARs). It contains a
collection of contour points for ROIs and points of interest. It addresses the
requirements for transfer of patient structures and related data. The target
volumes and nearby OARs defined in accordance with the guidelines in ICRU
Reports 50 and 62 are associated with reference CT images. Each ROI is

uniquely identified with an ROI number.

3.3.2 RT Dose

The RT Dose object is defined for dose related attributes such as isodose curves,
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DVH, reference points. It contains dose data generated by a treatment planning
system and supports the transfer of dose. To correctly associate a dose
distribution with a structure, each DVH is specified by the ROI number in the RT
Structure Set. The isodose contour level is displayed in either percentage or
absolute dose with co-registered CT images overlay. The RT Dose, RT Structure
Set and the DICOM CT images are commonly put in the same frame of

reference.

3.3.3 RT Plan

The RT Plan object is defined for textual information related to treatment
parameters, fractionation scheme, prescription, machine information, treatment
setup etc. It is used for transfer of treatment plan generated by manual entry, a
simulation workstation or a treatment planning system. Information from RT

Plan could be represented on the RT Structure Set and a CT scan.

3.3.4 RT Image

The RT Image object to a certain extent is similar to the Image Object in
radiology. It contains radiotherapy images acquired or calculated using a conical
imaging geometry such as digitally reconstructed radiographs, simulation images,
and portal images and addresses the requirements for image transfer. Unlike
DICOM images, additional RT-specific characteristics of a projection image like
isocenter position, distance from source to imaging plane and beam limiting

device openings can be found.
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3.3.5 RT Treatment Record

The RT Treatment Record object is further divided into three objects, namely RT
Beams Treatment Record, RT Brachy Treatment Record, and RT Treatment
Summary Record. It consists of historical record of all treatment data. The RT
Plan and RT Treatment Summary Record are retrieved and reviewed by
Accelerator Treatment Console prior to every treatment. If the previous session is
incomplete, the RT Beams Treatment Record could be loaded to resume the
interrupted treatment. The RT Brachy Treatment Record includes all treatment

data acquired during the course of brachytherapy.

3.4 DICOM RT and its utilization in oncology

Along with DICOM, DICOM RT standard has been widely implemented in
oncology and become mandatory requirements for all new RT modality
purchases. Like DICOM, the most fundamental and primary level of DICOM RT
deals with exchanging, archiving and retrieving objects (Law, 2005). With the
ever increasing popularity of PACS, DICOM standard enables the integration of
network hardware from multiple vendors into a PACS (Law and Huang, 2003).
Its open architecture could provide amazing application flexibility, arousing
intense research interest. Graves et al. (2007) designed a DICOM-based software
to assist in defining metabolically active tumor volumes in positron emission
tomography making molecular imaging-guided radiation therapy a reality. As a
common platform for RT data exchange and expert consultation, Law et al.
(2009) developed a DICOM-based RT electronic patient record to improve the
continuity of patient care and facilitate more efficient workflow. Efforts have

been devoted to make data mining tool a powerful complement to the electronic
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patient record system for clinical decision support and outcome analysis (Le et
al., 2011). By exchanging data with treatment planning system via DICOM RT
files, Yang et al. (2011) established a software toolkit dedicated for adaptive
radiotherapy which brought deformable image registration algorithm closer to

RT applications.

3.5 DICOM RT and its utilization in IMRT planning

In order to boost the IMRT productivity, these DICOM RT objects were
seamlessly integrated in the IMRT planning workflow (Law and Liu, 2009).
Figure 3.2 illustrates the radiation therapy workflow. Firstly, planning CT images
are sent as DICOM image objects to the treatment planning system for radiation
field planning (step 1). Next, the oncologists are asked to accurately define the
targets and OARs on fused multimodality images. Together with the body
contour, the outlines of targets and OARs are saved as DICOM RT Structure Set
objects in the treatment planning system. Upon completion of optimization and
dose calculation, a clinical treatment plan is created including DICOM Image,
DICOM RT Structure Set, DICOM RT Plan and DICOM RT Dose objects (step
2). After plan review and approval by oncologists, the anatomic contours, the
associated plan containing beam geometry information, and the reference
digitally reconstructed radiographs for treatment verification are sent to the
radiation oncology information system as DICOM RT Structure Set, RT Plan and
RT Image objects, respectively (step 3). Just before treatment, the DICOM RT
Plan and RT Summary Record are retrieved by the Accelerator Treatment
Console (step 4 and step 5). During the course of treatment, the RT Beam Record

object including the details of each delivered treatment session together with the
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RT Image object containing all verification images acquired are generated and

sent to the radiation oncology information system (step 6 to step 8).

A treatment plan consisting of
® Generation of treatment record — @ Acquisition of CT images
fhfons T Beams Treatment Record

DICOM Images

@ Delivery of radiation dose @ Generation of DRR as reference image

® Field planning at Treatment Planning

Treatment planning system

RT Dose

RT Image RT Structure Set
'\ RT Plan

: © Scheduling of treatment @ Transfer of radiation plan to prescription
® Verification: Comparing portal Sessions at Treatment Information sheet

image with reference image in step ® system e —

RT Plan

Steps @ to @: Treatment Planning, Steps ® to @ : Treatment Delivery

Figure 3.2. Chart illustrates radiation therapy workflow.

3.6 Development of DICOM-based CAE system with a personalized

conformity index

Despite the fact that DICOM RT standard has been successfully implemented in
oncology, its applications are largely limited to data transfer and storage.
Research in mining the DICOM RT data has so far been scanty. Taking full
advantage of this open standard, the DICOM-based computer-aided evaluation
(CAE) system could potentially be designed to facilitate remote plan evaluation
across multiple locations. A two-dimensional conformity index with dose and

distance incorporated (CIpp) could also be developed and integrated in the CAE
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system to quantify the IMRT plan quality. Various DICOM RT modules together
with their attributes required for creating the CAE system with Clpp are

introduced in this section.

In the DICOM RT Structure Set module, the StructureSetROISequence
attribute assigns a unique ROI number to each ROI (Figure 3.3). The outline of
each ROI is defined in the Contour Data within the ROIContourSequence

attribute containing a collection of contour points.

DICOM-RT DICOM Header
Structure set
Attributes Name Value
StructureSetROISequence
Item 1
- m = number of
e structures drawn.
Ttem m
':: ROINunber 35
ROIName Region of Interest. ‘Rt Lens’
ROIContourSequence
Item 1
- m = number of
e structures drawn.
ITtem m
|—> ContourSequence
Item 1 _ ber of (x, y, z) coordinates of
.. r= nu.m. I @if G the contour points.
containing ROI.
Item r -
l» contourData ~27.931 | 46.571 | -54.00

-27.23] | 47.10 | |—54.oo|

| -
[zes.c2! | 7230 [zsa.00

Figure 3.3. Attributes of RT Structure Set module required for development of the CAE and Clpyp

systems.

Figure 3.4 shows the necessary attributes of RT Dose module for creating the

CAE and Clpp systems. Following the reconstruction of region of interest
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contours, the grid doses could be constructed by multiplying each pixel value
stored in the Image pixel module with the DoseGridscaling attribute in the RT
Dose module. Next, the 3D RT Dose matrix and the region of interest contours
could be mapped onto the CT data set according to the coordinates of the

ImagePositionPatient attribute of the RT Dose module and the CT image.

DICOM-DOSE
A
1< :C IFs p SJ
\ ) )
_ - - Dimension =
pxgxn.
C OO N
. DOSE
DICOM Header
Attributes Name Value
ImagePositionPatient =134 ;3437 -38,7936 -156.,0000
——
The Image Position specifies the x, y, and z coordinates
of the upper left hand corner of the image; it is the
center of the first voxel transmitted.
NumberOfFrames 88
n = number of frames < number of CT images =N
Rows 115 :]7 Number of rows (p) and columns
Columns 120 (q) of grid doses.
Bitstored 32  «—— Number of bits stored for each pixel.
DoseUnits ‘Gy’ <«—— Units of dose.
DoseGridScaling 6.600e-005 4—— Dose Grid Scaling a scaling factor
DVHSequence for converting.dose data in Pixel
Teew 1 Data element into Gy.
- m = number of
o structures drawn.
Item m
DVHData 0.0100 158.3138, A data stream describing the

dose bin widths D, and
associated volumes V,, in DVH

Volume Units in the order D1V,
0.0100 —0.0000.) DyVy, ... DaVa.

0.0100 158.3138,

DVHReferencedROISequence

Ly Item 1 Must correspond to exactly one
|—> ReferencedROINumber 35 4—— ROINumberin

StructureSetROISequence

Figure 3 4. Attributes of RT Dose module required for creating the CAE system with Clpp,.

As shown at the bottom of Figure 3.4, the Referenced ROI Number within the

DVHReferenceROISequence Iteml provides a cross-reference to the
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StructureSetROISequence attribute in the DICOM Structure Set module. With
reference to this Reference ROI Number, specific DVH could be created by

extracting the corresponding DVH data from the bvHsequence attribute.

With these basic concepts in mind, more details will be given in the next chapter

to further elaborate on the methodologies used in this study.
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Chapter 4 Methodology

This study aimed at developing a computer-aided evaluation system (CAE) and a
personalised conformity index (CI). The former was for the evaluation of
treatment plans generated from the treatment planning systems. The latter was
for further discerning the quality of treatment plans so as to help oncologists to
make decision on which plan to adopt for IMRT. These two components were
integrated in an attempt to provide a one-stop software platform for automatic

evaluation of IMRT plans for head-and-neck cancer.

4.1 Development of computer-aided evaluation (CAE) system

The spiral model defined by Boehm (1988) formed the basis for the CAE system

development. It allows incremental refinement. As shown in Figure 4.1, each

cycle of the spiral goes through four phases, namely planning, risk analysis,

engineering and evaluation.

1. Planning phase aims to carefully decide and clearly document the desired
outcomes and goals of CAE system development.

2. Risk analysis phase attempts to identify all possible risks and plan
corrective actions to mitigate the risks.

3. Engineering phase is to carry out the actual software development.

4. Evaluation phase aims to assess the software design and quantify its
potential for improvement.

The design process moves around the spiral in a clockwise direction, starting at

the center with an idea. In the spiral model, the radius of the spiral represents the

cumulative cost and the angular dimension component represents the progress.
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Each subsequent spiral builds on the baseline spiral producing prototypes of

aging increasing complexity.

1. Planning phase S 2. Risk analysis phase
-Determine objectives cost -ldentify and resolve risks

Progress

. Require- Operational
Review ments plan Prototype 1) Prototype 2 prototype Project

Draft Detailed entry point
Design
Requirements

Development Verification
Plan & Validation

. Integration
Verification

Test Plan g y3lidation

4. Evaluation phase [mRiSEEEtat BY 3. Engineering phase
-Plan the next iteration Rgelease -Development and Test

I:I Concept development projects - CAE enhancement projects

- CAE development projects - CAE maintenance projects

Figure 4.1. Spiral model for CAE system development.

4.1.1 Planning phase

Each cycle in the spiral model starts with the determination of objectives and
development of the project plan. In software planning phase, workflow models
are valuable in understanding current operational process, identifying system
requirements, visualizing the benefits after system implementation and defining
the desired future situation. The goal of this CAE system was to develop an

automatic IMRT plan evaluation system for controlling and maintaining a desired

52



level of plan quality for head-and-neck cancer. When such objective was set, the
traditional IMRT plan evaluation process was firstly reviewed to pinpoint the
existing shortcomings so that changes required could be incorporated into the

system

Conventional IMRT plan evaluation process requires human inspection of
violation of treatment protocols. The prescribed goals of an IMRT treatment plan
are often expressed in terms of dose volume constraints. The DVH statistics for
each target and OAR should be extracted manually and checked for compliance
against specific constraints. If the results are unsatisfactory, it is necessary to
visually inspect the isodose distributions on every single slice containing the
corresponding structures. Moreover, the existing quantitative indices for plan
quality comparison are generally oversimplified which could lead to false
conclusion. In an attempt to eliminate these tedious manual processes, the
clinical oncology departments are looking for an efficient automated solution for

IMRT plan evaluation.

After the review of workflow, the objectives incorporated into the CAE system

WEre:

1. To develop an algorithm for detection of violations of plan protocols.

2. To design the CAE system architecture with three components including

i.  The algorithm for detection of violations of plan protocols.
ii. The knowledge base providing information on overdose and
underdose regions.

iii.  Multiple graphical user interface (GUI) panels.
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3. To design multiple GUI panels for

i.  Inputting DICOM image and DICOM RT objects for data mining.

it.  Setting of dose-volume acceptance criteria for query formulation.
iii.  Displaying IMRT plan evaluation results after going through the
software algorithm (1 above) to indicate violations of plan
acceptance criteria for head-and-neck cancers and provide
side-by-side display of DVHs and specific CT images with hot and

cold spots.

4. To develop a personalized conformity index for objective comparison of

IMRT plans for head-and-neck cancer.

4.1.1.1 Hierarchical bottom-up searching design

Choosing an appropriate organizational structure is crucial to the success of the
system development planning. After tracing the clinical workflow, it was
recognized that there was a vast amount of CT data to be handled in the CAE
system. Each head-and-neck cancer patient being treated with IMRT must
undergo a planning CT scan of the area of interest consisting of more than 100
slices. To allow efficient query processing over the massive image database, a
hierarchical four-layered bottom-up approach was adopted. By breaking the
ultimate goal down into more detailed subgoals, the process ran in an upward
direction towards the top of pyramid. The starting point for constructing a
hierarchy was a comprehensive list of the tasks that made up a job. After
identifying hierarchical relationship amongst the tasks, sequential instructions
were executed in a bottom-up manner.
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As shown in the Figure 4.2, the searching of CT images with violations was
decomposed into four subtasks. The hierarchical analysis started with the
complete set of CT images by examining the presence of structure contours. With
reference to the RoIContoursequence attribute in RT Structure Set (in the
DICOM standard), images containing OARs and PTVs were categorized as “CT
images with OARs” or “CT images with PTVs” respectively. Pruning technique
was then employed to progressively narrow down the search. Depending on
whether OAR overdose or PTV underdose was present, a specific subset of
images were evaluated and searched for pertinent CT slices with violations. This
hierarchical structure aimed at providing quick access to query results and easy

navigation of detailed information.

DISPLAY
CT images with violations

IDENTIFICATION

CT images with OARs
overdosed region

PTVs underdosed region

SEARCHING

N CT images with OARs
Y, e.8. eyeball, spinal cords
CT images with PTVs
e.g. PTVn, PTVnp

LOADING
Complete set of
CT images

Process (CT images decrease)

Figure 4.2. Hierarchical bottom-up searching approach.
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To allow planners to query for overdose or underdose regions, multiple GUIs
were then created using the MATLAB version 7.12 (R2011a) (The MathWorks,
Inc., Natick, MA, USA). Using the GUISs, the planner could modify the plan
acceptance criteria and keep them up to date. The GUIs were task-oriented and

treatment region-dependent, supporting both user input and output display.

4.1.2 Risk analysis phase

The spiral software development model is an incremental and risk-driven
approach, addressing the need for risk management and early proof-of-concept
(Boehm, 1988). The second phase, known as risk analysis, is intended to
recognize and resolve all the possible risks by the repeated use of prototypes at
each revolution of spiral. As shown in Table 4.1, a risk management checklist
was used as a means of identifying and controlling risks in the CAE system
development. The major risk items identified in this study were real-time
performance shortfalls, continuous refinement of clinical protocols and software
malfunction. The corresponding risk-management techniques were developed
with small proof-of-concept prototypes. For example, hierarchical bottom-up

searching model was employed to avoid lengthy system response time.
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Table 4.1. Risk management checklist.

Possible risk items

Risk management techniques

Real-time performance
shortfalls due to massive image
database

Continuous refinement of
clinical Protocols

Software malfunction due to
wrong scripts, poor GUI
design

Design of hierarchical bottom-
up searching (Refer to section
4.1.1.1)

Design of graphical user
interface (GUI) supporting
formulation of personalized
plan acceptance criteria (Refer
to section 4.1.3.4)

Technical verification and
performance evaluation (Refer
to section 4.1.4)

4.1.3 Engineering phase

In the engineering phase of the spiral model, the actual system is developed in a

series of incremental releases. Continuous efforts had been made to the design,

coding, implementation and verification of the next-level product along the way.

4.1.3.1 Data flow model

As a blueprint for system construction and composition, the data flow was

designed to specify the execution sequence of activities and illustrate how

different data types could be integrated into the CAE system. The development

of the CAE system should have the following input/output features:
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Input data

I.

2.

A data set from one head-and-neck cancer patient, shown in Table 4.2,
including the following items was sent from the treatment planning system

and loaded into the CAE system.

Table 4.2. Number of objects from one patient.

Data Types Number of objects

CT images (512 x 512 x 12) bits Several dozens to hundreds
DICOM RT Dose Less than or equal to number of CT images

DICOM RT Structure set 1

The GUI for importing DICOM and DICOM RT objects was developed to
import the data file and perform anonymization. For effective and efficient
data access, all DICOM and DICOM RT objects collected for each patient
data set were grouped and stored into the same subfolder. A search engine
was built for automatic extraction of the necessary data from the DICOM RT
objects. For example, the Contour Data within the RoIContoursequence
attribute should be extracted from the DICOM RT Structure Set module for

reconstruction of region of interest contours.

Specific dose-volume acceptance criteria for each target and OAR were
input and saved as a template for future use. All OARs and targets in the
head-and-neck regions were listed on the input data panel allowing
formulation of plan acceptance criteria and query of specific knowledge

(Table 4.3). Planners could either enter the dose and volume parameters in
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the corresponding fields or open an existing template and modify it if

necessary.

Table 4.3. Examples demonstrating formulation of plan acceptance criteria.

Regions of Interest (ROIs) Dose (Gy)  Volume (%)

Brainstem 54 0
Brainstem + 3mm shell 60 1
Spinal Cord 45 0
Spinal Cord + 3mm shell 50 0
Temporal lobes 70 0
Optic chiasm 54 0
Optical nerves 54 0
Parotid gland 26 50
PTV,and PTV,, 70 95
PTV.and PTV,, 66.5 100
PTV,xand PTV. 66 05
PTV,and PTV, 62.7 100
PTV,xand PTV,,, 60 95
PTV,xand PTV, 57 100

Abbreviations: PTV,, = nasopharyngeal planning target volume; PTV,, = nodal planning
target volume; PTV,;0= 70 Gy to PTV,,; PTV50= 70 Gy to PTV,; PTV,;;66= 66 Gy to

PTV,;; PTV, 5= 66 Gy t0 PTV,; PTV,6= 60 Gy t0 PTV,,,: PTV,50= 60 Gy to PTV,,.

nps
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Output data

1.

Statistical analysis plots known as DVHs were necessary for quantitative
plan evaluation by summarizing the three dimensional dose distribution data
for each structure in a graphical format. The CAE system could reconstruct
the cumulative DVH for a region of interest by summing up all differential
voxels in a given dose range and plotting this volume as a function of dose
(Figure 4.3). DVH could be reviewed by navigating along the DVH curve to
explore the dose-volume relationship within a volume of interest and
compare against the plan acceptance criteria. Descriptive statistics including
mean, median, standard deviation, maximum and minimum doses were
calculated for each region of interest which were useful in quantifying
relative plan quality.

Overdose regions in normal tissues and underdose regions within target
volumes were uncovered by automatic visualization of the sizes and exact
locations of hot and cold spots on each individual CT slice. The DVH curve
was directly linked to the pertinent CT slices containing the violations for

better evaluation of complex plans, as illustrated in Figure 4.4.
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Figure 4.3. Conversion between differential DVH and cumulative DVH of brainstem.
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3. The areas of each hot and cold spot were computed and displayed on
individual CT slice. By adjusting the dose values along the horizontal axis
of the DVH curve, it provided the interactive display of the overlapping and
non-overlapping area between each region of interest and the corresponding
isodose level.

4. A personalized target conformity index along with RTOG conformity index,
healthy tissues conformity index (HTCI), conformation number (CN) and
target coverage factor were generated using the DVHs of the PTVs for plan
evaluation and comparison. These concepts will be discussed in depth later in

Section 4.2.

4.1.3.2 Algorithm for detection of protocol violation

At the first stage of violation detection, DVHs were useful in summarizing dose
distribution data in a linear graph model to allow rapid screening of treatment
plans. Each region of interest was uniquely defined by
StructureSetROISequence attribute in RT Structure Set with a ROInumber
attribute as shown in Table 4.4. For example, the RoInumber attribute for the
right lens was 35, By cross-referencing this number  with
DVHReferenceROISequence.Iteml.ReferencedROINumber attribute in RT
Dose object, the corresponding item number for the right lens was found to be 26.
Based on this item number, DVH of the right lens was reconstructed by

extracting data from DVHData attribute in RT Dose object.
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Table 4.4. Cross reference table between Structure set module and RT DVH module.

RT STRUCTURE: StructureSetROISequence

RT DOSE: DVHSequence

Item No. ROINumber ROIName ReferencedROINumber Item No.
18 25 GTVnp 25 16
22 28 Lt Eye 28 19
29 35 Rt Lens 35 26
36 44 PTVnp70 44 32

1

f

To generate the DVH for a structure, the defined volume of region of interest was

partitioned into voxels. Dose for each voxel was then calculated and accumulated

in the appropriate dose bin of the histogram. The ordinates for each point on the

cumulative DVH curve represented the total volume of region of interest that

received at least the given dose indicated on the horizontal axis. Assuming the

maximum lens dose was constrained at 6Gy, Figure 4.5 demonstrates how to

directly read off the corresponding value represented by DVH.
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| Constraint:

| MAX Lens dose < 6Gy
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Figure 4.5. Cumulative DVH curves for the right lens of two plans.
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The plan represented by the solid line satisfied the constraint with the maximum
dose just below 6Gy. Conversely, another plan represented by the dashed line
resulted in unacceptable dose distribution. The maximum dose was 10Gy,
violating the planning goal. If any of the constraints were not met, detailed
slice-based evaluation of isodose coverage was required. The CT slice revealed
that a sizable fraction of the right lens received dose exceeding the specified limit,

a situation that warranted a modification of treatment plan due to unnecessary

damage to vision (Figure 4.6).

Figure 4.6. The right lens contour and 6Gy isodose line superimposed on the CT image.

As well as OAR sparing, PTV coverage was also used as a criterion for
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evaluation. The ideal cumulative DVH for a target volume should appear as a
horizontal line at 100% volume on the ordinate with a vertical drop at the
prescribed dose on the horizontal axis. In clinical reality, 100% volume of PTV at
the prescribed dose can rarely be achieved. Instead, PTV volume coverage of at
least 95% is generally prescribed. The adequacy of target coverage could be
evaluated by the shape of DVH. As illustrated in Figure 4.7, the plan represented
by the solid line achieved acceptable target coverage with 95% volume of the
PTV receiving at least 70Gy. On the contrary, the other plan represented by
dashed line failed to meet the minimum requirement. Only 83% volume of the
PTV was adequately covered as prescribed. To have a clear understanding of
spatial locations of the undesirable hot and cold spots in PTV, it was still

necessary to review the isodose distribution.

100 v
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95 14 E
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\
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<
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Figure 4.7. Cumulative DVH curves for the PTV of two plans.
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4.1.3.3 Overdose and underdose regions extraction

Once the 3D dose distribution of an IMRT plan was calculated and ready for
evaluation, the corresponding RT Structure Set, RT Dose objects together with a
series of planning CT images were exported from the treatment planning system
and loaded into the CAE system (Figure 4.8). With the aim of improving tumor
control while decreasing normal tissue complications, either underdosing (cold
spot) within tumor or overdosing (hot spot) was undesirable. The quality of each
treatment plan was critically evaluated before being implemented. With respect
to specific dose volume criteria, the DVH statistics for each region of interest
should be evaluated separately. In order to examine the anatomic location and
extent of hot and cold spots, the CT slices containing violations were searched by

the programme and displayed.

Violation display
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Planning System

Violation?

Dose DVH Data

Figure 4.8. Region extraction model based on the concepts of DICOM and DICOM RT objects.
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Extraction of both overdose and underdose regions was based on the edge-based
approach. First of all, the boundary of the specified isodose line and region of
interest contour were plotted respectively. To reconstruct the outline of a
structure, the system made use of the contour data stored in the RT Structure Set
object. With the same frame of reference, each region of interest was associated

with reference to CT images.

Since dose values were described as pixel data elements, grid doses in specified
dose units were reconstructed by multiplying each pixel value stored in the
Image pixel module with the DoseGridscaling attribute in the RT Dose module
of the RT Dose I0OD. As shown in Figure 4.9, the voxel coordinates of RT Dose
matrix with reference to CT images were found in the patient coordinate system
as defined in the CT scans. For example, an axial head CT image set consisted of
N 1images of 512x512 pixels whereas the RT dose matrix size was typically
smaller containing 7 images of pxg pixels. The most inferior CT slice with
RT Dose matrix, & ™ cut, was specified in the z -coordinate of the

ImagePositionPatient attribute in the RT Dose object.
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Figure 4.9. Three dimensional RT Dose matrix mapping onto the CT data set. Step (a) A typical
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Since dose values were treated as a grid of discrete elements, interpolation was
required to convert these sampled point values into continuous surface models.
Figure 4.10 illustrates the effect of interpolation. As a recommended default
option in the MATLAB program, triangle-based cubic interpolation method was

adopted to generate the continuous dose distribution (Sandwell, 1987; Watson,

1992).
Dose (cGy)
Discrete dose distribution Continuous dose distribution g0
6000
Surface fitting using 5000

triangle-based cubic
interpolation
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q pixels,
q pixels

T

p pixels! Ve p pixel >

Figure 4.10. Generation of continuous dose distribution using triangle-based cubic interpolation.

According to the x- and y - coordinates of the ImagePositionPatient
attribute of the CT image and RT Dose objects, two data sets were then registered
in the same coordinate space (Figure 4.11). Proper coordinate transformation of

RT Dose matrix including enlargement, rotation and translation was necessary.
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As a result, the designated isodose curves representing hot and cold spots with
the relevant target and structure contours superimposed on exact CT image slices
could be displayed. The goal of IMRT was to deliver a dose distribution as
homogeneous as possible within the PTV while sparing nearby OARs. Either
overdose or underdose within targets should be penalized, whereas OARs only

carried overdose penalties.
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Figure 4.11. Coordinate transformation of RT Dose matrix.
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4.1.3.4 Design of CAE system architecture

The CAE system architecture consisted of three fundamental components:

1. The algorithm for detection of violations,

2. The knowledge base providing information on overdose and underdose
regions, and

3. Multiple GUI panels.
Evaluation of treatment plan was a knowledge-based decision-making process.
By using the algorithm for detection of violations, knowledge was derived by
extracting relevant data hidden in the DICOM RT objects and converting them
into valuable information. Detailed knowledge of the anatomic location and
extent of underdose and overdose regions could be built for plan evaluation. A
good user-centered GUI and display design has a major impact on user
acceptance and satisfaction. Based on the workflow of treatment planning in a
radiation oncology department, multiple GUI panels were designed under the
guidance of the experts to intelligently lead the planners through the steps of plan
evaluation process. All panel layouts logically reflected user tasks sequences to
enhance user-data interaction making operation intuitive. The four major GUI
included:

1. The GUI for importing DICOM and DICOM RT objects, where the user
could choose data file to import into the CAE system and perform
anonymization.

2. The GUI input data panel which allowed users to formulate the plan
acceptance criteria by inputting, viewing and modifying the dose and
volume parameters for each target and OAR.

3. The GUI for treatment plan evaluation, giving simultaneous display of DVH
curve, pertinent CT image, statistics for cold and hot spots and related dose
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data parsed from DICOM RT objects to allow an immediate appreciation of
potential problems.

4. The GUI for calculation of a two-dimensional conformity index with dose
and distance incorporated (Clpp) and other existing quantitative indices
where the user could quantify the plan quality and control the display of

regions of interest and prescription isodose lines.

4.1.4 Evaluation phase

From stand-alone units to fully integrated systems, the software should be
evaluated against the requirements in order to provide feedbacks and ideas for
future enhancements. Technical verification followed by performance evaluation

were performed to validate the system.

Local ethics committee approval was sought and obtained for a waiver of
informed consented for retrospective analysis of 30 consecutive IMRT
head-and-neck plans delivered between January 2005 and January 2006 in the
Department of Clinical Oncology from a collaborative hospital. Each patient was
immobilized in supine position with a thermoplastic shell. Intravenous
contrast-enhanced CT simulation was performed at 3mm intervals from the
vertex to 5 cm below the sternoclavicular notch with 16-slice Brilliance Big Bore
CT (Philips Medical Systems, Cleveland, OH). An IMRT plan was generated for
each patient using Varian Eclipse treatment planning system (version 8.6) with
anisotropic analytic algorithm (Varian Medical Systems, Palo Alto, CA). The

plans generated aimed to cover at least 95% of the PTV with the planned
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prescription dose and to keep the maximal point dose below 115% of the
prescribed dose at each dose level. Different prescription doses for PTVs and
dose constraints for OARs were applied according to individual planning
guidelines. Using DICOM export in the Varian Eclipse treatment planning
system, the DICOM-based data set for each IMRT plan including CT images, RT
Dose and RT Structure Set objects were imported to the CAE system using the

input data panel.

4.1.4.1 Technical verification

As part of the software development process, technical verification focused on
internal correctness aiming at debugging the logic of a computer program (Lee et
al., 2010; Koutkias et al., 2010). In order to examine its technical characteristics,
static and dynamic testing methods were conducted to ensure that the codes were
well-written. Without executing the codes, static methods involved manual
inspection of the knowledge base and access to the internal data structure.
Human experts were requested to check the knowledge base against the clinical
acceptance guidelines to ensure that the non-structured knowledge source was
exactly translated into the knowledge base. On the other hand, dynamic methods
applied the CAE system to solve a set of test cases, focusing on validation issues

such as external correctness.

4.1.4.2 Performance evaluation
As the reference standard, six planners (three physicists with six years of

experience in IMRT planning and three resident physicists with half a year of
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relevant experience) were firstly asked to evaluate the 30 IMRT plans randomly
without the use of CAE system. As a conventional evaluation approach, manual
DVH analysis was required. The DVH data for each region of interest was
examined individually to find points or areas violating the plan acceptance
criteria. Locations of hot and cold spots on each CT slice were identified and the
corresponding z -values of the CT slices containing the violations were recorded
by the planners. After that, plan evaluation was done randomly again by the same

planner using the CAE system.

Normalized root-mean-square deviation (NRMSD) was considered a good
measure of the difference between two sets of data (Pyakuryal et al., 2010). By
definition, NRMSD is the square root of the mean squared error divided by the
range of observed values (Tuikkala et al., 2008). This value is commonly
expressed as a percentage, where lower values indicate smaller discrepancy
between the original and observed values. NRMSD tests were performed for
comparison of manually extracted data from treatment planning system and CAE

extracted DVH data for each OAR.

Previous studies on the performance evaluation of decision support systems
showed that speedy response time had a favorable impact on the user acceptance
and satisfaction of a system (Degardin-Capon et al., 2008; Eitner et al., 2008). As
a measure of efficiency, the total time needed to complete the plan evaluation
with and without the use of CAE was recorded. Mixed-design ANOVA was
conducted to explore the impact of use of CAE and level of experience on IMRT
plan evaluation time. The statistical findings were regarded as significant if

p<0.05.
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4.2 Enhancement of CAE system by development of a personalized target

conformity index

The determination of an optimal treatment plan requires a clinical decision based
on the balance between tumor control and normal tissue sparing. Besides
satisfying dose constraints on normal tissues, adequate radiation dose coverage
of PTV is crucial in increasing the probability of tumor control without
complications. As a complementary tool to the CAE system, a two-dimensional
conformity index with dose and distance incorporated (Clpp) was designed to
quantity the PTV coverage. Useful data stored in the DICOM RT objects were
extracted to provide enough information to compute the Clpp. The voxel size
used in Clpp was 2.5%x2.5x3mm’. The proposed algorithm for calculation of
Clpp was based on two central assumptions. Firstly, adequate GTV coverage is
mandatory to reduce the likelihood of local recurrence and improve survival rate.
Secondly, cold spots are generally more acceptable if they are more distant from
GTV. The Clpp scoring system contains four major components, namely GTV
coverage factor, GTV underdose factor, (PTV minus GTV) coverage factor and

(PTV minus GTV) underdose and distance factor.

Using IMRT with simultaneous modulated accelerated radiation therapy
(SMART) boost, the GTV 1s given a higher total radiation dose within the same
treatment period than the surrounding subclinical regions enabling differential
dose delivery to different parts of the targets. In our standard treatment guidelines
for nasopharyngeal carcinoma, subscripts with the GTV nomenclature are
applied to distinguish between the primary nasopharyngeal tumor (np as in

GTV,p) and nodal gross tumor volume (n as in GTV,). Note that for a typical
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head-and-neck case, the prescribed dose to the GTV at the primary and nodal
sites plus 3mm margin is 70Gy, while the PTVs for microscopic disease
representing high and low risk disease regions receive 66Gy and 60Gy,

respectively.

Like the development of CAE system, the hierarchical bottom-up searching
approach was implemented to efficiently search for the presence of PTV
underdose regions. As mentioned in Section 4.1.1.1, all cold spots inside PTV
were found by searching the non-overlapping boundaries between the PTV

contours and the corresponding prescribed isodose lines on every CT slice.

The same underdose region extraction model as described in Section 4.1.3.3 was
employed. Valuable information hidden in the DICOM RT objects was harvested
for computation of each Clpp component. PTV coverage at each prescribed dose
level was evaluated individually. To construct the grid dose, each pixel value
stored in the Image pixel module was multiplied by the DoseGridscaling
attribute in the RT Dose object. Besides, the contours of GTV and PTVs defined
within the RoIContoursequence attribute in the RT Structure Set object were
reconstructed and mapped onto the CT data set according to the coordinates of

the ImagePositionPatient attribute in RT Dose object.

4.2.1 GTV coverage factor

GTV is the most predictive independent survival variable in the multivariate
analysis (Chao et al., 2004; Tyng et al., 2009). The concept of selective dose

escalation to GTV has recently been advocated as a means of improving local
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tumor control (Montejo et al., 2011; Ozyigit et al., 2011). The GTV coverage
factor, G, is the probability measures of the underdose region inside GTV which

serves as a starting point for treatment plan comparison.

Theorem 4.1 (GTV coverage factor): For each underdose region inside GTV,
i.e, GTV receiving less than 70Gy, the GTV coverage factor G is defined as

70Gy ~(GTV, UGTV, )
Za]l[z p i (41)

=
ZM (GTV, UGTV,)

where I, istheimageof z™cut, £, isthe volumetric sum of all cuts,

is the intersection of two regions, and  is the union of two regions.

Abbreviations: GTV,= Nodal gross tumor volume; GTV,,, = Nasopharyngeal gross tumor
volume.

Properties of Theorem 4.1:
1. 70Gy n(GTV, wGTV,,) isasubset of (GTV, UGTV, ). We write

70Gy N (GTV, wGTV,,) < (GTV, uGTV,);

2. 0<G<l,
3. If G=1,wehave 70Gy 2(GTV, UGTV,,); Conversely, if G=0, we

have 70Gy n(GTV, OGTV, )=

GTV 70 Gy isodose line G
\ ——
/ 7N /f \
/ \ \ 0
[ (
\ _7="\_"
0.5097
1

Figure 4.12. Examples showing different GTV coverage factors.
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As illustrated in Figure 4.12, G equals to 1 if whole GTV is covered by a
prescribed dose of 70Gy and (G approaches zero with continuously decreasing
volumes of GTV receiving dose of at least 70Gy. Figure 4.13(a) illustrates the
70Gy 1sodose line, GTV,p and PTV,p70 contours superimposed on an axial CT
images. Close examination of Figure 4.13(b) shows that the GTV,, is not fully

encompassed by the 70Gy isodose line.

(b)
70Gy

GTV

Figure 4.13. The target contours and isodose line superimposed on the CT image (a) The GTV,,
contour (red), PTV 7, contour (light blue) and 70Gy isodose line (dark green) superimposed on
an axial CT image; (b) A close-up illustrating the spatial relationship among GTV,,, PTV,;;;0and
70Gy isodose line. The yellow region indicates the grade 1 geographic miss and pink region

indicates the grade 2 geographic miss.

Using similar concepts described by Leong et al. (2006) and Zheng et al. (2006),
the geographic miss of tumor was classified as grade 1 or grade 2 according to
the locations of cold spots within PTV (Leong et al., 2006; Zheng et al., 2006). A
grade 1 geographic miss was defined as inadequate GTV coverage while a grade

2 geographic miss was defined as inadequate coverage of PTV excluding GTV. It
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is widely accepted that GTV coverage should take precedence over PTV
coverage. Hence, every effort should be made to avoid grade 1 geographic miss

as the GTV always contains the greatest tumor burden (Tyng et al., 2009).

The first step in calculating G is to extract the overlapping region between GTV
and 70Gy isodose line on every single CT slice. As an example in Figure 4.14,
the purple- and red- shaded areas denote the numerator and denominator of the

GTV coverage factor, respectively.

70GyNGTV, |
70Gy
. GTVnp __70GyNGTV,,
B = G,
GTV,,
GTV,,

Figure 4.14. Diagrammatic calculation of GTV coverage factor.

Abbreviations: GTV,, = Nasopharyngeal gross tumor volume; PTV,;, = 70 Gy to

nasopharyngeal planning target volume.

4.2.2 GTV underdose factor

Tomé et al. (2002) and Zhao et al. (2010) demonstrated that there was a
precipitous tumor control probability drop with the presence of deep cold spots in

the GTV which always had higher malignant cell density than peripheral PTV
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region. Compared to the volume of tumor underdosed, the magnitude of the
underdosage is a more important determinant of tumor control probability
(Withers, 2000). Knowing this, the GTV underdose factor was designed giving

penalty based on the extent of underdosage for each GTV pixel.

Theorem 4.2 (GTV underdose factor): For each underdose pixel inside GTV,

the GTV underdose factor P 1is defined as
2
P(dose)=1-Y  p(dose)=1-3" exp(—zxgd%] , 0<dose<70, (4.2)

0 n

X
where exp(x)zz—|, exp(0)=1 and exp(1)~2.71828 .
o 1!

Properties of Theorem 4.2:
1. exp(x) isanincreasing function, while exp(—x) is a decreasing
function;
2. P(0)=0 (maximum penalty), ) lirr%0+ P(dose)=1 (no underdose).

Proof of Theorem 4.2:
We begin with the probability density function or Gaussian function, which takes
the form

F(x)= (x‘”)zj, o< X <0, (4.3)

1
exp| —
N2ro p( 207
where u isthe meanand o is the standard deviation. The amplitude of f(x)

: 1 : -
occurs when x=pu,ie, f(x=u)= Jz_— (as depicted in Figure 4.15).
o

Noting that

, . 1 (x—p)’°
lim x)= lim exp| —
xa,uirélaf( ) x—utdo | ’27[0 p( 2(72

(4.4)
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2o 20
1
/Ll =
S (o) o
lim f(x)=0 lim f(x)=0
x—>p—4o x> u+do

Figure 4.15. Gaussian function.

Similar to previous study by Miften et al. (2004), Gaussian function was applied
to penalize the cold spots (Miften et al., 2004). This bell-shaped function was
chosen because of its exponentially decreasing character. With a central peak, its
tails drop towards zero rapidly as x approaches infinity (Figure 4.15). The use
of GTV underdose factor, P(dose), to quantify the dose-volume violations
should satisty the following criterions (as demonstrated in Figure 4.16):

1. The admissible values of penalty function are non-negative values;

2. No penalty is given when the GTV pixel receiving not less than 70 Gy;

3. Maximum penalty is enforced whenever the GTV pixel receives 0 Gy.

Therefore, penalty function p(dose) is given by first normalizing the function
f(x) (by dividing its amplitude 1 ), choosing =0, 40=70, ie,
\J2ro

o= 77? and x=dose. We then have
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p(dose) = @

2roc
(dose —0)*
- 2
=ex
oD
4
_ 2 x dose’ j
=exp| - ———|.
35°
(4.5)
1 .
09+ .
08 .
0.7+ 1
06 1
0
@ 05f 1
0.4 .
03 .
02 8
01+ .
0 1 1 | 1 L
0 10 20 30 40 50 60 70
Dose(Gy)
Figure 4.16. The penalty function p.
As aresult, the GTV underdose factor P is defined as
P(dose)=1- Za]” p(dose) . (4.6)

4.2.3 (PTV minus GTV) coverage factor
For grade 2 geographic miss, the (PTV minus GTV) coverage factor was
introduced as the total probability measures of the underdose region. To meet the

needs for comprehensive evaluation of IMRT plan with SMART boost, PTV
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coverage at each prescribed dose level was considered individually.

Theorem 4.3 (PTV minus GTV) coverage factor): For each underdose region
inside PTV excluding GTV, the (PTV minus GTV) coverage factor PG is
defined as

[ 1 Zamz 70Gy n(PTV, ,, - GTV)) . Zalllz 70Gy N (PTV,,, —GTV,) .
Zalllz (PTV,7 ~GTV,) Z alll, (PTV,,20) ~GTV,,)

6

Za}”z 66Gy a (PTV PTV 70) + Z alll, 66Gy M (PTVnp66 PTV 70)
Zall[z (PTV, 65 —=PTV,5) Z alll (PTV,,6s —PTV,,4)

260Gy N(PTV, g —PTV, ) D 60Gy N (PTV,,, ~PTV, 66)}
(4.7

J’_
Za“ L (PTV, 50 ~PTV,5) Z all I, (PTVnp e ~PTV, 66)

where GTV, DPTV,;, OPTV ( OPTV , and GTV,, S5PTV, ,, 2PTV,

np66

D PTV

np60 *

Properties of Theorem 4.3:
1. 70Gy(PTV_,-GTV )c (PTV _,-GTV),

70Gy ~(PTV,,,, ~GTV, )< (PTV, ., ~GTV,,),
66Gy ~(PTV,. ~PTV )= (PTV, —PTV ),
66Gy N(PTV, o —PTV, .)€ (PTV, o —PTV, ),
60Gy ~(PTV,,, ~PTV )= (PTV,, —PTV ),
60Gy ~(PTV, , —PTV, () (PTV, ¢ —PTV, &);

np66
2. 0<PG<I;
3. If PG=1, we have

70Gy o (PTV,,, ~GTV,), 70Gy o (PTV,,,, ~GTV,),

66Gy 2 (PTV,, —PTV,)), 66Gy 2 (PTV, —PTV, ),
60Gy 2 (PTV,,, —PTV, ), 60Gy 2(PTV,,, —PTV, );

Conversely, if PG =0, we have
70Gy A(PTV,,, ~GTV,) =@, 710Gy ~(PTV,,,—~GTV, )=,

66Gy N(PTV, o =PTV, )=, 66Gy "(PTV,,—PTV, )=,
60Gy N(PTV,,, ~PTV, ) =@, 60Gy~(PTV,,, —PTV, )=D.

np66

np60

np60

Abbreviation: (PTV — GTV) = (PTV minus GTV).

Figure 4.17 demonstrates the target contours required to calculate the (PTV
minus GTV) coverage factor. Three prescription doses are delivered to various
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PTVs, designated as PT V60, PTVigs, PT V70, PTVipeo, PTVypss and PTV 70 with
the subscripts representing different dose levels prescribed to either primary
nasopharyngeal tumor or nodal region. Using the inside-out approach, the
non-overlapping regions (NORs) between (1) GTV,, and PTVyp7; (2) GTV, and
PTVu0; (3) PTVyp7o and PTVypss; (4) PTVao and PTVyee; (5) PTVopes and
PTVipso; (6) PTVies and PTV,60 were drawn out. The next step in calculating PG
was to find out the overlapping regions between NORs and their corresponding
prescribed dose levels on every single CT slice. For simplicity, Figure 4.18
demonstrates how to compute the first term of PG. The dark green- and light

blue- shaded areas represent the numerator and denominator, respectively.

Figure 4.17. Diagram showing various target contours required for calculation of the (PTV minus
GTV) coverage factor. The GTV,,, PTV 0, PT V.66, PT V., are indicated by brown, green, blue

and red lines, respectively.
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70Gy ~(PTV,, —GTV.)

PTV4g
70Gy
PTV, 70
o Vo 706y A(PTV,,, ~GTV,)
. = (PTV,,—GTV)
(PTV. , —GTV.)
GTV,

GTV,

Figure 4.18. Diagrammatic calculation of first term of (PTV minus GTV) coverage factor.

4.2.4 (PTV minus GTV) underdose and distance factor

The (PTV minus GTV) underdose and distance factor was proposed based on the
hypothesis that there was differing importance of cold spots to the tumor control
for grade 2 geographic miss depending on their locations. Apart from the dose
penalty factor, a distance based exponential function was employed taking the
specific tumor geometry into account. In the following theorem, two versions of
(PTV minus GTV) underdose and distance factor are presented, in the presence

of GTV (Theorem 4.4), and in the absence of GTV (Theorem 4.5).
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Theorem 4.4 (PTV minus GTV) underdose and distance factor): For each
underdose pixel inside (PTV minus GTV) in the presence of GTV, the (PTV
minus GTV) underdose and distance factor P is defined as

P(dose,distance) =1— Z pldose,distance)

all I,

8xdose® 8xdistance®
:l_zau[z exp[—[ 42 i 2 ]]7

(4.8)
where 0<dose<d, d=60,66,70, 0<distance<m and m=

max{OPTV —O0GTV}= furthest distance between the boundary of PTV and GTV

for each /.

Theorem 4.5 (PTV minus GTV) underdose and distance factor): For each
underdose pixel inside (PTV minus GTV) in the absence of GTV, the (PTV
minus GTV) underdose and factor P is defined as

P(dose,distance) =1— Z p(dose,distance)

all 7,

8xdose® 8 xdistance’
:l_zau[, eXPL_L P + 2 J}

(4.9)
where 0<dose<d, d=60,66,70, 0<distance<m and m=

max{GPTV —PTV_} = furthest distance between the boundary of PTV and the

centroid of PTV, i.e., PTV, foreach /..

The following example demonstrates how to find the distance 7 in the presence
of GTV. Figure 4.19(a) is a schematic diagram illustrating relations between GTV
and PTV with their boundaries shown in yellow and blue, respectively. Given a
DICOM RT image, pixel data are stored starting at the top left. The coordinate
values increase down and to the right. In this example, the coordinate (0,0) is the
upper-left pixel and coordinate (9,9) is in the lower-right. PTV is completely
inclusive of the GTV and the (PTV minus GTV) region is defined by subtracting

the GTV from the PTV as shown in white.
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With the goal of deriving a customized penalty factor, the distances between
individual pixel and its nearest PTV boundary should be found. The Pythagoras’
theorem is of fundamental importance in Euclidean geometry providing the basis
for the distance formula. As shown in Figure 4.19(b), the Euclidean distance

between two points (5,5) and (9,9) is given by

JO-57+(9-57 =42
In a similar manner, the shortest distances from any given pixel to the boundary

of GTV were computed (Figure 4.19(b)). The furthest distance among them,

denoted as m , becomes the denominator. In this example, m is determined to

be 4\/5.
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Properties of Theorem 4.4 and Theorem 4.5:

1. Zero dose, at the boundary of GTV or centroid of PTV

lim P(dose,distance) =0,
(dose,distance)—>(0,0)

2. Prescribed dose, at the furthest distance on the boundary of GTV
lim P(dose,distance) = 1,

(dose,distance)—>(d m)

3. Zerodose, 0<distance<m, P(dose, distance) depends only on
distance

>

2

lim P(dose,distance) =1~ . exp( -

dose—0

8 x distance” J

4. Zero distance on the boundary of GTV or centroid of PTV,
0<dose<d atthe boundary of GTV or centroid of PTV,
P(dose,distance) depends only on dose

. , 8 x dose’
_lim _P(dose,distance) =1 Do , €XP (——J

PE
The (PTV minus GTV) underdose and distance factor should satisfy the
following conditions. In an extreme scenario where zero dose is delivered to a
pixel situated at the boundary of GTV or centroid of PTV, the P(dose,distance)
is set to zero imposing the maximum penalty. On the other hand, the
P(dose,distance) equals to 1 whichever pixel farthest away from the GTV
border receiving not less than its prescribed dose. When pixel within PTV
excluding GTV gets zero dose, only the distance factor is considered. In contrast,
P(dose,distance) depends only on dose for all pixels located at the boundary of

GTV or centroid of PTV.

Proof of Theorem 4.4 and Theorem 4.5:
Similar to the proof of Theorem 4.2, we start with a more general 2 dimensional

elliptical Gaussian function, which takes the form

f(x,y)= Aexp(—{(x_xg)z + (y_yZO)ZB, —0 <X,y <00,
20

N 20,

(4.10)

where A =amplitude, X,, V,, O

X

and o, are real constants. (x5, ¥,) =

center of the Gaussian function and o, o, controls the x, y spread from
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the center. The amplitude of f(x,y) occurs when x
f(x=x,,y=y,)=A4 (as depicted in Figure 4.20).

X,, Y=Yy, 1e,

Figure 4.20. Two-dimensional elliptical Gaussian function.

Noting that

xox *4o,, 20

_ 2 _ 2
lim f(x’ y) = lim Aexp{_[('x sz) + (y y20) j}
x—>xt40,, 20

y—oytao, y—oytao, £ y
> 160,
= lim Aexp| - 1662’“ +—
x—xtdo,, 20 20
y—oytao, & y
= Aexp(-16)
~ 0. (4.11)

By integrating both spatial and dosimetric importance for each pixel, (PTV
minus GTV) underdose and distance factor was fitted with a two-dimensional
elliptical Gaussian function. As illustrated in Figure 4.20, the value becomes
maximal at the origin of a Cartesian coordinate system and falls off precipitously
to zero as x - and y - values approaches infinity. In two dimensions,
P(dose, distance) depends on two individual factors, namely distance and dose
penalties (Figure 4.21). Using the two-dimensional elliptical Gaussian function,
the impact of distance and dose penalties are substantially larger for deep cold
spots situated close to the GTV border or the PTV centroid but peter out quickly
wherever slight underdosage occurred at the PTV boundary. Like the P(dose),

the admissible values of penalty function are non-negative values. No penalty is
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enforced whenever pixel receives not less than its prescribed dose regardless of its

location.

distance (in pixels) 0

dose (in Gy) d
(d)

domain =[0,d]x[0, m]

dose (in Gy)

Penalty

0 distance (in pixels)

Figure 4.21. (a) Two-dimensional (PTV minus GTV) underdose and distance factor; (b) Domain
of the (PTV minus GTV) underdose and distance factor; (¢) Penalty with dose; (d) Penalty with
distance.

Therefore, the penalty function p is given by first normalizing the function
f(x,y) (by dividing its amplitude A), choosing x,=y,=0, x,+40, =d,

) d ) ) )
ie., G":Z and letting x=dose, y,+40,=m, ie, o~y=§ and letting

y =distance . We then have
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f(dose,distance)
A

dose* distance”
=exp| — =+ ~ 1
2(d /4y 2(m/4)
8xdose* 8xdistance”
=exp| — ’E + — ,

where 0<dose <d, 0<distance <m.

p(dose, distance) =

(4.12)

As aresult, (PTV minus GTV) underdose and distance factor P 1is defined as

P(dose,distance) =1— Za]” pldose,distance) . (4.13)

4.2.5 Clpp calculation

To consolidate all four distinct factors into one Clpp score, Euclidean 2-norm
was applied to represent the quality of a treatment plan. This is similar to the
method described by Leung et al. (2007). For a hypothetical case when 100%
of prescribed dose is homogenously delivered to the multiple PTVs, all four
factors should be unity. The Clpp score is defined as the Euclidean 2-norm
between these four factors and (1,1,1,1) to describe the overall plan quality. The
Euclidean 2 -norm is defined as

Clbp =|| (1,1,1,1) = (G, P(dose), PG, P(dose, distance)) ||,
= \/ (1-G)? +(1—- P(dose))’ +(1— PG)* +(1- P(dose, distance))’ .

(4.14)
The worst scenario is +4=2 when G= P(dose) = PG = P(dose, distance) =0 .

In clinical situation, it occurs when all GTV and (PTV minus GTV) pixels
receive O0Gy. In contrast, Clpp score is zero for a perfect case, i.e,
G = P(dose) = PG = P(dose, distance) =1. This scenario occurs whenever all

GTV and (PTV minus GTV) pixels receive not less than the prescribed dose.
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Unlike other indices, a lower Clpp score indicates better target coverage in this

study.

4.2.6 Evaluation of Clpp scoring system

In order to evaluate the Clpp scoring system, three CT image data sets with stage
III or IV nasopharyngeal carcinoma (NPC) cases were collected. Ten IMRT plans
were generated from each data set using the Eclipse treatment planning system
(version 8.6) (Varian Medical Systems, Palo Alto, CA). Table 4.5 shows the
typical optimization parameters for an IMRT NPC plan in clinical practice. For
each plan, inverse IMRT plans were optimized using the same sets of constraints
as shown in Table 4.5 except for the changing priority factors of PTVs. For plan
1 of each data set, target coverage was assigned the highest priority value of 350
for upper and lower limits. With step-wise relaxation, the priority factors for
PTVs were decreased by 20 for each successive IMRT plan. As a result, the plan
qualities were expected to deteriorate sequentially in terms of target dose

conformity from plan 1 to plan 10 for each data set.
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Table 4.5. Optimization parameters for a typical IMRT NPC plan.

Regions of Interest (ROIs) Limits Dose (Gy) Volume (%)  Priority

Brainstem Upper 54 0 300
Brainstem + 3mm shell Upper 60 1 300
Spinal Cord Upper 45 0 300
Spinal Cord + 3mm shell ~ Upper 50 0 300
Temporal lobes Upper 70 0 250
Optic chiasm Upper 54 0 250
Optical nerves Upper 54 0 250
Parotid gland Upper 26 50 200
PTV,p70 and PT V5 Upper 75 0 350
PTV,p70 and PT V50 Lower 74 100 350
PTV,pe6 and PTV 66 Upper 72 0 350
PTV,pe6 and PTV 66 Lower 70 100 350
PTV,p60 and PTV 5 Upper 64 0 350
PTV,p60 and PTV 5 Lower 63 100 350

Abbreviations: PTV,,, = nasopharyngeal planning target volume; PTV, = nodal planning target
volume; PTV,,70= 70 Gy to PTV,,; PTV0= 70 Gy to PTV,,; PTVype6= 66 Gy to PTV,p; PT V66
=66 Gy to PTV,,; PT V060 = 60 Gy to PTV,,,; PTV,60= 60 Gy to PTV,.

Apart from the Clppscore, the RTOG conformity index (Clgrog), healthy tissues
conformity index (HTCI), conformation number (CN), target coverage factor
were computed using the CAE system. Their standard equations were inputted
into the CAE system for calculation. The plan quality discerning power of Clpp
was assessed by ranking the 10 IMRT plans of each CT data set based on the
Clpp scores and by comparing the results with other indices. The coefficient of

variation, also known as “relative variability”, represents the ratio of the standard
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deviation to the mean. As a dispersion measurement, coefficient of variation is a
useful statistic for comparing diversity across data sets (Kelley, 2007). A
greater dispersion corresponds to a higher coefficient of variation. To quantify
the variation of diversity, the coefficient of variation was calculated for each data
set and compared among different indices. Biological indices like EUD-based
TCP and NTCP formula derived by Gay and Niemierko (2007) were also

computed as a vehicle to explain the outcome from different indices.

In summary, the wealth of data hidden in the DICOM RT objects was harvested
to provide essential information for development of the CAE system and the
Clpp scoring system. The CAE along with the Clpp were evaluated by comparing
their performance to that of the manual evaluation method using conventional

indices.
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Chapter 5 Results

The CAE system along with the Clpp that integrated both dosimetric and spatial
importance of each voxel within the PTV was developed and evaluated. They
will be reported as follows. Firstly, the implementation and functionality of the
CAE and Clpp systems will be described in Section 5.1, highlighting some
special GUI features. Secondly, the CAE and Clpp system performance

evaluation results will be presented in Section 5.2.

5.1 CAE and Clpp systems development

The aim of the CAE system was to provide a one-stop platform for automatic
evaluation of IMRT plans for head-and-neck cancer. To gain a better appreciation
of how the CAE system could streamline the IMRT plan evaluation workflow, a
comparison of conventional and computer-aided methods was illustrated in
Figure 5.1. With the use of CAE system, the manual DVH data analysis (step A2)
and the slice-by-slice review (step A3), were combined into one single process
(step B3). After entering the individualized plan acceptance criteria (step B2), the
descriptive statistics and pertinent CT slices showing target underdosage and

OAR overdosage could be seen at a glance.
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(1)

Define plan acceptance
criteria

Clinical Mode Computer Aided
Mode
(A2) (B2)
Manual DVH data ‘ Input dose-volume
extraction for 1 ROI criteria for all ROIs

Yes

Calculate
Indices

Any ROI?
No

Visual Inspection of DT
Isodose distribution on 'SF_) e.ay _S 'C(_ES
, ] containing violations
every single slice
(Ad) l (B4)
Identification of CT
slices containing Plan modification
violations
(A5)

Plan modification

» End e

Figure 5.1. Comparison of conventional and computer-aided methods for evaluation of IMRT

treatment plan.

The DICOM-based CAE system for automatic evaluation of IMRT plans was
successfully developed, allowing better appreciation of resultant plans. To
facilitate plan evaluation, three GUI panels were designed including (1) GUI for
data entry and review (Section 5.1.1), (2) GUI for treatment plan evaluation
(Section 5.1.2), and (3) GUI for calculation of different plan quality indices
(Section 5.1.3). To illustrate the functionality of the CAE system, a sample IMRT

plan for nasopharyngeal carcinoma was reviewed.

5.1.1 GUI for data entry and review
An IMRT plan is evaluated based on its ability to meet the user-defined dose

volume criteria. In the GUI of this CAE system, the input data panel was divided
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into two parts: the upper section gave a list of all relevant OARs whereas the
bottom section showed details of each PTV, as represented in Figure 5.2. All
OARs were enumerated according to their priority of plan acceptance
consideration. As a general principle, top priority of importance was given to the
neurological structures followed by optical organs, parotid glands and auditory
structures. Considering a wide variety of treatment protocols available for
adoption, the GUI panel allowing the creation of individual template was

designed with flexibility in mind.

As shown in Figure 5.2, the panel contained five buttons which initiated separate
functions of the programme. To kick off the plan evaluation process, the user
selected an anonymized patient folder using the ‘Load Plan’ button in the upper
left corner. A series of planning CT images together with the corresponding
DICOM RT objects, namely the RT Structure Set and RT Dose objects were
automatically loaded. The evaluation system provided two approaches to specify
the dose volume criteria. User could select an existing template by clicking the
second ‘Open Template’ button or define a new set of parameters by directly
entering values into corresponding fields. If desired, all input fields could be

saved for future use by clicking third ‘Save Template’ button.

99



‘SMVO Pue s1981e) 10§ eLojud soueydoooe e dn Sumpes 1oued ejep ndur Jo JoysusaIdg 7'¢ 23

O [ oot |« =< 0005'99 0LdUALd O [ oo | =< 000429 99UALd
O [ es [« =< 0L DLduALd O [ es |a =< 99 99UALd
O [ oot | =< D00S'99 0LUALd O [ oot | =< I8 09duALd
O O ss [ =< 0L oLuALd 0O O ss | =< 08 09duALd
[ [J oot | & =< 000L'29 ggdunld O [ oot |4 =< /g 09UALd
O [ ss |« =< 89 ggdupLd O [ ss |a =< 0g 09UALd
synsay [ 14 [ssed| @) 'jon | uonipuod  [(AD) asog s1abue| synsay [ 14 [ssed| Ge)'jon [ uonipuod  [(Ap)asog s19bueL

& [+ xww oL aq0f 2100wl 1y
== |+ nvaw st ajasnyy Jojapsuo) B® |+ xww oL aqo| [es0dwal 1]
== [« XYW 0L aqpuEp <A< LA = 09 WOE QHUSEYD A0
i< [« Nvaw 0 feue Aioypny 1o = | = |4 Xvwi & wseo Mo
(il [« nvaw 05 1su| Asoypny 14 B & LA = 09 Wog'groAau Ao
=™~ [+ nvaw 05 [eued Asoypny 1 =~ = |« XVW ] anseu ondQ
™~ |~ [+ Nnvaw 05 15Ul Asoypny 1 &< LA = 09 wWog'gramau A0 1
M= [+ nNvaw S xuhie <= |« XV ¥ anau 9d0 1
= | = |« Nvigaw [ pHosed 1 = | = |« XVW ] suaT
<] |« Nnviganw 0 piosed 1 = = |« XV ] suaT 1
™™= LA = 09 woggredd 1y ™ = LA = 09 Wog gHwalsuRIg
= | = [« xww ¥S 24314 ™~ | = |« XV ¥ wasurelg
=] = b = 09 woggreha 1 == [« xvw 05 wWog Q+pIOD [eulds
™ | - [ XV #S af3n = | = | & XYW o pi09 [BUIDS

synsay _ |24 _mmmm_ (%) "JoA _ uopipuol | (AD) asoq 3514 18 suebig _ synsay _ |24 _mmm.__ (%) "|oA _ uonjpuod _EE asoq _ 3si4 e suebig

CH00-HIVLH :sqlusned

uaned AN ueped

-
v

S3WNLONHLS LOI13S ] ‘hﬂ?

e

UE|d 13DYVL PUE SUVO . : goe

100



When the dose-volume acceptance criteria for OARs and PTVs were specified,
the plan evaluation process could be launched by clicking on the fourth ‘Plan
Evaluation’ button. Through comparison with the user-defined constraints on a
point-by-point basis, a series of binary decisions were made, each of which was
either pass or fail. The results for each region of interest violating the acceptance
criteria were listed enabling a quick-glance summary, as illustrated in Figure 5.3.
By checking the details, one might conclude if the plan was satisfactory with the
given treatment protocol. To close the GUI window, the rightmost panel ‘Close’

button could be pressed.
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5.1.2 GUI for treatment plan evaluation

As noted before, DVH analysis and isodose distribution review are indispensable
to a comprehensive plan evaluation. The GUI for treatment plan evaluation
allowed easy access of the close-up details for each region of interest that failed
to fulfill the acceptance criteria. By selecting a specific region of interest from
the list box, the related DVH curve along with other useful indicators such as
maximum, mean, minimum doses and standard deviation were calculated and
displayed explicitly (Figure 5.4). The drop-down menu allowed the user to
choose and view a specific CT slice with overdose or underdose regions

highlighted.

103



‘sjods p1od

pue 104 9y} 10J Ssasse Apomb ued yosn o) ‘nuowr umop-doip e woiy uonisod z remonred e Suisooyd Ag oFed uonenreas uerd jusunear) Jo JOYSUAIIS ‘G AINGI

(o) as0Q
05 oF oe 0z u]8 0
_ m _ _ 0
pu
- )
&
=
&
B 13
=
=7
c
o 3
(37
wog'}- = 2 Ao0s : : m
e oo : i i : ook
wolg =z OGS oHRIco euds
Wopg=2 o}
ooz Ueslyeg sy ety eRgEpD
— malARId O} %OlID
000t LL .oomm.cw 00ZL'0 .ccmq.m— 008Z'LS 000 | — XN 0s wag'o+pJod |euds
3s0q "A3Q PIs 3soQq ue|pap i 250 2poy 350 ueap asoQ "XepW 3s0Q "UIW %I0A Juawasinbay (An) asog ainpnas
* o U
<3 <
Sddv —

UB|d 13DYVL 40 SHYVO MaIA Uo0e

104



One of the most prominent features of the CAE system was its dynamic display
of isodose lines allowing arbitrary selection of dose levels of interest. As
demonstrated in Figure 5.5, the user could interactively drag the slider along the
x -axis of the DVH to instantly change the display of isodose line overlaid on
each CT slice. For prompt problem detection and correction, the direct
relationship between the DVH data to the corresponding inhomogeneity regions
on CT slices was shown, providing both flexibility and functionality for in-depth

study of the spatial information of the dose-distribution.
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Figure 5.5. Screenshot demonstrating the interactive display of isodose line overlaid on each CT

slice.

5.1.3 GUI for calculation of plan quality indices

Since the emergence of advanced radiotherapy technologies, the use of CI in the
routine IMRT reporting was introduced in the ICRU Report 62 (1999). Many
quantitative indices have been postulated to assist the evaluation of an IMRT

plan. The GUI for calculation of plan quality indices provided an objective way
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to quantify the plan quality, making direct comparison of IMRT plans possible
(Figure 5.6). In addition to RTOG conformity index (Clrroc), healthy tissues
conformity index (HTCI), conformation number (CN) and target coverage factor,
this study offered a two-dimensional conformity index with dose and distance
incorporated (Clpp) for plan comparison. Slice-by-slice analysis of dose actually

delivered to each PTV for comprehensive plan evaluation was also provided.
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5.2 Performance evaluation of CAE and Clpp systems

Both structural and functional tests were implemented to assess the system
performance. Technical verification results showed that program codes were well
written. As mentioned in Section 4.1.4, thirty IMRT head-and-neck plans
delivered between January 2005 and January 2006 in the Department of Clinical
Oncology from a collaborative hospital were collected for overall system
evaluation. Using conventional manual method, six planners (three with six years
of experience in IMRT planning and three with less than two years of relevant
experience) were asked to evaluate the 30 IMRT plans independently. They were
taught to use the CAE system to ensure consistent treatment plan quality and
unbiased performance evaluation. The specific DVH-based parameters of each
OAR were extracted manually and the violations on each CT slice were marked
out. The plans were then re-evaluated by the same planners aided by the CAE
system. After importing each IMRT plan into the CAE system, automatic DVH
analysis was performed. The sizes and locations of underdose and overdose

regions were automatically determined and highlighted allowing easy detection.

5.2.1 Comparison between CAE-computed and manually extracted results

The CAE-computed DVH results were evaluated for 30 IMRT plans by
comparison with manually extracted DVH data from treatment planning system.
Discrepancy between DVH data extracted by manual and CAE methods was
small, producing the NRMSD values of less than 0.05% for all OARs. The five
OARs with relatively higher NRMSD values were brainstem, left and right
lenses, optic chiasm and spinal cord (Table 5.1). Such small NRMSD values for
all OARS indicated that CAE system did an equally good job as manual method.

Detailed NRMSD results for all OARs were shown in Appendix 1.
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Table 5.1. NRMSD values for five organs at risk measuring the differences between DVH data

extracted by manual and CAE methods.

brainstem Left Lens Right Lens optic chiasm spinal cord
Plan Manual CAE Manual CAE Manual CAE Manual CAE Manual CAE
1 5231 52.30 231 2.29 5.68 5.69 50.58 50.59 40.85 40.82
2 50.82 50.84 3.86 3.88 458 4.57 52.48 52.47 43.79 43.76
3 53.70 53.69 485 4.87 5.85 5.87 51.74 51.75 41.87 41.89
4 50.13 50.13 3.00 298 5.14 5.13 50.50 50.46 44.80 44.77
5 52.10 52.08 0.95 0.94 2.07 2.05 53.69 53.68 43.22 43.20
6 52.94 52.92 233 232 1.14 1.13 52.66 52.65 40.91 40.90
7 51.21 51.21 2.00 1.98 3.69 3.66 51.03 51.00 41.91 41.89
8 51.64 51.61 1.84 1.84 4.11 4.11 50.93 50.92 40.01 39.97
9 52.63 52.61 473 4.69 5.14 5.09 52.45 52.43 41.19 41.18
10 53.56 53.54 4.15 4.14 4.60 4.57 50.41 50.41 41.17 41.16
11 51.46 51.43 5.06 5.04 431 4.28 51.82 51.77 39.15 39.14
12 51.99 51.98 0.57 0.57 5.55 5.50 51.53 51.50 38.21 38.18
13 50.76 50.75 473 472 4.29 4.27 52.82 52.80 43.93 43.92
14 53.13 53.11 5.10 5.07 1.51 1.50 5291 52.86 43.23 43.20
15 52.01 51.97 2.03 2.02 395 3.94 51.31 51.26 41.84 41.81
16 53.47 53.46 2.28 227 5.72 5.71 52.90 52.86 44.08 44.04
17 5297 52.94 0.89 0.89 2.68 2.67 53.41 53.40 40.03 40.02
18 52.83 52.83 4.46 442 1.58 1.57 50.29 50.26 40.03 40.01
19 53.64 53.64 5.01 497 1.13 1.12 51.77 51.73 41.03 41.00
20 50.09 50.09 1.48 1.47 5.72 5.71 50.27 50.24 41.30 41.27
21 5234 52.29 2.29 2.27 3.29 3.27 53.42 53.38 39.33 39.30
22 51.16 51.14 0.71 0.70 1.84 1.83 52.58 52.58 42.87 42.85
23 52.46 52.45 497 493 1.43 1.42 52.86 52.81 42.70 42.69
24 50.06 50.02 3.48 3.47 1.96 1.95 52.68 52.64 39.79 39.79
25 5191 51.90 5.00 4.96 2.03 2.03 52.84 52.82 39.30 39.27
26 53.47 53.45 5.77 5.72 3.27 3.25 53.61 53.58 41.55 41.51
27 50.12 50.08 5.79 5.78 3.69 3.66 51.09 51.07 40.98 40.98
28 52.83 52.79 2.79 277 261 2.59 52.32 52.29 43.20 43.20
29 50.15 50.10 334 333 5.40 5.35 53.39 53.38 41.96 41.93
30 51.09 51.08 391 3.90 3.44 3.43 52.08 52.05 42.20 42.20
NRMSD
0.016 0.010 0.011 0.026 0.009
(%)
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To evaluate the respective effect of spot size on region detection, Figure 5.7
provides a quantitative comparison of the performance of the CAE system
against that of experienced and inexperienced planners on 30 IMRT plans. In the
unassisted sessions, the experienced and inexperienced planners successfully
identified 45.92% and 29.08% of total number of regions that failed to meet the
acceptance criteria, respectively. Of these 30 IMRT plans, 92.57% of the regions
violating the criteria were small-size spots with less than 100mm® in volume. No
matter how experienced the planners were, tiny spots situated in the periphery of
PTVs were more likely to be missed during manual plan evaluation. With the aid
of the CAE system, the per-region detection performance for small-size spots
was greatly improved by 2.36-fold and 3.99-fold for experienced and

inexperienced planners, respectively.
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Figure 5.7. Quantitative comparison of the per-region detection performance of the CAE system

between experienced and inexperienced planners.

5.2.2 Evaluation of Clpp

Another thirty IMRT test plans were generated to quantify the benefits of the
Clpp scoring system. Three CT image data sets of nasopharyngeal carcinoma
cases with slice thickness of 3mm were collected. Multiple PTVs were specified
in nasopharyngeal (NP) and nodal regions, each with three different dose levels,
namely PTVyp60, PTVipss, PTVig70, PTVieo, PT Vi and PT V70, respectively. For
each of the three data set, 10 IMRT plans using simultaneously integrated boost

were created by steadily decreasing the strictness of dose volume constraints for
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PTV coverage (please refer to Section 4.2.6 for further details). In doing so,

continuous plan degradation was expected offering worsen target coverage.

The use of Clpp consisting of four discrete factors allowed planners to assess the
dose distribution in greater depth. Coverage of multiple PTVs by various levels
of prescribed dose was analyzed separately. Each factor was bounded by 0 and 1,
greater value indicated superior plan. Figure 5.8 summarizes the results of
different factors among the 10 plans of the first NPC patient. All factors
suggested that plan 1 was the most superior in terms of target coverage. The first
8 plans provided nearly perfect GTV coverage without GTV underdosage. For
plan 9 and plan 10, there was a drop in both GTV coverage and GTV
underdosage factors, but the decrease was more pronounced in GTV coverage
factor. Among the 10 IMRT plans, the (PTV minus GTV) coverage factor never
reached unity suggesting that part of the target outside GTV always received less
than the prescribed dose. The values of (PTV minus GTV) coverage factor
declined gradually from 0.9 to 0.85 for the first five plans and then fell rapidly
down to 0.4 for plan 10. On the other hand, the change in (PTV minus GTV)
underdose and distance factor was gradual and subtle initially, but became

obvious for the last 5 plans.
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Figure 5.8. Graph showing the variation of different factors among 10 IMRT plans for the first

NPC patient.

For the second NPC patient, the curve for GTV underdose factor stayed flat at 0.94
level among 10 IMRT plans (Figure 5.9). The GTV coverage factor remained
high around 0.99 for the first 4 plans, then declined steadily to 0.58 in plan 8 but
increased again to 0.64 in plan 10. The (PTV minus GTV) underdose and distance
factor showed a gradual downward trend. On the other hand, there was a rapid
decline in the (PTV minus GTV) coverage factor from plan 1 to plan 8 but picking

up slightly for the last 2 plans.
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Figure 5.9. Graph showing the variation of different factors among 10 IMRT plans for the second

NPC patient.

Figure 5.10 shows the variation of different factors among the 10 plans for the
third NPC patient. The GTV underdose factor plateaued at a value close to 0.99
for the first 5 plans then dropped steadily to 0.67 for plan 10. In contrast, the
(PTV minus GTV) underdose and distance factor showed a continuous gradual
decrease among 10 plans. Both GTV coverage factor and (PTV minus GTV)
coverage factor had similar decreasing trends but the drop was less marked for

the latter.

As mentioned in Section 4.2.6, plans with increasing degree of degradation were
generated for each NPC patient to assess the Clpp scoring system including 4
discrete factors. For each factor, lower scores indicate worse plan quality. In line

with expectations, the results for all three patients showed a general decreasing
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trend from plan 1 to plan 10. By taking the spatial dose information into account,
the target coverage for each subregion of PTV could be assessed separately. The
results for all three NPC patients demonstrated that these 4 discrete factors could
provide accurate rankings of plan quality by examining the relative importance

of each cold spot within the PTVs.
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Figure 5.10. Graph showing the variation of different factors among 10 IMRT plans for the third

NPC patient.

5.2.3 Comparison among Clpp scores

To consolidate all four distinct factors into one Clpp score, Euclidean distance
was applied to describe the overall plan quality. In contrast to other conventional
indices, lower Clpp scores indicate better target coverage. The Clpp score trends
for three NPC patients were illustrated in Figure 5.11. For the first patient, the

Clpp scores climbed slowly from 0.1 to 0.15 for the first 5 plans, then soared to
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1.02 for plan 10. Nearly sevenfold increase was observed from plan 5 to plan 10.
For the second patient, the Clpp scores went up gradually from plan 1 to plan 7
but levelled off for the last 3 plans. In contrast, the Clpp scores for the third
patient rose more steadily from 0.23 for plan 1 to 1.06 for plan 10. On the whole,
the Clpp scores increased accordingly with increasing plan number for all three
NPC patients. Coherent with expectations, plan 1 was the most superior in terms
of target coverage as evidenced by the lowest Clpp score among 10 IMRT plans

tor each NPC patient.

Third patient

Second patient

0.6

Clop

0.4

First patient

0.2

0 | | | | | | 1 Il
1 2 3 4 5 plan 6 7 8 9 10

number

Figure 5.11. Graph showing the trend of Clpp scores among 10 IMRT plans for three NPC

patients.

5.2.4 Comparison with various conformity indices

With the use of CAE system, several conformity indices namely Clgroc, HTCIL,
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CN, target coverage factor and Clpp were calculated for each plan. The
coefficient of variance was computed for each index to compare their plan
quality discerning power. Table 5.2 summarizes the scores of all indices and their
coefficients of variance for the first NPC patient. For Clpp, lower values indicate
better plans while for the rest, higher values indicate better plans. The best plan
suggested by Clrrog, target coverage factor and Clpp was plan 1. Still, plan 3
and plan 4 had the highest scores of CN. Plan 10 was the most superior when
ranking based on HTCI alone but the worst according to Clpp index as well as
others. Referring to Figure 5.8 again, plan 9 and plan 10 with undesirable grade 1
geographic miss were clearly clinically unacceptable. For the first NPC patient,
the coefficients of variance of Clgrog, HTCI, CN, target coverage factor and
Clpp were 31.73%, 7.65%, 15.23%, 10.88% and 87.57%, respectively which

indicated that the Clpp index had the greater plan quality discerning power.

Table 5.2. Summary of various indices and coefficients of variance for the first NPC patient.

Plan no. Clgrrog HTCI CN Target coverage factor Clpp
1 1.37 0.77 0.71 1.00 0.1
2 1.32 0.78 0.71 0.99 0.13
3 1.27 0.80 0.72 0.99 0.13
4 1.25 0.80 0.72 0.99 0.14
5 1.23 0.80 0.71 0.98 0.15
6 1.07 0.86 0.69 0.94 0.26
7 0.99 0.88 0.65 0.89 0.35
8 0.91 0.90 0.60 0.84 0.44
9 0.64 0.93 0.54 0.79 0.48
10 0.35 0.94 0.42 0.72 1.02

1.04 0.85 0.65 0.91 0.33
0.33 0.07 0.10 0.10 0.29
CV 31.73% 7.65% 15.23% 10.88% 87.57%

p =mean, ¢ = standard deviation, CV = coefficient of variance

118



Scores of various indices and relevant coefficients of variance for the second and
third patients were listed in Table 5.3 and Table 5.4. The coefficients of variance
of Clrrog, HTCI, CN, target coverage factor and Clpp for the second NPC
patient were 38.4%, 8.7%, 14.57%, 14% and 46.09%, respectively (Table 5.3).
While for the third NPC patient, the coefficients of variance of Clgrog, HTCI,
CN, target coverage factor and Clpp were 34.48%, 5.15%, 17.28%, 8.87% and
44.39% respectively (Table 5.4). Both sets of data showed that analysis of
different indices could lead to different conclusions, indicating that special
caution was required when evaluating treatment plans based on one specific
index. Compared with other commonly used indices, the Clpp always resulted in
the largest coefficient of variance for all three NPC patients. It implied that Clpp

scoring system had the greatest power to rank rival IMRT plans.

Table 5.3. Summary of various indices and coefficients of variance for the second NPC patient.

Plan no. Clgrrog HTCI CN Target coverage factor Clpp
1 1.33 0.74 0.65 1.00 0.15
2 1.30 0.81 0.66 0.96 0.30
3 1.26 0.86 0.69 0.94 0.38
4 1.23 0.90 0.71 0.90 0.49
5 1.12 0.94 0.72 0.83 0.63
6 0.96 0.93 0.69 0.83 0.65
7 0.82 0.86 0.58 0.74 0.81
8 0.73 0.97 0.54 0.70 0.94
9 0.39 0.97 0.52 0.70 0.94
10 0.36 0.97 0.46 0.70 0.94

0.95 0.91 0.62 0.83 0.62
0.36 0.08 0.09 0.12 0.29
CV 38.40% 8.70% 14.57% 14.00% 46.09%

K = mean, ¢ = standard deviation, CV = coefficient of variance
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Table 5.4. Summary of various indices and coefficients of variance for the third NPC patient.

Plan no. Clgrroc HTCI CN Target coverage factor Clpp
1 1.31 0.71 0.65 0.99 0.23
2 1.30 0.79 0.68 0.98 0.26
3 1.24 0.85 0.71 0.94 0.42
4 1.19 0.82 0.72 0.90 0.56
5 1.15 0.81 0.72 0.84 0.70
6 0.93 0.81 0.68 0.83 0.77
7 0.82 0.80 0.54 0.82 0.86
8 0.54 0.83 0.52 0.80 0.94
9 0.42 0.85 0.49 0.80 1.01
10 0.36 0.85 0.44 0.79 1.06

0.95 0.81 0.62 0.87 0.62
c 0.33 0.04 0.11 0.08 0.30
CV 34.48% 5.15% 17.28% 8.87% 44.39%

p =mean, ¢ = standard deviation, CV = coefficient of variance

5.2.5 Comparison with TCP and NTCP

The evaluation results were further validated by the calculation using equivalent
uniform dose (EUD), EUD-based TCP and NTCP. All three NPC patients
followed similar patterns from plan 1 to plan 10, as illustrated in Table 5.5 to
Table 5.10. Some conclusions could be drawn from the data. First of all, the
EUDs of all PTVs suggested that plan 1 was the most superior in terms of target
coverage. The TCP values among 10 IMRT plans had a slight downward trend
from plan 1 to plan 10. In contrast, the minimum EUDs of OARs were mostly
found in plan 10, with the lowest NTCP. Nevertheless, the EUDs of all PTVs in
plan 10 were much smaller as a result of large cold spots. As a whole, the results
were in line with that of the Clpp scores. For Clpp, lower values indicate better

plans.
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Table 5.5. Summary of EUDs for the PTVs and TCPs of the 10 IMRT plans for the first NPC

patient using units of gray (Gy).

EUD (in Gy) TCP
Plan no. Clpp
PTV.n PTVum  PTVa,e PTVis PTVae PTV,, (PTVW)

1 7158 7197 6894 6898 6595 6448  8877% 0.10
2 7116 71.83 68.64 68.95 65.83 6427  8823% 0.13
3 71.25 71.75 68.64 6888 6578 6403  8825% 0.13
4 7102 7157 6863 6884 6576  63.94  87.83% 0.14
5 7079 7140 6863 6880 6573 63.85  87.42% 0.15
6 6944 7143 68.07 6796 6447 6091  8582% 0.26
7 6987  71.33 67.50 66.75 63.50 5886 8625% 0.35
8 7030 7122 66.94 6554  62.54 5680  86.68% 0.44
9 69.41 70.33 66.77 6528 6243 5679 84.58% 0.48
10 68.93 69.82  66.36 6490 6224 5671  8329% 1.02
mn 7038 7126 67.87 6747 6439 6106  86.71% 033
c 0.92 0.68 0.90 1.68 1.56 345 0.02% 0.29

K = mean, ¢ = standard deviation
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Table 5.7. Summary of EUDs for the PTVs and TCPs of the 10 IMRT plans for the second NPC

patient using units of gray (Gy).

EUD (in Gy) TCP
Plan no. Clpp
PTV.n PTVum  PTVa,e PTVis PTVae PTV,, (PTVW)

1 7398 7398  69.75 6939 6800  67.03  9225% 0.15
2 7275 7324 68.54 67.65 6608 6486  90.85% 0.30
3 7177 7224 6770 6687 6526 6405  89.21% 0.38
4 7107 7146 6691 6612 6446 6323  87.78% 0.49
5 7006 70.53 66.04 65.35 6377 6265  85.65% 0.63
6 7008 7024 6595 6527 6362 6242  8533% 0.65
7 69.48  69.95 64.95 6404 6285 61.63  84.22% 0.81
8 69.13 69.57  64.55 63.85 62.43 6121  8326% 0.94
9 69.21 69.56  64.41 63.54 6232  61.05  83.34% 0.94
10 6928  69.55 64.26 6314 6221 60.90  83.43% 0.94
mn 7068  71.03 66.31 6560 6410 6290  86.53% 0.62
c 1.67 1.62 1.89 1.92 1.89 1.96 3.30% 0.29

K = mean, ¢ = standard deviation
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Table 5.9. Summary of EUDs for the PTVs and TCPs of the 10 IMRT plans for the third NPC

patient using units of gray (Gy).

EUD (in Gy) TCP
Plan no. Clpp
PTV.n PTVum  PTVa,e PTVis PTVae PTV,, (PTVW)

1 7214 7223 68.14 69.02  66.05 6629  89.53% 0.23
2 7131 7162 6747 6842 6514 6548  88.19% 0.26
3 7031 7130 66.72 6778 6433 6471 86.78% 0.42
4 7006 7027 66.68 6772 6417 6438  8535% 0.56
5 69.86  69.03 66.22 6714 6386 6410  83.48% 0.70
6 7010 6849  66.00 66.83 63.51 63.63  82.99% 0.77
7 6997 6849 6593 66.69  63.53 6347  82.83% 0.86
8 69.09  68.83 65.77 66.68 6323 6343  82.17% 0.94
9 69.69  68.51 65.61 66.45 6326  63.15  82.50% 1.01
10 69.80  67.94 6549 6639 6309 6295  81.74% 1.06
mn 7027 69.67  66.40 6731 6402 6416  84.56% 0.62
c 0.87 1.55 0.86 0.89 0.95 1.08 2.75% 0.30

K = mean, ¢ = standard deviation
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5.2.6 Impact of use of CAE and Clpp on plan evaluation time

Mixed-design analysis of variance (ANOVA) was adopted to analyze the effect
of use of CAE system and level of experience of planners on IMRT plan
evaluation time. Results found that interaction was present between the
evaluation time and level of experience of planners ( p <0.005) as illustrated in
Figure 5.12 where the lines were not parallel. With the aid of the CAE system,
the average evaluation time was reduced from 800.1s to 423.7s, regardless of the
level of experience. The mean evaluation time for inexperienced planners
significantly decreased from 968.27s to 470.23s with and without the use of CAE
system, respectively. Meanwhile, the CAE system could help experienced
planners reduce the evaluation time from 631.92s to 377.17s. The use of CAE
system had statistically greater impact on evaluation time for inexperienced

planners.
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Figure 5.12. Interaction plot of the impact of use of CAE system and level of experience on

evaluation time.
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To summarize, the CAE and Clpp systems were successfully designed,
implemented and evaluated. Three GUI were specifically designed to support the
IMRT plan evaluation and decision making process. The planners could set up
the plan acceptance criteria according to individual needs and preferences. The
CAE-extracted DVH data agreed closely with those obtained manually, resulting

in NRMSD of less than 0.05% for all OARs.

For all three NPC patients, there was a fairly good agreement between the Clpp
and EUD-based TCP values. Higher Clpp scores were associated with lower
TCP values. Plan 1 for each patient with the most superior target coverage
yielded the highest TCP and the lowest Clpp. Whereas severe target underdose
was observed for each plan 10, giving the lowest TCP and hence the highest
Clpp. The impact of using the CAE system on IMRT plan evaluation time was
significant. Regardless of the level of experience, a 1.88-fold time reduction was

achieved with the use of CAE system.
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Chapter 6 Discussion and Conclusion

The use of CAE system along with the Clpp would have a profound impact on
maintaining consistent IMRT plan quality and reducing evaluation time for both
inexperienced and experienced planners. The Clpp scoring system also yielded
promising results which were in line with the EUD values. The practical
implications of these findings, potential benefits and ethical issues will be

considered.

6.1 Development and evaluation of the CAE system

The comprehensive evaluation of an IMRT plan requires an in-depth analysis of
DVHs, detailed review of isodose distribution and careful examination of various
physical and biological indices. Owing to erroneous perception, time constraints,
oversight, inexperience or fatigue, planner might overlook small-size hot and
cold spots during slice-by-slice isodose review and neglect some important DVH
statistics. Therefore, quantitative and effective quality control of the IMRT plan

development process is of great importance.

In this study, the CAE system with Clpp was successfully developed allowing
automation of the plan evaluation process done in a precise and efficient manner.
Unlike Pyakuryal’s design (2010), the CAE system was not limited to the
comparison of DVH data. This CAE system interactively guided planners
through the plan evaluation process. To streamline the IMRT planning workflow,
the functions provided by the CAE system were reasonably broad allowing (1)
input of DICOM CT images and DICOM-RT objects from any treatment

planning system, (2) entry of customized plan acceptance criteria, (3) generation
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of evaluation results, (4) side-by-side display of DVHs and specific CT images
with hot and cold spots and (5) quantitative analysis of plans based on both
physical and biological indices. In line with Zhao’s software (2010), this CAE
system also incorporated spatial information into the plan evaluation process. To
go one step further, a single Clpp index was assigned to make plan comparison

more direct and objective.

As a knowledge-based decision support tool, the impact of using
treatment-plan-surface models in rival IMRT plan comparison was also studied
(Zhang et al., 2010). This concept was extended by Zhu et al. (2011) who
established an adaptive IMRT plan quality evaluation system tool to provide the
best estimate of critical organ sparing. By comparing the geometric
configurations, similar past cases were best used to teach planners about realistic
decision-making. However, these machine learning tools did not provide any
index which could be objectively computed and compared. This study was
intended to fill these gaps by constructing an automatic IMRT plan evaluation
system with Clpp scores to aid planners in selecting an optimal IMRT plan with

adequate target coverage.

Since DVH statistics could provide key information for plan evaluation, careful
evaluation of the accuracy of DVH computation was essential (Henriquez et al.,
2008 and Gossman et al., 2010). The report of Task Group 53 of the American
Association of Physicists in Medicine (AAPM) also recommended the DVH
accuracy tests for the quality assurance of treatment planning systems.
Resolution of the dose and delineation grids used was the major factor that

contributes to the accuracy of the DVH calculation (Ebert et al., 2010). In this

130



study, the CAE-computed DVH data was compared against the manually
extracted data from the treatment planning system for 30 IMRT plans. The results
were in excellent agreement with less than 0.05% discrepancy. The CAE system
performance was comparable to that of the histogram analysis program
developed by Pyakuryal et al. (2010) and conformed to the AAPM Task Group

53 accuracy recommendations.

Both computer-aided detection (CAD) and decision support systems were
designed to improve the accuracy and consistency of physicians’ interpretation
and decision by providing a computerized second opinion (Brenner et al., 2006).
Similarly, the CAE system could bring obvious benefits by alerting the planners
to potential areas of concern. However, it is important to be cautious about the
hidden pitfalls of medical malpractice situations. The CAE system was not
intended to replace the planners and oncologists who should make the final
fine-tuned decisions. Over-reliance on automation could have drastic
consequences leading oncologists to be less vigilant and thorough in their IMRT
plan evaluation processes. No doubt, education and training of planners and

oncologists played a crucial role for success in the use of CAE system.

This study suggested that the CAE system could boost the performance of even
an experienced planner in evaluating an IMRT plan, having the greatest impact
on identification of small-size cold spots. The average plan evaluation times for
experienced planner without and with CAE system were 631.92s and 377.17s,
respectively. It was observed that the novice planner could not stay vigilant when
they were not assisted. As a training tool, the CAE system could direct their

attention to the regions of greater risk and reduce their average evaluation times
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from 968.27s to 470.23s. Regardless of the level of experience, the CAE system
could shorten the evaluation time by 1.88-fold, demonstrating the practical value
of the system. Yet, the actual evaluation time could vary substantially for each
case, depending on the number of CT images containing violation and the level

of experience of planners.

Previous CAD research defined expert opinions as gold standard for evaluating
the performance of a CAD system. However, experts could make mistakes in
judgement and reach their limits of visual perception (Papamichail and French,
2005). It was noteworthy that detection of each near-miss spot could be
life-saving. As a part of the plan review process, the CAE system could serve as
an effective evaluation tool for uncovering the near misses at an earlier stage in

the planning process and speeding production of quality plans.

6.2 Design and evaluation of the Clpp scoring system

Another objective of this study was to design and evaluate a new Clpp scoring
system for evaluation of cold spots in targets. To incorporate patient-specific
spatial dose information, the Clpp scoring system is a geometry-based physical

index enabling customized plan evaluation.

It was widely accepted that GTV was likely to have higher malignant cell density
than the remainder of the PTV (Tomé et al., 2002). Since the locoregional failure
rate was significantly related to the minimum dose in the GTV, the assumption of
equal merit for different subregions inside PTV was inadequate (Ng et al., 2011).

Cold spots should be at the periphery of PTV, as far from the GTV as possible.
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Different distribution of underdosed volumes could lead to different tumor
control probability outcomes. Whenever underdosage is present, it is important to

know the magnitude, location and volume of the low dose regions.

By taking the spatial information into account, the relative importance of each
cold spot within the subregions of the PTVs could be examined using the Clpp
scoring system including 4 discrete factors. Typically each factor equals to unity
for an 1deal plan, whereas the deviation from unity refers to underdose treatments
in the corresponding region. In contrast, there is an inverse relationship between
Clpp score and plan quality. The smaller the value of Clpp, the better is the
overall target coverage. As a result, a plan with cold spots centrally located
within the PTV should result in higher Clpp score than the other with more

acceptable cold spots on the periphery of the PTV further away from the GTV.

As discussed in Chapter 2, conformity index firstly proposed by the Radiation
Therapy Oncology Group in 1993 (Clrrog) was defined as the ratio of the
prescription volume to the target volume. The RTOG defined three categories of
conformity index protocol compliance. An index between 1 and 2 is considered a
treatment plan of acceptable dose conformity. Plans with a conformity index
value between 2.0 and 2.5 or between 0.9 and 1.0 are classified as having minor
deviations. An index less than 0.9 or more than 2.5 is considered to be a major
violation. Figure 6.1 shows the trend of different conformity indices among 10
IMRT plans for the first NPC patient. This typical example could clearly
demonstrate the weaknesses of each existing index. Plan numbers for each NPC
patient are represented on the horizontal axis while the vertical axis shows the

index value for each plan. As shown in Figure 6.1, the first 7 plans met the
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RTOG guidelines with index between 1 and 2 while plans 8 to 10 were classified
as having major violations with Clrroc values less than 0.9. By ignoring the
degree of overlap between the prescription volume and target volume, false
perfect score of Clrroc could be attained in the extreme cases of nonconcordance
of target and treated volume. Planners may unwittingly accept and approve these

plans.

RTOG conformity index

Factor

Plan number

Figure 6.1. Graph showing the trend of different physical indices among 10 IMRT plans for the

first NPC patient.

As an indirect measure of the irradiation of normal tissues, healthy tissues
conformity index proposed by Lomax and Scheib (HTCI) was defined as the
ratio of target volume covered by the reference dose to the total reference isodose

volume. Higher HTCI corresponds to better normal tissue sparing. By definition,
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HTCI of less than 0.6 is objectively considered to be non-conformal. As
illustrated in Figure 6.1, applying the HTCI alone could lead to the conclusion
that plan 10 was the most superior. However, clinical judgment showed the
opposite. In this case, the HTCI values of larger than 0.7 were typically
attainable for all IMRT plans. Major drawbacks of HTCI are that it takes into
account exclusively the irradiation of healthy tissues and does not address the
issue of target dose conformity. Obviously, an oversimplification could be made

when ranking solely based on the HTCL

Conformation number (CN) postulated by Van’t Riet (1997) allowed quantitative
evaluation of the tradeoffs between target coverage and critical organ sparing. As
either the target underdosage or normal tissue overdosage occurs, the CN value
decreases to avoid false positive results. However, no acceptable limit for CN
was defined. For the first NPC patient, the CN values were relatively constant for
the first 5 plans (Figure 6.1). The shortcoming of this index was that multiple
plans with vastly differing clinical outcomes could give the same CN value. Like
the CN, deviation from unity could be attributed to either insufficient target

coverage or inadequate organ sparing.

Target coverage factor by Leung et al. (2007) evaluated the compliance with
treatment protocol by taking all PTV check point doses into account. With a
similar pattern to the CN, comparatively subtle variation in target coverage factor
was observed among the 10 IMRT plans (Figure 6.1). It is obvious that the target
coverage factor fails to account properly for the relative position of cold spots

with respect to the GTV. In other words, large target coverage factor is no
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guarantee for a good plan. Clearly, vigilance is required when evaluating

treatment plans based on one specific index.

The ICRU Report 50 (1993) recommended a range of —5% and +7% of the
prescribed dose for target dose homogeneity. However, it is widely recognized
that this 1s a difficult goal to achieve in complex IMRT dose distribution. At
present, there are some variations in IMRT dose prescription and reporting. It is
more common to use either 95% or 98% coverage of the PTV for stating
prescription dose, permitting as much as 5% of the PTV to be underdosed. The
danger of cold spots could be avoided if the minimum dose delivered to the
target is also stated as part of the prescription. It is an accepted norm that all of
the target volume must lie within the 95% isodose line whenever the PTVs does
not encroach upon the sensitive critical organs. Furthermore, Tomé and Fowler
(2002) proposed the employment of EUD constraint to avoid the deep cold spots
in target DVH. Later, the concept of tail EUD was introduced as an indicator of
target cold spots (Bortfeld et al., 2008). It is hoped that introduction of the Clpp
scoring system into routine plan evaluation and reporting processes could

continue the efforts of keeping an eye on undesirable deep cold spots.

Feuvret et al. (2006) emphasized that a single index may not be a good indicator
as it might lead to omission of essential information. Both target coverage factor
and EUD of PTVs were criticized for their insensitivity to the spatial location of
the cold spots. Their averaging effect could lead to an underestimation of the risk
of locoregional tumor relapse due to GTV underdosage. In this study, the Clpp
scoring system containing 4 discrete factors was specially designed to address

these issues. By taking the spatial dose distribution into account, the relative
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importance of each cold spot within the PTVs could be distinguished using 4
discrete factors. The Clpp scoring system could provide more comprehensive
information on overall target coverage, thereby reducing the risks of reaching
false conclusions. With the greatest coefficient of variance in comparison with
other existing indices, the Clpp scoring system could improve the plan quality
discerning power and help planners select a plan with a preferable spatial dose

distribution.

All in all, the use of physical and radiobiological indices is only indicative
figures. It is important to emphasize that clinical judgment and experience
remain fundamental in making a final decision for the best interest of the patient.
The ClIpp scoring system was successfully developed to incorporate
patient-specific spatial dose information and provide a geometry-based physical
index for plan evaluation. Apart from the dose penalty factor, a distance based
exponential function was employed to vary the penalty weight associated with
the location of cold spots within the PTVs. It is expected that the plan quality and

consistency could be guaranteed by the use of the Clpp scoring system.

6.3 Limitations of the study

There are five noteworthy limitations of this study. Firstly, the Clpp scoring
system was only evaluated based on the dosimetric data but not on the clinical
outcomes such as follow-up data. It is worth doing further research by exploring

the correlation between the Clpp scoring system and the treatment outcome.

Secondly, Gaussian function was applied to penalize the underdose regions

137



similar to that described in Miften’s study (2004). Nevertheless, empirical
evidence in this regard was rather scanty. Further radiobiological research is

expected to provide a closer look at the effect of cold spots on tumor control.

Thirdly, equal weights were assigned to four discrete factors namely GTV
coverage factor, GTV underdose factor, PTV minus GTV coverage factor and
PTV minus GTV underdose and distance factor. It was assumed that equal factor
has relatively equal clinical importance. However, the differential weighting

effect should also be examined in order to have a complete picture.

Fourthly, the Clpp scoring system might not be the best representation of the plan
quality since it did not account for the biological impact of the dose deficit.
Although the tumor cell and radiobiology parameters carry large uncertainties,
they could provide an additional guideline for selection of plan and estimation of

therapeutic outcomes.

Lastly, the sample size was relatively small in this study. As a result, the samples
might not be a good representation of the larger population making it harder to
draw an unbiased conclusion. Future work should increase the sample size and,

consequently, increase the statistical power.

6.4 Recommendations and future research

In the internet era, mobile telemedicine systems flourish. The growth and
development of information technology in medical imaging and informatics has

led to wide application of an electronic patient record system. Utilizing the
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electronic patient record as a web-based platform, this CAE system can be a tool
integrated to the electronic patient record to allow automatic IMRT plan

evaluation in any web browser.

Based on the follow-up data on patients receiving IMRT, cases with early local
relapse could be selected in future study. Large-scale correlation analysis
between outcome of radiotherapy and the Clpp scores could be done for these
patients. The acceptable range of Clpp values for routine clinical practice would

be determined in future studies.

Further refinements of the Clpp model are necessary. Firstly, it would be better to
reverse the Clpp model so that a better plan could yield higher score. For
example, Clpp could be calculated as the mean of four discrete factors. Secondly,
differential weights should be assigned to each discrete factor according to their
clinical importance. For example, higher weighting factor for GTV coverage

factor and GTV underdose factor could be applied in the Clpp calculation.

Recognizing the importance of subjective quality assessment, user satisfaction
survey should be conducted amongst oncologists, physicists and dosimetrists in

the future study offering extensive feedback for future program improvement.

As a further refinement of the CAE system, a graphical presentation
summarizing the degree of sparing of organs at risk (OARs) and Clpp score
could be included for plan evaluation. One major benefit is its ability to
simultaneously compare multiple plans and multiple critical structures, clearly

depicting the tradeoffs between target coverage and OARSs sparing.
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Taking advantage of open architecture, the DICOM-based CAE system with
Clpp could hold promise for a wide range of applications. In order to fully
explore the potentials of the new CAE system, various radiotherapy plans in
other treatment sites using different treatment techniques could be selected for

CAE system evaluation.

After accumulating sufficient reliable radiobiological data, robust TCP and
NTCP models are expected to play an increasing role in IMRT planning. To give
more accurate tumor control prediction using the Clpp, the Gaussian function
could be further modified to penalize the effect of cold spot. In the future, it
might be worth designing a hybrid index that could combine the Clpp scoring

system with these biological factors for comprehensive plan evaluation.

6.5 Conclusion

DICOM RT has become the de facto standard storing the information pertaining
to radiotherapy. However, the wealth of data is often underutilized for knowledge
discovery. This study demonstrated the potential applications of DICOM RT
objects in data mining. Taking advantages of open DICOM RT standard, the
CAE system with the Clpp could precisely retrieve relevant data from the
DICOM RT objects and derive valuable information to facilitate automatic
evaluation of IMRT plans for head-and-neck cancer. As a powerful data mining
tool, the CAE system allowed intelligent navigation of harvested data on an
independent platform. With prompt problem detection features, the direct
relationships between the DVH data to the corresponding dose distribution

superimposed on the CT images could be visualized. The CAE system could
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improve the planners’ efficiency and accuracy in evaluating an IMRT plan and

identifying all underdose and overdose regions on each CT slice.

Supporting DICOM standard enabled seamless interoperability, greater
flexibility and easy integration in workflow environment. The DICOM-based
CAE system with Clpp offered a vendor-neutral platform for retrieval and
evaluation of all IMRT plans. Since IMRT plan evaluation process is particularly
challenging, tireless attention to every single detail is required. As an extension
of existing quality assurance programs, the use of CAE system with Clpp could
provide an effective means of benchmarking performance, reducing treatment

plan variability and advancing the quality of current IMRT planning.

Recognizing the lack of individualized target conformity index in routine IMRT
reporting, the Clpp scoring system that considered spatial importance of each
voxel within the PTV was uniquely designed and integrated into the CAE system.
By taking individual target volume and shape variability into account, the spatial
information related to the locations of cold spot within the PTV was incorporated
into the CIpp model. The Clpp scoring system was capable of ranking treatment
plans with similar DVHs but different distribution of underdosed regions.
Compared with other existing quantitative indices, the tailor-made Clpp scoring
system resulted in the largest coefficient of variance, suggesting that its power to
differentiate rival plans was the greatest. By considering both the extent and
location of dose inhomogeneity on an individual patient basis, the CAE system

with Clpp made personalized medicine a reality.

As a simple addition to the CAE system, the Clpp could have important
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implications in IMRT plan evaluation. The planners could make a more informed
choice of the optimal plan, allowing evaluation of complex IMRT plans more
efficient. The evaluation time was significantly reduced using the CAE along
with the Clpp for both inexperienced and experienced planners. The CAE system
could serve as a useful teaching tool which helps the novice planners to improve
their plan evaluation skills and efficiency. Proper education and training on the

use of CAE system should have a positive effect on user performance.

In summary, the significance of this thesis are:

1. To demonstrate the feasibility and good applicability of DICOM RT standard
in data mining through the successful development of the DICOM-based
CAE system with Clpp.

2. To eliminate human errors and automate tedious, time-consuming tasks by
developing the CAE system for automatic evaluation of IMRT plans for
head-and- neck cancer.

3. To improve plan quality and consistency of practice by designing a

personalized Clpp scoring system for quantitative comparison of IMRT plans.

With such promising evaluation results, the DICOM-based CAE system along
with the Clpp scoring system could represent a major breakthrough in the routine
IMRT planning workflow by eliminating all tedious manual evaluation steps,
introducing remote plan evaluation and providing better treatment plan
consistency. As an effective quality control measure for evaluation of IMRT
plans, the CAE system with Clpp could be adopted in the evaluation of plans

other than IMRT.
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Appendix

Appendix 1. Detailed normalized root-mean-square deviation (NRMSD) results for all organs at risk.

brainstem Left Lens Right Lens optic chiasm spinal cord

Plan Manual CAE  Manual CAE Manual CAE Manual CAE Manual CAE

1 5231 5230 231 2.29 5.68 5.69 50.58 50.59 40.85 40.82
2 50.82 50.84 3.86 3.88 4.58 4.57 52.48 5247 43.79 43.76
3 53.70 53.69 4.85 4.87 5.85 5.87 51.74 51.75 41.87 41.89
4 50.13 50.13 3.00 2.98 5.14 5.13 50.50 50.46 44.80 44.77
5 52.10 52.08 0.95 0.94 2.07 2.05 53.69 53.68 43.22 43.20
6 52.94 5292 233 232 1.14 1.13 52.66 52.65 40.91 40.90
7 51.21 51.21 2.00 1.98 3.69 3.66 51.03 51.00 41.91 41.89
8 51.64 51.61 1.84 1.84 4.11 4.11 50.93 50.92 40.01 39.97
9 52.63 52.61 4.73 4.69 5.14 5.09 52.45 52.43 41.19 41.18
10 53.56 53.54 4.15 4.14 4.60 4.57 50.41 50.41 41.17 41.16
11 51.46 5143 5.06 5.04 431 4.28 51.82 51.77 39.15 39.14
12 51.99 51.98 0.57 0.57 5.55 5.50 51.53 51.50 38.21 38.18
13 50.76 50.75 4.73 4.72 4.29 4.27 52.82 52.80 43.93 43.92
14 53.13 53.11 5.10 5.07 1.51 1.50 5291 52.86 43.23 43.20
15 52.01 5197 2.03 2.02 3.95 3.94 5131 51.26 41.84 41.81
16 53.47 53.46 2.28 227 5.72 5.71 52.90 52.86 44.08 44.04
17 52.97 52.94 0.89 0.89 2.68 267 53.41 53.40 40.03 40.02
18 52.83 52.83 4.46 4.42 1.58 1.57 50.29 50.26 40.03 40.01
19 53.64 53.64 5.01 497 1.13 1.12 51.77 51.73 41.03 41.00
20 50.09 50.09 1.48 1.47 5.72 5.71 50.27 50.24 41.30 41.27
21 52.34 52.29 2.29 227 3.29 327 53.42 53.38 39.33 39.30
22 51.16 51.14 0.71 0.70 1.84 1.83 5258 5258 42.87 42.85
23 52.46 52.45 497 493 1.43 1.42 52.86 5281 42.70 42.69
24 50.06 50.02 3.48 347 1.96 1.95 52.68 52.64 39.79 39.79
25 51.91 51.90 5.00 4.96 2.03 2.03 52.84 52.82 39.30 39.27
26 53.47 53.45 5.77 5.72 3.27 325 53.61 53.58 41.55 4151
27 50.12 50.08 5.79 5.78 3.69 3.66 51.09 51.07 40.98 40.98
28 52.83 52.79 2.79 277 261 2.59 52.32 52.29 43.20 43.20
29 50.15 50.10 334 333 5.40 5.35 53.39 53.38 41.96 41.93
30 51.09 51.08 391 3.90 3.44 3.43 52.08 52.05 42.20 42.20
NRMSD (%) 0.0164 0.010 0.011 0.0258 0.009
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mandible

left temporal lobe right temporal lobe brainstem+ 0.3cm

Plan Manual CAE Manual CAE Manual CAE Manual CAE
1 62.53 62.55 68.53 68.57 66.47 66.51 57.84 57.84
2 65.77 65.78 62.71 62.72 54.42 54.45 55.30 55.30
3 66.26 66.27 55.84 55.85 57.87 57.88 59.70 59.70
4 60.88 60.89 68.21 68.22 59.13 59.13 55.90 55.90
5 60.04 60.06 60.50 60.51 62.15 62.16 55.94 55.94
6 68.57 68.02 60.76 60.77 63.71 63.75 54.41 54.41
7 69.81 69.84 70.82 70.86 58.42 58.43 57.38 57.37
8 60.86 60.86 63.62 63.66 67.79 67.81 56.11 56.11
9 60.53 60.55 60.79 60.81 70.42 70.42 54.95 54.95
10 59.75 59.77 66.52 66.54 62.61 62.65 56.06 56.06
11 61.02 61.04 56.44 56.47 63.36 63.39 57.23 57.23
12 7038 70.43 57.14 57.18 64.73 64.77 56.10 56.10
13 69.48 69.49 55.48 55.52 69.82 69.87 58.33 58.33
14 70.41 70.45 59.17 59.17 68.03 68.06 59.14 59.14
15 62.54 62.59 69.69 69.70 59.83 59.84 59.31 59.31
16 63.26 63.29 57.70 57.73 51.24 51.28 55.46 55.46
17 62.06 62.08 58.24 58.25 52.19 52.21 59.89 59.88
18 71.30 71.31 54.13 54.14 54.71 54.72 59.55 59.54
19 61.40 61.41 58.10 58.14 63.48 63.51 58.16 58.15
20 58.47 58.51 58.89 58.90 52.31 52.32 57.47 57.47
21 65.22 65.24 53.71 53.71 63.78 63.78 55.77 55.77
22 63.16 63.16 53.18 53.19 66.62 66.66 57.10 57.10
23 60.48 60.53 62.77 62.78 58.26 58.30 57.49 57.49
24 67.05 67.08 66.76 66.81 54.02 54.06 56.41 56.41
25 69.72 69.74 61.49 61.51 66.95 66.96 59.33 59.33
26 71.65 71.66 58.11 58.15 60.17 60.21 58.03 58.03
27 69.32 69.36 54.22 54.23 57.53 57.54 57.77 57.77
28 6538 65.40 63.59 63.61 70.07 70.09 55.73 55.73
29 63.02 63.02 71.62 71.66 60.37 60.40 57.08 57.08
30 7031 70.35 70.22 70.26 60.53 60.58 56.76 56.76

NRMSD (%) 0.006 0.004 0.005 0.000
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right optic nerve+

0.3cm left eye left eye + 0.3cm right eye
Plan Manual CAE Manual CAE Manual CAE  Manual CAE
1 57.04  57.05 50.82 50.82 57.80 57.82 51.89 51.91
2 5724 57.24 50.47 50.47 55.54 55.55 51.80 51.82
3 5597  55.97 51.25 51.27 55.53 55.53 50.63 50.64
4 5539 5540 51.06 51.08 55.33 55.32 53.32 53.34
5 5752 5753 51.05 51.06 54.25 54.27 53.54 53.56
6 57.70 57.71 52.29 5231 54.34 54.35 50.47 50.47
7 59.06 59.07 50.96 50.98 55.32 55.33 53.51 53.51
8 56.18 56.18 50.51 50.53 54.19 54.20 51.09 51.10
9 58.76 58.78 53.51 53.52 56.64 56.64 53.31 53.32
10 55.78 55.80 52.56 52.58 55.13 55.15 51.82 51.82
11 55.16 55.18 50.39 50.41 59.31 59.32 51.70 51.70
12 5884  58.84 53.66 53.67 54.65 54.67 51.47 51.47
13 5922 59.22 52.10 52.10 57.69 57.69 51.60 51.61
14 54.20 54.20 50.38 50.39 58.81 58.82 53.09 53.09
15 55.70 55.71 53.32 53.33 59.23 59.25 50.66 50.67
16 5827  58.29 50.30 50.30 57.85 57.86 51.72 51.73
17 5577  55.78 53.01 53.01 56.93 56.95 53.11 53.11
18 58.95 58.96 53.66 53.66 57.03 57.03 50.56 50.56
19 5892  58.92 51.23 51.23 57.41 57.43 53.00 53.02
20 57.31 57.33 50.24 50.25 56.93 56.94 52.47 52.47
21 59.79  59.79 50.79 50.81 59.33 59.33 53.38 53.40
22 5832 5833 52.90 52.90 54.21 54.23 51.63 51.65
23 5639 5641 51.29 51.29 55.25 55.25 50.12 50.13
24 5852 5853 50.17 50.19 54.03 54.05 50.82 50.82
25 57.95 57.95 51.14 51.16 55.12 55.13 53.16 53.17
26 56.41 56.41 52.93 52.93 58.26 58.26 50.87 50.88
27 58.02  58.04 51.61 51.61 57.80 57.81 50.75 50.75
28 5439 5441 53.01 53.03 5591 55.93 50.99 50.99
29 5489  54.89 51.02 51.03 55.49 55.51 52.32 52.32
30 55.55 55.56 53.54 53.55 58.26 58.27 50.19 50.19
NRMSD (%) 0.003 0.005 0.004 0.004
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right eye + 0.3cm  spinal cord + 0.5cm left parotid right parotid
Plan Manual CAE Manual CAE Manual CAE Manual CAE
1 55.00 55.01 47.58 47.59 34.90 34.90 49.18 49.19
2 54.25 54.25 44.44 44.44 24.60 24.60 36.53 36.53
3 57.40 57.41 42.66 42.67 36.83 36.83 30.02 30.03
4 55.81 55.81 45.44 45.44 49.25 49.28 24.16 24.16
5 56.48 56.49 49.80 49.81 41.29 4131 39.57 39.57
6 56.33 56.34 44.21 4422 26.31 2632 24.76 24.77
7 59.67 59.68 43.46 43.46 40.05 40.05 33.12 33.12
8 55.75 55.77 45.77 45.77 33.91 33.93 39.31 3931
9 58.32 58.34 44.07 44.09 24.32 2434 24.03 24.03
10 55.82 55.83 48.86 48.88 48.83 48.87 2591 2592
11 54.73 54.73 43.30 4331 25.97 2598 48.67 48.70
12 57.40 57.40 44.73 44.73 29.10 29.12 30.31 3031
13 54.26 54.28 48.14 48.16 41.55 41.55 42.10 42.10
14 54.28 54.29 44.56 44.57 39.99 40.02 26.54 26.54
15 59.47 59.47 43.34 43.34 32.09 32.11 36.37 36.39
16 58.37 58.38 45.68 45.68 34.48 34.49 44.19 44.19
17 55.15 55.17 48.09 48.11 44.54 44.54 47.87 47.89
18 57.12 57.14 48.88 48.90 42.89 42.89 39.33 39.34
19 56.64 56.65 49.05 49.06 48.93 48.95 28.63 28.64
20 59.53 59.54 42.13 42.14 30.87 30.88 25.23 25.24
21 59.39 59.39 44.82 44.84 28.25 28.27 25.40 2542
22 54.02 54.03 44.79 4481 39.32 39.35 36.77 36.79
23 55.59 55.61 42.65 42.66 33.09 33.11 44.04 44.06
24 56.56 56.57 48.30 4831 36.54 36.56 38.49 38.52
25 59.59 59.60 49.42 49.43 38.56 38.56 31.87 31.88
26 58.12 58.13 44.97 4498 36.19 36.20 29.94 29.94
27 59.76 59.76 48.93 48.95 30.73 30.73 28.19 28.20
28 56.08 56.08 43.03 43.04 25.38 25.40 47.17 47.20
29 57.65 57.66 47.54 47.54 47.40 47.42 37.36 37.39
30 55.00 55.01 48.28 48.28 31.19 31.21 48.51 48.54
NRMSD (%) 0.002 0.002 0.001 0.001
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left auditory right auditory
structure structure larynx
Plan Manual CAE Manual CAE Manual CAE
1 43.79 43.81 54.51 54.51 51.10 51.12
2 46.74 46.78 47.54 47.56 42.13 42.14
3 46.59 46.60 48.90 48.92 42.86 42.89
4 50.49 50.49 46.23 46.25 49.66 49.66
5 53.48 53.49 48.74 48.74 51.37 51.38
6 45.79 45.82 52.14 52.15 50.21 50.25
7 44.45 44.48 45.03 45.07 47.26 47.27
8 48.07 48.08 41.46 41.46 4234 42.36
9 4552 4552 44.65 44.67 52.90 52.93
10 47.90 4791 42.56 4258 40.66 40.69
11 46.42 46.42 40.88 4091 54.82 54.85
12 46.40 46.40 40.93 40.94 43.45 43.45
13 54.53 54.56 40.37 4038 40.03 40.04
14 51.13 5117 54.15 54.16 45.55 45.56
15 54.19 54.22 47.49 47.50 49.57 49.60
16 40.12 40.15 44.69 44.69 46.58 46.61
17 40.04 40.07 48.20 48.20 42.56 42.57
18 41.13 41.15 47.83 47.83 43.11 43.13
19 45.59 45.60 43.42 43.44 41.73 41.75
20 52.62 52.66 5441 54.45 46.51 46.53
21 46.70 46.74 53.33 53.35 40.78 40.78
22 40.93 40.94 4797 47.99 49.87 49.88
23 5292 52.95 44.20 4421 47.67 47.67
24 48.39 48.43 48.52 48.55 50.86 50.86
25 5111 51.14 4137 4138 42.48 42.49
26 54.35 54.38 49.11 49.11 53.23 53.27
27 54.71 54.75 54.12 54.12 50.95 50.97
28 50.23 50.26 40.39 40.41 44.71 44.74
29 46.38 46.40 54.52 54.52 54.92 54.92
30 42.14 42.15 53.70 53.70 49.97 50.01
NRMSD (%) 0.005 0.002 0.003
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