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ABSTRACT

As modern electric power systems are transforming into smart grids, real-time
wide area monitoring system (WAMS) has become an essential tool for power
system operation and control. Though many WAMS based stability analysis and
control schemes have been proposed in recent years, their practicality is often
limited since important WAMS characteristics such as synchronization accuracy
and signal time delay are often not considered in the design. Now, there is an
urgent and necessary need for a comprehensive, systematic and quantitative
analysis of WAMS characteristics. This thesis not only embarks on the analysis of
WAMS characteristics but also investigates their influence on the power system
stability analysis and control.

Synchronization accuracy and signal time delay are two of the inherent
WAMS characteristics which have to be considered in any WAMS based
real-time applications. The control effectiveness of a well-designed wide-area
controller which performs well in an ideal system could be badly deteriorated
once these two WAMS characteristics are taken into account. In this thesis,
synchronization accuracy and signal time delay are systematically studied and
quantitatively calculated for the first time. Recommendations have been made to
improve the synchronization accuracy and reduce the signal time delay of
synchronized phasors supplied by WAMS.

With the increasing applications of WAMS for on-line stability analysis and
control in smart grids, it is also imperative to quantitatively evaluate the
reliability of WAMS so as to identify the critical components for ensuring the
secure and reliable operation of a smart grid. This thesis proposes a
comprehensive reliability evaluation scheme for WAMS and its components
based on Monte Carlo fault tree (MCFT) analysis. WAMS is a complex system

consisting of many component devices and special communication networks
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which can be divided to five functional sub-systems for PMUs, PDC, local and
wide area communication networks, and control center. A reliability model for
each sub-system will first be constructed using the fault tree (FT) modeling
method and then be analyzed using the Monte Carlo simulation approach to
evaluate a set of reliability indices. Lastly, the FT modeling method will be
applied again to construct the reliability model of WAMS and evaluate its
reliability using the sub-system results. The validity and advantages of this
MCEFT reliability evaluation method applied on WAMS have been verified with
simulation and comparison studies. A simple example based on an adaptive
wide-area damping control scheme has also been given to show the application
of the proposed WAMS reliability evaluation method.

The restructuring of the modern electric power systems has had profound
effects on the operation of the power grid. Traditional control strategies could
become ineffective under the new system structure and new control strategies
would be needed as a result. As an important information platform in modern
power grid, WAMS with different topology structures would have large impacts
on the design of these new control strategies. In this thesis, an in-depth
investigation on the relative merits of centralized and distributed WAMS has
been conducted to find the most suitable WAMS topology for on-line monitoring
and control of the Shandong power grid. Various aspects including investment,
signal time delay, operation reliability and risk have been systematically analyzed
and compared for the centralized and distributed WAMS. An improved Minimum
Spanning Tree (MST) algorithm has been proposed for the construction of
communication networks with minimum investment in both centralized and
distributed WAMS of Shandong power grid. Though the investment needed for a
centralized or distributed WAMS in Shandong power grid is almost the same, the

distributed WAMS has shorter signal time delay, higher reliability, and lower risk
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than the centralized one.

Last but not least, a novel WAMS based adaptive wide-area low frequency
oscillation damping control scheme has been proposed as a rational and logical
application of the WAMS because of its relative long operation time frame.
Practical issues including signal transmission time delay, changes in system
operation conditions and uncertainties in system configuration and parameters
have been fully considered in the design to ensure the damping effectiveness and
the practicality of the control scheme. The core control algorithm consists of
stochastic subspace identification (SSI), wide-area input signal formulation, and
signal time delay compensation. Frequency deviation in each generator will be
measured and collected via the WAMS to identify the low frequency oscillation
modes using SSI and generate a wide-area control signal for each oscillation mode.
The superiority of SSI over other identification methods lies in its ability to
identify the oscillation modes collectively from all the measured signals instead of
individual ones and high resistance to measurement noise. For each identified
mode, the corresponding generator cluster will be identified to produce a
wide-area control signal to combine with the local input signal as the new input
signal of PSSs installed in the generators participating in this oscillation mode.
Signal time delays are measured and compensated locally at the generators using
GPS time services and adaptive time delay compensators. The effectiveness and
robustness of the proposed adaptive wide-area damping control scheme have been
verified with simulation studies on the IEEE 4-generator 2-area and IEEE

16-generator 5-area test systems under a number of disturbance scenarios.
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CHAPTERI INTRODUCTION
1.1 BACKGROUND AND MOTIVATION

From 1960s’, several blackouts [1-4], which seriously affect the normal
production and living of people, have taken place. All of these blackouts, which
cause large area power outage, have made power system engineers and researchers
better recognize that the local information based traditional power system control
and protection schemes cannot satisfy the demand of modern interconnected smart
grids for oscillation control, system protection and dynamic security protection.
With the development of technologies especially electronic, computer and
communication technologies, Wide Area Monitoring System (WAMS) has now
emerged acts as an advanced and reliable information platform for power system
real-time monitoring and control [5,6].

The advancement of WAMS has enabled the use of real-time and dynamic
measurement data of power system operation state for on-line security assessment
and real-time control of power system. Recently, the WAMS based real-time
dynamic monitoring system and its advanced applications have become the hot
research topics in the field of power system monitoring and control and have
drawn a wide concern in the community of power system engineering.

As the information platform of power system, WAMS has its own inherent
characteristics including synchronization accuracy, signal transmission time
delay, and operation reliability. While the utilization of WAMS can enhance the
observability and strengthen the security of power system, it does have negative
effects too, mainly caused by the poor characteristic of WAMS such as poor
synchronization accuracy, large signal time delay and bad reliability. In order to
take the full advantages of WAMS and have it operating at best performance, it

is therefore necessary to thoroughly analyze and improve the characteristics of
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WAMS.

Synchronization accuracy is the time difference among the synchronized
phasors supplied by WAMS. Synchronized phasors with high synchronization
accuracy is essential to the practical applications of WAMS based stability
analysis and control schemes in practical power systems. Poor synchronization
accuracy may lead to suboptimum or even wrong analysis results and causes
wrong control instructions to be produced in WAMS based analysis and control
schemes. The mal-operation or refused operation of control equipments will lead
to serious consequence, even the blackout of the whole power system.

In WAMS, obvious signal time delay will be introduced during signal
transmission, exchange and processing. Large signal time delay can compromise
the effectiveness of wide-area controllers, which work well in no delayed input
systems, and even may cause disastrous accidents.

Reliability is a performance characteristic of WAMS that reflects the ability
of WAMS to operate successfully long enough to supply enough synchronized
phasors for the monitoring and control of power system. Concern on the
reliability of the existing WAMS has been one of the major reasons for the slow
pace of synchro-phasor adoption for real-time applications. In order to upgrade
the existing WAMS to a production-grade system capable of meeting
cyber-security requirement and the reliability needs of real-time controls and
situational awareness applications, it is now absolutely essential to
comprehensively and quantitatively to evaluate the reliability of WAMS.
Especially, when WAMS based stability analysis and control schemes are applied
to real power systems, sole consideration of the advantages offered by the WAMS
alone is not sufficient whilst the risks involved are neglected. Although WAMS
has been established in many countries [7,8], the utilization of WAMS information

is often the main research focus and hardly any qualitative evaluation, not to



mention quantitative reliability evaluation, of WAMS has been conducted. It is not
until very recently that two papers have been published on the reliability
evaluation of WAMS [9,10]. In both papers, the traditional Markov method was
used to construct a reliability model of WAMS, in which components of WAMS
were represented as equivalent two-state model first and then Markov state
transition diagram was used to depict the dynamic logic relationship between
WAMS and its components. The main concern of this approach is the large state
space cardinality which precludes not only the model solution but also the
generation of the transition rate matrix [11]. In order to simplify the Markov state
transition diagram, only single fault pattern in the failure of WAMS was therefore
considered while multiple fault patterns were ignored. Furthermore, during the
reliability evaluation of WAMS, only the reliability of Phasor Measurement Unit
(PMU) measurements uploading from PMUs to control center was considered,
while reliability of control instructions downloading from control center to PMUs
was ignored. Without an accurate reliability model of WAMS, it would be difficult
to derive accurate reliability indices.

Once a reliability model of WAMS is constructed, an analytical algorithm
would be needed to evaluate the reliability indices. State enumeration technique
was used in [10] to analyze the Markov based reliability model of WAMS.
However, numerous states will be resulted as the system size grows and prohibit
its practical use in large-scale WAMS. In [9], state transfer diagram was used to
analyze the reliability model of WAMS and the same combination explosion
problem exists.

Pioneer studies mostly focus on the utilization of synchronized phasors
supplied by WAMS to analyze and control the stability and security of power

system. However, the influence of WAMS characteristics including investment,



synchronization accuracy, signal time delay and reliability on power system
stability analysis and control has not researched thoroughly yet.

For a modern inter-connected smart grid, it’s safe and stable operation
depends heavily on the real-time data transmitted in WAMS. When a power grid
suffers a severe incident, if WAMS cannot supply enough real-time data to the
control center, the incident could escalate and cause the power grid to lose its
stability. The effects of the WAMS to the safe operation of the power grid shall
therefore also be considered in the evaluation of the WAMS. However, at present
the safety assessment on WAMS is based mostly on its reliability and focuses on
the probability of WAMS being in failure or operation condition while the
consequences of WAMS incidents to power grid are ignored.

With the deregulation and increasing complexity of power industries, new
control strategies should be adopted. As an important carrier of the control
strategy in power grid, WAMS with different structures would be resulted for
better execution of different control strategies. The communication network (CN)
is a bottleneck in the architecture of WAMS since the quality of data from PMU
is highly dependent on the architecture of CN. The design of a high-performance
CN with a better architecture is crucial to the performance of WAMS. CNs with
different architecture possess different characteristics including investment,
signal time delay, reliability and risk items. So far, little research has been done
on this important area which is very important to the selection of CN structure in
practical WAMS projects.

As mentioned above, different WAMS characteristics would have different
degree of influence on power system stability analysis and control. Among all,
signal time delay would be most influential. Even for a small time delay as little
as 25 ms, its effect could be fatal on a power system controller with good

performance when the signal time delay is ignored [12]. Compared with transient



stability or other kinds of stability problems, low-frequency oscillation is a
relative slow change process with time frame ranged from 10s to 20s or more
[13]. With the current state-of-art technology, WAMS based wide-area damping
control would be a timely WAMS application which would compensate the
signal time delay in synchronized phasors and wuses them to control
low-frequency oscillation. Though various kinds of WAMS based control
schemes have been proposed for suppressing low-frequency power oscillations,
many of them, if not all, are either ignoring the signal time delay problem or
using fixed power system models, parameters, and topology. In case signal time
delay was considered, very complex and time consuming compensation methods
were adopted. Their practicability is therefore limited. So far, there is still a need
for a practical on-line wide-area low-frequency oscillation control scheme which

could be applied in practical power systems.

1.2 PRIMARY CONTRIBUTIONS

As a promising technology, WAMS has become the key of smart grid.
Though many WAMS based stability analysis and control schemes have been
proposed, the influences of WAMS characteristics such as synchronization
accuracy, signal time delay and the reliability on power system stability analysis
and control are seldom considered.

The objectives of this thesis are threefold. Firstly, the characteristics of
WAMS are systematically and quantitatively analyzed. Secondly, the investment,
signal time delay, reliability and risk of WAMS are taken as comparison criteria
to investigate which WAMS structure would have higher performance in the
monitoring and control of power system. Finally, an on-line adaptive wide-area
damping control scheme with signal time delay compensation is proposed to

suppress power system low-frequency oscillations.



To be more specific, the contributions of this thesis are summarized into the

following three aspects:

(1)

(2)

WAMS characteristics including synchronization accuracy, signal time delay
and reliability are systematically studied and quantitatively calculated.
Adjustments, compensations and optimizations are proposed and applied to
improve or minimize the effects caused by various WAMS characteristics. A
comprehensive reliability evaluation scheme based on Monte Carlo
simulation and fault tree (FT) analysis is proposed for quantitative evaluation
of WAMS reliability. The main advantage for using the fault tree modeling
method to construct the reliability model of WAMS is that it allows multiple
fault patterns in WAMS to be considered in the reliability evaluation
conveniently. Furthermore, the reliability of both PMU measurements
uploading from PMUs to the control center and control instructions
downloading from the control center to PMUSs could be considered in the
construction of reliability model of WAMS. The problem of state space
explosion is overcome with the use of Monte Carlo simulation for evaluating
the FT reliability model of WAMS. Not only the reliability indices of WAMS
can be evaluated more accurately, but also additional reliability indices such
as importance indices, which cannot be easily obtained otherwise, can be

deduced via the Monte Carlo simulation.

The investment, signal time delay, reliability and the risk of WAMS are taken
as the comparison criteria to find out, between the centralized and distributed
WAMS, which WAMS structure would have better performance in the
monitoring and control of power grid. WAMS established in the Shandong
Power Grid is taken as a case study for conducting this investigation. An

improved MST algorithm is proposed to construct the communication



3)

1.3

networks with minimum investment in both centralized and distributed
WAMS of the Shandong power grid. The investigation concludes that, in the
condition with almost the same investment, the distributed WAMS has
shorter signal time delay, higher reliability, and lower risk to the power grid

than the centralized WAMS.

A novel adaptive wide-area damping control scheme with Stochastic
Subspace Identification (SSI) and signal time delay compensation is
proposed. SSI is a recent robust identification algorithm firstly used in civil
engineering. In this thesis, it is adopted to identify the low-frequency
oscillation modes on-line. Based on the SSI results, wide-area input signals
would be calculated and combined with local input signal to act as the input
signal of the PSS. A simple and practical signal time delay compensation
algorithm is proposed to measure and compensate the time delay in each
wide-area input signal so as to eliminate the effects of signal time delay on
the proposed adaptive wide-area damping control scheme. The effectiveness
and robustness of proposed adaptive wide-area damping control scheme have
been extensively verified with simulation studies on the IEEE 4-generator
2-area and IEEE 16-generator 5-area test systems under various disturbance

scenarios.

ORGANIZATION OF THIS THESIS

In this thesis, eight chapters are included and the main contents of these eight

chapters are as follows:

In Chapter I, the background and motivation of WAMS characteristics

analysis and wide-area damping control are stated first, and then the primary

contributions in this thesis are introduced. Lastly, the organization of this thesis

and a list of publications on this research work are presented.
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In Chapter II, firstly, a literature review on WAMS applications and
characteristics as well as wide-area damping control is conducted. Then, WAMSs
established in the world are briefly introduced.

In Chapter III, a quantitative analysis of WAMS characteristics including
synchronization accuracy and signal time delay is conducted.

In Chapter 1V, firstly, FT modeling method and Monte Carlo simulation
approach are introduced. Secondly, multilayer FT reliability model of WAMS is
constructed to decompose the WAMS into sub-systems. Thirdly, based on the
structure and functional features of PMU, FT reliability model of PMU is
constructed and analyzed to derive the reliability indices of PMU using Monte
Carlo simulation. While importance analysis is conducted to find the weak links
in PMU, sensitivity and redundancy design analysis are conducted to find the
best measures to improve the reliability of PMU. Fourthly, similar reliability
evaluation method as PMU is used to analyze the reliability of PDC and control
center. Fifthly, WAMS for the IEEE 14-bus test system is taken as an example to
evaluate the reliability of WAMS. The reliability evaluation of communication
network including WACN and LACN is conducted with the proposed MCFT
reliability evaluation method. Finally, the reliability indices of PMU, PDC,
communication networks and control center are combined to calculate the
reliability indices of the WAMS.

In Chapter V, firstly, structures of the centralized and distributed WAMS are
introduced. Secondly, the investment, signal time delay, reliability, and the risk of
CN to the power grid are systematically analyzed and quantitatively calculated.
Thirdly, through the comparison of the investment, signal time delay, reliability
and risk of CN, WAMS established in the Shandong Power Grid is taken as an
example to investigate, between the centralized and distributed CN, which CN

structure would have better performance in the monitoring and control of power



grid. An improved MST algorithm is proposed to construct the CNs with
minimum investment in the centralized and distributed WAMS.

In Chapter VI, SSI algorithm is employed to identify oscillation modal
parameters and modal shape of power system low-frequency oscillations. Firstly,
the mathematical corelationship between power system low-frequency oscillation
and oscillation of mechanical system is analyzed to verify the applicability of SSI
algorithm in the oscillation identification of power system. Secondly, the analysis
process of SSI algorithm is depicted and a fourth order system is taken as an
example to verify the validity of SSI algorithm. Thirdly, the IEEE 4-generator
2-area test system and IEEE 16-generators 5-area test system are taken as
examples to test the effectiveness of SSI algorithm in the identification of
oscillation modal parameters and modal shape. Lastly, signals with different
noise intensity are used to test the effectiveness of SSI algorithm under a noisy
environment.

In Chapter VII, a novel adaptive wide-area damping control scheme with SSI
and signal time delay compensation is proposed. Firstly, the wide-area input
signal of PSS is calculated based on the low-frequency oscillation mode
identified by the SSI algorithm. Secondly, a simple and practical signal time delay
compensation algorithm is proposed to measure and compensate the time delay in
each wide-area input signal so as to eliminate the effects of signal time delay on
the proposed adaptive WADC. Thirdly, simulations on IEEE 4-generator 2-area
and IEEE 16-generators 5-area test systems are studied to substantiate the
effectiveness and robustness of proposed adaptive wide-area damping control
scheme.

Last but not least, Chapter VIII presents the conclusion of this thesis.
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CHAPTERII LITERATURE REVIEW

2.1 WAMS

WAMS is a new generation of power system dynamic monitoring and control
system based on the synchronized phasor technology which includes
synchronized phasor measurement, transmission, analysis and application
technology. Firstly, the key idea of WAMS is that, based on Global Positioning
System (GPS), WAMS can synchronously collect the real-time state parameters
(including all kinds of phasor parameters) of wide-area power system. Secondly,
by using high-speed communication network, all the distributed phasor data can
be gathered and the dynamic information, which is under a unifying time
coordinated system, of the whole power system can be snapped. Thirdly, based
on this dynamic information, the real-time dynamic progress of power system
operation can be monitored, and then the automatic control, security and stability
of the power system can be significantly improved with the help of WAMS.

So far, many researches have been conducted on the utilization of WAMS.

These researches mainly cover the following aspects:

(1) State estimation

PMU can measure the amplitude and phase angle of the voltage of the nodes
where PMUs are installed directly. For on-line applications, this could replace
the iteration process of power flow calculation and state estimation [14,15]. The
precision of PMU measurements is very high and this can be combined with
existing SCADA system to increase the precision of power system state
estimation [16]. In [17], a power system harmonic state estimation based on
phasor measurements has been proposed to transform the harmonic state
estimation of the whole power system into state estimation of many single-bus

systems.



(2) Wide-area dynamic monitor, record and replay

In WAMS, when the power system is subjected to a disturbance, all of the
PMUs installed in nodes of the interconnected power system can acquire the
dynamic information of the whole power system at the same time. To an extent,
the WAMS can be regarded as a large fault recorder. Recording the dynamic
process of the whole power system is the basic function of WAMS. Over the
world, many power systems have installed WAMS to monitor the dynamic
process of power system [18-22]. The real-time dynamic process information
recorded by WAMS provides valuable data to the analysis of dynamic

characteristics, analysis of the cause of accident, dispatcher training, etc.

(3) Model/Parameter identification and simulation validation

An accurate power system dynamic model is the starting point of any
dynamic analysis and control to all power systems. At present, there are many
analysis and researches based on established models, but there are relative less
works on verifying the validity of those models. For example, the WSCC
blackout on 10.08.1996 can be recreated with computer simulation based on the

established power system model [23].

(4) Transient stability prediction and control

So far, the application of WAMS for transient stability control is still mostly
in theoretically discussions rather than practical implementation. In WAMS, the
dynamic real-time operation state of power system can be used as the initial
condition for existing methods, such as Extended Equal Area Criteria (EEAC),
Auto-Regression (AR) method, and so on. Once real-time WAMS data is readily
available, transient stability control would be one of the important WAMS

applications in the future [24,25].

(5) Voltage and frequency stability monitoring and control

Relative to transient stability, static voltage stability and frequency stability
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are slow dynamic process. WAMS can therefore be more easily to be applied in
monitoring and control of static voltage stability and frequency stability. In [26],
voltage phasor acquired via the WAMS was used to divide the system into a
two-point-system, and the voltage stability margin can then be derived quickly.
In [27], busbar voltage angle differences and generator reactive power outputs
provided by the WAMS was use to assess the system voltage security level. In
[28], WAMS information was used to identify power system dynamic model so
as to analyze and predict the voltage stability of power system. Currently, much
research work has been focused on the application of WAMS information on the
monitoring and prediction of voltage stability while the control of voltage

stability is often ignored.

(6) Oscillation stability

Depending on oscillation scale and the number of generators oscillating with
each other, power system oscillation can be divided into local oscillation mode
and inter-area oscillation mode. By using the real-time measured data, various
identification algorithms such as characteristic equation, recursive least squares,
least mean squares, Prony method, and AR method Kalman filter technique have
been proposed to estimate the oscillation parameters. In [29], a small signal
stabilization controller with PSS was proposed. Once oscillations were detected
from the WAMS data, SVCs and TCSCs installed on important tie lines would
be used to suppress the power oscillations. Case study showed that black out in

USA on 10 Aug.1966 could be prevented by the proposed control scheme.

(7) Wide-area relay

Recent blackouts showed that power system would lose its stability, even if
relays worked well according to their designed logic. This is mainly because
traditional relays just utilize the local information. When power system is in fault

condition, these traditional relays would only eliminate the faulted components
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or their protected tie lines while the effects to the whole power grid were not
considered. For example, when the power grid is under stress with heavy load,
the elimination of the faulty line would lead to the load to be transferred to
another line which in turn could be switched out as well because of overload. In
this condition, cascading trips would take place and cause a heavy blackout. If
these relays do not just eliminate the faulted or overload transmission lines
before the thermal limits but determine which lines should be eliminated first
based on the WAMS information so as to stop the spread of fault and prevent the
cascading trips.

The advent of WAMS has made the design of wide-area protection scheme
possible and researches on this direction are currently on-going [30-32]. In order
to prevent cascading trips, the best approach would be to monitor the whole
power grid and identify the cause of overloads. If the overload of one
transmission line is caused by flow transfer, the backup relay of this line should
be blocked until the thermal limit of this line is reached.

Notably, in the wide-area protection scheme, the design logic of the main
relay should not be changed. One reason is that: the signal time delay in WAMS
data could postpone the tripping signal of the main relay and compromises the
security and stability of power grid. The other reason is that the complicated
wide-area control scheme will greatly deduce the reliability of the main relay.

WAMSs established in different power grids would have different investment,
synchronization accuracy, signal time delay, reliability and risk characteristics;
and all of them would have great influence on both the construction and
application of WAMS in power system [33]. So far, there is little systematic
analysis on these aspects and investigation on their influence to the power system
stability analysis and control neither in the industry nor academic research. In the

following subsections, more details on these aspects will be presented.



2.1.1 INVESTMENT, SYNCHRONIZATION ACCURACY AND SIGNAL TIME DELAY

The investment for fiber-based communication network in power system is
analyzed in [34,35]. In [35], the whole investment for the communication
network was calculated by the accumulation of the cost for its components. The
synchronization accuracy of WAMS has been evaluated in both laboratory
environments and under field operation conditions in [36,37]. The evaluation
result was that the synchronization accuracy of WAMS meets the requirements
for synchronized phasors supplied by WAMS as specified in IEEE
C37.118-2005. Much research has covered the analysis of signal time delay and
its effect to stability analysis and control [12,13,29]. However, a systematic and

comprehensive signal time delay analysis is still lacking.

2.1.2 RELIABILITY EVALUATION

Reliability evaluation is a top research topic received wide attention in
various research fields. At present, most of the reliability evaluation methods can
acquire various kinds of reliability indices by using the probability and statistics
theory to analyze the failure and experiments data of the system and its
components. The qualitative and quantitative reliability evaluation methods
mainly can be divided into three categories as follows:

(1) The classic analysis methods, such as Reliability Block Diagrams (RBD),
Failure Mode and Effects Analysis (FMEA), Fault Tree Analysis (FTA),
etc.

(2) The state analysis methods, such as Markov, Petri Nets, etc.

(3) The intelligent evaluation methods, such as Bayesian Networks, Neural
Network Model, Monte Carlo Simulation, etc.

Among these reliability evaluation methods, the traditional reliability

evaluation methods, such as RBD, FMEA, FTA, etc., have been mature enough
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to be widely used in the engineering domain. Brief descriptions on each of the

common reliability evaluation methods are given as follows:

(1) Classic analysis methods

1))

2)

3)

RBD

RBD [38-40] is the most basic and earliest designed reliability
evaluation method. This method uses the graphical way to depict the
logic relationship between the failures of system and its components.
The reliability model constructed by RBD is very visual and easy.
However, it is very difficult to use RBD to construct the reliability
model of the large-scale complex system. Furthermore, the effects of
human and environment cannot be considered clearly during the
construction of reliability model using RBD.
FMEA

FMEA [41-43] is a widely used reliability analysis method. In
FMEA, all the failure states of each system component are firstly
analyzed in detail, and then the effects of each failure state to the whole
system are determined based the severity degree and probability of these
failure states. FMEA usually uses analysis form to analyze the reliability
of system in the way from the subsystem to the whole system. The
analysis progress of this method is very clear, simple and easy to master.
However, FMEA can only analyze single failure mode while the
reliability of system with multiple failure modes cannot be catered.
FTA

FTA [43-45] is first proposed by H. A. Wilson in Bell laboratory to
conduct the reliability analysis, safety analysis and risk evaluation of the
large-scale complex system. It can provide a mathematical and graphical

representation of the combinations of events that can lead to system
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failure. By using FT modeling method, the potential fault of system can
be found and the probability of the system failure can be predicted.
FTA is usually used to analyze the reliability of the complex system. It
can flexibly reflect the effects of the external factors (such as
environmental factor, human factor, and so on) to the failure of system.

Through FTA, all the failure states of system can be acquired.

(2) State analysis methods

1))

2)

Markov

Markov [46-48] is first proposed by the Soviet Union mathematician
Markov and be introduced to the reliability analysis field in 1951. The
fundamental idea of this method is that: based on the discrete or
continue probability of system or component in operation or failure state,
Markov can estimate the probability of system or component in a certain
state at some point in the future. In this method, the transforming
probability between two states of system or component must remain
constant and the future state is independent on the past states except the
latest one.

Compared with the classic analysis methods, Markov method is a
dynamic analysis method and can be used to the repairable system or
other dynamic systems which are difficult to be depicted by using
FMEA and FTA. The disadvantage of Markov is that the scale of
Markov model exponentially increases with number of components and
make it not suitable for the modeling of complex system.

Petri Nets

The concept of Petri Nets [49,50] is first proposed by C. A. Petri in

1962. This method can be used to construct the reliability model of a

dynamic system with the limitation of binary state. The complexity of



this reliability model constructed by Petri Nets is much simpler than that
constructed by Markov method. Though Petri Network has many
advantages in the construction of reliability model of the dynamic
system over FMEA and FTA methods, this method is mainly used in the
theory research and has not widely been used in the practical
engineering domain yet. This is mainly because the solution of
reliability indices using Petri Network is based on the Markov theory,
thus leading to the same state space explosion problem as Markov
method. Furthermore, too many different expansion forms of Petri Nets

make a uniform criterion hardly be formed.

(3) Intelligent evaluation methods

1))