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ABSTRACT 

As modern electric power systems are transforming into smart grids, real-time 

wide area monitoring system (WAMS) has become an essential tool for power 

system operation and control. Though many WAMS based stability analysis and 

control schemes have been proposed in recent years, their practicality is often 

limited since important WAMS characteristics such as synchronization accuracy 

and signal time delay are often not considered in the design. Now, there is an 

urgent and necessary need for a comprehensive, systematic and quantitative 

analysis of WAMS characteristics. This thesis not only embarks on the analysis of 

WAMS characteristics but also investigates their influence on the power system 

stability analysis and control.  

Synchronization accuracy and signal time delay are two of the inherent 

WAMS characteristics which have to be considered in any WAMS based 

real-time applications. The control effectiveness of a well-designed wide-area 

controller which performs well in an ideal system could be badly deteriorated 

once these two WAMS characteristics are taken into account. In this thesis, 

synchronization accuracy and signal time delay are systematically studied and 

quantitatively calculated for the first time. Recommendations have been made to 

improve the synchronization accuracy and reduce the signal time delay of 

synchronized phasors supplied by WAMS. 

With the increasing applications of WAMS for on-line stability analysis and 

control in smart grids, it is also imperative to quantitatively evaluate the 

reliability of WAMS so as to identify the critical components for ensuring the 

secure and reliable operation of a smart grid. This thesis proposes a 

comprehensive reliability evaluation scheme for WAMS and its components 

based on Monte Carlo fault tree (MCFT) analysis. WAMS is a complex system 

consisting of many component devices and special communication networks 
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which can be divided to five functional sub-systems for PMUs, PDC, local and 

wide area communication networks, and control center. A reliability model for 

each sub-system will first be constructed using the fault tree (FT) modeling 

method and then be analyzed using the Monte Carlo simulation approach to 

evaluate a set of reliability indices. Lastly, the FT modeling method will be 

applied again to construct the reliability model of WAMS and evaluate its 

reliability using the sub-system results. The validity and advantages of this 

MCFT reliability evaluation method applied on WAMS have been verified with 

simulation and comparison studies. A simple example based on an adaptive 

wide-area damping control scheme has also been given to show the application 

of the proposed WAMS reliability evaluation method. 

The restructuring of the modern electric power systems has had profound 

effects on the operation of the power grid. Traditional control strategies could 

become ineffective under the new system structure and new control strategies 

would be needed as a result. As an important information platform in modern 

power grid, WAMS with different topology structures would have large impacts 

on the design of these new control strategies. In this thesis, an in-depth 

investigation on the relative merits of centralized and distributed WAMS has 

been conducted to find the most suitable WAMS topology for on-line monitoring 

and control of the Shandong power grid. Various aspects including investment, 

signal time delay, operation reliability and risk have been systematically analyzed 

and compared for the centralized and distributed WAMS. An improved Minimum 

Spanning Tree (MST) algorithm has been proposed for the construction of 

communication networks with minimum investment in both centralized and 

distributed WAMS of Shandong power grid. Though the investment needed for a 

centralized or distributed WAMS in Shandong power grid is almost the same, the 

distributed WAMS has shorter signal time delay, higher reliability, and lower risk 
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than the centralized one. 

Last but not least, a novel WAMS based adaptive wide-area low frequency 

oscillation damping control scheme has been proposed as a rational and logical 

application of the WAMS because of its relative long operation time frame. 

Practical issues including signal transmission time delay, changes in system 

operation conditions and uncertainties in system configuration and parameters 

have been fully considered in the design to ensure the damping effectiveness and 

the practicality of the control scheme. The core control algorithm consists of 

stochastic subspace identification (SSI), wide-area input signal formulation, and 

signal time delay compensation. Frequency deviation in each generator will be 

measured and collected via the WAMS to identify the low frequency oscillation 

modes using SSI and generate a wide-area control signal for each oscillation mode. 

The superiority of SSI over other identification methods lies in its ability to 

identify the oscillation modes collectively from all the measured signals instead of 

individual ones and high resistance to measurement noise. For each identified 

mode, the corresponding generator cluster will be identified to produce a 

wide-area control signal to combine with the local input signal as the new input 

signal of PSSs installed in the generators participating in this oscillation mode. 

Signal time delays are measured and compensated locally at the generators using 

GPS time services and adaptive time delay compensators. The effectiveness and 

robustness of the proposed adaptive wide-area damping control scheme have been 

verified with simulation studies on the IEEE 4-generator 2-area and IEEE 

16-generator 5-area test systems under a number of disturbance scenarios. 
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CHAPTER I INTRODUCTION  

1.1 BACKGROUND AND MOTIVATION 

From 1960s’, several blackouts [1-4], which seriously affect the normal 

production and living of people, have taken place. All of these blackouts, which 

cause large area power outage, have made power system engineers and researchers 

better recognize that the local information based traditional power system control 

and protection schemes cannot satisfy the demand of modern interconnected smart 

grids for oscillation control, system protection and dynamic security protection. 

With the development of technologies especially electronic, computer and 

communication technologies, Wide Area Monitoring System (WAMS) has now 

emerged acts as an advanced and reliable information platform for power system 

real-time monitoring and control [5,6]. 

The advancement of WAMS has enabled the use of real-time and dynamic 

measurement data of power system operation state for on-line security assessment 

and real-time control of power system. Recently, the WAMS based real-time 

dynamic monitoring system and its advanced applications have become the hot 

research topics in the field of power system monitoring and control and have 

drawn a wide concern in the community of power system engineering. 

As the information platform of power system, WAMS has its own inherent 

characteristics including synchronization accuracy, signal transmission time 

delay, and operation reliability. While the utilization of WAMS can enhance the 

observability and strengthen the security of power system, it does have negative 

effects too, mainly caused by the poor characteristic of WAMS such as poor 

synchronization accuracy, large signal time delay and bad reliability. In order to 

take the full advantages of WAMS and have it operating at best performance, it 

is therefore necessary to thoroughly analyze and improve the characteristics of 
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WAMS. 

Synchronization accuracy is the time difference among the synchronized 

phasors supplied by WAMS. Synchronized phasors with high synchronization 

accuracy is essential to the practical applications of WAMS based stability 

analysis and control schemes in practical power systems. Poor synchronization 

accuracy may lead to suboptimum or even wrong analysis results and causes 

wrong control instructions to be produced in WAMS based analysis and control 

schemes. The mal-operation or refused operation of control equipments will lead 

to serious consequence, even the blackout of the whole power system. 

In WAMS, obvious signal time delay will be introduced during signal 

transmission, exchange and processing. Large signal time delay can compromise 

the effectiveness of wide-area controllers, which work well in no delayed input 

systems, and even may cause disastrous accidents. 

Reliability is a performance characteristic of WAMS that reflects the ability 

of WAMS to operate successfully long enough to supply enough synchronized 

phasors for the monitoring and control of power system. Concern on the 

reliability of the existing WAMS has been one of the major reasons for the slow 

pace of synchro-phasor adoption for real-time applications. In order to upgrade 

the existing WAMS to a production-grade system capable of meeting 

cyber-security requirement and the reliability needs of real-time controls and 

situational awareness applications, it is now absolutely essential to 

comprehensively and quantitatively to evaluate the reliability of WAMS. 

Especially, when WAMS based stability analysis and control schemes are applied 

to real power systems, sole consideration of the advantages offered by the WAMS 

alone is not sufficient whilst the risks involved are neglected. Although WAMS 

has been established in many countries [7,8], the utilization of WAMS information 

is often the main research focus and hardly any qualitative evaluation, not to 
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mention quantitative reliability evaluation, of WAMS has been conducted. It is not 

until very recently that two papers have been published on the reliability 

evaluation of WAMS [9,10]. In both papers, the traditional Markov method was 

used to construct a reliability model of WAMS, in which components of WAMS 

were represented as equivalent two-state model first and then Markov state 

transition diagram was used to depict the dynamic logic relationship between 

WAMS and its components. The main concern of this approach is the large state 

space cardinality which precludes not only the model solution but also the 

generation of the transition rate matrix [11]. In order to simplify the Markov state 

transition diagram, only single fault pattern in the failure of WAMS was therefore 

considered while multiple fault patterns were ignored. Furthermore, during the 

reliability evaluation of WAMS, only the reliability of Phasor Measurement Unit 

(PMU) measurements uploading from PMUs to control center was considered, 

while reliability of control instructions downloading from control center to PMUs 

was ignored. Without an accurate reliability model of WAMS, it would be difficult 

to derive accurate reliability indices. 

Once a reliability model of WAMS is constructed, an analytical algorithm 

would be needed to evaluate the reliability indices. State enumeration technique 

was used in [10] to analyze the Markov based reliability model of WAMS. 

However, numerous states will be resulted as the system size grows and prohibit 

its practical use in large-scale WAMS. In [9], state transfer diagram was used to 

analyze the reliability model of WAMS and the same combination explosion 

problem exists. 

Pioneer studies mostly focus on the utilization of synchronized phasors 

supplied by WAMS to analyze and control the stability and security of power 

system. However, the influence of WAMS characteristics including investment, 
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synchronization accuracy, signal time delay and reliability on power system 

stability analysis and control has not researched thoroughly yet. 

For a modern inter-connected smart grid, it’s safe and stable operation 

depends heavily on the real-time data transmitted in WAMS. When a power grid 

suffers a severe incident, if WAMS cannot supply enough real-time data to the 

control center, the incident could escalate and cause the power grid to lose its 

stability. The effects of the WAMS to the safe operation of the power grid shall 

therefore also be considered in the evaluation of the WAMS. However, at present 

the safety assessment on WAMS is based mostly on its reliability and focuses on 

the probability of WAMS being in failure or operation condition while the 

consequences of WAMS incidents to power grid are ignored. 

With the deregulation and increasing complexity of power industries, new 

control strategies should be adopted. As an important carrier of the control 

strategy in power grid, WAMS with different structures would be resulted for 

better execution of different control strategies. The communication network (CN) 

is a bottleneck in the architecture of WAMS since the quality of data from PMU 

is highly dependent on the architecture of CN. The design of a high-performance 

CN with a better architecture is crucial to the performance of WAMS. CNs with 

different architecture possess different characteristics including investment, 

signal time delay, reliability and risk items. So far, little research has been done 

on this important area which is very important to the selection of CN structure in 

practical WAMS projects. 

As mentioned above, different WAMS characteristics would have different 

degree of influence on power system stability analysis and control. Among all, 

signal time delay would be most influential. Even for a small time delay as little 

as 25 ms, its effect could be fatal on a power system controller with good 

performance when the signal time delay is ignored [12]. Compared with transient 
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stability or other kinds of stability problems, low-frequency oscillation is a 

relative slow change process with time frame ranged from 10s to 20s or more 

[13]. With the current state-of-art technology, WAMS based wide-area damping 

control would be a timely WAMS application which would compensate the 

signal time delay in synchronized phasors and uses them to control 

low-frequency oscillation. Though various kinds of WAMS based control 

schemes have been proposed for suppressing low-frequency power oscillations, 

many of them, if not all, are either ignoring the signal time delay problem or 

using fixed power system models, parameters, and topology. In case signal time 

delay was considered, very complex and time consuming compensation methods 

were adopted. Their practicability is therefore limited. So far, there is still a need 

for a practical on-line wide-area low-frequency oscillation control scheme which 

could be applied in practical power systems. 

1.2 PRIMARY CONTRIBUTIONS 

As a promising technology, WAMS has become the key of smart grid. 

Though many WAMS based stability analysis and control schemes have been 

proposed, the influences of WAMS characteristics such as synchronization 

accuracy, signal time delay and the reliability on power system stability analysis 

and control are seldom considered. 

The objectives of this thesis are threefold. Firstly, the characteristics of 

WAMS are systematically and quantitatively analyzed. Secondly, the investment, 

signal time delay, reliability and risk of WAMS are taken as comparison criteria 

to investigate which WAMS structure would have higher performance in the 

monitoring and control of power system. Finally, an on-line adaptive wide-area 

damping control scheme with signal time delay compensation is proposed to 

suppress power system low-frequency oscillations.  
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To be more specific, the contributions of this thesis are summarized into the 

following three aspects: 

(1) WAMS characteristics including synchronization accuracy, signal time delay 

and reliability are systematically studied and quantitatively calculated. 

Adjustments, compensations and optimizations are proposed and applied to 

improve or minimize the effects caused by various WAMS characteristics. A 

comprehensive reliability evaluation scheme based on Monte Carlo 

simulation and fault tree (FT) analysis is proposed for quantitative evaluation 

of WAMS reliability. The main advantage for using the fault tree modeling 

method to construct the reliability model of WAMS is that it allows multiple 

fault patterns in WAMS to be considered in the reliability evaluation 

conveniently. Furthermore, the reliability of both PMU measurements 

uploading from PMUs to the control center and control instructions 

downloading from the control center to PMUs could be considered in the 

construction of reliability model of WAMS. The problem of state space 

explosion is overcome with the use of Monte Carlo simulation for evaluating 

the FT reliability model of WAMS. Not only the reliability indices of WAMS 

can be evaluated more accurately, but also additional reliability indices such 

as importance indices, which cannot be easily obtained otherwise, can be 

deduced via the Monte Carlo simulation. 

(2) The investment, signal time delay, reliability and the risk of WAMS are taken 

as the comparison criteria to find out, between the centralized and distributed 

WAMS, which WAMS structure would have better performance in the 

monitoring and control of power grid. WAMS established in the Shandong 

Power Grid is taken as a case study for conducting this investigation. An 

improved MST algorithm is proposed to construct the communication 



-     - 7 

networks with minimum investment in both centralized and distributed 

WAMS of the Shandong power grid. The investigation concludes that, in the 

condition with almost the same investment, the distributed WAMS has 

shorter signal time delay, higher reliability, and lower risk to the power grid 

than the centralized WAMS. 

(3) A novel adaptive wide-area damping control scheme with Stochastic 

Subspace Identification (SSI) and signal time delay compensation is 

proposed. SSI is a recent robust identification algorithm firstly used in civil 

engineering. In this thesis, it is adopted to identify the low-frequency 

oscillation modes on-line. Based on the SSI results, wide-area input signals 

would be calculated and combined with local input signal to act as the input 

signal of the PSS. A simple and practical signal time delay compensation 

algorithm is proposed to measure and compensate the time delay in each 

wide-area input signal so as to eliminate the effects of signal time delay on 

the proposed adaptive wide-area damping control scheme. The effectiveness 

and robustness of proposed adaptive wide-area damping control scheme have 

been extensively verified with simulation studies on the IEEE 4-generator 

2-area and IEEE 16-generator 5-area test systems under various disturbance 

scenarios. 

1.3 ORGANIZATION OF THIS THESIS 

In this thesis, eight chapters are included and the main contents of these eight 

chapters are as follows: 

In Chapter I, the background and motivation of WAMS characteristics 

analysis and wide-area damping control are stated first, and then the primary 

contributions in this thesis are introduced. Lastly, the organization of this thesis 

and a list of publications on this research work are presented. 
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In Chapter II, firstly, a literature review on WAMS applications and 

characteristics as well as wide-area damping control is conducted. Then, WAMSs 

established in the world are briefly introduced. 

In Chapter III, a quantitative analysis of WAMS characteristics including 

synchronization accuracy and signal time delay is conducted. 

In Chapter IV, firstly, FT modeling method and Monte Carlo simulation 

approach are introduced. Secondly, multilayer FT reliability model of WAMS is 

constructed to decompose the WAMS into sub-systems. Thirdly, based on the 

structure and functional features of PMU, FT reliability model of PMU is 

constructed and analyzed to derive the reliability indices of PMU using Monte 

Carlo simulation. While importance analysis is conducted to find the weak links 

in PMU, sensitivity and redundancy design analysis are conducted to find the 

best measures to improve the reliability of PMU. Fourthly, similar reliability 

evaluation method as PMU is used to analyze the reliability of PDC and control 

center. Fifthly, WAMS for the IEEE 14-bus test system is taken as an example to 

evaluate the reliability of WAMS. The reliability evaluation of communication 

network including WACN and LACN is conducted with the proposed MCFT 

reliability evaluation method. Finally, the reliability indices of PMU, PDC, 

communication networks and control center are combined to calculate the 

reliability indices of the WAMS. 

In Chapter V, firstly, structures of the centralized and distributed WAMS are 

introduced. Secondly, the investment, signal time delay, reliability, and the risk of 

CN to the power grid are systematically analyzed and quantitatively calculated. 

Thirdly, through the comparison of the investment, signal time delay, reliability 

and risk of CN, WAMS established in the Shandong Power Grid is taken as an 

example to investigate, between the centralized and distributed CN, which CN 

structure would have better performance in the monitoring and control of power 
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grid. An improved MST algorithm is proposed to construct the CNs with 

minimum investment in the centralized and distributed WAMS. 

In Chapter VI, SSI algorithm is employed to identify oscillation modal 

parameters and modal shape of power system low-frequency oscillations. Firstly, 

the mathematical corelationship between power system low-frequency oscillation 

and oscillation of mechanical system is analyzed to verify the applicability of SSI 

algorithm in the oscillation identification of power system. Secondly, the analysis 

process of SSI algorithm is depicted and a fourth order system is taken as an 

example to verify the validity of SSI algorithm. Thirdly, the IEEE 4-generator 

2-area test system and IEEE 16-generators 5-area test system are taken as 

examples to test the effectiveness of SSI algorithm in the identification of 

oscillation modal parameters and modal shape. Lastly, signals with different 

noise intensity are used to test the effectiveness of SSI algorithm under a noisy 

environment.  

In Chapter VII, a novel adaptive wide-area damping control scheme with SSI 

and signal time delay compensation is proposed. Firstly, the wide-area input 

signal of PSS is calculated based on the low-frequency oscillation mode 

identified by the SSI algorithm. Secondly, a simple and practical signal time delay 

compensation algorithm is proposed to measure and compensate the time delay in 

each wide-area input signal so as to eliminate the effects of signal time delay on 

the proposed adaptive WADC. Thirdly, simulations on IEEE 4-generator 2-area 

and IEEE 16-generators 5-area test systems are studied to substantiate the 

effectiveness and robustness of proposed adaptive wide-area damping control 

scheme. 

Last but not least, Chapter VIII presents the conclusion of this thesis. 
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CHAPTER II LITERATURE REVIEW 

2.1 WAMS 

WAMS is a new generation of power system dynamic monitoring and control 

system based on the synchronized phasor technology which includes 

synchronized phasor measurement, transmission, analysis and application 

technology. Firstly, the key idea of WAMS is that, based on Global Positioning 

System (GPS), WAMS can synchronously collect the real-time state parameters 

(including all kinds of phasor parameters) of wide-area power system. Secondly, 

by using high-speed communication network, all the distributed phasor data can 

be gathered and the dynamic information, which is under a unifying time 

coordinated system, of the whole power system can be snapped. Thirdly, based 

on this dynamic information, the real-time dynamic progress of power system 

operation can be monitored, and then the automatic control, security and stability 

of the power system can be significantly improved with the help of WAMS. 

So far, many researches have been conducted on the utilization of WAMS. 

These researches mainly cover the following aspects:  

(1) State estimation 

PMU can measure the amplitude and phase angle of the voltage of the nodes 

where PMUs are installed directly. For on-line applications, this could replace 

the iteration process of power flow calculation and state estimation [14,15]. The 

precision of PMU measurements is very high and this can be combined with 

existing SCADA system to increase the precision of power system state 

estimation [16]. In [17], a power system harmonic state estimation based on 

phasor measurements has been proposed to transform the harmonic state 

estimation of the whole power system into state estimation of many single-bus 

systems.  
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(2) Wide-area dynamic monitor, record and replay 

In WAMS, when the power system is subjected to a disturbance, all of the 

PMUs installed in nodes of the interconnected power system can acquire the 

dynamic information of the whole power system at the same time. To an extent, 

the WAMS can be regarded as a large fault recorder. Recording the dynamic 

process of the whole power system is the basic function of WAMS. Over the 

world, many power systems have installed WAMS to monitor the dynamic 

process of power system [18-22]. The real-time dynamic process information 

recorded by WAMS provides valuable data to the analysis of dynamic 

characteristics, analysis of the cause of accident, dispatcher training, etc. 

(3) Model/Parameter identification and simulation validation 

An accurate power system dynamic model is the starting point of any 

dynamic analysis and control to all power systems. At present, there are many 

analysis and researches based on established models, but there are relative less 

works on verifying the validity of those models. For example, the WSCC 

blackout on 10.08.1996 can be recreated with computer simulation based on the 

established power system model [23]. 

(4) Transient stability prediction and control 

So far, the application of WAMS for transient stability control is still mostly 

in theoretically discussions rather than practical implementation. In WAMS, the 

dynamic real-time operation state of power system can be used as the initial 

condition for existing methods, such as Extended Equal Area Criteria (EEAC), 

Auto-Regression (AR) method, and so on. Once real-time WAMS data is readily 

available, transient stability control would be one of the important WAMS 

applications in the future [24,25]. 

(5) Voltage and frequency stability monitoring and control 

Relative to transient stability, static voltage stability and frequency stability 
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are slow dynamic process. WAMS can therefore be more easily to be applied in 

monitoring and control of static voltage stability and frequency stability. In [26], 

voltage phasor acquired via the WAMS was used to divide the system into a 

two-point-system, and the voltage stability margin can then be derived quickly. 

In [27], busbar voltage angle differences and generator reactive power outputs 

provided by the WAMS was use to assess the system voltage security level. In 

[28], WAMS information was used to identify power system dynamic model so 

as to analyze and predict the voltage stability of power system. Currently, much 

research work has been focused on the application of WAMS information on the 

monitoring and prediction of voltage stability while the control of voltage 

stability is often ignored. 

(6) Oscillation stability 

Depending on oscillation scale and the number of generators oscillating with 

each other, power system oscillation can be divided into local oscillation mode 

and inter-area oscillation mode. By using the real-time measured data, various 

identification algorithms such as characteristic equation, recursive least squares, 

least mean squares, Prony method, and AR method Kalman filter technique have 

been proposed to estimate the oscillation parameters. In [29], a small signal 

stabilization controller with PSS was proposed. Once oscillations were detected 

from the WAMS data, SVCs and TCSCs installed on important tie lines would 

be used to suppress the power oscillations. Case study showed that black out in 

USA on 10 Aug.1966 could be prevented by the proposed control scheme. 

(7) Wide-area relay 

Recent blackouts showed that power system would lose its stability, even if 

relays worked well according to their designed logic. This is mainly because 

traditional relays just utilize the local information. When power system is in fault 

condition, these traditional relays would only eliminate the faulted components 
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or their protected tie lines while the effects to the whole power grid were not 

considered. For example, when the power grid is under stress with heavy load, 

the elimination of the faulty line would lead to the load to be transferred to 

another line which in turn could be switched out as well because of overload. In 

this condition, cascading trips would take place and cause a heavy blackout. If 

these relays do not just eliminate the faulted or overload transmission lines 

before the thermal limits but determine which lines should be eliminated first 

based on the WAMS information so as to stop the spread of fault and prevent the 

cascading trips. 

The advent of WAMS has made the design of wide-area protection scheme 

possible and researches on this direction are currently on-going [30-32]. In order 

to prevent cascading trips, the best approach would be to monitor the whole 

power grid and identify the cause of overloads. If the overload of one 

transmission line is caused by flow transfer, the backup relay of this line should 

be blocked until the thermal limit of this line is reached. 

Notably, in the wide-area protection scheme, the design logic of the main 

relay should not be changed. One reason is that: the signal time delay in WAMS 

data could postpone the tripping signal of the main relay and compromises the 

security and stability of power grid. The other reason is that the complicated 

wide-area control scheme will greatly deduce the reliability of the main relay. 

WAMSs established in different power grids would have different investment, 

synchronization accuracy, signal time delay, reliability and risk characteristics; 

and all of them would have great influence on both the construction and 

application of WAMS in power system [33]. So far, there is little systematic 

analysis on these aspects and investigation on their influence to the power system 

stability analysis and control neither in the industry nor academic research. In the 

following subsections, more details on these aspects will be presented.   
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2.1.1 INVESTMENT, SYNCHRONIZATION ACCURACY AND SIGNAL TIME DELAY 

The investment for fiber-based communication network in power system is 

analyzed in [34,35]. In [35], the whole investment for the communication 

network was calculated by the accumulation of the cost for its components. The 

synchronization accuracy of WAMS has been evaluated in both laboratory 

environments and under field operation conditions in [36,37]. The evaluation 

result was that the synchronization accuracy of WAMS meets the requirements 

for synchronized phasors supplied by WAMS as specified in IEEE 

C37.118-2005. Much research has covered the analysis of signal time delay and 

its effect to stability analysis and control [12,13,29]. However, a systematic and 

comprehensive signal time delay analysis is still lacking. 

2.1.2 RELIABILITY EVALUATION 

Reliability evaluation is a top research topic received wide attention in 

various research fields. At present, most of the reliability evaluation methods can 

acquire various kinds of reliability indices by using the probability and statistics 

theory to analyze the failure and experiments data of the system and its 

components. The qualitative and quantitative reliability evaluation methods 

mainly can be divided into three categories as follows:  

(1) The classic analysis methods, such as Reliability Block Diagrams (RBD), 

Failure Mode and Effects Analysis (FMEA), Fault Tree Analysis (FTA), 

etc. 

(2) The state analysis methods, such as Markov, Petri Nets, etc. 

(3) The intelligent evaluation methods, such as Bayesian Networks, Neural 

Network Model, Monte Carlo Simulation, etc. 

Among these reliability evaluation methods, the traditional reliability 

evaluation methods, such as RBD, FMEA, FTA, etc., have been mature enough 
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to be widely used in the engineering domain. Brief descriptions on each of the 

common reliability evaluation methods are given as follows:  

(1) Classic analysis methods 

1) RBD 

RBD [38-40] is the most basic and earliest designed reliability 

evaluation method. This method uses the graphical way to depict the 

logic relationship between the failures of system and its components. 

The reliability model constructed by RBD is very visual and easy. 

However, it is very difficult to use RBD to construct the reliability 

model of the large-scale complex system. Furthermore, the effects of 

human and environment cannot be considered clearly during the 

construction of reliability model using RBD. 

2) FMEA 

FMEA [41-43] is a widely used reliability analysis method. In 

FMEA, all the failure states of each system component are firstly 

analyzed in detail, and then the effects of each failure state to the whole 

system are determined based the severity degree and probability of these 

failure states. FMEA usually uses analysis form to analyze the reliability 

of system in the way from the subsystem to the whole system. The 

analysis progress of this method is very clear, simple and easy to master. 

However, FMEA can only analyze single failure mode while the 

reliability of system with multiple failure modes cannot be catered. 

3) FTA 

FTA [43-45] is first proposed by H. A. Wilson in Bell laboratory to 

conduct the reliability analysis, safety analysis and risk evaluation of the 

large-scale complex system. It can provide a mathematical and graphical 

representation of the combinations of events that can lead to system 
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failure. By using FT modeling method, the potential fault of system can 

be found and the probability of the system failure can be predicted.     

FTA is usually used to analyze the reliability of the complex system. It 

can flexibly reflect the effects of the external factors (such as 

environmental factor, human factor, and so on) to the failure of system. 

Through FTA, all the failure states of system can be acquired.  

(2) State analysis methods 

1) Markov 

Markov [46-48] is first proposed by the Soviet Union mathematician 

Markov and be introduced to the reliability analysis field in 1951. The 

fundamental idea of this method is that: based on the discrete or 

continue probability of system or component in operation or failure state, 

Markov can estimate the probability of system or component in a certain 

state at some point in the future. In this method, the transforming 

probability between two states of system or component must remain 

constant and the future state is independent on the past states except the 

latest one. 

Compared with the classic analysis methods, Markov method is a 

dynamic analysis method and can be used to the repairable system or 

other dynamic systems which are difficult to be depicted by using 

FMEA and FTA. The disadvantage of Markov is that the scale of 

Markov model exponentially increases with number of components and 

make it not suitable for the modeling of complex system.  

2) Petri Nets 

The concept of Petri Nets [49,50] is first proposed by C. A. Petri in 

1962. This method can be used to construct the reliability model of a 

dynamic system with the limitation of binary state. The complexity of 
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this reliability model constructed by Petri Nets is much simpler than that 

constructed by Markov method. Though Petri Network has many 

advantages in the construction of reliability model of the dynamic 

system over FMEA and FTA methods, this method is mainly used in the 

theory research and has not widely been used in the practical 

engineering domain yet. This is mainly because the solution of 

reliability indices using Petri Network is based on the Markov theory, 

thus leading to the same state space explosion problem as Markov 

method. Furthermore, too many different expansion forms of Petri Nets 

make a uniform criterion hardly be formed.  

(3) Intelligent evaluation methods 

1) Bayesian Networks 

Bayesian Networks [51,52] can graphically depict the relationship 

between the probability of system and its components. Bayesian 

Networks can avoid the solution of the minimal cuts in fault tree and 

make the reliability evaluation more visible and flexible. By using this 

method, not only the reliability indices of system can be acquired but also 

the effects of each component or several components to the whole system 

can be easily obtained.  

2) Monte Carlo Simulation 

Monte Carlo [53-56] simulation method is first proposed and used in 

1940s. It is based on the probability and statistic theory. During the 

reliability analysis of system, through the simulation of system life, 

Monte Carlo Simulation can be used to evaluate the reliability of system. 

Based on the different system characteristics, Monte Carlo Simulation can 

be divided into static simulation and dynamic simulation. Monte Carlo 

Simulation can be used to evaluate the reliability of dynamic system 
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because Monte Carlo Simulation can conquer the state space explosion 

problem. Since 1960s, Monte Carlo Simulation has been widely used in 

the reliability analysis. It is mainly used to solve the high-dimension 

problem, non-Markov problem, structural reliability problem, and so on.    

The above mentioned is the current general research state of reliability 

evaluation. As to the reliability evaluation of WAMS, so far only two papers have 

been published [9,10]. 

In [9], WAMS was divided into two sub-systems, namely monitor center 

system and data acquisition system. Based on Markov method, the evaluation 

procedure of the monitor center system was obtained. In the availability analysis 

of communication system, Markov state transfer diagram was used to calculate 

the probability of communication system in fault condition. While the source of 

reliability parameters of equipments was not disclosed and the characteristics of 

the communication system, which was composed of self-healing ring of SDH, 

were also not considered. 

A hierarchical WAMS structure and a quantified reliability evaluation method 

for the backbone communication network were proposed in [10]. Markov 

method was used to construct the reliability model of WAMS first, and then state 

enumeration method was used to evaluate the reliability indices of WAMS.  

In both [9] and [10], Markov method is used to construct the reliability model 

of WAMS. When the system size is large enough, in Markov method, there will 

be an infamous state space explosion problem [11]. In order to conquer this 

problem, only single fault pattern rather than multiple fault patterns were 

considered. Furthermore, only reliability of PMU measurement uploading to 

control center was considered while control instruction downloading from 

control center to PMU was ignored. 
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2.1.3 RISK EVALUATION  

WAMS has become an essential tool for power system operation and control 

in smart grids. A typical WAMS is composed of PMUs, PDC, communication 

network, and control center. The communication network can be further divided 

into local area communication network and wide area communication networks 

which also contain many components such as fiber sections, routers and repeaters. 

All of these WAMS components are combined together to form a complex 

WAMS with multiple layers. The failure of each component in WAMS will affect 

the service quality of WAMS or even threaten the safe and stable operation of 

power system. Therefore, the evaluation of the risk of WAMS has become an 

imperative task. 

Presently, risk evaluation has attracted intensive concern in the industry. 

According to the quantization degree of the risk indices, risk evaluation methods 

can be divided into two categories: qualitative risk evaluation and quantitative 

risk evaluation. 

(1) Qualitative risk evaluation method  

Qualitative risk evaluation method is the most widely used risk evaluation 

method. The main functions of this method are that: first finding the varieties of 

system consequences and the corresponding risk factors to these consequences, 

and then finding the conditions, under which these risk factors would lead to the 

consequences, and the severity degree of these consequences to the system, 

finally determining the control measures to prevent these consequences. In 

qualitative risk evaluation method, the determination of the system risk degree 

mainly depends on the risk evaluators’ knowledge, experience, and so on. The 

traditional qualitative risk evaluation method mainly includes Safety Checklist 

(SCL), Preliminary Hazard Analysis (PHA), Hazard and Operability (HAZOP). 

The qualitative risk evaluation method is easy to operate and master. The 
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evaluation progress and result of this method is intuitive. The limitation of this 

method lies in that the evaluation result cannot be quantified. 

i) SCL 

SCL [57,58] indicates a set of questions to guide the analysis to 

determine the system state. These questions are mainly related with the 

environment, devices, operation, management. SCL is effective in 

identifying additional variations and commonalities. In [58], a safety 

checklist was organized for use on four-variable requirements models 

for real-time process-control systems. 

ii) PHA 

PHA [59-61] was developed in 1960s in the aeronautical and 

military fields. In the design process of a project, PHA can serve as a 

safety analysis method to identify the risks. Through the estimation and 

collection of the probability and severity of each risk, designers can 

evaluate the risk level and provide a suggestion to eliminate or mitigate 

these risks. 

iii) HAZOP 

In the late 1960s, HAZOP [62-64] was originated in the heavy 

organic chemicals division of imperial chemical industries, and 

developed as a multidisciplinary team approach for hazard and problem 

identification. The HAZOP team is normally composed of several 

individuals with varying background and expertise. The team is headed 

by a leader who should chair the HAZOP meetings. In the HAZOP 

meetings, through a collective brainstorming effort that stimulates 

creativity and new ideas, a thorough review of the process is made to 

identify and evaluate hazards as well as operability problem.  
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(2) Quantitative risk evaluation method 

Quantitative risk evaluation method is using the quantity indices to indicate 

the risk degree of system. In this method, the probability of a specific incident is 

calculated first, and then the risk of system can be calculated by combining the 

quantitative consequences caused by this incident. The quantitative risk 

evaluation method mainly includes Fault Tree Analysis (FTA) as outlined in 

Section 2.1.2, Event Tree Analysis (ETA) and Analytic Hierarchy Process (AHP). 

Through the quantitative risk evaluation, quantitative risk indices of system can 

be calculated to find out the security vulnerabilities in system and then formulate 

the corresponding measures to reduce the risk and improve the system security. 

The limitation of this method lies in that accurate and enough initial data are 

needed. 

1) ETA 

ETA [65,66] is generally used to identify the consequences caused 

by the occurrence of a potentially hazardous event. At present, this 

method was applied in risk assessments not only for the nuclear industry 

but also other industries, such as traffic carrying trade, construction 

industry. Event tree is an inductive method to examine all the possible 

responses to the initiating event. In this event tree, the branch points 

represent the success and failure of system and its subsystems which are 

related to the initiating event. 

2) AHP  

AHP [67-70] method was first proposed by Saaty in 1970s. It is a 

quantitative risk evaluation method with multi-criteria and 

multi-objective. This method divides the unsolved problem into three 

layers: target layer, criteria layer and index layer. Based on the analysis, 

comparison and solution of the weights of each risk factor in the index 
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layer, AHP method can resolve the unsolved problem layer by layer until 

the final analysis result is obtained.    

The above mentioned is the current research state of risk evaluation. As to the 

risk evaluation of WAMS, so far only one paper covers the security assessment 

of WAMS information based on evidence theory [71]. In this paper, a framework 

was proposed to assess the security of WAMS communication system. The 

WAMS communication system was first divided into several subsystems, and 

then AHP method was used to build the assessment hierarchy and determine the 

index weights, finally D-S algorithm was used to aggregate all the data of these 

subsystems. The security assessment conducted in this paper can be considered 

as an integration of qualitative and quantitative risk evaluation. However, 

because of the application of too many expert evaluations, accurate and 

convincing risk indices cannot be evaluated.    

2.2 LOW-FREQUENCY OSCILLATION 

After a disturbance, power oscillations would occur in a power system and 

the modes of oscillation can be divided into two distinct types, namely local 

mode and inter-area mode. In local oscillation mode, only one generator or a 

group of generators oscillate against the rest generators in the system. In 

inter-area oscillation mode, groups of generators oscillate against each other. The 

typical frequency of inter-area oscillation modes is between 0.1-2.5 Hz. 

Inter-area oscillation modes are mainly caused by the heavy power 

transmission across weak tie-lines [72]. So, when there is an inter-area oscillation 

mode in power system, the amount of power transmission in the tie-lines, which 

connect the regions oscillating with each other, will be heavily limited. 

Following the interconnection of power systems, inter-area low-frequency 

oscillation occurs more and more often and has become more and more difficult 
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to suppress. 

The traditional and effective control method for low-frequency oscillation is 

to install power system stabilizer (PSS) to provide supplementary control through 

the exciter of generators. Recent years, new technologies or equipments such as 

High Voltage Direct Current (HVDC) transmission system and Flexible AC 

Transmission Systems (FACTS) devices have been used to damp down 

low-frequency oscillation. All of these conventional damping controllers using 

the local information are effective in controlling the local low-frequency 

oscillation modes, but they often perform poorly in the control of inter-area 

low-frequency oscillation modes. It is mainly because those local controllers lack 

the global observation of inter-area low-frequency oscillation modes. 

Following the advent and maturity of WAMS, WAMS based low-frequency 

oscillation control scheme has a great potential to overcome the shortcomings of 

local damping controller. Many researches have applied WAMS information to 

control low frequency oscillation and promising results have been reported. 

The difficulties of the wide-area oscillation control mainly lie in the 

following aspects:  

i) Identification of the low-frequency oscillation modes  

ii) Choice of wide-area feedback signals and controller location 

iii) Structure of the wide-area oscillation control scheme and design of the 

wide-area oscillation controller 

iv) Processing method to overcome the signal time delay 

(1) Identification of the low-frequency oscillation modes  

Through the application of WAMS information, the low-frequency oscillation 

identification methods can acquire the oscillation frequency, damping, even the 

oscillation mode shape. These identification methods mainly can be divided into 

non-parametric model identification method and parametric model identification 
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method. 

1) Non-parametric mode identification 

Non-parametric mode identification method refers to using the system 

input and output signals to estimate the non-parametric model of system 

[73]. Fourier Transformation (FT) [74], Fast Fourier Transformation (FFT) 

[75] and Sliding Window Fourier Transformation (SWFT) [76,77] are the 

main methods for the identification of non-parametric model of system. It 

shall be noted that Fourier Transformation based identification methods can 

handle stationary signals only. However, power system is a nonlinear 

system with high dimension; small disturbances could lead to drastic 

change in system characteristics. Recently, Wavelet algorithm [78] and 

Hilbert-Huang Transformation (HHT) algorithm [79,80] have become 

popular as they can be used to identify non-stationary signals. 

2)  Parametric model identification 

Parametric model identification method builds a parametric model of 

system first, and then optimization method can be used to calculate the 

model parameters based on the sampling data. 

i) Regression analysis 

Frequency and damping of low-frequency oscillation modes can be 

acquired with the Auto-Regressive (AR) [81] and Auto-Regressive 

Moving Average (ARMA) [82] methods. In [83], ARMA was used to 

depict the input and output data first, and then least-squares method 

was adopted to get the system transfer function. 

ii) Prony algorithm 

Prony algorithm can calculate the signal frequency, amplitude and 

attenuation directly. In [84], adaptive sampling window was used in 

Prony method to acquire faster monitoring rate with acceptable 
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accuracy in practical implementation. In [85], a method was proposed 

to obtain the transfer functions of PSS based on Prony signal analysis. 

iii) Subspace method 

Subspace model identification first forms a Hankel matrix using the 

input and output data, and then the system model parameters can be 

derived from the row subspace and column subspace of the projection 

of Hankel matrix [86]. 

(2) Choice of wide-area feedback signals and controller location 

Different wide-area feedback signals to the oscillation controllers and 

different controllers’ location have different control effectiveness to the same 

oscillation mode. In order to have the best control effectiveness, wide-area 

feedback signals and controllers’ location shall be chosen carefully. 

In recent years, many researchers have covered the choice of wide-area 

feedback signals and controllers’ location. Residue method [87], dominant mode 

ratio [88], the controllability and observability of mode shape [89], Singular 

Value Decomposition (SVD) [90] and many more have been proposed to select 

the optimum wide-area feedback signals and location for the wide-area 

oscillation controllers.  

(3) Structure of the wide-area oscillation control scheme and design of the 

wide-area oscillation controller 

The distributed excitation control has the advantage that system could 

maintain its stability even if the excitation of one generator is out of control. It is 

therefore in the recent research on wide-area oscillation control scheme, a 

multilayer approach is commonly adopted in which PSS would act as the first 

layer in the multilayer structure while the wide-area oscillation controller acts as 

the second layer. 

In [89], WAMS based hierarchical controller was first regarded as a question 
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of H2/H∞ output-feedback control and regional pole placement, and then the 

Linear Matrix Inequality (LMI) approach is used to solve this question. 

[91] proposed a two-level wide-area oscillation control scheme to enhance 

the transfer capability of interconnected power systems. In this scheme, multiple 

supplementary excitation control loops using wide-area feedback signals were 

coordinated. 

[92] proposed a controller with two-level hierarchical structure to improve 

the stability of a multi-machine power system. In this controller, the remote 

signals from all generators were used to decouple the control signals to improve 

the local controllers’ performances. 

Based on the research of the structure of wide-area oscillation control scheme, 

linear optimal control [93], nonlinear optimal control [94,95], robust control 

[96-98], adaptive control [99,100] and intelligent control [101-103] methods can 

be used to design various kinds of wide-area oscillation controllers. 

(4) Processing method to overcome the signal time delay 

Because of the long distance transmission, signals from WAMS contain time 

delay ranged from tens to hundred milliseconds [104]. 

LMI theory is widely used for the analysis of the upper limit of time delay 

and the design of robust controller considering signal time delay [105-109]. In 

[108], a power system model considering time delay was constructed through 

system identification and Pade approximation. Based on this time-delay system 

model, a robust damping controller was designed by employing mixed- 

sensitivity-H∞ control theory and pole placement approach in LMI framework. In 

[109], a predictor based H∞ control design strategy was discussed for the 

time-delayed systems. 

In [110], a wide-area oscillation controller design method is proposed. This 

method combined LMI theory and gain schedule method to guarantee the 
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stability of system in different operation state and different time delay. 

General speaking, present researches on wide-area oscillation controller with 

time delay considered mainly focus the fixed time delay while random time delay 

has been rarely researched. Furthermore, all the time delay analysis methods are 

very complex with limited practicality for on-line implementation. 

2.3 BRIEF SURVEY OF WAMSS AROUND THE WORLD 

Because of the advantages of WAMS compared with the traditional SCADA 

in the monitoring of the dynamic behaviors and the stability control of power 

system, many countries have established WAMS to guarantee the security and 

stability of their power grids. Here, a brief survey on the WAMSs established 

around the world is presented. 

(1) Wide-area control system in CSG 

China Southern Power Grid (CSG) system [111,112] is characterized by its 

parallel HVDC-HVAC transmission system, high rate of load growth, major 

generation resources remote from the load center and multi-circuit HVDC 

transmission lines system. 

The project named “wide-area coordinated control of multiple HVDC system” 

(WACCH) was started in 2005 by CSG to construct a closed-loop control system 

to modulate active power of HVDC with feedback signals from WAMS. With the 

efforts of the researchers and engineers, WACCH has archived significant 

accomplishments in the past three years. 

WACCH was used to damp inter-area low frequency oscillation through 

modulating the multiple HVDC systems. WACCH also developed an adaptive 

control algorithm based on on-line Prony analysis. Simulation and field test results 

have validated the effective and efficiency of the proposed Wide-area Control 

System (WACS). 
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So far, more than 140 plants and stations across CSG have PMUs installed, 

including most of the 500kV stations and large power plants. All PMUs 

communicate with the central station through a digital fiber optic network at a rate 

of 100 times per second (one every 10 ms).  

(2) OTSCPS in Jiangsu power grid 

The Jiangsu power system [113] is one of the most important power systems 

in southeast china. The backbone grid comprises 220kV and 500kV networks. It 

is connected with Shanghai power grid through a 500kV transmission line. 

WAMS constructed in Jiangsu power system includes several PMUs, data 

concentrators and central analysis severs. The whole project has finished its 

second stage. It can independently monitor several important power plants and 

substations. Based on WAMS and the existed EMS, state estimation is 

accomplished first. Based on the results of the state estimation, transient stability 

assessment is then conducted using an On-line Transient Stability Control 

Pre-decision system (OTSCPS). This system enhances the adaptability and 

precision of preventive and emergency control of Jiangsu power system. 

(3) Wide-area measurement and control system in Mexico 

During the 1990’s, Mexico’s Federal Electricity Commission [114] envisioned 

a project which included the deployment of a synchronized phasor measurement 

system for contingency analysis and visualization of the operational state of the 

National Electrical System. At the initial stage of this project, fifteen PMUs were 

installed in two of the four subsystems. Largest generation complexes, major load 

points, and critical power transfer interfaces were used as the installation criteria. 

In the first stage, most of the focus was put on the post-fault analysis and model 

validation of power system simulator models. In the second stage, for the safe 

operation of the electric power system in Mexico, a synchronized phasor 

measurement system was proposed. 
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(4) Wide-area monitoring and control at Hydro-Québec 

Wide-area measurements at Hydro-Québec [115] started in 1976 when a team 

of IREQ researchers successfully measured the voltage angle shift between 

Arnaud (northeast Québec) and Boucherville (south shore of Montreal), two 

735kV substations separated by more than 1000 km. A precise number of 

zero-crossing of the voltage was used to obtain this angle shift. The 

synchronizing error was less than 46 μs, which represented about 1° electrical 

angle of the 60-Hz fundamental phasor. 

Currently, eight-PMU-based wide-area monitoring system commissioned in 

2004 is on-line. This system brings GPS-synchronized angles, frequencies, and 

harmonic distortion measurements from key 735kV busses to the EMS. 

Hydro-Québec is now actively investigating possible application of wide-area 

voltage measurements to enhance long-term stability through secondary voltage 

control. 

(5) Wide-area oscillation monitoring in Nordic power system 

The Nordic power system [116] comprises the inter-connected power systems 

in Finland, Sweden, Norway and East Denmark (the Nordic synchronous area) 

and West Denmark (being synchronously connected to the union for the 

coordination of transmission of electricity system). Iceland is also part of the 

Nordel cooperation, but has an isolated power system. In 2006, the total 

electricity consumption in the Nordel area was 405 TWh. The peak load was 67 

GW. There are four dominating inter-area modes in Nordic power system. Both 

frequency and damping of the oscillatory modes show significant variations 

depending on the actual operating point. 

Prototype installations have been performed to introduce WAMS applications 

in the Scandinavian power transmission system. The most important functions 

and applications to be included in this WAMS installation were identified and 
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selected in close collaboration with operators at the Norwegian TSO, Statnett. 

The modal analyses were applied to the full (large-scale) Scandinavian power 

system model and used among other criteria (such as practical accessibility of the 

corresponding geographic locations as well as availability of fast Internet access) 

as a basis for selecting the sites for the PMU installations. Finally, four locations 

were selected according to the observability of all critical oscillations in Norway. 

(6) Application of Campus WAMS in Japan 

In Japan [117], a PMUs-based Campus WAMS has been started to construct 

since several years ago. At present, the Campus WAMS totally encompasses 12 

PMUs. Nine of them are installed in the area of Western Japan 60Hz system and 

another three are installed in the area of Eastern Japan 50Hz system. In Japan, 

there are ten independent power companies who operate their own power supply 

area as well as the tie-lines that link the adjacent companies. Therefore, the 

Campus WAMS is in fact a unique wide-area system which covers the power 

supply area of all ten power companies and continuously provides synchronized 

phasor measurements of the complete system. With application of the Campus 

WAMS, the inter-area oscillation modes that occur in Western Japan 60Hz power 

system have been successfully detected and the corresponding eigenvalue 

property has been estimated. 

(7) WAMS implementation in North America 

PMU was first deployed in the Western Electric Coordinating Council (WECC, 

formerly the WSCC) in 1988 by the Bonneville Power Administration (BPA) 

[118]. BPA has conducted both lab and field tested on prototype units developed 

in the Power Lab at Virginia Polytechnic Institute. In 1994, the first commercial 

PMUs were installed in the WECC as part of an EPRI research project.  

Progress in the development and use of the WECC WAMS has been reported 

roughly once a year. By the end of 2004, the WECC WAMS has reached the 
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following size: 

• 11 PDC units, operated by 9 data owners. 

• 53 integrated PMUs 

• 7 stand-alone PMUs 

• ~23 PPSM units 

• ~10 monitor units of other kinds 

On 2 July and 10 August, 1996, the western North American power system 

undergo a severe breakups, WAMS of WSCC provided real-time data. So far, the 

WAMS in WECC has obtained the following accomplishments: 

• PMUs and PDCs technologies have been maturing. 

• The dynamics of power system can be modeled better. 

• The dynamic performance of power system can be observed and tested 

directly.  

(8) “Defence Plan” in France power grid 

Since the early seventies France power grid [119] has been operating a policy 

for countering loss of synchronism which involves isolating the zone at fault in 

order to prevent propagation of the disturbance. This policy, known as the 

"Defence Plan" is currently implemented by the local automatic systems 

responsible for detecting loss of synchronism and isolating the faulty zone 

accordingly. A new Defence Plan for protecting the electricity supply system 

against loss of synchronism is being considered to cope with the future system. 

This new Defence Plan is based on the following precepts:  

• Reliable detection of any zone suffering from loss of synchronism; 

• Very rapid isolation (within about one second) by open-circuiting the EHV 

lines leading to the faulty zone;  

• If the isolated zone exports a lot of energy, the cut-out must be accompanied 

by simultaneous load-shedding from the HV-MV and EHV-MV substations 
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in non-affected zones in order to prevent collapse. 

The required sensitivity and selectivity is obtained based on measuring the 

voltage phase angle in PMUs located at the centre of each zone and comparing 

results pair by pair in a central computer. The Research Center of France power 

grid, in collaboration with the company PSC, has been working on a "PMU" 

capable of performing phase angle measurements of this type. 

(9) DSA in Korea 

The growth of the power system in Korea [120] is very rapid. The power 

consumption in Korea has increased from 4,800 MW in 1976 to 41,000 MW in 

1997. But, because of the finance and environment, the construction of new 

transmission lines for the growing load encountered many problems. With the 

restructuring of power system, Korea power grid cannot operate as the traditional 

manner any more. The continuous monitoring of the system operation state and 

on-line dynamic security assessment (DSA) are needed to predict the uncertainty 

of operation state.  

Configuration of WAMS in Korea power system is composed of one master 

system and 24 local units. The functions of this master system lie in data 

acquisition, system monitoring, bringing serious disturbance to the attention of the 

operator and DSA. In Korea WAMS, PMUs are installed at the major generating 

stations and 345/765 kV substations. Each PMU can measure 3-phase voltages 

and 3-phase currents of fourteen feeders. 

2.4 CENTRALIZED AND DISTRIBUTED WAMS 

Based on the different control strategies adopted in the countries’ power grids 

and the future development plan of WAMS, WAMS established in several 

countries has different topology structure. Generally, there are mainly two kinds 

of WAMS topology structures: centralized WAMS and distributed WAMS. 
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Among all WAMS established in the world, CSG, Wide-area Measurement and 

Control System in Mexico, Wide-area Oscillation Monitoring in Nordic Power 

System and WAMS implementation in North America adopt distributed structure, 

while the other WAMSs adopt centralized structure. The differences of 

centralized and distributed WAMS lie in various aspects such as investment, 

signal time delay, reliability and risk. In Chapter V, all of these aspects are taken 

as the comparison criteria to investigate which WAMS structure has better 

performance in the monitoring and control of power system. 

2.5 SUMMARY 

 In this chapter, a literature review on various aspects of WAMS including 

investment, synchronization accuracy, signal time delay, reliability and risk is 

presented. Meanwhile, the current state of the art on the application of WAMS in 

power system stability analysis and control especially in the identification and 

control of power system low-frequency oscillation is described. Furthermore, 

WAMSs established in the world including China, Mexico, North America, 

Nordic, Japan, France, and Korea are briefly surveyed. Finally, the topology 

structure of WAMS is generally introduced.  
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CHAPTER III SYNCHRONIZATION ACCURACY AND 

SIGNAL TIME DELAY OF WAMS 

3.1 INTRODUCTION 

Power system stability analysis and control is the most important tools for 

securing the operation of a power system. For effective monitoring and control of 

power system stability over a large power system network, WAMS has been 

proposed and constructed in many countries over the world. WAMS is capable of 

collecting synchronized real-time operation state over a wide-area power system 

network through a high speed communication network for on-line power system 

stability analysis and control. 

Synchronized phasors with high synchronization accuracy are essential to the 

practical applications of WAMS based stability analysis and control schemes in 

practical power systems. Table 3.1 summarizes the demand of synchronization 

accuracy in synchronized phasors for various real-time applications [121]. 

Table 3.1 Demand of synchronization accuracy in synchronized phasors for 
various real-time applications 

Applications Degree accuracy/° Time accuracy/μs 

State estimation (static) 0.5 25 

State estimation (dynamic) 1.5 75 

Stability monitoring and control 1 50 

Phase angle measurement 0.1 5 

Adaptive relay 0.1 5 

As shown in Table 3.1, the required synchronization accuracy of 

synchronized phasors in phase angle measurement is a tenth of degree, i.e. 5μs. 
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Since the foundation of wide-area stability analysis and control is built by the 

synchronized phasors which compose of both magnitude and phase angle, the 

synchronization accuracy of synchronized phasors must be within 5μs. 

Like any other measurement equipments, PMU can bring errors to the 

synchronized phasors which would compromise the stability analysis. In addition, 

data transmission delays, namely signal time delay in the WAMS, will affect the 

execution accuracy of stability control action as well [122].  

Existing research mostly focuses on the utilization of real-time information 

supplied by WAMS to analyze power system stability or instability [123-125]. A 

few papers have proposed control actions to allow the power system to recover 

from power system instability. However, most papers do not consider the effect 

of errors introduced by synchronized phasor measurement equipment and the 

data transmission delays in the power system stability analysis and control. 

In this chapter, through a qualitative and quantitative analysis of 

synchronization accuracy and signal time delay, the effect of each part of 

synchronized phasor measurement and transmission to wide-area stability 

analysis and control will be systematically studied and examined such that 

recommendations could be made to improve the synchronization accuracy and 

reduce the signal time delay of synchronized phasors supplied by WAMS to meet 

the demand of wide-area stability analysis and control.  

3.2 ANALYSIS OF SYNCHRONIZATION ACCURACY 

The major functional blocks of a PMU are shown in Fig. 3.1. GPS receiver 

first receives the Pulse-Per-Second (PPS) signal from the satellite and then 

transmits it to the locked oscillator which generates the synchronized sampling 

pulse to trigger the A/D converter to sample the voltage and current signal 

captured by CT/PT with anti-aliasing filtering. The discrete A/D samples are 
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transmitted to a microcomputer to calculate the synchronized phasor using the 

discrete Fourier transform method. The synchronized phasor is then labeled with 

time stamp and transmitted to the phasor data concentrator. 

 

Fig. 3.1 Functional blocks of a PMU 

Since the accuracy of the synchronization GPS pulse is within 0.5μs and 

1.1μs for 92% and 99.9% of time, respectively; the synchronization accuracy of 

GPS pulses is considered as 1μs for simplicity in the following analysis. This 

potential level of accuracy, however, cannot simply be translated as the accuracy 

of the synchronized phasors produced by the PMU in field installation, and it 

would be a misunderstanding to consider the synchronized phasors being used in 

real-time applications would have the same level of synchronization accuracy, i.e. 

1μs, as the GPS pulse. This is because during the build-up process of the 

synchronous clock of the whole network, each part of timing system and the 

signal transmission of measurement will introduce time error and delay. 

PMU synchronization is essential for synchronized phasor measurements to 

capture system dynamic behaviors [126]. However, poor synchronization can 

occur due to the synchronous clock error, signal transmission error and errors 

from the power system. 
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3.2.1 SYNCHRONOUS CLOCK ERROR 

The main use of GPS in power system applications is to use its PPS signal to 

develop a highly accurate synchronous clock system. This synchronous clock 

system is used to label the synchronized phasor measurements with highly 

accurate synchronized time. The synchronous clock error means the difference 

between the PPS signal and synchronous sampling pulse which is used to trigger 

the A/D converter to sample the signal being measured. The following are the 

main sources of errors in the synchronous clock.  

(1) There is an error between the rising edge of PPS signal produced by the GPS 

receiver and Universal Time Coordinated (UTC) real-time clock. This error is 

about 80 ns. 

(2) There is a random error between the rising edges of PPSs produced by any 

two GPS receivers. Through test measurement, this error is between 50 ns to 

100 ns. 

(3) There is an error between the rising edge of PPS and the rising edge of the 

internal clock pulse of PMU. That means that the internal clock can receive 

PPS signal until the next rising edge comes. Fig. 3.2 shows the time sequence 

of PPS and the internal clock pulse of PMU. 

 

Fig. 3.2 Time sequence of PPS and PMU internal clock 

(4) Error will be introduced when the PPS signal is transmitted. If GPS receiver 

is installed on the system support plate directly, this error can be neglected. 
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However, in order to have a better satellite signal reception, the GPS receiver 

is mostly installed in the open air while the rest of PMU parts are installed in 

the switch cabinet with other intelligent equipments. This means that a cable 

is needed to connect the GPS receiver and PMU parts together, and as a result, 

large error will be introduced because of the long connection cable and the 

device used to isolate and process signal. This error will be 215ns when the 

cable length is 1m and 810ns when the cable length is 100m. 

(5) Error will also be introduced during the data processing and recording of time 

by the micro-computer due to the time delay from the execution of CPU 

instructions. 

(6) The accuracy and reliability of crystal oscillator of GPS receiver has obvious 

effect on the system timing accuracy. This error is reflected as time lead or 

lag when the time of one system compares to the time of another system. 

With all the error sources of the synchronous clock being considered, some 

error elimination methods based on the improvement of software and hardware 

of PMU should be taken such that the error of sampling pulse used to trigger the 

A/D converter to sample can be restricted to satisfy the demand of, for example, 

on-line transient stability analysis. 

Through test, the maximum difference between two synchronous sampling 

pulses produced by any two PMU is less than 5μs. This means the difference 

between the synchronized phasor phases will be less than 0.1 degree and the 

synchronization accuracy can reach 0.1 degree. 

Additional synchronization error will be introduced if the PMUs in WAMS 

are made by different manufacturers since different manufacturers use different 

design approaches that result in variable performance among PMUs [127]. Test 

results indicated that measurements from PMUs made by different manufacturers 

can be mixed in applications with steady state or slowly varying dynamic 



-     - 41 

conditions at the fundamental frequency [128,129]. The results also showed that 

operation at 10% or less of the nominal value will greatly increase the magnitude 

and phase errors. Test also revealed that data from different PMUs of different 

manufacturers cannot be combined for off-nominal frequency operation or to 

capture the fast variable power system state when power system is in transient 

process. 

3.2.2 SIGNAL TRANSMISSION ERROR 

Before the A/D converter samples the power signal such as voltage and 

current, the signal pass through the CT/PT, isolation circuit and anti-aliasing 

filters. Each of these three parts as well as the connection cables will introduce 

time errors into the signal. 

(1) Transformer delay: Study shows that the phase shift error of typical CT and 

PT is about 0.1 degree which is equivalent to 5μs. 

(2) The effect of cable: Often there is a long distance between CT/PT and PMU    

and long cable is hence needed to connect the two equipments. Large error 

will be introduced as a result from the long cable and device used to isolate 

and process signal. 

(3) Isolation circuit: There is an isolation circuit between CT/PT and anti-aliasing 

filter. Isolation circuit is used to suppress noise interference and will 

introduce a little phase shift error. 

(4) Anti-aliasing filter: Each input channel must be equipped with an 

anti-aliasing filter to preclude unwanted frequency components in the 

captured signal. This filter will introduce an equivalent phase shift of about 6 

degrees. However with the use of stable resistor/capacitor, this phase shift 

will be suppressed to 0.01 degree. 

All in all the signal transmission error would be large than 8μs and is the 
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dominant factor in determining the overall synchronization error in the 

synchronized phasors when it is compared with the synchronous clock error. 

Though transformer delay, which is the main contributor in the signal 

transmission delay, can be largely reduced by compensation methods, the exact 

amount of improvement is still in doubt because of the complexity of power 

signal involved and the variations in the characteristics of CTs and PTs from 

different manufacturers. 

2.2.3 ERRORS FROM POWER SYSTEM 

The following are the main sources of errors from the power system. 

(1) Along with the increasing use of electronic equipments in power system, 

more and more harmonics and Direct Current (DC) components are 

introduced in power signal. This will prohibit the accurate calculation of 

synchronized phasors by the discrete Fourier transform. The following is the 

discrete Fourier transform. 
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where ( )X r  and )1( −rX  are the rth and (r-1)th phasor measurements, N is 

the number of samples per cycle. Through the discrete Fourier transform, both 

the DC and harmonics components can be eliminated from the original power 

signal. 

(2) Wide-area stability analysis and control is executed when power system 

suffers large disturbance. In such a case, the state of power system changes 

drastically. The decaying aperiodic component will be introduced in generator 
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stator circuit and transmission line. The effect of decaying aperiodic 

component can be eliminated for example by including two extra sample 

points into the data window of the discrete Fourier transform [130]. 

(3) Drastically changing power system state would cause the signal frequency to 

change drastically as well. PMU which measures voltage and current phasors 

using the discrete Fourier transform can detect transients or surges within 

milliseconds of their occurrence [131]. A sampling rate of 12 times the 

nominal power system frequency, i.e. 600Hz for a 50Hz power system, has 

been found to be advantageous in relaying and measurement functions. If the 

network frequency undergoes a change characterized by a small frequency 

offset fΔ , it has been shown that the synchronized phasor will also undergo a 

change [132]. However, if fixed sampling frequency is used continuously to 

sample the signal for the discrete Fourier transform when the network 

frequency changes, spectrum leakage will occur due to the sampling frequency 

become not an integral multiple of the signal frequency. The practical and 

effective solution is to design effective frequency tracking circuit to make the 

sampling frequency track the fundamental frequency of signal in real-time 

[133]. That is to make sure the sampling interval based on the fundamental 

frequency ready to sample and the spectrum leakage can be eliminated 

completely. 

3.3 SIGNAL TIME DELAY 

The typical structure of a WAMS is illustrated in Fig. 3.3. Synchronized 

phasors acquired by dispersive PMUs are transmitted to Phasor Data 

Concentrator (PDC) via the communication links [134]. The preconditioned 

synchronized phasors are then transmitted to the application software for system 

monitoring and control. 
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Fig. 3.3 Typical structure of a WAMS 

PMUs are distributed over power system network on large utilities and 

substations. They are often far away from the PDC, so fast and reliable 

communication links are needed to transmit the synchronized phasors to the PDC. 

Therefore, the communication network is a key component of WAMS. Data 

transmission over long distance can be based on fiber, microwave, and satellite. 

When taking into account of bandwidth, robust, and time delay, fiber is the best 

choice. An experiment study showed that the time delays caused by different 

communication links are different, but all of the delays are more than 25ms [104]. 

The delay could even be larger when there are a large number of signals being 

routed or signals from different areas are waiting for synchronizing.  

Normally, synchronized phasors from various locations in the power grid is 

required to determine the wide-area control actions. Synchronized phasors from 

different locations experience different amount of delays before they reach the 

control center.  

Signal time delay in WAMS mainly includes PMU time delay, serial time 

delay, routing time delay, propagation time delay and repeating time delay. 

PMU time delay indicates the time between the input analog voltage and 

electricity measurements and the output voltage and electricity synchronized 

phaors. It includes synchronization delay, synchronized sampling delay, phasor 

calculation delay and data encapsulation delay. While synchronization delay, also 
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known as synchronization accuracy, has been analyzed in the last section, 

synchronized sampling delay refers to A/D transformation delay and phasor 

calculation delay refers to discrete Fourier transform algorithm delay. The time 

delay caused by the data encapsulation depends on the quantity of the data and the 

efficiency of the data processing unit. In short, PMU time delay mainly depends 

on the hardware and software in PMU. Through the impact on synchronization 

delay, GPS signal also has a certain impact on PMU time delay  

Serial time delay indicates the delay of having one bit being sent one after 

another. It is equal to the data packet divided by the communication rate of the 

communication medium. 

Routing time delay indicates the time required for data to be sent through a 

router, and sent to another location. 

Propagation time delay indicates the time required to transmit data over a 

particular communications medium. It depends on the network transmission media 

and transmission distance. It is equal to the length of transmission line by the 

velocity of the transmission media.  

Repeating time delay indicates the time required for data to be received by a 

repeater, and compensated to transmit continue in the long communication link. 

The total signal time delay in WAMS can be expressed as follows: 

PMU s ro p re+T =T +T +T +T T                         (3.3) 

s
s

r

PT
D

=                                    (3.4) 

p
lT
v

=                                     (3.5) 

where PMUT  is the PMU time delay, sT  is the serial time delay, roT  is the routing 

time delay, pT  is the propagation time delay, reT is the repeating time delay, sP  is 

the size of the packet (bits/packet), rD  is the data rate of the communication 

network, l is the length of the communication media, and v is the velocity at which 
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the data are sent through the communication media.  

The quantitative analysis of signal time delay in WAMS is conducted in 

chapter V. 

3.4 SUMMARY 

Wide-area stability analysis and control is capable to recover power system 

from large disturbance and accident. However, the synchronization accuracy of 

synchronized phasors and signal time delay, which are two of the inherent 

characteristics of WAMS, would have large impacts on the effectiveness of 

wide-area stability analysis and control. During the process of the design of 

WAMS based stability analysis and control schemes, these two characteristics 

must be considered. 

This chapter first discusses the causes and effects of synchronization 

inaccuracy and signal time delay, and then the synchronization accuracy and 

signal time delay are systematically studied and examined such that some 

recommendations are made to improve the synchronization accuracy and reduce 

the signal time delay to meet the demand of wide-area stability analysis and 

control in practical use. 

Following the maturity of WAMS technology and application of WAMS 

based stability analysis and control schemes, the quantitative analysis of 

synchronization accuracy and signal time delay will play as the foundation of these 

WAMS based schemes. 
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CHAPTER IV RELIABILITY EVALUATION OF 

WAMS  

4.1 INTRODUCTION 

As modern electric power systems are transforming into smart grids, real-time 

WAMS has become an essential tool for operation and control [135, 136]. Despite 

practical WAMS has already been established in many countries [7], pioneer 

studies focused mostly on the utilization of WAMS information rather than 

quantitative evaluation of its reliability. In fact, the concerns on reliability of 

WAMS are one of the main factors contributed to the slow pace of synchro-phasor 

adoption for real-time applications [137]. It is now urgent and necessary to 

comprehensively and quantitatively evaluate the reliability of WAMS to ensure its 

availability and reliability meeting the requirements for real-time analysis and 

control. 

Reliability indices of WAMS can be derived either from the statistical data 

collected in operation or from a reliability model. As WAMS is still an emerging 

technology, statistical data available for reliability evaluation would be little and 

the most convenient approach would be to first construct a reliability model of 

WAMS and then to evaluate the reliability indices of this model using a 

comprehensive reliability method. 

In [9,10], traditional Markov method was used to construct a reliability model 

of WAMS, in which components of WAMS were represented as equivalent 

two-state model first and then Markov state transition diagram was used to depict 

the dynamic logic relationship between WAMS and its components. The main 

concern of this approach is the large state space cardinality which precludes not 

only the model solution but also the generation of the transition rate matrix [11]. In 

order to simplify the Markov state transition diagram, only single fault pattern in 
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the failure of WAMS was therefore considered while multiple fault patterns were 

ignored. Furthermore, during the reliability evaluation of WAMS, only the 

reliability of PMU measurements uploading from PMUs to control center was 

considered, while reliability of control instructions downloading from control 

center to PMUs was ignored. Without an accurate reliability model of WAMS, it 

would be difficult to derive accurate reliability indices. 

Once a reliability model of WAMS is constructed, an analytical algorithm 

would be needed to evaluate the reliability indices. State enumeration technique 

was used in [10] to analyze the Markov based reliability model of WAMS. 

However, numerous states will be resulted as the system size grows and prohibit 

its practical use in large-scale WAMS. In [9], state transfer diagram was used to 

analyze the reliability model of WAMS and the same combination explosion 

problem exists. 

In this chapter, a comprehensive reliability evaluation scheme based on Monte 

Carlo (MC) simulation and Fault Tree (FT) analysis is proposed for quantitative 

evaluation of WAMS reliability. The main advantage for using the fault tree 

modeling method to construct the reliability model of WAMS is that it allows 

multiple fault patterns in WAMS to be considered in the reliability evaluation 

conveniently. Furthermore, the reliability of both PMU measurements uploading 

from PMUs to the control center and control instructions downloading from the 

control center to PMUs could be considered in the construction of reliability model 

of WAMS. The problem of state space explosion is overcome with the use of 

Monte Carlo simulation for evaluating the FT reliability model of WAMS. Not 

only the reliability indices of WAMS can be evaluated more accurately, but also 

additional reliability indices such as importance indices, which cannot be easily 

obtained otherwise, can be deduced via the Monte Carlo simulation. 

This chapter is organized as follows: section 4.2 introduces the FT modeling 
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method and the Monte Carlo simulation approach. In section 4.3, a multilayer FT 

reliability model of WAMS is constructed. In section 4.4, a FT reliability model of 

PMU is constructed and analyzed with Monte Carlo simulation to calculate the 

reliability indices of PMU. In section 4.5, reliability of PDC and control center is 

evaluated. In section 4.6, reliability of communication networks including WACN 

and LACN is evaluated. In section 4.7, reliability indices of the complete WAMS 

are generated. In section 4.8, a simple example based on an adaptive wide-area 

damping control scheme with consideration of signal time delay is given to show 

the application of the proposed WAMS reliability evaluation method. Lastly, a 

conclusion is conducted in section 4.9. 

4.2 FT MODELING METHOD AND MONTE CARLO 

SIMULATION APPROACH 

There are many methods for constructing a reliability model such as FT 

analysis, Bayes method, Colored Petri Nets (CPN), RBD, Markov and so on 

[138-142]. Among all of them, FT modeling method is the most popular technique 

in industrial applications for the construction of reliability model [143-146].  

Many methods [142,147-152] such as minimal cut sets, network reduction 

method and Monte Carlo simulation approach have been proposed to analyze FT 

based reliability model. However, with the increase of system scale and 

complexity, it is difficult for the minimal cut sets method to find the minimal cut 

sets in FT based reliability model. Network reduction method can equivalently 

simplify the system reliability model through reducing the network nodes. But 

because of such simplification, accurate reliability indices cannot be reached. 

Comparatively, Monte Carlo simulation approach would be more flexible and 

easier to obtain accurate reliability indices. 
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4.2.1 FT MODELING METHOD  

FT modeling method was firstly proposed by H. A. Wilson in Bell laboratory. 

It can provide a mathematical and graphical representation of the combinations of 

events that can lead to system failure [151,153-155], and therefore, is an effective 

method for the reliability evaluation of WAMS. By using FT modeling method, 

the potential fault of WAMS can be found and the probability of the WAMS 

failure can be predicted.  

FT can be classified as static or dynamic FT depending on the types of the 

gates being used. FT composed by basic logic gates such as OR/AND gates, XOR 

gate, voting gate and so on is called Static FT (SFT). FT composed by at least one 

dynamic logic gates including Sequence Enforcing gate (SEQ), Priority-AND gate 

(PAND), Functional Dependency gate (FDEP), Cold Spare gate (CSP), Warm 

Spare gate (WSP) and Hot Spare gate (HSP) is called Dynamic FT (DFT) 

[156,157].   

In the FT based reliability model, the basic events usually refer to the failure of 

basic components or the misoperation of operator, and the top event usually refers 

to the system failure. The interaction between the basic events and the top event is 

described by logic gates. In this way a whole FT based reliability model could be 

constructed. The modeling procedures of FT based reliability model of WAMS 

are as follows:  

(1) Defining WAMS failure as the top event. 

(2) Analyzing the logic relationships between the basic components in WAMS 

and the top event.  

(3) Describing these logic relationships with logic gates in FT.   

(4) Constructing the whole FT based reliability model of WAMS by the 

combination of all the logic relationships.  
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4.2.2 MONTE CARLO SIMULATION APPROACH  

Monte Carlo simulation approach is a very valuable method which is widely 

used in the solution of practical engineering problems in many fields. With the 

increase in the scale of WAMS, it is difficult to use any analytical methods (e.g. 

minimal cut sets, network reduction method) to analyze the FT based reliability 

model of WAMS so as to calculate accurate reliability indices. Monte Carlo 

simulation approach based the FT analysis method can overcome this problem and 

is able to derive accurate reliability indices of WAMS including the importance 

indices which cannot be easily obtained with analytical methods. 

Monte Carlo simulation approach evaluates the reliability indices by 

simulating the actual process and random behavior of WAMS based on its FT 

reliability model. This method treats the basic events in the FT reliability model 

of WAMS as a series of real experiments. It evaluates the probability and other 

indices by counting the failure counts and recording the failure and repair time of 

the top event during all the experiments. The required information for this method 

is the Probability Density Functions (PDF) for time to failure and repair of all 

basic components in WAMS [146].  

(1) Sampling method of Monte Carlo simulation approach [146] 

Consider that the PDF for time to failure f(t) of component is following 

exponential distribution with parameter λ. Thus, f(t) and life distribution function 

F(t) are given by: 
( ) exp(- )

( ) ( )d 1- exp(- )
t

0

f t = t

F t = f t t = t

λ λ

λ∫
               (4.1) 

Fig. 4.1 shows the change of F(t) and 1-F(t) over time with λ=1, i.e. the failure 

rate of this component is once every year. 
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Fig. 4.1 Changing curve of F(t) and 1-F(t) with time t 

The inverse function of F(t) can be expressed by: 

1( ( )) ln(1 ( ))t = G F t = - F t
λ

−                   (4.2) 

where t is the failure time of component. As shown in Fig. 4.1, 1-F(t) distributes 

between 0 and 1. Based on Equation (4.2), the random failure time of component 

can be sampled using direct sampling method of Monte Carlo as follows: 

1
1= lnft ε
λ

−                          (4.3) 

where 1ε  is a uniform distribution between 0 and 1. The random repair time of 

component is: 

2= ln1rt ε
μ

−                          (4.4) 

where 2ε  is also a uniform distribution between 0 and 1.  

(2) Reliability indices  

Reliability indices mean the parameters which can indicate the reliability 

degree of system from different aspects. Traditionally, reliability indices include 

Mean Time between Failures (MTBF), Mean Time to Repair (MTTR), availability, 

unavailability, basic cell importance and basic cell module importance. 

MTBF is the mean working time between two failures. MTTR is the mean 

time for the repair of faulted system. MTBF and MTTR can be expressed by the 

method of Monte Carlo simulation approach, respectively: 
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∑

∑
                      (4.5)  

where N is the failure count of system in the whole simulation time, fti and rti are 

the failure and repair time of system, respectively, in the ith Monte Carlo 

simulation. 

According to the MTBF and MTTR of WAMS, the availability and 

unavailability of system can be described as [155]: 

1

MTBFA
MTBF MTTR

MTTRU A
MTBF MTTR

=
+

= − =
+

                (4.6) 

Component importance indices are used to arrange the components in order 

of increasing or decreasing importance. Among all the existing component 

importance indices such as Birnbaum’s reliability importance, Fussell-Vesely’s 

measure of importance, Criticality importance, the interruption cost based 

importance index, Maintenance potential and Failure criticality importance index, 

the failure criticality importance index is best suited for the Monte Carlo 

simulation approach adopted in this chapter as no extra Monte Carlo simulation 

cycle would be needed. In failure criticality importance indices, the basic cell 

importance W(Z) of component Z reflects the probability of the failure of PMU 

arising from the failure of component Z. W(Z) can be defined as [149]: 

( ) Z

Z

NSW Z
N

=                        (4.7) 

where NSz is failure count of system caused by the failure of its basic component 

Z and Nz is the failure count of component Z. The basic cell importance of 

component Z mainly depends on the logic location of component Z in the FT 

reliability model of system.  
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Another key index in failure criticality importance indices is the basic cell 

module importance WN(Z), which reflects the proportion of the failure count of 

PMU arising from the failure of component Z in all failure counts of PMU. WN(Z) 

can be expressed as[149]: 

( ) Z
N

NSW Z
NS

=                       (4.8) 

where NS is the failure count of system. Components with high basic cell module 

importance would be the components which have high impact on the reliability 

of system. The basic cell module importance of component Z mainly depends on 

the failure rate of component Z. 

(3) Convergence analysis [54,55] 

Monte Carlo simulation approach is a numerical method based on probability 

theory to compute the results with repeated random sampling. In the solution 

process of the reliability indices of complex system, the convergence of the Monte 

Carlo simulation results must be assessed to determine the termination condition. 

Here, standard error is used to assess the simulation convergence, and the 

convergence factor β  is defined as: 

rN
σβ ε= ≤                      (4.9) 

where                       ( )V ftσ =                       (4.10) 

( ) ( )( )2

1

1 E
-1

N

i i
i=

V ft ft - ft
N

= ∑             (4.11) 

( )
1

1 N

i
i=

E ft = ft
N ∑                    (4.12) 

N is the failure count of system in the whole simulation time, rε is pre-specified 

fraction, ft is the failure time of system in one simulation, V(ft) is the variance of 

failure time of system and σ is the standard error of failure time of system. 
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4.2.3 MONTE CARLO SIMULATION APPROACH FOR FT LOGIC GATES 

Since there will be a large amount of logic gates in the FT reliability model of 

WAMS, nonsequential Monte Carlo simulation approach [158] is therefore 

adopted to analyze the FT logic gates such as OR gate, AND gate, voting gate, 

PAND gate, CSP gate, and FDEP gate [146]. 

During the Monte Carlo simulation reliability evaluation process of WAMS, 

basic components in WAMS are simulated as a series of experiments for 

depicting the duration of available (operation) state, which means that components 

are available or in operation state, and the duration of unavailable (failure) state, 

which means that components are unavailable or in failure state. As operation and 

failure states will come and change with time in experiments, they are called 

state-time diagrams [146]. Durations of these two states depend on the PDFs of 

time to failure and time to repair. 

(1) OR gate 

The symbol of OR gate is shown in Fig. 4.2. Assuming OR gate has two basic 

events, A and B, and one top event C. In one experiment, basic events A and B can 

be either in operation state or failure state. When at least one of them reaches 

failure state, the top event C will reach failure state. 

 

Fig. 4.2 Symbol of OR gate 

By employing the direct sampling method of Monte Carlo mentioned above, 

the failure and repair time of basic events A and B can be obtained from their PDFs 



-     - 56 

of time to failure and repair as follows: 

A 1
A

A 2
A

1= ln
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ft

rt
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μ

−

−
  

B 3
B

B 4
B

1= ln

1= ln

ft

rt

ε
λ

ε
μ

−

−
            (4.13) 

All the possible state-time diagrams of OR gate are shown in Fig. 4.3, in which 

ftA, ftB and ftC denote the failure time of basic events A, B and the top event C, 

respectively, and rtA , rtB and rtC denote the repair time of basic events A, B and 

the top event C, respectively.  

Aft
Bft

Brt
Art

Cft
Crt

 

Fig. 4.3 Possible state-time diagrams of OR gate 

In all the possible state-time diagrams, top event C is in failure state and ftC= 

min (ftA, ftB). In (a), rtC=ftB+rtB-ftA. In (b), rtC=ftA+rtA-ftB. In (c), rtC=max (rtA, rtB). 

In (d) and (e), rtC is the repair time of the basic event which has the minimum 

failure time. The failure counts N of top event C will cumulate when top event C is 

in failure state in one experiment. After the convergence criterion is satisfied, 

MTBF and MTTR of top event C can be calculated as: 
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                    (4.14) 

(2) AND gate 

The symbol of AND gate is shown in Fig. 4.4. Assuming AND gate has two 

basic events, A and B, and one top event C. In one experiment, when both basic 

events A and B reach failure state, the top event C will reach failure state. 

 

Fig. 4.4 Symbol of AND gate 

Base on the sampling method in Equation (4.13), all the possible state-time 

diagrams of AND gate are shown in Fig. 4.5. 

Aft

Bft Art
Brt

CrtCft

 

Fig. 4.5 Possible state-time diagrams of AND gate 
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In state-time diagram (a), (b) and (c), top event C is in failure state and failure 

counts N will cumulate. In (d) and (e), top event C is in operation state and the 

basic events A and B will be sampled again until top event C reaches failure state, 

then failure counts N of top event C will cumulate. 

In (a), ftC=ftB and rtC=ftA+rtA-ftB. In (b), ftC=ftB and rtC=rtB. In (c), ftC=ftA and 

rtC=ftB+rtB-ftA. In (d) and (e), ftC and rtC will cumulate until the top event C 

changes to failure state. Similarly, MTBF and MTTR of the top event C can be 

calculated with Equation (4.14). 

(3) Voting gate 

The symbol of voting gate is shown in Fig. 4.6. Assuming voting gate has three 

basic events, A, B and D, and one top event C. In one experiment, when at least 

two of the basic events reach failure state, the top event C will reach failure state. 

 

Fig. 4.6 Symbol of voting gate 

It is difficult to analyze voting gate through Monte Carlo simulation approach 

directly because there are too many possible state-time diagrams in voting gate. In 

order to facilitate the analysis, voting gate can be transformed to the combination 

of OR and AND gates as shown in Fig. 4.7 based on the principle of equivalence. 
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Fig. 4.7 Transformation from voting gate to the combination of OR and AND gate 

After the transformation, voting gate is composed of OR and AND gates, 

which can be analyzed as above, and Monte Carlo simulation approach can be 

applied to the voting gate as combination of OR and AND gates. 

(4) PAND gate 

The symbol of PAND gate is shown in Fig. 4.8. Assuming PAND gate has two 

basic events, A and B, and one top event C. In one experiment, when basic events 

A and B reach failure state in a pre-assigned order, usually from left to right, the 

top event C will reach failure state. 

 

Fig. 4.8 Symbol of PAND gate 

Base on the sampling method in Equation (4.13), all the possible state-time 

diagrams of PAND gate are shown in Fig. 4.9. 
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Fig. 4.9 Possible state-time diagrams of PAND gate 

In state-time diagram (a) and (b), top event C is in failure state and failure 

counts N will cumulate. In (c) and (d), top event C is in operation state and the 

basic events A and B will be repeatedly sampled until top event C changes to 

failure state , then N will cumulate. 

In (a), ftC=ftB and rtC=ftA+rtA-ftB. In (b), ftC=ftB and rtC=rtB. In (c) and (d), ftC 

and rtC will cumulate until top event C changes to failure state. Similarly, MTBF 

and MTTR of the top event C can be calculated with Equation (4.14). 

(5) CSP gate 

The symbol of CSP gate is shown in Fig. 4.10. CSP gate has an active basic 

event A and a standby basic event B. In normal condition, basic event A is in 

operation state and basic event B is in cold spare state. When basic event A 

changes to failure state, basic event B will change to operation state from cold 

spare state. When both basic events A and B reach failure state, the top event C 

will reach failure state. 
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Fig. 4.10 Symbol of CSP gate 

Base on the sampling method in Equation (4.13), all the possible state-time 

diagrams of CSP gate are shown in Fig. 4.11. 

Aft
Art

BrtBft

CrtCft

 

Fig. 4.11 Possible state-time diagrams of CSP gate 

In state-time diagram (a) and (b), top event C is in failure state and failure 

counts N will cumulate. In (c), top event C is in operation state and the basic events 

A and B will be repeatedly sampled until top event C changes to failure state, then 

N will cumulate. 

In (a), ftC=ftA+ftB and rtC= rtA-ftB. In (b), ftC=ftA+ftB and rtC=rtB. In (c), failure 

time ftC and repair time rtC will cumulate until the top event C changes to failure 

state. Similarly, MTBF and MTTR of top event C can be calculated with Equation 

(4.14). 

(6) FEDP gate 

The symbol of FDEP gate is shown in Fig. 4.12. FDEP gate has a trigger event 
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T and a basic event A. The basic event A is functionally dependent on the trigger 

event T. When the trigger event T reaches failure state, the dependent basic event 

A will be forced to fail and top event C will reach failure state. When trigger event 

T is in operation state, event C will also reach failure state following the failure of 

basic event A.  

 

Fig. 4.12 Symbol of FDEP gate 

Base on the sampling method in Equation (4.13), all the possible state-time 

diagrams of FDEP gate are shown in Fig. 4.13, in which ftT and rtT denote the 

failure time and repair time of triggering event T, respectively. 

T
A(a) Failure Failure state

Operation state

Tft
Trt

T
A(b) Failure Failure state due to 

trigger occurance

C

Aft
Art

Cft
Crt

C
 

Fig. 4.13 Possible state-time diagram of FDEP gate 

In Fig. 4.13, state (a) and state (b) are the failure states of top event C and 

failure times N of top event C will cumulate. In (a), ftC=ftT and rtC= rtT. In (b), 

ftC=fA and rtC=rtA. Similarly, MTBF and MTTR of top event C can be calculated 

with Equation (4.14). 
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4.3 ARCHITECTURE AND RELIABILITY MODEL OF WAMS 
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Fig. 4.14 Architecture of multilayer WAMS 

Typical structure of WAMS consists of PMUs, PDC, communication 

networks including Wide-Area Communication Network (WACN) and 

Local-Area Communication Network (LACN), and control center. Based on the 

distribution and structure of these components, various WAMS architectures have 

been proposed over the years [7]. Here, a common multilayer WAMS architecture 

is adopted as shown in Fig.4.14.  

In this WAMS architecture, dispersed PMUs would send the synchronized 

phasors to PDC via LACN. LACN, PDC and PMUs in the same region would 

form a PMUs-PDC group, and many PMUs-PDC groups are linked up with the 

control center via WACN.  

For the reliability evaluation of this multilayer WAMS, an accurate and 

comprehensive reliability model can be constructed using the FT modeling 

method as shown in Fig. 4.15. 
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Fig. 4.15 FT reliability model of multilayer WAMS 

In Fig. 4.15, the FT reliability model of WAMS is divided into several levels 

based on the multilayer WAMS architecture. The top event is WAMS failure, the 

sublevel events consist of the failure of PMUs-PDC groups, WACN and control 

center, the third level is the failure of N PMUs-PDC groups and the basic level 

events are the failure of M PMUs, LACN and PDC, which are the components of 

one PMUs-PDC group. The availability of WAMS can be calculated as follows 

[159]: 

WAMS PMUs-PDC WACN Control-Center
1

i

N

i

A A A A
=

⎛ ⎞
= ⎜ ⎟
⎝ ⎠
∏ i i              (4.15) 

where 

PMUs-PDC PMU LACN PDC
1

i

i ij i i

M

j

A A A A
=

⎛ ⎞
= ⎜ ⎟
⎝ ⎠
∏ i i                 (4.16) 

WACNA is the availability of WACN; Control-CenterA is the availability of control center; 

PMUs-PDCi
A is the availability of ith PMUs-PDC group; PMUij

A , LACNi
A and PDCi

A are 

the availability of jth PMU, LACN and PDC in the ith PMUs-PDC group, 

respectively; N is the number of PMUs-PDC groups and Mi is the number of PMUs 
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in ith PMUs-PDC group.  

In the following subsections, reliability of PMU, PDC, control center and 

communication networks including WACN and LACNs will first be evaluated and 

the reliability of WAMS will then be calculated from the reliability of its 

components. 

4.4 RELIABILITY EVALUATION OF PMU  

The reliability evaluation of WAMS inevitably needs to analyze the function 

and characteristic of its components. Since PMU is the core component of WAMS 

[5], the evaluation of its reliability is a primary key in the reliability evaluation of 

WAMS. For instance, availability assessments were conducted in [159] for 

assessing the proposed applications of WAMS in power system monitoring and 

control but with typical availability of PMU assumed only. 

Reliability model of PMU has been constructed in [160,161] using the 

traditional Markov method, in which the reliability indices of PMU were evaluated 

from fixed and uncertain reliability parameters of the basic components in PMU. 

In Markov method, the basic components of PMU are first represented as 

equivalent two-state models and then Markov state transition diagram is used to 

depict the logic relationship between PMU and its basic components. However, 

logic relationship between PMU and its basic components would be too 

complicated to be depicted accurately in the Markov state transition diagram. 

Furthermore, in order to simplify Markov state transition diagram as in [160,161], 

only single fault pattern was considered while multiple fault patterns were ignored. 

Without an accurate reliability model of PMU, the accuracy of the reliability 

indices would be compromised. 

In order to overcome these problems in the Markov method, FT modeling 

method [108,112], which can accurately depict the complex logic relationship 
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between PMU and its basic components, is proposed to construct an accurate 

reliability model of PMU in which multiple fault patterns are considered. This FT 

reliability model of PMU can then be analyzed with various methods such as 

network reduction method [162], minimal cut sets [163], and Monte Carlo 

simulation approach. Compared with other two methods, Monte Carlo simulation 

approach can evaluate the reliability indices of PMU more easily and accurately. 

4.4.1 RELIABILITY MODELING OF PMU 

Fig. 4.16 shows the general structure of a PMU with seven function modules 

[160] including various basic components.  
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Fig. 4.16 Functional structure of PMU [160] 

Through the PT/CT module (M1), large analog three-phase voltage and 

current signals are transformed into small analog voltage and current signals 

which will then be passed to the anti-aliasing filtering module (M2) to eliminate 

any high frequency noise. The A/D converting module (M3), whose synchronous 

sampling pulse (SSP) is supplied by the GPS module (M4), is used to convert the 

scaled and filtered analog inputs to digital signals. In the CPU module (M5), the 
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phasors of phase voltages and currents are computed via these digitized signals 

and stamped with coordinated universal time (UTC) supplied by the GPS module 

(M4), and then sent to phasor data concentrator (PDC) and control center by the 

communication module (M6) through communication network. The power of 

PMU is supplied by the power source module (M7). 

Highly available PMU should be designed to automatically detect, isolate, 

and recover from failure. To achieve the fastest possible recovery, service is often 

restored onto redundant modules or components that are in standby and ready to 

rapidly accept service from a failed module or component. High-availability 

PMU should also be designed by architecting redundant arrangements of all 

critical modules or components so that no single module or component failure 

will produce a service outage. Therefore, in PMU, each type of field-replaceable 

hardware unit can be duplicated. 

In China, there are three main manufacturers of commercial PMU including 

NR Electric Co. Ltd., Beijing Sifang Automation Co. Ltd., and China Electric 

Power Research Institute. The models of PMU produced by these three 

manufacturers are SMU-2 [164], CSS-200/1 [165], and PAC-2000 [166], 

respectively. Though the structures of these three PMUs are different, many 

common redundancy designs are used to improve the reliability of these three 

PMUs. For example, in all of these three PMUs, several AC, DC, or digital 

plug-in boards are used to allow multiple input signals and form redundancy. 

Furthermore, several identical 10M/100M Ethernet interfaces are used to allow 

PMU to communicate with multiple equipments and form redundancy. 

Individually, further redundancy designs are also incorporated including 

dual-cpu-board, dual-hot-pluggable power supply, etc. 

Since PMUs designed and produced by different manufacturers do have 

different structure, a generic PMU structure proposed in [160] was therefore 



-     - 68 

adopted in this chapter. While simpler PMU structures could be easily derived 

from this model, this model also offers the opportunity for the reliability results 

obtained in this chapter to be comparable with published results in [160]. 

In the FT reliability model of PMU, the complex logic relationship between 

PMU and its basic components is accurately depicted through dynamic logic gates 

including Sequence Enforcing gate (SEQ), Priority-AND gate (PAND), 

Functional Dependency gate (FDEP), Cold Spare gate (CSP), Warm Spare gate 

(WSP) and Hot Spare gate (HSP). 

PMU is a complex device which can be divided into seven function modules 

(M1~M7) based on their functional features. Each module, which could contain a 

small or large number of basic components, is first constructed as a sub-DFT 

reliability model, and then the complete DFT reliability model of PMU is 

constructed by combining these sub-DFT reliability models. This approach can 

significantly reduce the PMU modeling complexity and computational effort 

required by the following Monte Carlo simulation. 

(1) Sub-FT reliability model of data collection module 

Data collection module (M0) is used to transform large voltage and current 

signals to small signals, filter noise and random disturbances, and convert the 

analog input signals to digital ones. It consists of three function modules: PT/CT 

module (M1), anti-aliasing filtering module (M2) and A/D converting module 

(M3) as shown in Fig. 4.16.  

In each of the three function modules, there are two parallel circuit boards (one 

is active and the other operates as cold standby). The sub-FT reliability model of 

this data collection module is shown as Fig. 4.17 in which λM1A, λM1B, λM2A, λM2B, 

λM3A, λM3B, µM1A, µM1B, µM2A, µM2B, µM3A and µM3B denote the failure and repair 

rate of circuit boards in module M1, M2 and M3. 
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Fig. 4.17 Sub-FT reliability model of data collection module 

In sub-FT based reliability model of data collection module, dynamic logic 

gate CSP is used to depict the spare mutual relationship between the two circuit 

boards, which are standby to each other, in module M1, M2 and M3. 

(2) Sub-FT reliability model of GPS module 

The construction of the sub-FT reliability model of GPS module is the key in 

the construction of reliability model of PMU. Thus, it is necessary to properly 

analyze the operation mechanism of GPS module shown in Fig. 4.18.  

 

Fig. 4.18 Operation mechanism of GPS 
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In GPS, the functions of the crystal oscillator are twofold. The first function 

is to supply the high precision sampling clock pulses for the A/D converting 

module. The other function, which is the by-product of the crystal oscillator, is to 

preserve the precise time reference during the loss of GPS signal. 

GPS may temporarily lose its signal because of various causes no matter how 

strong the observability of the current GPS satellites is. The following are the 

common causes for the loss of GPS signal: 

1) Poor placement of the GPS antenna. 

2) The loose connections at either end of the GPS antenna cable or the IRIG-B 

cables. 

3) Temporary physical blockage due to a large bird landing on or building a nest 

over the antenna.  

4) Interference or jammed signal at the receiver from various sources, such as: 

a. Solar storms with large solar flares 

b. Terrible weather with thick cloud 

c. Unintentional interference from nearby RF transmitters 

d. Intentional interference to disable the GPS receiver 

Each of the above situations can result in the loss of precise timing and some 

of them are not avoidable even if GPS is well designed or installed. A field 

experience and assessment of stability of GPS signal in [167] showed that GPS 

does lose its signal from time to time.  

For PMUs, the inaccuracy and missing data caused by the GPS signal loss is 

a big issue for the smart grid whose operation and control heavily depends on the 

quality and reliability of PMU synchronized phasor. Therefore, to address the 

short periods of GPS signal loss, PMU should allow the clock to maintain 

accurate time over a period of time when it is not receiving a GPS signal. Crystal 
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oscillator is the cheapest, simplest and the most practical method to achieve this 

objective.  

According to the standard PMU definition/basic specification set by the 

Regional Transmission Organization (MISO), for the hardware requirements of a 

PMU, PMU shall automatically switch to local clock in case of loss of GPS 

signal, and shall resynchronize automatically when GPS signal is available [168]. 

This means all commercial PMUs should have some kind of built-in time 

reference keeping mechanism after the loss of GPS signal. For the SIMEAS 

R-PMU produced by Siemens, if the GPS signal is interrupted, it will enter a 

holdover mode with quartz oscillator [169]. For SEL-487E produced by 

Schweitzer Engineering Laboratories, when satellite lock is failed, its operation 

mode will turn to holdover mode operating on the internal oscillator [170]. For 

the three main PMUs currently in production in China, the time reference 

keeping mechanism is designed to keep the precise time reference when GPS 

signal is lost. For SMU-2 PMU produced by NR Electric Co. Ltd, internal high 

stable Oven Controlled Crystal Oscillator is used to keep the accurate time 

reference during the loss of GPS signal [164]. When GPS signal is lost, through 

internal high precision crystal oscillator, CSS-200/1 PMU produced by Beijing 

Sifang Automation Co. Ltd. can keep the synchronization error being less than 

0.5 degree within two hours [165]. This can greatly improve the usability of 

CSS-200/1 PMU. For PAC-2000 produced by China Electric Power Research 

Institute, high precision crystal oscillator and time keeping circuit are adopted to 

keep the synchronous sampling error be less than 30 μs within 2 hours [166].  

Therefore, in this chapter, when the GPS signal is lost, the crystal oscillator 

will take over the GPS receiver to supply the Synchronous Time Signal (STS), and 

the GPS module would enter backup clock operation mode. 

Under backup clock operation mode, the time accumulation error in STS 
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cannot be eliminated but would be less than 1µs/h [171]. According to IEEE Std. 

C37.118-2005, the Total Vector Error (TVE) needs to be less than 1% which 

corresponds to a maximum time error of ±26µs for a 60Hz system. After the loss 

of GPS signal, GPS will enter backup clock operation mode and synchronous 

phasor from PMU can maintain its synchronization accuracy for up to 26 hours 

depending on the other sources of error contributed to the TVE before the recovery 

of GPS signal. 

Fig. 4.19 shows the sub-FT reliability model of GPS module in which λCO, 

λGPS-R and λBC denote the failure rate of crystal oscillator, GPS receiver and backup 

clock operation mode, respectively, µCO and λGPS-R denotes the repair rate of 

crystal oscillator and GPS receiver, respectively, and qs denotes the probability of 

unsuccessful operation of function switcher. 

BCλ

CO CO,λ μ

sq

GPS-R GPS-R,λ μ

 

Fig. 4.19 Sub-FT reliability model of GPS module 
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In sub-FT reliability model of GPS module, two dynamic logic gates FDEP are 

used to depict the functional dependence relationship between crystal oscillator 

failure and synchronization failure and between function switcher failure and 

backup clock mode failure, and a PAND gate is used to depict the events sequence 

relationship between GPS receiver failure and GPS replacement failure. 

(3) Sub-FT reliability model of CPU module 

CPU module consists of hardware and software. Hardware is the carrier of 

software to accomplish the designed PMU functions such as phasor calculation, 

frequency estimation and so on. The reliability evaluation of software is totally 

different from that of hardware. Firstly, the failure of hardware is associated with 

the physical failure, but the failure of software mainly associates with the failure of 

its function because of the code error. Secondly, due to aging, reliability of 

hardware will gradually decrease while the reliability of software will increase due 

to the unceasing optimization of its code. 

Among all the reliability models of software, logarithmic exponential model is 

commonly used to analyze the reliability of software [172]. The failure rate of 

software is given by 
-

0( )= e uu θλ λ                           (4.17) 

where 0λ is the initial failure rate, θ is the failure decay parameter, and u is the 

number of failures found.  

Fig. 4.20 shows the sub-FT reliability model of CPU module in which λsw, λhw, 

µsw and µhw denote the failure rate and repair rate of software and hardware in CPU 

module. 
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Fig. 4.20 Sub-FT reliability model of CPU module 

In sub-FT based reliability model of CPU module, basic logic gate OR is used 

to depict the relationship between software and hardware in CPU module. 

(4) Sub-FT reliability model of communication module and power source module 

In PMU, there are two parallel communication ports which are spare mutually. 

There is also a standby power source module to improve the reliability of power 

supply.  

The sub-FT reliability models of communication module and power source 

module are described in Fig. 4.21, in which λM6A, λM6B, λM7A, λM7B, µM6A, µM6B, 

µM7A and µM7B denote the failure rate and repair rate of network ports in 

communication module and two alternate power source modules 

M6A M6A,λ μ M6B M6B,λ μ M7A M7A,λ μ M7B M7B,λ μ
 

Fig.4.21 Sub-FT reliability models of communication and power source module 
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Like the sub-FT reliability model of data collection modules, dynamic logic 

gate CSP is used to depict the alternate relationship between two communication 

ports in communication module and between two power source modules. 

(5) Complete FT reliability model of PMU 

It can be seen from Fig. 4.16 that the failure of any function module will result 

in PMU failure. From a reliability point of view, all the modules are called in series. 

Therefore, basic logic gate OR is used to combine all the sub-FT reliability models 

associated with the seven function modules of PMU to obtain the complete FT 

reliability model of PMU as shown Fig. 4.22.  

 

Fig. 4.22 Complete FT reliability model of PMU 

Once the complete FT reliability model of PMU is constructed, Monte Carlo 

simulation would be used to determine the reliability indices of PMU accurately. 

4.4.2 RELIABILITY EVALUATION FLOW CHART OF PMU 

Flow chart of reliability evaluation of PMU using the proposed MCFT 

reliability evaluation method is shown in Fig. 4.23 where N indicates the count of 

down state (failure) of PMU in simulation, εr indicates the pre-set convergence 

criterion of Monte Carlo simulation, T1 indicates the array of failure time of PMU, 

T2 indicates the array of repair time of PMU. Some equations are included to 

describe the failure and repair time of PMU and its function modules in Monte 
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Carlo simulation. For example, (ftM6,rtM6)=CSP(M6A,M6B) means that the 

failure time and repair time of communication module (M6) are evaluated through 

the Monte Carlo simulation of CSP gate which is used to construct the sub-FT 

reliability model of communication module, (ftM4,rtM4)=Crystal oscillator means 

that failure and repair time of GPS module (M4) are determined by those of crystal 

oscillator. 

Fig. 4.23 Flow chart of reliability evaluation of PMU 

In the start of simulation, parameters N, εr, T1 and T2 are firstly initialized. 

Secondly, Monte Carlo samples the failure and repair time of each basic 

component in PMU. Thirdly, failure and repair time of the seven function modules 

in PMU are evaluated. Fourthly, one set of failure and repair time of PMU are 

evaluated and stored in array T1 and T2, then PMU failure count will be 
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incremented and convergence analysis will be conducted using array T1 and T2 to 

determine whether reliability indices of PMU have reached pre-set accuracy or 

not. If Monte Carlo simulation result has reached pre-set accuracy, reliability 

indices of PMU can be calculated; otherwise, another round of Monte Carlo 

simulation will be conducted until the convergence criterion is satisfied. 

4.4.3 RELIABILITY INDICES OF PMU 

Table 4.1 Reliability parameters of basic components in PMU 

Parameters 
(M1) Value Parameters 

(M2) Value Parameters 
(M3) Value 

M1Aλ  0.4155 M2Aλ  0.1923 M3Aλ  0.1383 

M1Aμ  673.85 M2Aμ  547.5 M3Aμ  438 

M1Bλ  0.4155 M2Bλ  0.1923 M3Bλ  0.1383 

M1Bμ  673.85 M2Bμ  547.5 M3Bμ  438 

Parameters 
(M5) Value Parameters 

(M6) Value Parameters 
(M7) Value 

hwλ  0.2368 M6Aλ  0.0228 M7Aλ  0.2751 

hwμ  365 M6Aμ  17520 M7Aμ  365 

swλ  0.0657 M6Bλ  0.0228 M7Bλ  0.2751 

swμ  1460 M6Bμ  17520 M7Bμ  365 

Parameters 
(M4) Value Parameters 

(M4) Value Parameters 
(M4) Value 

COλ  0.0188 GPS-Rλ  0.7727 sq  0.75% 

COμ  312.88 GPS-Rμ  365 BCλ  273.75 

Note: unit of λ is in failures/year and unit of µ is in repairs/year 

Basic components in PMUs supplied by different manufacturers would have 

different reliability parameters. Most often accurate reliability parameters would 
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not be available from the manufacturers to the public or even users. In this work, 

the reliability parameters of PMU basic components were either collected or 

derived from [173,174] as shown in Table 4.1. Although these data is not 

absolutely accurate, it is sufficient for demonstrating the proposed PMU 

reliability evaluation method and the subsequent analysis. 

4.4.3.1 CONVERGENCE ASSESSMENT 

Fig. 4.24 plots the convergence factor β against Monte Carlo simulation time 

for Case 1 and 2 (details of Case 1 and 2 will be described in next subsection). It 

is clear that in both Case 1 and 2 the convergence factor β remains almost 

unchanged when the simulation time is over 200,000 years. The corresponding 

convergence factor 0.35% for Case 1 and 0.14% for Case 2 were therefore 

selected as the termination condition for Monte Carlo simulations for ensuring the 

convergence and accuracy of the reliability indices in evaluating the reliability of 

PMU in the following studies. 
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Fig. 4.24 Convergence factor β against Monte Carlo simulation time for both 

Case 1 and 2 
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4.4.3.2 RELIABILITY INDICES OF PMU 

Table 4.2 lists the reliability indices evaluated with the proposed MCFT 

reliability evaluation method. 

Table 4.2 Reliability indices of PMU and seven function modules in PMU 

Module 
Reliability indices 

A  U  MTBF (yr) MTTR (hr) 

M1 1.0000 1.8639e-7 3.9418e3 6.4913 

M2 1.0000 6.2536e-8 1.4926e4 8.0589 

M3 1.0000 4.3698e-8 2.308e4 9.8283 

M4 0.9989 1.0987e-3 2.8281 27.2812 

M5 0.9992 7.8756e-4 3.2123 22.5309 

M6 1.0000 8.2635e-13 4.1731e7 0.2594 

M7 1.0000 2.8936e-7 4.7753e3 11.9803 

PMU 0.9982 0.0018 1.4635 23.1168 

It can be seen from Table 4.2 that: 

(1) Availability of PMU reaches 0.9982 which means PMU is unavailable 

about 15.8 hr/yr. 

(2) Among the seven function modules of PMU, availability of GPS module 

(M4) and CPU module (M5) have the highest impact on the availability 

of PMU, and availability of other modules is extremely high due to their 

redundancy design. 

PMUs supplied by different manufacturers do have different reliability. The 

differences are mainly caused by the different reliability parameters of their basic 

components, especially the basic components in GPS module (M4) and CPU 
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module (M5). Here, two cases with different sets of reliability parameters of basic 

components in PMU are used to show how different the reliability indices could be 

in different makes of PMUs. In Case 1, reliability parameters of basic components 

in PMU are same as listed in Table 4.1. In Case 2, failure rate of components in 

GPS module (M4) and CPU module (M5) is five times larger while failure rate of 

components in other modules remains unchanged. The validity and advantage of 

proposed MCFT method are further checked in Table 4.3 with a comparison of the 

reliability indices of PMU for the above two cases acquired with Markov [161] 

and the proposed MCFT method.  

Table 4.3 Comparison of reliability indices of PMU from different methods 

Case Reliability 
evaluation method PMUA  PMUMTBF  PMUMTTR  

Case 1 
Markov 0.9983 1.5230 22.2894 

MCFT 0.9982 1.4635 23.1168 

Case 2 
Markov 0.9932 0.4847 29.0693 

MCFT 0.9918 0.4429 32.0738 

In both Case 1 and 2, there are differences between reliability indices of PMU 

acquired by the two methods. Those differences are mainly due to the fact that 

more accurate reliability model of PMU is constructed and multiple fault patterns 

rather than only single fault pattern were considered in the proposed MCFT 

method. 

In Case 1, because of the low failure rate of PMU components, there are just 

only a few multiple fault patterns in all the failure patterns of PMU. The difference 

between availability of PMU acquired by the two methods is small, 

PMU 0.0001AΔ = , i.e. about 0.8 hr/yr for the unavailable time. This concludes that 

the results obtained with the proposed MCFT reliability evaluation method is 
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in-line with the benchmarking Markov method for PMU with low failure rate. 

In Case 2, there are a significant number of multiple fault patterns in all the 

failure patterns of PMU because of the high failure rate of PMU components. The 

difference between availability of PMU acquired by the two methods is expectedly 

large, PMU 0.0014AΔ = , which means the difference between the unavailable time 

is up to 12.3 hr/yr. This indicates that the proposed MCFT method is superior as it 

could construct more accurate reliability model and deal with multiple fault 

patterns. 

4.4.3.3 IMPORTANCE ANALYSIS 

As a complex system, PMU consists of seven function modules which in turn 

composes of numerous basic components whose reliability degree have different 

impact on the reliability of PMU. In order to find out the most critical basic 

components which would have high impact on the reliability of PMU and its 

improvement, importance analysis of basic components in PMU should be 

conducted.  

Importance analysis is first conducted on the seven function modules, and then 

importance analysis is conducted on the basic components in the function modules 

with high impact on the reliability of PMU. Table 4.4 and 4.5 summarize the 

results. 

It can be seen from Table 4.4 that the value of basic cell importance of all 

function modules is 1 because of the series relationship between PMU and its 

seven function modules, and GPS (M4) and CPU modules (M5), which possess 

high basic cell module importance, have high impact on the reliability of PMU. 

The same conclusion has also been reached from the analysis of Table 4.2. GPS 

and CPU modules are the two function modules which will be analyzed further on 

their basic components. 
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Table 4.4 Importance analysis of function modules in PMU 

Modules 

Importance indices Rank by 

Basic cell 
importance W

Basic cell module 
importance WN W WN 

PT/CT module 1 0.042% 1 3 

Anti-aliasing filtering module 1 0.006% 1 6 

A/D converting module 1 0.010% 1 5 

GPS module 1 53.624% 1 1 

CPU module 1 46.289% 1 2 

Communication module 1 0% 1 7 

Power source module 1 0.029% 1 4 

Table 4.5 Importance analysis of basic components in GPS and CPU modules 

Module Component 

Importance indices Rank by 

Basic cell 
importance W 

Basic cell module 
importance WN W WN 

GPS 
module 

GPS receiver 42.2057% 50.757% 2 1 

Crystal oscillator 1 2.867% 1 4 

CPU 
module 

Software in CPU 1 9.998% 1 3 

Hardware in CPU 1 36.29% 1 2 

Table 4.5 summaries the importance analysis conducted on the basic 

components in the GPS and CPU modules. When GPS receiver fails, GPS module 
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will enter backup clock operation mode and PMU will not fail immediately, so the 

basic cell importance of GPS receiver is just 42.2057% which is smaller than the 

basic cell importance of the other basic components in GPS and CPU modules. 

Due to the high failure rate, GPS receiver has the highest basic cell module 

importance, which indicates that GPS receiver has the highest impact on the 

reliability of PMU. 

Once the basic components which have high impact on PMU reliability have 

been identified, two measures could be applied to improve the reliability of PMU 

[175]:  

(1) Increase the reliability of basic components with high impact on the 

reliability of PMU. This measure can be achieved through either reducing the 

failure rate or raising the repair rate of the basic components. 

(2) Adopt redundancy design of the basic components with high impact on the 

reliability of PMU. Though both measures can improve the reliability of 

PMU, their effectiveness and economy are different. 

4.4.3.4 SENSITIVITY ANALYSIS 

The effectiveness and economy of the first PMU reliability improvement 

measure mentioned in previous section can be assessed with the help of sensitivity 

analysis. The changes of availability of PMU with the change of failure rate or 

repair rate of the basic components in GPS and CPU modules are plotted in Fig. 

4.25.  

It can be seen that the availability of PMU will increase linearly with the 

decrease of the failure rate of basic components in GPS and CPU modules. 

However, the availability of PMU will not reach 1 even if the failure rate decreases 

to zero which is technically infeasible. Also, the availability of PMU will be 

saturated when the repair rate is higher than a certain value. 



-     - 84 

 

Fig. 4.25 Sensitivity analysis of the basic components in GPS and CPU modules 
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4.4.3.5 REDUNDANCY DESIGN ANALYSIS 

Cold standby components were added to the GPS and CPU modules to test the 

effectiveness of the second PMU reliability improvement measure. The change of 

reliability of PMU with the redundancy design of basic components in GPS and 

CPU modules is shown in Table 4.6.  

Table 4.6 Change of reliability indices of PMU with redundancy design of basic 
components in GPS and CPU modules 

Cold standby 
component PMUMTBF  PMUMTTR  

PMUA  PMUAΔ  

GPS receiver 2.8555 22.5332 0.9991 0.0009 

CPU hardware 2.3196 22.3766 0.9989 0.0007 

Crystal oscillator 1.5108 22.5372 0.9983 0.0001 

Availability of PMU does improve significantly with redundancy added. The 

biggest improvement would be the redundancy design of GPS receiver which has 

the highest basic cell module importance. 

Compared with the improvement shown in the sensitivity analysis done in 

previous section for the first PMU reliability improvement measure, the second 

measure with redundancy design on GPS receiver and CPU hardware is more 

practical and cost effective with larger PMU reliability improvement.  

4.5 RELIABILITY EVALUATION OF PDC AND CONTROL 

CENTER 

The main function of PDC is to first collect and resynchronize the phasor 

data from PMUs belong to the same PMUs-PDC working group as PDC, and 

then transmit the resynchronized data to the control center. Modern PDC can 



-     - 86 

accomplish many functions, such as real-time monitoring of power system state 

and manipulating and analyzing history data. In order to accomplish these 

functions which can only be accomplished in control center before, PDC needs to 

have similar structure as the control center. Reliability evaluation of PDC and 

control center is therefore very similar with that of PMU, and detailed reliability 

evaluation of PDC and control center will not be conducted in here again. 

Fig. 4.26 shows the detailed PDC structure, in which, based on the function 

feature of PDC, PDC is divided into six function modules (M8～M13). M8 is 

power source module, M9 is Front End Processor (FEP) module which collects 

synchronized phasor data from different PMUs, M10 is Real Time Database 

(RTDB) module which handles the real-time data, M11 is History Database 

(HisDB) module which handles the history data, M12 is gateways module which 

transmits synchronized phasor data to control center and M13 is the workstation 

which coordinates the operation of all modules in PDC. 
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Fig. 4.26 Structure of a PDC 

It can be seen from Fig. 4.26 that the structure of PDC has a striking 

similarity with that of PMU, and the proposed MCFT reliability evaluation 

method can be applied to evaluate the reliability of PDC and control center. 



-     - 87 

4.6 RELIABILITY EVALUATION OF COMMUNICATION 

NETWORK  

For illustration, WAMS for the IEEE 14-bus test system shown in Fig. 4.27 

would be used as an example to fully explore the proposed reliability evaluation 

method.  
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Fig. 4.27 WAMS for IEEE 14-bus test system 

Speed, robustness and reliability are the basic requirements of communication 

networks in WAMS. Since Synchronous Optical Network / Synchronous Digital 

Hierarchy (SONET/SDH) possesses high speed data communication and high 

operation reliability, it has become commonly adopted as the main structure of 

communication networks in WAMS [176]. In most of the existing WAMS, the 

main structure of SONET/SDH communication network is a 2-fiber 

Unidirectional Self-Healing Ring Network (U-SHRN/2) [7,177] whose merits 

mainly lie in the low cost for network construction, less failure recovery time, and 

highly reliable 1+1 data communication protection.  
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Compared with conventional reliability evaluation methods [9,10,178,179], 

the proposed Monte Carlo fault tree (MCFT) reliability evaluation method for 

communication networks has following advantages: 

(1) Multiple fault patterns, instead of single fault pattern only, in the failure of 

communication networks are considered. 

(2) The reliability of both PMU measurements uploading from PMUs to control 

center and control instructions downloading from control center to PMUs is 

considered. 

(3) Additional reliability indices, especially the importance indices which are 

very useful for improving the reliability of communication networks, can be 

generated. 

4.6.1 RELIABILITY MODELING OF WACN 

The WACN for IEEE 14-bus test system as shown in Fig. 4.27 is in a 4-node 

U-SHRN/2 structure which contains four Add-Drop Multiplexers (ADM) dividing 

the WACN into four fiber sections L1-L4. In WACN, there are two optic fiber rings. 

One is the primary fiber ring (P) transmitting data in anti-clockwise direction and 

the other is the spare fiber ring (S) transmitting data in clockwise direction. 

Uploading PMU measurements from PMUs would be sent to both primary and 

spare fiber ring via the ADM. In normal operation, PMU measurements 

transmitted in the primary fiber ring would be selected as the working data 

uploading to the control center. In case of failure in the primary fiber ring, PMU 

measurements in the spare fiber ring would be selected as the working data 

through successful switching operation of ADMCC. The downloading of control 

instructions has a similar operation mechanism as the uploading of PMU 

measurements. In the reliability evaluation of WAMS, not only the reliability of 

uploading PMU measurements but also the reliability of downloading control 
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instructions should be considered. 

Before the FT reliability model of WACN can be constructed, a clear 

definition of a working WACN is firstly needed. When a WACN is in a working 

state, not only the control center can receive all the uploading PMU measurements 

but also PMUs could receive all the downloading control instructions from the 

control center via either the primary or spare fiber ring. The criteria of a working 

WACN can be summarized as follows: 

(1) All failures occur on the primary fiber ring and ADM could switch 

successfully. 

(2) All failures occur on the spare fiber ring. 

(3) When there are failures on both primary and spare fiber rings simultaneously 

in the same fiber section Li and ADM can switch successfully, control center 

can still receive all the PMU measurements and PMUs can still receive the 

control instructions from control center due to the U-SHRN/2 structure of 

WACN. There are two kinds of simultaneous failures: one is caused by a 

common cause, which is referred as common cause failure and is the main 

failure pattern of communication networks with U-SHRN/2 structure, whilst 

the other is not. 

With the above criteria, all the states of failure for different fault locations can 

be derived and constructed as sub-FTs which can then be combined to build the 

complete reliability model of WACN as shown in Fig. 4.28. 

For the construction of FT reliability model of WACN, the following three 

types of failures are considered: (1) Primary Fiber Failure (PFF) - failure occurs on 

primary fiber section Li(P), (2) Spare Fiber Failure (SFF) - failure occurs on spare 

fiber section Li(S), and (3) Common Cause Fiber Failure (CCFF) - common cause 

failure occurs on fiber section Li(P&S). 
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Fig. 4.28 FT reliability model of WACN  

(1) Sub-FT1 

In Sub-FT1 as shown in Fig. 4.29, the failure condition of WACN is that 

failures just occur on the primary fiber ring and ADM could not switch 

successfully.  
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Fig. 4.29 Sub-FT1 for WACN failure caused by PFF and ADM switching failure  

In this failure condition, when primary fiber ring fails because of unsuccessful 

switching of ADM, either uploading PMU measurements or downloading control 

instructions in spare fiber ring cannot be selected as the working data. 

(2) Sub-FT2 

In Sub-FT2 as shown in Fig. 4.30, the failure condition of WACN is that 

failures occur on just one section of primary fiber and one or more sections of 
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spare fiber which are not on the same section where the primary fiber failure 

occurs.  
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Fig. 4.30 Sub-FT2 for WACN failure caused by single section PFF 

Since there are failures in different sections and in both the primary and spare 

fiber ring, either the control center cannot receive the uploading PMU 

measurements from PMUs or PMUs cannot receive the downloading control 

instructions from the control center, or even both, no matter the switching of ADM 

is successful or not.  

Failure conditions of WACN in Sub-FT3 to Sub-FT6 have the similar failure 

mechanism as Sub-FT2. 

(3) Sub-FT3 

In Sub-FT3 as shown in Fig. 4.31, the failure condition is that failures occur on 

two or more sections of primary fiber and one or more sections of spare fiber. 
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Fig. 4.31 Sub-FT3 for WACN failure caused by two or more sections PFF  

(4) Sub-FT4 

In Sub-FT4 as shown in Fig. 4.32, the failure condition is that common cause 

failure occurs on one fiber section and ADM could not switch successfully. 

 

Fig. 4.32 Sub-FT4 for WACN failure caused by single section CCFF and ADM 

switching failure  

(5) Sub-FT5 

In Sub-FT5 as shown in Fig. 4.33, the failure condition is that common cause 
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failures occur on one fiber section and failures occur on one or more sections of 

both primary fiber and spare fiber, which are not in the same section as the one 

with common cause failures. 

 

Fig. 4.33 Sub-FT5 for WACN failure caused by single section CCFF  

(6) Sub-FT6 

In Sub-FT6 as shown in Fig. 4.34, the failure condition is that common cause 

failures happen on two or more sections of fiber. 

 

Fig. 4.34 Sub-FT6 for WACN failure caused by two or more sections CCFF  
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(7) Sub-FT7 

In Sub-FT7 as shown in Fig. 4.35, the failure condition of WACN is that 

failures occur on one or more ADMs. In this failure condition, due to the failure of 

ADMs, PMUs-PDC groups linking with WACN through the faulty ADMs cannot 

exchange information with the control center. 

 

Fig. 4.35 Sub-FT7 for WACN failure caused by ADM failure 

In sub-FT7, failure condition of WACN is that failures happen on one or more 

ADMs. In this failure condition, because of the failure of ADMs, PMUs-PDC 

groups linking with WACN through the fault ADMs cannot exchange information 

with control center. 

By combining Sub-FT1 to Sub-FT7, which depicts all the failure states of 

WACN, the complete FT reliability model of WACN can be constructed as shown 

in Fig. 4.28. 

4.6.2 RELIABILITY MODELING OF LACN  

Often power grids are distributed and geographically dispersed in large-scale. 

Many LACNs are therefore needed to transmit dispersed PMUs data to respective 

PDC. In [10], carrier wave and microwave communication channel was used to 

construct the LACN. However, because of the limitations of such communication 

channel mediums in reliability, scalability and robustness, most often this kind of 
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LACN cannot fully satisfy the requirements of WAMS based stability analysis and 

control schemes for the real-time wide-area information [179]. LACN could be in 

star or ring structure. The reliability of LACN with star structure is low and can be 

evaluated easily. In the near future, following the increasing requirement for the 

reliability, LACN with star structure will be replaced by LACN with ring structure 

whose reliability is very high. Therefore, in this chapter, in order to guarantee the 

real-time and reliability of data transmission, in modern WAMS, similar to 

WACN, U-SHRN/2 structure is also utilized to construct the LACN. 

 

Fig. 4.36 5-node U-SHRN/2 structure of LACN1 

Based on the voltage level and geographical location, WAMS for IEEE 14-bus 

test system is divided into 3 subsystems and each forms a PMUs-PDC group. 

Since 1#PMUs-PDC group contains 5 PMUs and one PDC, a 5-node U-SHRN/2 is 

used to construct LACN1. 2#PMUs-PDC group contains 6 PMUs and one PDC, a 

7-node U-SHRN/2 is therefore used to construct LACN2. 3#PMUs-PDC group 
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contains 3 PMUs and one PDC, so a 3-node U-SHRN/2 is used to construct 

LACN3. Structure of LACN1, LACN2 and LACN3 is shown in Fig. 4.36, 4.37 and 

4.38, respectively.  
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Fig. 4.37 7-node U-SHRN/2 structure of LACN2 

 

Fig. 4.38 3-node U-SHRN/2 structure of LACN3 
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Since LACN has a similar structure as WACN, the approach previously 

described for WACN can be applied again to construct the reliability model of 

LACN. 

4.6.3 RELIABILITY INDICES OF COMMUNICATION NETWORKS 

4.6.3.1  RELIABILITY INDICES OF WACN 

The scale of WAMS and its communication networks do vary with the size of 

power grid. In order to better evaluate the reliability of different sized WACN, two 

cases for the IEEE 14-bus test system were prepared as listed in Table 4.7. Whilst 

Case 1 represents a small scale WACN detailed in [174], Case 2 represents a large 

WACN based on Case 1 and scaled with a large fiber network. Units of λ and µ are 

failures/year and repairs/year respectively. The unsuccessful switching probability 

of ADM qs is set to 0.75%.  

Table 4.7 Reliability parameters of two different-scaled WACN 

Case Fiber section
Parameters L1 L2 L3 L4 

Case 1 

Length (km) 180 90 120 150 

L (P)iλ or L (S)iλ  0.5256 0.2628 0.3504 0.4380 

L (P)iμ or L (S)iμ  146 262 197 155 

L (P&S)iλ  2.6280 1.314 1.752 2.19 

L (P&S)iμ  109.5 207 155 146 

Case 2 

Length (km) 1080 540 720 900 

L (P)iλ or L (S)iλ  3.1536 1.5768 2.1024 2.628 

L (P)iμ or L (S)iμ  127 218 153 136 

L (P&S)iλ  15.768 7.884 10.512 13.14 

L (P&S)iμ  88.6 168 127 113 
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For the given sets of reliability parameters for Case 1 and 2, the proposed 

MCFT reliability evaluation method was applied to evaluate the reliability indices 

of WACN. In order to examine the convergence of the Monte Carla simulations, 

the convergence factor β in Case 1 and 2 is plotted against simulation time in Fig. 

4.39.  
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Fig. 4.39 Convergence factor β against simulation time for Case 1 and 2 

It is clear that in both Case 1 and 2 the convergence factor β remains virtually 

unchanged when the simulation time is over 200,000 years. For the following 

studies, the corresponding convergence factors 0.29% for Case 1 and 0.16% for 

Case 2 are therefore selected as the termination condition for Monte Carlo 

simulations so as to ensure the accuracy of the reliability indices in evaluating the 

reliability of WACN. 

Table 4.8 lists the reliability indices of WACN obtained for Case 1 and 2 

together with the ones obtained with the Markov-Enumeration method. In both 

Case 1 and 2, differences do exist between the results obtained with the proposed 

MCFT and the benchmarking Markov-Enumeration methods. The differences are 
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mainly due to the fact that only single fault pattern rather than multi-fault patterns 

is considered in Markov-Enumeration method in order to reduce the state space. 

Furthermore, in Markov-Enumeration method, only the reliability of PMU 

measurements uploading from PMUs to control center is considered while the 

reliability of control instructions downloading from control center to PMUs is 

ignored. 

Table 4.8 Comparison of reliability indices of WACN for different reliability 
evaluation methods 

Case Indices 
Methods WACNA  WACNU  WACNMTBF  

(yr) 
WACNMTTR  

(hr) 

1 
Markov-Enumeration 0.9978 0.0022 1.1489 21.7473 

MCFT 0.9976 0.0024 1.1220 23.6448 

2 
Markov-Enumeration 0.9396 0.0604 0.0458 25.7819 

MCFT 0.9239 0.0761 0.0503 36.2684 

In Case 1, the availability of WACN obtained with the proposed MCFT 

method is WACN 0.9976A = . This means that WACN is unavailable for about 21 

hr/yr. Since the scale of WACN is small with low failure rate, there are just only a 

few multiple fault patterns in all the failure patterns of WACN. The difference 

between the availability of WACN obtained with both methods is 

small, WACN 0.0002AΔ = , i.e. about 1.7 hr/yr for the unavailable time. Furthermore, 

the difference between MTBF and MTTR of WACN obtained with both methods 

is also small. This concludes that the results obtained with the proposed MCFT 

reliability evaluation method is in-line with the benchmarking Markov- 

Enumeration method for small scale WACN with low failure rate. 

In Case 2, the parameter set represents a large-scale WACN with high failure 

rate, there are significant number of multiple fault patterns in all the failure 



-     - 100 

patterns of WACN. The difference between availability of WACN obtained with 

the proposed MCFT and the Markov-Enumeration methods is expected to be 

large, WACN 0.0157AΔ =  which means the difference between the unavailable 

time is up to 137.5 hr/yr. Furthermore, there is also a distinct difference between 

MTBF and MTTR of WACN obtained with both methods. This indicates that the 

proposed MCFT method is superior as it could deal with multiple fault pattern as 

well as the different reliabilities in uploading PMU measurements to the control 

center and downloading control instructions to PMU. 

4.6.3.2 IMPORTANCE ANALYSIS OF FIBER SECTIONS IN WACN 

In order to identify the most critical fiber section which would have high 

impact on the reliability and its improvement of WACN, importance analysis of 

fiber sections in WACN is conducted with results tabulated in Table 4.9. 

Table 4.9 Importance analysis of fiber sections in WACN 

Importance 
 
Fiber section 

Basic cell 
importance W (%) 

Basic cell 
module importance WN (%)

L1 L2 L3 L4 L1 L2 L3 L4 

L (P&S)i  6.58 4.12 5.16 5.67 45.27 27.98 35.41 39.19

L (P)i  1.53 0.77 1.06 1.35 10.39 5.39 7.25 9.41 

L (S)i  1.26 0.64 0.89 1.15 8.72 4.53 6.12 7.88 

Rank 4 3 1 2 4 3 1 2 

It can be seen from Table 4.9 that:  

(1) Because of the higher failure rate, common cause fiber has higher 

importance than primary and spare fiber in the same fiber section;  

(2) Primary fiber sections have higher importance than spare fiber sections 

because, in normal condition, primary fiber ring is in working states 
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while spare fiber ring is in cold standby condition;  

(3) The importance ranking indicates that longer fiber section has higher 

importance. 

Hence, one measure to improve the reliability of WACN is to decrease the 

failure rate of common cause failure which is the main failure pattern of fiber 

section while the other measure is to avoid long fiber section as much as it could. 

4.6.3.3 RELIABILITY INDICES OF LACN 

Table 4.10 Reliability parameters of LACN1 

Parameters   
 
Fiber section 

1-LACN i
λ  
(P or S)

1-LACN i
μ  
(P or S)

1-LACN i
λ  
(P & S)

1-LACN i
μ  
(P & S) 

LACN1-1 (80km) 0.2336 295 1.168 232.5 

L ACN1-2 (100km) 0.2920 236 1.460 186 

L ACN1-3 (120km) 0.3504 197 1.7520 155 

L ACN1-4 (90km) 0.2628 262 1.314 207 

L ACN1-5 (100km) 0.2920 236 1.460 186 

Table 4.11 Reliability parameters of LACN2 

Parameters   
 
Fiber section 

2-LACN i
λ  
(P or S)

2-LACN i
μ
(P or S)

2-LACN i
λ
(P & S)

2-LACN i
μ  
(P & S) 

LACN2-1 (9km) 0.2628 262 1.314 207 

L ACN2-2 (80km) 0.2336 295 1.168 232.5 

L ACN2-3 (100km) 0.2920 236 1.460 186 

L ACN2-4 (70km) 0.2044 337 1.022 266 

L ACN2-5 (80km) 0.2336 295 1.168 232.5 

L ACN2-6 (90km) 0.2628 262 1.314 207 

L ACN2-7 (120km) 0.3504 197 1.7520 155 
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Table 4.12 Reliability parameters of LACN3 

Parameters   
 
Fiber section 

3-LACN i
λ  
(P or S)

3-LACN i
μ
(P or S)

3-LACN i
λ  
(P & S)

3-LACN i
μ  
(P & S) 

LACN3-1 (70km) 0.2044 337 1.022 266 

L ACN3-2 (90km) 0.2628 262 1.314 207 

L ACN3-3 (80km) 0.2336 295 1.168 232.5 

Because LACNs (LACN1, LACN2 and LACN3) for IEEE 14-bus test system 

do have similar structure as WACN, the MCFT reliability evaluation method 

proposed for WACN could also be applied to evaluate the reliability of LACNs. 

The reliability parameters of LACN1, LACN2 and LACN3 for IEEE 14-bus test 

system are respectively listed in Table 4.10, 4.11 and 4.12.  

The corresponding reliability indices of them are detailed in Table 4.13.  

Table 4.13 Reliability indices of LACNs for IEEE 14-bus test system 

Reliability 
indices 

 
LACN 

LACNA  LACNU  WACNMTBF (yr) WACNMTTR (hr) 

LACN1 0.9990 0.0010 3.1959 28.0242 

LACN2 0.9982 0.0018 2.4649 38.9362 

LACN3 0.9994 0.0006 4.3085 22.6590 

It can be seen from Table 4.8 and 4.13 that communication networks, 

including WACN and LACNs, do have high availability which is close to 1. 

Therefore, the designed structures of communication networks have sufficient 

reliability for IEEE 14-bus test system in which the reliability and number of 

PMUs would play an important rule. 
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4.7 RELIABILITY EVALUATION OF WAMS  

For the reliability evaluation of WAMS for IEEE 14-bus test system, it is 

assumed that all the PMUs are uniform and the availability of each PMU is 0.9982 

which is calculated in section 4.4 while the availability of WACN in Case 1, 2 and 

LACNs is determined as described in section 4.6. WACN in Case 1 is taken as an 

illustration example in this section. From Equation (4.15) and (4.16), the 

availability of WAMS for IEEE 14-bus test system can be calculated with the 

following availabilities. 

1 1 1 1
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PMUs-PDC PMU LACN PDC
1

0.9905
j

j

A A A A
=

⎛ ⎞
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∏ i i             (4.18) 
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3
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⎛ ⎞
= =⎜ ⎟
⎝ ⎠
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Though the reliability of each individual component in the WAMS for the 

IEEE 14-bus test system is high enough, the availability of the overall WAMS is 

quite low, WAMS 0.9708A = . This means WAMS will be unavailable for about 

255.8 hr/yr mainly because of the large number of PMUs. Therefore, the reliability 

of PMU is the key to the success application of WAMS, especially for those 

WAMS based stability analysis and control scheme where PMU measurements at 

all buses are required. 

On the other hand, for many WAMS based stability analysis and control 

schemes, only partial WAMS information is required. Suppose that a wide-area 

differential relay is installed on transmission line bus13-bus14. In this wide-area 

protection scheme, only PMU measurements in bus 13 and bus 14 are required. 
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Reliability of WAMS for this wide-area differential relay scheme can be 

calculated as follows: 

2 14 2 2PMUs-PDC PMU LACN PDC 0.9965A A A A= =i i              (4.22) 

3 13 3 3PMUs-PDC PMU LACN PDC 0.9977A A A A= =i i               (4.23) 

3
PMUs-PDC

WAMS WACN Control-Center
2

0.9919i
i

A A A A
=

⎛ ⎞
= =⎜ ⎟
⎝ ⎠
∏ i i     (4.24) 

Therefore, the reliability of WAMS for these WAMS based stability analysis 

and control schemes requiring only partial WAMS information is much higher 

than those requiring global WAMS information. Though different schemes would 

require different WAMS information and have different degree of reliability, the 

following measures should be taken to improve the reliability of WAMS. 

(1) The amount of WAMS information being used in any WAMS based stability 

analysis and control schemes shall be minimized. 

(2) For those buses whose electrical quantities are required by most of the WAMS 

based stability analysis and control schemes, backup PMU should be installed 

to increase the availability. 

(3) Among all the improvement measures, the most important and fundamental is 

to improve the reliability of PMUs and communication networks, WACN and 

LACNs. 

4.8 APPLICATIONS OF WAMS RELIABILITY IN POWER 

SYSTEM STABILITY ANALYSIS AND CONTROL 

Reliability of PMU must be considered in any WAMS based stability analysis 

and control schemes whose reliability needs to be guaranteed prior to live 

operation. Here, an adaptive wide-area damping control scheme proposed in [180] 

is taken as an example to demonstrate how the availability of PMU is utilized. 

For simplicity it is assumed that this damping control scheme operates on an 
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IEEE 14-bus test system (seen as Fig. 4.27), the input signals are the five generator 

rotor speeds measured by five PMUs. Through the corresponding communication 

networks including LACN and WACN, generator rotor speeds are transmitted to 

PDC and control center where this damping control scheme is operated.  

Reliability of PMU and communication networks including LACN and 

WACN has been evaluated in the previous sections. The PDC and control center 

generally have very high reliability and their availabilities ( PDCA and Control-CenterA ) 

are assumed to be 1.0 in this example [10]. From the perspective of reliability, 

these devices are in series and the availability of this damping control scheme 

can be calculated by the product of their availability [159]. Assuming all the 

PMUs are uniform, the availability of WAMS for this damping control schemes 

in IEEE 14-bus test system can be calculated as follows: 

5 3 3

WAMS PMU LACN PDC WACN Control-Center
1 1 1

=0.9858

j j j
j j j

A A A A A A
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⎝ ⎠ ⎝ ⎠ ⎝ ⎠
∏ ∏ ∏i i i i

   (4.25) 

In other words, this adaptive wide-area damping control scheme in IEEE 

14-bus test system will be unavailable for about 124.4 hr/yr and therefore would 

not be sufficiently reliable for practical use. However, it should be noted that the 

availability was calculated with the reliability parameters of the WAMS basic 

components collected or derived from published papers which are not necessary 

realistic enough for practical assessment of the availability of WAMS. 

Furthermore, the availability could be improved by optimizing the structure of 

the WAMS such that the number of PMUs involved in the control scheme could 

be reduced for example. 

4.9 SUMMARY 

In this chapter, a comprehensive reliability evaluation method based on Monte 

Carlo Fault Tree Analysis is proposed for WAMS. Fault tree modeling method is 
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first used to construct an accurate reliability model of WAMS, in which multiple 

fault patterns rather than single fault pattern are considered and both the reliability 

of PMUs measurements uploading to control center and control instructions 

downloading to PMUs are considered. Monte Carlo simulation approach is then 

used to evaluate the reliability indices of WAMS as well as some importance 

indices which cannot be easily obtained otherwise and are essential in identifying 

the critical links in WAMS.  

WAMS is composed of PMUs, PDC, communication networks including 

LACN and WACN, and control center. In this chapter, the reliability of all of 

these components of WAMS is evaluated by employing the proposed MCFT 

reliability evaluation method.  

Comparison studies with the Markov-Enumeration method showed that the 

proposed reliability evaluation method is superior, in terms of both correctness and 

functionality, in particular for large-scale WAMS with high failure rate. This 

paper also provides a general guideline to improve the reliability of WAMS for 

online stability analysis and control. A simple example based on an adaptive 

wide-area damping control scheme has also been given to show the application of 

the proposed WAMS reliability evaluation method. 
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CHAPTER V A QUANTITATIVE AND 

COMPREHENSIVE INVESTIGATION OF 

WAMS ARCHITECTURE 

5.1 INTRODUCTION 

Power industries around the world are experiencing a profound deregulation 

aiming to provide electricity customers with better services at a cheaper cost 

[181]. A large number of small and geographically dispersed power generation 

units (e.g., wind turbines, solar cells, plug-in electric cars) are gradually 

replacing large centralized power plants. The operation and control of power 

system is becoming more complex because of the distributed nature, multiple 

interactions and uncertainties. Accordingly, the control strategy of power system 

shall also be changed from the traditional centralized control to distributed 

control. Generally, the structure of the control strategies is determined by the 

location of data resources, control center and the controllable devices [181, 182]. 

As an information infrastructure with monitoring, control, and protection 

functions in modern transmission grid, WAMS has become an important system 

component to carry the centralized and distributed control strategies of power 

system and guarantee the security and stability of power systems [10]. WAMS is 

responsible for the synchronized phasors acquisition and data (including 

synchronized phasors and control instructions) exchange among PMUs, control 

centers and controllable devices. As a carrier of the control strategy, WAMS 

would have the same structure as the control strategy. The communication 

network (CN) is a bottleneck in the architecture of centralized and distributed 

WAMS since the quality of data from PMU is highly dependent on the 

architecture of CN [183]. The design of a high-performance CN with a better 

architecture is crucial to the performance of WAMS [184, 185]. 
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CNs with different architecture possess different characteristics including 

investment, signal time delay, reliability and risk items; and among them, 

reliability and risk are used to assess the security level of CN. Different from the 

traditional reliability-based security assessment, risk-based security assessment 

would consider the likelihood and severity of CN incident and quantify the risk 

indicator [186]. Risk assessment is a key function that shall be performed in 

advance of the design of CN [187]. 

Research on CN architecture and the corresponding four characteristics items 

have been conducted for some time [176, 187-190]. While most of the work 

focused on the design of CN with high-performance in one or two characteristic 

items to satisfy the requirement of a specific application, a quantitative and 

comprehensive investigation of CN considering all of the characteristic items is 

still lacking. In [191], a comparison between communication infrastructures of 

centralized and distributed WAMS is conducted with latency, reliability and cost 

as the criteria represented as function of number of routers and length of media. 

Furthermore, the risk evaluation which is an essential function to the design of 

CN is missing. 

In this chapter, the investment, signal time delay, reliability and risk for 

centralized and distributed CNs are quantitatively calculated and taken as the 

comparison criteria to comprehensively investigate which CN architecture has a 

better performance in monitoring and control of power grid.  Monte Carlo 

dynamic fault tree reliability evaluation method proposed in Chapter IV is used 

to evaluate the reliability of CN with complex but practically used SDH ring 

structure. In this chapter, for the first time, a hybrid multiple criteria 

decision-making (MCDM) approach combined with analytic hierarchy progress 

(AHP) and risk ranking technology is proposed to quantitatively evaluate the risk 

of CN incident to the power grid.  
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In the simulation case, a practical WAMS in Shandong Power Grid is taken 

as a platform to demonstrate the comparison scheme proposed in this chapter. 

Given the particularity of the investment for CN, an improved Minimum 

Spanning Tree (MST) algorithm is proposed to construct the optical centralized 

and distributed CN with minimum investment in WAMS of Shandong Power 

Grid. 

This chapter is organized as follows. Section 5.2 defines the centralized and 

distributed WAMS. The comparison criteria of CNs with different architecture are 

presented in detail in Section 5.3. In Section 5.4, an improved MST algorithm is 

proposed to construct the optimal CN with minimum investment. WAMS in 

Shandong Power Grid is taken as a platform to illuminate the proposed CN 

performance comparison in Section 5.5. Finally, a conclusion is reached in Section 

5.6. 

5.2 WAMS ARCHITECTURE 

A typical WAMS includes three basic components: 1) PMUs which are used 

to measure the synchronized phasors of voltage or current; 2) PDC which acts as 

the central center (CC) to collect and process the PMU data; 3) Communication 

network which is responsible for the information exchange between PMUs or 

controllable devices and PDC.  

Corresponding to the control strategies adopted by the power system 

operators, WAMS mainly has two architectures: centralized and distributed 

which are distinguished by the data flow among the locations of PMUs, control 

center and controllable devices. 

5.2.1 CENTRALIZED WAMS 

The architecture and data flow of centralized WAMS is shown in Fig. 5.1 



-     - 110 

[182] in which remote nodes consist of PMUs and controllable devices.  

 

Fig. 5.1 Architecture and data flow of centralized WAMS 

In centralized WAMS, a Central Control Center (CCC) is responsible for the 

monitoring and control of the entire power grid. All synchronized phasors 

measured by PMUs are routed up to CCC through high speed CN. The CCC 

processes all of these synchronized phasors to decide if control actions are 

required and generates those control instructions. Then, these control instructions 

from CCC are routed down to the controllable devices installed in the remote 

nodes. 

5.2.2 DISTRIBUTED WAMS 

The architecture and data flow of distributed WAMS is shown in Fig. 5.2 

[182, 191]. In distributed WAMS, power grid is divided into several control areas. 

In each control area, an Area Control Center (ACC) is responsible for the 

monitoring and control of the regional system. In each control area, PMUs send 

synchronized phasors to their ACC, and ACC processes these synchronized 

phasors just as what the CCC in centralized WAMS does. In order to control the 

entire power grid, ACCs share their data with each other through CN in WAMS. 
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Usually, one of the ACCs should be selected as CCC to communicate with the 

other ACCs to monitor and control the entire power grid.  

 

Fig. 5.2 Architecture and data flow of distributed WAMS 

As it can be seen from Fig. 5.1 and 5.2, the main difference between 

centralized and distributed control strategies lies in the location of the control 

centers including CCC and ACCs, and because of this difference, communication 

networks with different structures would be constructed to meet the different 

information exchange requirements with different economy, security, reliability 

and control performance. Furthermore, since the existing regional dispatching 

and communication centers in the location of CCC and ACCs can be served as 

the CCC and ACCs, the investment for CCC and ACCs is not considered in the 

following calculation of the investment for communication network . 
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5.2.3 COMMUNICATION NETWORK 

The CN is an important component in the architecture of a WAMS. This is 

because in WAMS, a high-performance CN is needed to connect PMUs 

geographically distributed in the entire power grid with the CCC or several 

ACCs. The CN is a bottleneck in the architecture of WAMS since the quality of 

PMU data is highly dependent on the architecture of CN. As a result, great 

attention shall be paid to the architecture of CN which is related with the 

architecture of WAMS. 

Considering the real-time performance and reliability of WAMS, IP over 

synchronous digital hierarchy (SDH) in optical fiber networks with 

multi-protocol label switching (MPLS) is becoming the mainstream for 

communication network [188]. For a high-performance CN, economy, speed, 

reliability and security are the basic requirements which would be seriously 

influenced by the transmission media and architecture of CN. These basic 

requirements for CN manifest in the investment for CN, signal time delay 

introduced by CN, reliability of CN, and risk to the power grid caused by CN 

incident. Thus, in this chapter, the investment, signal time delay, reliability and 

risk for centralized and distributed CNs are quantitatively calculated and taken as 

the comparison criteria to comprehensively investigate which CN architecture 

has the better performance in the monitoring and control of power grid. 

5.3 THE COMPARISON CRITERIA OF CN 

Centralized and distributed CNs are characterized by different items 

including investment, signal time delay, reliability and risk. In the following 

subsections, these four characteristic items will be systematically analyzed and 

quantitative calculated. 
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5.3.1 INVESTMENT 

In a fiber-based CN, the maximum use of resources is obtained by 

maximizing both the bandwidth and the distance between the repeaters. Fewer 

fibers, repeaters and routers are then needed for a given amount of traffic [184]. 

The investment for a fiber-based CN is mainly composed of three major parts 

including the investment for the total length of optical fiber cable, the total 

number of repeaters and routers in CN [34, 35]. Optical fiber cable is the 

transmission media of WAMS data, router is used to receive and regenerate the 

WAMS data through O/E/O module in it, and repeater is used to compensate for 

the optical attenuation and distortion of the WAMS signals transmitted in the 

long communication link. 

The total investment for CN can be represented as [34]: 

CN f f re re ro roCost Cost CostI L N N= + +i i i            (5.1) 

where fL  is the total length of optical fiber cable in CN, fCost  is the cost of 

optical fiber cable per km, reN  and roN  are the number of repeaters and 

routers in CN, respectively, and reCost  and roCost  are the cost of one repeater 

and one router, respectively. The typical values for fCost , reCost  and roCost  

are $346.5 per km (Quotation provided by YOFC), $2,520 and $3,780 (Quotation 

provided by Huawei Technologies Co.), respectively. 

5.3.2 SIGNAL TIME DELAY 

Synchronized phasors from various locations in the power grid is required to 

determine the wide-area control actions. Communication of synchronized 

phasors from different locations experience different amount of time delays 

before reaching the CC or ACCs. Communication delay is one of the key factors 

that determine the performance of CN [8]. 
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Like the signal time delay in WAMS expressed by (3.3), the total signal time 

delay introduced by CN can be represented as follows: 

CN s ro p re+T = T +T +T T                    (5.2)  

s
s p

r

P lT T
D v

= =                             (5.3) 

where sT  is the serial time delay, roT  is the routing time delay, pT  is the 

propagation time delay, reT  is the repeating time delay, sP  is the size of the 

packet (bits/packet), rD  is the data rate of optical fiber, l is the length of the 

optical fiber cable, and v is the velocity at which the data are sent through the 

optical fiber.  

The typical value for the data rate of optical fiber is 2Mb/s [192]. Assuming 

the data packet is 64 byte which contains 12 synchronized phasors and 16 digital 

channel states, serial time delay sT  will be calculated as follows: 

1s
s

r

64 8b / 2048kb s 0.25msPT
D

−= = × ⋅ =          (5.4) 

For a given node in CN, the routing time delay from this node to CC can be 

expressed as follows:  

ro ro
1

th

N

i
i

T T
=

= ∑                      (5.5) 

where N is the number of routers from this node to CC and 
rothi

T  is the routing 

time delay caused by the ith router. The typical value for roT  is 0.375ms [192]. 

The propagation time delay pT  from this node to CC can be expressed as 

follows: 
N-C

p
LT

v
=                       (5.6) 

where N-CL  is the length of optical fiber cable from this node to CC. The typical 

value for v is 200 km/ms [192].  

The repeating time delay from this node to CC can be expressed as follows:  
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re re
1

th

N

i
i

T T
=

= ∑                      (5.7) 

where N is the number of repeaters from this node to CC and 
rethi

T  is the repeating 

time delay caused by the ith repeater. By employing the Erbium-doped fiber 

amplifier (EDFA) technology in the repeater, the value for reT  can reach 

nanosecond (ns) scale which can be neglected in the calculation of signal time 

delay introduced by CN [193]. 

5.3.3 RELIABILITY 

Reliability is the most important characteristic of CN [177]. Any performance 

improvement to the other characteristic items of CN such as investment and 

signal time delay can only be conducted on the condition that the high reliability 

of CN is maintained. In order to improve the operation reliability and coordinate 

with the control strategy in power system, in most of the existing WAMS, 2-fiber 

unidirectional self-healing ring network (U-SHRN/2) has become commonly 

adopted as the main structure of CNs in WAMS [177]. Reliability evaluation of 

CN with such structure is rather a challenging task for the existing algorithms.  

In this chapter, Monte Carlo dynamic fault tree reliability evaluation method 

proposed in Section IV is used to conduct the reliability evaluation of CN with 

centralized and distributed architecture. With this reliability evaluation method, 

multiple fault patterns in CN could be considered. Furthermore, the reliability of 

both synchronized phasors uploading from PMUs to the CC and control 

instructions downloading from the CC to control devices through CC could be 

considered. 

The typical value of the failure rate λf and repair rate µf for optical fiber cable 

is 0.0147 failures/year per km and 150 repairs/year, respectively. The typical 

value of the failure rate λro and repair rate µro for router is 0.0053 failures/year 

and 17520 repairs/year, respectively [174]. 
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Both centralized and distributed WAMS require all synchronized phasors 

measured by PMUs to be transmitted to the CCC or ACCs through 

communication network within a stringent period. This implicates that the 

communication network in WAMS should function properly; otherwise, the CCC 

or ACCs would fail.  

5.3.4 RISK  

The root of CN risk lies in its intrinsic probabilistic behavior. Generally, 

WAMS operation personnel cannot control the CN components’ random failures 

[184]. Consequences of CN incident to power grid range from the extra signal 

time delay to the damage to the safety and stability of the power grid. Today, the 

risk evaluation of CN has become a challenging but necessary task. It is essential 

to conduct a quantitative risk evaluation of CN so as to generate indices which 

could represent the degree of risk involved. As a comprehensive risk index, not 

only the probability of incident but also the consequences caused by this incident 

should be considered. In other words, the risk evaluation of CN should consider 

both the probability of failure events and the severity level of their consequences. 

Therefore, risk of WAMS can be defined quantitatively as follows [194]: 

R = C Pi                           (5.8) 

where R indicates the risk of a specific CN incident; C and P indicate the 

consequences and the occurrence probability of this incident. 

5.3.4.1 CALCULATION OF OCCURRENCE PROBABILITY OF CN INCIDENT 

Routers and repeaters are two important components in CN. Their operation 

and failure state probability can be expressed as follows: 

0 1P Pμ λ
λ μ λ μ

= =
+ +

                 (5.9) 
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where λ and µ are the failure rate and repair rate of these components, 

respectively. 

As for the communication link, its operation and failure state probability 

calculation is very different from other components. Most modern CNs adopt a 

2-fiber structure. One fiber is in working condition while the other serves as the 

standby fiber. For such communication link, there are two kinds of failures: one 

fiber failure and two fibers failure. The second failure type can be further divided 

into two types: the common cause failure and the independence failure. 

Individual modeling method, which constructs the reliability model of the 

communication link as impendence failure models and common cause failure 

model, can be used to analyze the state probability of such communication link 

[195]. Here, the communication link Li  is taken as an example to analyze its 

state probability as follows: 

The probability of no fiber failure can be expressed as: 

C

C C

L L L
0

L L L L L L

(L ) i i i

i i i i i i

iP
μ μ μ

λ μ λ μ λ μ
=

+ + +
            (5.10) 

The probability of one fiber failure can be expressed as: 

C

C C

L L L
1

L L L L L L

(L ) 2 i i i

i i i i i i

iP
μ μ λ

λ μ λ μ λ μ
=

+ + +
i           (5.11) 

The probability of two fibers failure can be expressed as: 

C C

C C C C

L L L L
2

L L L L L L L L

(L ) i i i i

i i i i i i i i

iP
λ μ λ λ

λ μ λ μ λ μ λ μ
= +

+ + + +
      (5.12) 

where 
CLi

λ  and 
CLi

μ  are the common cause failure rate and repair rate of the 

communication link Li , respectively; Li
λ  and Li

μ  are the failure rate and 

repair rate of one fiber in communication link Li , respectively. 

5.3.4.2 QUANTITATIVE CALCULATION OF CONSEQUENCE 

The consequences caused by CN incident to power grid are reflected in many 
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risk factors such as signal time delay, data loss, control instruction, economy loss 

and power grid security. These five risk factors are described in detail as follows:  

(1) Signal time delay 

Any kind of CN incident would more or less add extra signal time delay to both 

the data uploading from PMUs to the control center and the instruction 

downloading from the control center to PMUs and the control devices. 

(2) Data loss 

In the condition of CN incident, the control center may not be able to receive 

part or all the uploading data. 

(3) Control instruction 

After all the WAMS data is sent to the control center, the WAMS based 

stability analysis and control schemes will analyze these data to produce an 

optical stability control instruction. This control instruction will be sent to the 

control devices, which are distributed among the power grid, to maintain the 

stable and safe operation of power system after an incident. The signal time 

delay and data loss caused by the CN incident would deteriorate the real-time 

and accuracy of the control instruction. 

(4) Economy loss 

Time delayed and inaccurate control instruction may impair the efficiency of 

generators or increase the power loss of power grid.  

(5) Power grid safety 

Due to the loss of real-time and accurate control of power grid after an incident, 

the safety of power grid will be affected. 

The above five risk factors are ranked by not only their degree of importance 

but also their time sequence. They can indicate how severely the CN incident 

affects the power grid. 

In order to quantitatively and systematically test the importance degree of 
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each risk factor in the consequences, the specific weight of each risk factor 

should be evaluated during the risk evaluation. Here, the well-known AHP 

algorithm is used to evaluate the specific weight of each risk factor. AHP 

algorithm is first proposed by T. L. Saaty, an American operations researcher 

[196]. It is an algorithm used for dealing with problems which involve the 

consideration of multiple criteria simultaneously [197]. It is unique in its ability 

to deal with intangible attributes and to monitor the consistency with which a 

decision maker makes his decisions. 

In order to quantify these risk factors after their respective importance to the 

consequences is acquired, a risk ranking technology is needed to rank these risk 

factors according to their respective severity level. 

In this chapter, a hybrid MCDM approach combined with AHP and risk 

ranking technology is proposed to comprehensively and quantitatively calculate 

the consequences of CN incident to the power grid. The detail steps to be 

followed are as follows: 

Step 1: Set up a decision hierarchy by breaking down the consequences of CN 

incident into a hierarchy of interrelated risk factors including signal time 

delay, data loss, control instruction, economy loss, and grid security. 

Step 2: Collect input data by pairing comparisons of these risk factors using 1~9 

scale rule in AHP algorithm as shown in Table 5.1 to construct the 

comparison matrix. 

Step 3: Use the eigenvalue method to calculate the relative importance weights 

of these five risk factors to the total consequences. 

Step 4: Classify these risk factors to 5 grades using 1~5 grade rule in risk 

ranking technology with each grade representing the consequence with 

different severity degree as shown in Table 5.3. 

Step 5: Calculate the value of consequences of CN incident. 



-     - 120 

Table 5.1 The 1~9 scale rule in AHP algorithm 

Scale Definition 

1 Factor i and factor j are of the equal importance 

3 Factor i is moderately more important than factor j 

5 Factor i is essentially more important than factor j 

7 Factor i is strongly more important than factor j 

9 Factor i is extremely more important than factor j 

2,4,6,8 Intermediate values between the two adjacent scales 

Reciprocals
If factor i has one of the above scales when compared with 
factor j, then factor j has the reciprocal value when 
compared with factor i. 

The comparison matrix can be constructed by using the typical 1~9 scale rule 

in AHP algorithm. This 1~9 scale rule is shown in Table 5.1. Each factor in the 

comparison matrix is acquired from the comparison of risk factor i and j. This 

comparison matrix reflects the understanding of the risk evaluation personnel to 

the relative importance degree of each risk factor in the consequences. 

Next, the eigenvalue method will be used to calculate the weights of risk 

factors. 

If matrix W is defined as 1 2 3( , , , )T
nW w w w w= " , equation maxAW Wλ=  can 

be obtained, in which maxλ  is the largest eigenvalue to the comparison matrix A 

and W is the eigenvector associated with maxλ . 

maxλ  and W can be calculated by solving the characteristic equation: 

det( ) 0I A I Aλ λ− = − =                      (5.13) 

The weights vector W  for all the risk factors can then be calculated by 

normalizing W. Because the comparison matrix A is constructed according to the 

understanding and judgment of the risk evaluation personnel, some subjective 
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factors can hardly be avoided. Therefore, the consistency of the comparison matrix 

A must be tested. If the comparison matrix A is not consistent, the weight vector 

W  of risk factors cannot reflect the relative importance of each risk factor. Here, 

the consistency index (CI) is defined as: 

max

1
nCI

n
λ −

=
−

                        (5.14) 

where n is the order of the comparison matrix A. 

The consistency ratio (CR) can be defined as: 

CICR
RI

=                           (5.15) 

where RI is the random index whose typical values are illustrated in Table 5.2. 

Table 5.2 RI value 

Order 1 2 3 4 5 6 7 8 9 

RI 0.00 0.00 0.58 0.96 1.12 1.24 1.32 1.41 1.45 

If CR<0.1, the comparison matrix A has sufficient consistency; if not, the 

comparison matrix A should be adjusted until CR<0.1 is satisfied. 

In order to quantitatively evaluate the value of the consequences of CN 

incident, the risk grade of each risk factor in the consequences must be ranked 

with risk ranking technology after the importance weight of each risk factor to 

the total consequences is obtained. 

Following the 1~5 grade rule in [198], the risk grade of each risk factor can be 

classified as Table 5.3. In this table, the risk grade of data loss is classified 

according to the data loss ratio among all the data in a specified time period. 

Finally, the value of the consequences of CN incident can be quantitatively 

calculated as follows [198]: 

1

n

i i
i

C W G
=

= ∑                       (5.16) 

where n is the number of considered risk factors. 
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Table 5.3 Risk grade of each risk factor 

Risk factor 
Risk grade 

1 2 3 4 5 

Signal time 
delay 

Almost no 
increase 

a little 
increase  

a great 
increase  

extreme 
increase   

Communication 
breakdown 

Data loss <0.1‰ 
Between 
0.1‰ and 

1‰ 

Between 
1‰ and 1% >1% Cannot be 

received at all 

Control 
instruction 

Accuracy 
nearly not 
be effected  

Accuracy 
is effected 

a little 

Accuracy is 
greatly 
effected 

Accuracy 
is bad 

Cannot be 
obtained at all 

Economy 
loss 

Nearly no 
loss 

A little 
loss 

A moderate 
loss 

A great 
loss A severe loss 

Power grid 
safety 

Nearly not 
be impacted 

Be 
impacted 
slightly 

Be effected 
greatly 

Be effected 
severely 

Be destroyed 
totally 

5.4 CONSTRUCTION OF COMMUNICATION NETWORK 

For conducting the performance comparison scheme, centralized and 

distributed CNs with minimum investment shall be constructed first. The 

construction of CN can be applied as an optimization problem with the 

optimization target as the minimum investment. Minimum Spanning Tree (MST) 

algorithm is one of the most efficient algorithms for the construction of CN [176, 

199-201]. By employing MST algorithm, CN connecting all the nodes with 

minimum investment can be constructed.  

In MST algorithm, CN construction problem can be modeled with a 

connected, undirected graph G= (V, E, W), where V is the set of nodes, E is the 

set of communication links between pairs of nodes, and W is the weigh matrix. 

For each communication link ( , )u v E∈ , a weight ( , )w u v  can be used to specify 

the cost to connect nodes u and v. In order to find an acyclic subset T E⊆ that 

connects all of the nodes and whose total weight 
( , )

( ) ( , )
u v T

w T w u v
∈

= ∑  is 

minimized. The problem of determining the tree T can be called the MST 

problem. Prim’s algorithm is used here to solve the MST problem.  
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The weight of the ith communication link can be expressed as follows: 

f reCost + Costi iw L N= i i                   (5.17) 

where L is the length of optical fiber cable in the ith communication link and N is 

the number of repeaters needed in the ith communication link.   

In traditional MST algorithm, with the weight of each communication link 

expressed as (5.17), only CN with minimum investment for optical fiber cable 

and repeaters can be constructed. However, the investment for CN includes not 

only the investment for optical fiber cable and repeaters but also the investment 

for routers which are used to connect multiple communication links. The 

investment for optical fiber and repeaters depends on the total length of 

communication links, while the investment for routers depends on the number of 

them which can only be determined after the construction of CN. Therefore, 

traditional MST algorithm cannot be used directly for the construction of optimal 

CN. As a remedy, an improved MST algorithm is proposed in this chapter to 

construct the optimal CN with minimum investment. With this algorithm, the 

total investment for optical fiber, repeaters and routers in CN can be minimized. 

Assuming G= (V, E, W), where V, E, and W are respectively the set of all 

nodes, the set of all possible communication links and the set of the weights of 

all communication links in CN, define new sets T and S which respectively 

represent the set of communication links and the set of all router nodes (the node 

with router) in the MST of CN. 

The construction procedures of optimal CN with minimum investment using 

the proposed improved MST algorithm are as follows: 

Step 1: Initialization. Set the initial value of V, E, and W. Each element in set W 

is the weight of each possible communication link expressed as (5.17). 

Set the initial value of n, which is used to indicate the number of router 

nodes in set S, as 1. 
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Step 2: Select n nodes from V as the router nodes and put them into set S. There 

are C n
V  kinds of possible selection combinations of selecting n nodes 

from V, so there will be also C n
V  kinds of S.  

Step 3: For each kind of S, using MST algorithm to construct CN with S as the 

router nodes. In this way, C n
V  kinds of CNs with n router nodes can be 

acquired. From these C n
V  kinds of CNs, select one with minimum 

investment as the optimal CN with n router nodes and record the 

communication links of this CN in T.  

Step 4: If n=1, n=n+1 and go to Step 2. If not, go to Step 5. 

Step 5: Compare the investments of CNs with n-1 and n router nodes. If the 

difference between investments is less than rocost , CN with n-1 router 

nodes can be selected as the optimal CN with minimum investment. If 

not, n=n+1 and go to Step 2. 

5.5 STUDY CASE 

5.5.1 WAMS IN SHANDONG POWER GRID 

Here, a commercial WAMS established in Shandong Power Grid is taken as a 

platform for testing the validity and practicality of the performance comparison 

scheme of centralized and distributed CNs. Shandong Power Grid possessed 36 

500kV substations and 206 220kV substations. WAMS project for Shandong 

Power Grid started from August 2005. Until 2010, 20 PMUs were installed on 18 

500kV substations and 2 power plants to form the backbone WAMS. 2.5 Gbit/s 

SDH optical fiber network is used to construct the CN of WAMS in Shandong 

Power Grid. Normally, in 2.5 Gbit/s SDH network, by employing EDFA 

technology, the longest transmission distance of single mode optical fiber cable 

can reach up to 200 km without a repeater [193]. The geographical distribution of 

PMUs in WAMS of Shandong Power Grid is shown in Fig. 5.3.  
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Fig. 5.3 Geographical distribution of PMUs in WAMS of Shandong Power Grid 

5.5.2 CENTRALIZED WAMS IN SHANDONG POWER GRID 

According to the location of all PMUs and CCC and the data flow between 

them, the architecture and length of each communication link in the centralized 

WAMS of Shandong Power Grid can be constructed as shown in Fig. 5.4 by 

employing the proposed improved MST method. 
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Fig. 5.4 Centralized WAMS in Shandong Power Grid 
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In the centralized WAMS, Jinan as the capital city of Shandong province 

must be selected as the CCC. The synchronized phasors measured by PMUs will 

first be sent to Jinan through CN, and then the control instructions will be sent 

back from Jinan to the control devices. During the construction, as CCC, Jinan 

should always be selected as one of the router nodes. 

5.5.3 DISTRIBUTED WAMS IN SHANDONG POWER GRID 

In the distributed WAMS, Jinan is also the CCC of the entire distributed 

WAMS of Shandong Power Grid. Based on the coherency identification and 

geographical location, WAMS in Shandong Power Grid is divided into three 

control areas including North-West Lu, South-Western Lu and Eastern Lu [202]. 

Following the method proposed in [203], Jinan, Luzhong and Weifang are 

selected as the ACCs of these three control area, respectively. For each control 

area, proposed improved MST algorithm is used to construct the optimal area CN 

with minimum investment. The architecture and data flow of the distributed 

WAMS in Shandong Power Grid is shown in Fig. 5.5.  

 

Fig. 5.5 Distributed WAMS in Shandong Power Grid 
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PMUs send the synchronized phasors to the ACC in their control area to 

monitor and control their own control areas. In order to monitor and control the 

entire Shandong Power Grid, these three ACCs are connected with each other to 

form a ring network to exchange data with each other. In this way, these three 

area CNs are connected to form the entire CN with minimum investment in 

distributed WAMS of Shandong Power Grid. During the construction of each 

area CN, each ACC should always be selected as one of the router nodes. 

5.5.4 COMPARISON OF CENTRALIZED AND DISTRIBUTED CNS  

(1) Investment comparison 

After the centralized and distributed CNs of WAMS in Shandong Power Grid 

with minimum investment are constructed, the investments for these two CNs 

can be calculated according to Equation (5.1). The calculation results are shown 

in Table 5.4. 

Table 5.4 Investment for centralized and distributed CNs 

CN Centralized Distributed  

Total fiber cable length (km) 1,427 1,573 

Optical fiber investment (USD) 449,219.6 495,180.4 

Repeater number 0 0 

Repeater investment (USD) 0 0 

Router number 13 12 

Router investment (USD) 49,108.8 288,000 

Total investment (USD) 3,166,000 3,434,000 

Because the lengths of all the communication links in both centralized and 

distributed CNs are less than 200 km, there is no need to install repeater. The 
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difference of investment between centralized and distributed CNs is quite small 

relative to the total investment. Thus, the investments for CNs of centralized and 

distributed WAMS in Shandong Power Grid can be regarded as almost the same. 

(2) Signal time delay comparison 

According to the theory of barrel, the signal time delay in CN depends on the 

maximum signal time delay which can be calculated using Equation (5.2). 

Different from the centralized CN, each ACC in the distributed CN can monitor 

and control its own control area. Thus, most random disturbances in individual 

control areas would be processed locally to minimize its impact on other control 

areas [181]. When the data of the entire power grid is needed, all ACCs would 

send their data to CCC. Therefore, the signal time delay in the distributed CN 

should be divided into two parts. One is the signal time delay from PMUs to their 

own ACCs in the area communication networks while the other is the signal time 

delay from PMUs to CCC in the entire CN. The signal time delay in the 

centralized and distributed CNs of WAMS in Shandong Power Grid is shown in 

Table 5.5. 

Table 5.5 Signal time delay of centralized and distributed CNs 

CN Signal time delay (ms) 

Centralized 4.325 

Distributed 4.325 

Area: North-Western Lu 1.63 

Area: South-Western Lu 1.9685 

Area: Eastern Lu 1.9465 

From Table 5.5 it can be seen that because the CCCs of the centralized and 

distributed CNs are both in Jinan, centralized and distributed CNs have the same 

signal time delay for the entire CN. However, in the distributed CN, most of local 
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random disturbances are handled by ACCs. Thus, the shorter signal time delay in 

area CNs can ensure ACCs process the disturbances in time to prevent the 

cascading faults. Furthermore, the control effectiveness of the control devices 

which are sensitive to the signal time delay will be greatly improved. 

(3) Reliability comparison 

Just as the signal time delay, the reliability of the distributed CN can be 

divided into two parts too. One is the reliability of the entire CN while the other 

is the reliability of the area CNs. Following the proposed Monte Carlo fault tree 

reliability evaluation method, reliability of the centralized and distributed CNs in 

WAMS of Shandong Power Grid is calculated as shown in Table 5.6. 

Table 5.6 Reliability of centralized and distributed CNs 

CN Reliability indices 

Centralized 0.878 

Distributed 0.907 

Area: North-Western Lu 0.9682 

Area: South-Western Lu 0.9679 

Area: Eastern Lu 0.9693 

From Table 5.6 it can be seen that because of the ring CN between ACCs, the 

reliability of the distributed CN is much higher than that of the centralized one. 

The reliability difference is 0.029AΔ =  which means that the different between 

the unavailable time of the centralized and distributed CNs reaches up to 254.04 

hr/year. As the coordinators of the CCC, the ACCs can locally process most of 

the random disturbances. Thus, the burden of the CCC will be greatly reduced 

and the reliability of the entire distributed CN will be enhanced further. As a 

result, the reliability of the monitoring and control for the entire system will be 

largely enhanced by employing the distributed CN. 
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(4) Risk comparison 

Through the comparison of centralized and distributed CNs in WAMS of 

Shandong Power Grid, it can be seen that the greatest difference lies in the fact 

that all the PMUs are linked with CCC through 2-fiber network in centralized 

CN while all the ACCs are linked up with CCC to form a 2-fiber unidirectional 

self-healing ring network in distributed CN. 

The communication link between Jinan and Zibo ( J-ZL ) can be taken as an 

example to conduct the risk evaluation. The reason for selecting J-ZL  is that: in 

centralized CN, J-ZL is just a common communication link, while in distributed 

CN J-ZL  is a communication link in the ring network. In order to facilitate the 

analysis, J-Z(C)L  and J-Z(D)L  are used to indicate J-ZL  in the centralized and 

distributed CN, respectively. 

The probability of J-ZL  failure can be calculated as follows: 

2 0 0 0
1, 1 1

(L ) (L ) (L ) (ro ) (re )
pn m

j j i i i
i i j i i

P P P P P
= ≠ = =

⎛ ⎞ ⎛ ⎞⎛ ⎞
= ⎜ ⎟ ⎜ ⎟⎜ ⎟

⎝ ⎠⎝ ⎠⎝ ⎠
∏ ∏ ∏      (5.18) 

where n, m, p is the number of communication link, routers, repeaters in the 

centralized or distributed CNs, respectively. 

The reliability parameters of CN are shown in Subsection 5.3.3. By the 

combination of (5.9-5.12) and (5.18), the probability of J-Z(C)L  can be calculated 

as J-Z(C)(L ) 0.768%P = . The probability of J-Z(D)L  failure can be calculated as 

J-Z(D)(L ) 0.745%P = . 

For this study case, 5 risk factors are proposed to indicate the consequences 

of the J-ZL  failure to the power grid. These 5 risk factors are signal time delay, 

data loss, control instruction, economy loss, and power grid security, 

respectively.  

According to the 1~9 scale rule shown in Table 5.1, the comparison matrix A 

can be constructed as: 
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1 1/ 3 1/ 5 1/ 7 1/ 9
3 1 1/ 4 1/ 5 1/ 8
5 4 1 1/ 3 1/ 6
7 5 3 1 1/ 4
9 8 6 4 1

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥=
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

A  

From the eigenvalue calculation, max 5.3791λ =  and the weights vector of 

these 5 risk factors is [0.0339,0.0619,0.1347,0.2334,0.5361]W = . 

Consistency test is then conducted to test the rationality of the constructed 

comparison matrix A, it can be calculated that: 5.3791 5 0.0948
5 1

CI −
= =

−
 and 

0.0948 0.0783 0.1
1.12

CR = = <  which means the constructed comparison matrix A is 

reasonable and it can accurately reflect the different importance degree of 5 risk 

factors in the consequences of J-ZL  failure to the power grid.  

According to Table 5.3, the risk grade of each risk factor can be determined. 

For J-Z(C)L  failure, the risk grade for the risk factors can be determined as: 

C [4,3,3,2,3]G = . For J-Z(D)L  failure, the risk grade for the risk factors can be 

determined as: D [1,1,1,1,1]G = . 

According to Equation (5.16), the value of the consequences of J-ZL  failure 

to the power grid can be calculated as follows: 

( )

( )

5

C C
1

5

D D
1

2.8005

1

i i
i

i i
i

C W G

C W G

=

=

= =

= =

∑

∑
             (5.19) 

where CC  and DC  are the value of consequences caused by J-Z(C)L  failure and 

J-Z(D)L  failure to power grid, respectively. 

Finally, the risk of J-ZL can be calculated as follows:  

C J-Z(C) C

D J-Z(D) D

(L ) 0.0215

(L ) 0.0075

R P C

R P C

= =

= =

i
i

                (5.20) 

where CR  and DR  are the risk of J-Z(C)L  and J-Z(D)L , respectively. 
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It can be seen that the risk of J-Z(C)L  is much higher than that of J-Z(D)L  failure 

even though the probability of J-Z(C)L  failure and J-Z(D)L  failure is nearly the 

same. This is mainly because J-Z(C)L  failure can lead to more severe consequences 

to the power grid than J-Z(D)L  failure. When failure occurs on J-Z(C)L which is near 

the CCC, nearly 1/3 of the total WAMS data cannot be sent to the CCC. In this 

condition, the accurate control instruction cannot be acquired, thus leading to the 

high economy loss and the damage to the power system security. However, when 

failure occurs on J-Z(D)L , because of the 2-fiber unidirectional self-healing ring 

network structure, all the WAMS data can also be sent to the CCC. Just a little 

extra signal time delay may be added to a part of the data transmitted 

through J-Z(D)L . In this condition, the accurate control instruction can be used to 

keep economic and safe operation of power system. 

Another important difference in the architecture of centralized and distributed 

CNs is that only CCC is used to control the whole power grid, but in distributed 

CN, several ACCs are used to assist the CCC to control the whole power grid. If 

failure occurs on CCC in centralized CN, WAMS would lose its function and 

poses a great crisis and risk to the power grid. If failure occurs on CCC in 

distributed CN, WAMS would only lose part of its function and ACCs can control 

part of the power grid to reduce the risk and consequences caused by the failure of 

CCC. 

5.6 SUMMARY 

With the profound deregulation and the growing integration of renewable 

energies and intelligent controllers, new control strategies should be adopted to 

control the increasingly complex power industries. There is an urgent need for 

high-performance CN which is an essential component of WAMS with different 

architecture to coordinate with the different control strategies of power systems.  
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By employing the proposed improved MST algorithm, the optimal 

communication networks with minimum investment in centralized and 

distributed WAMS of Shandong Power Grid are firstly constructed to facilitate 

the quantitative and comprehensive investigation of centralized and distributed 

CNs. Results from the investigation show that, while the investment is 

comparable, distributed CN has shorter signal time delay, higher reliability and 

lower risk than centralized one. This means that distributed CN has better 

performance in the monitoring and control of power systems than the centralized 

one. 

Through the risk evaluation of centralized and distributed CNs by using 

MCDM approach combined with AHP and risk ranking technology, it can be 

seen that the same communication link in CN with different architecture could 

possess totally different risk to the power grid. This can be used to reduce the 

risk level of the existing CN and construct the new CN with lowest risk level. 
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CHAPTER VI SSI ALGORITHM FOR ON-LINE 

POWER SYSTEM LOW-FREQUENCY 

OSCILLATION IDENTIFICATION 

6.1 INTRODUCTION 

Power system oscillations have been observed in power systems ever since 

synchronous generators were interconnected to provide higher generation 

capacity and reliability, and have become one of the severe threats for modern 

interconnected power grids [86]. Power system oscillations triggered by a 

disturbance, for example, could have two distinct oscillation modes, namely local 

oscillation mode and inter-area oscillation mode. As their typical oscillation 

frequency is ranged from 0.1Hz to 2.5Hz, they are commonly referred as power 

system low-frequency oscillation. Generally, inter-area mode of oscillations is a 

relative slow change process with time frame ranged from 10s to 20s or more 

with typical frequency 0.1-0.7Hz, and would involve wider range and more 

generators compared to local mode of oscillation with typical frequency 

0.7-2.5Hz [13]. When there is an inter-area mode of oscillation developed in a 

power system, the amount of allowable power transfer in the tie-lines will be 

severely limited. Following the interconnection of power grids, inter-area 

oscillation has occurred more and more often and has become more and more 

difficult to suppress. The identification and analysis of inter-area oscillation 

mode would therefore be the focus of this chapter. 

At present, there are mainly two approaches for low-frequency oscillation 

analysis. The first one is eigenvalue analysis [204] based on state matrix, which 

is established by linearizing the power system components. This method is more 

suitable for offline analysis but is often limited by the veracity of component 

model and parameters of power system. The other one is signal processing based 
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on measured data, which has been rapidly expanded in recent years with the 

mature and wide applications of WAMS. Prony [85, 205], ARMA [82] and HHT 

[79] are the main signal processing methods which have been successfully 

applied in low-frequency oscillation analysis and control. So far, nearly all of 

these methods proposed in various papers have employed locally measured data, 

such as power angle of generator, active power of generator, rotor speed of 

generator or active power of tie-line for analyzing low-frequency oscillations. 

Though oscillation mode parameters can be obtained with these methods, 

oscillation mode shapes which are important for low-frequency oscillation 

analysis and control cannot be acquired. Furthermore, the identification results of 

Prony and ARMA are influenced strongly by the signal noise and system order 

[206] while the process of HHT is complex and time consuming. 

Though Stochastic Subspace Identification (SSI) [86] is a well-known 

parametric time domain estimator, which could be used to obtain both oscillation 

mode parameters and mode shape, and has been used to analyze the oscillatory 

stability limit in [207], its unique advantage has not been fully explored and the 

signal noise has not been taken into consideration. 

In this chapter, the SSI algorithm is employed to identify the oscillation mode 

parameters of low-frequency oscillation, especially the mode shape. The 

mathematical correlation between low-frequency oscillation and oscillation of 

mechanical system will first be analyzed to verify the feasibility for applying the 

SSI algorithm for oscillation identification of power system. The detailed 

analysis process of SSI algorithm will then be depicted. The validity of SSI 

algorithm will first be verified with a fourth-order system and then followed by 

case studies on two test power systems. 
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6.2 FEASIBILITY OF APPLYING SSI ALGORITHM FOR 

IDENTIFICATION OF POWER SYSTEM LOW-FREQUENCY 

OSCILLATION  

The SSI algorithm was first introduced by Kung in 1978 [208]. Remarkable 

advances have been made since then. While the application of this algorithm is 

mainly on the fields of construction and bridge [209, 210], it is adopted here for 

identifying the oscillation mode parameters and mode shape of the low-frequency 

oscillation. 

The SSI algorithm was originally developed for the identification of linear 

system. The structure mode parameters of system can be identified from the 

structure response referred as the ambient excitation. In this section, the 

mathematical correlation between the power system oscillation and the 

oscillation of mechanical system will first be analyzed to examine the feasibility 

of applying the SSI algorithm for identifying the low-frequency oscillation mode 

parameters and mode shape. 

In a mechanical system, the oscillatory characteristic of particle is determined 

by the power inflicted on the mechanical system. In the case of a linear 

dynamical model for the single degree of freedom system, one has the following 

system of ordinary differential equation [211]: 

2

2

d ( ) d ( ) ( ) ( )
d d

t tM C K t t
t t

+ + =
u u u f             (6.1) 

where M is the mass, C is the damping, K is the stiffness, u(t) is the displacement 

vector and f(t) is the vector with exciting forces. However, (6.1) cannot be 

processed by SSI algorithm directly because: 

(1) (6.1) is continuous in time while the practical samplings are discrete.  

(2) There will be unavoidable noise interference in the measuring process. 

Meanwhile, (6.1) can be converted to a continuous-time state space model 
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using the state space theory in control: 
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In a single-machine infinite bus system, the swing equation can be written as 

follows [5]:  
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               (6.3) 

where δ is the rotor angle, ω is per unit speed, T, KD, Pe and Pm are the moment of 

inertia, damping coefficient, electrical power and mechanical power, respectively. 

In this single-machine infinite bus system, ' sinB
e

T

E EP
X

δ=  where E’ is the 

generator terminal voltage, EB is the infinite bus voltage and XT is the equivalent 

resistance. After the linearization, (6.3) can be converted to the following state 

space form: 
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where ω δ
•

Δ = Δ  and ' B
s

T

E EK
X

=  is the synchronizing torque coefficient. 

Though power system oscillation and mechanical system oscillation are two 

different physical phenomena, their state space models do share the exact same 

form as shown in (6.2) and (6.4). Therefore, the two different physical problems 

can be considered as the same mathematical problem and solved by the same 

mathematical method. Here, methods successfully used in experimental modal 

analysis for mechanical system are cited to deal with the power system 

oscillation problem. 
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6.3 ANALYSIS OF THE SSI ALGORITHM  

6.3.1 STOCHASTIC STATE-SPACE MODEL  

The behavior of a dynamic power system can be described in following form 

by using vector-matrix notation:  

( )
( )

f ,
g ,

•

=
=

x x u
y x u

                        (6.5) 

where x is the state vector, u is the input vector and y is the output vector. 

After linearization, (6.5) can be converted to continuous-time deterministic 

state-space model as follows: 

•

= +
= +

x Ax Bu
y Cx Du

                       (6.6) 

where A is the state matrix, B is the control or input matrix, C is the output 

matrix and D is the feed forward matrix which defines the proportion of input 

which appears directly in the output. Continuous time means that the expressions 

can be evaluated at each time instant t∈\  and deterministic means that the 

input-output quantities u(t), y(t) can be measured exactly. Of course, this is not 

realistic: measurements are available at discrete time instants k tΔ , k∈`  

with tΔ , the sample time and stochastic components such as noise are always 

influencing the data. After sampling, the following discrete-time combined 

deterministic-stochastic state-space model can be obtained [212]: 

1 , e sT
k d k k k d

k k k k

+ = + =

= +

Ax A x Bu + w A
y Cx Du + v

         (6.7) 

where kx  is the discrete state vector, ky  is the discrete output vector, sT  is 

the sampling time. The process noise kw  and measurement noise kv  are zero 

mean noise, namely E( ) E( ) 0k k= =w v . 

Based on (6.7), the stochastic state-space model can be defined as the 
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following equation without ku  terms [207,212]:  

1k d k k

k k k

+ = +

= +

x A x w
y Cx v

                      (6.8) 

6.3.2 SOLVING OF STOCHASTIC STATE-SPACE MODEL  

The measured data are divided into two parts named past and future, and 

formed as an output block Hankel matrix [212]: 
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where 0 1 2 1p |i f i| i− −= =Y Y Y Y  are the past and future parts respectively in the 

block Hankel matrix, i=2m (m is the SSI order), j is the number of elements in 

the discrete output vector. pY (the past inputs) and fY (the future inputs) are 

defined by splitting 0 2 1| i−Y  in two equal part of i block rows. By shifting the 

border i in the Hankel matrix, the new past and future parts can be obtained, 

which are 0 12 1p |i f i | i
+ −

+ −= =Y Y Y Y [86].  

Different algorithms can be used to calculate system matrix Ad and C. Here, 

the Canonical Variate Algorithm (CVA) is adopted and its procedure is as below 

[86,207].  

(1) Calculate the orthogonal projections: 

1

i f p

i f p
− +

−

= /

= /

O Y Y

O Y Y
                     (6.10) 

(2) Calculate the singular value decomposition (SVD) of the weighted 
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projection: 
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where T (1 2)
1 ((1 ) )f fj − /= /W Y Y , 2 j j×= [ ]W I , W1 and W2 are all the weighting 

matrices. U and V are unitary matrices from the SVD process. The SSI order 

m is determined by inspecting the singular values in S, and the sub-matrix S1 

(identity matrix m m× ) are the cosine of the principal angles related with 

past outputs Yp and future outputs Yf . 

(3) Determine the extended observables matrices as: 
1 1 2

1 1 1i
− /=W U S TΓ                   (6.12) 

where n n×∈\T  is an arbitrary non-singular matrix representing a similarity 

transformation. 

(4) The part of the state sequence
^

iX that lies in the column space of 2W  can be 

recovered from: 
1 1 2

2 1 1

^
T

i
/= -X W T S V                   (6.13) 

(5) The state sequence
^

iX is equal to: 
†

^

i i i= ΓX O                       (6.14) 

(6) The state sequence 1

^

i+X can be calculated as: 
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=
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Γ

i i

X O
Γ Γ
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where iΓ  is obtained by deleting the last l rows in iΓ , and l is the number 

of output in (6.8). 

(7) Finally, system state matrix Ad and output matrix C can be solved from: 
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It shall be noted that the state matrix dA  obtained is identified collectively 

from l measured signals instead of one particular individual signal. This gives 

SSI the unique advantage of high robustness and high resistance to noise. 

6.3.3 IDENTIFICATION OF OSCILLATION MODE PARAMETERS AND SHAPE 

Once the system state matrix Ad and output matrix C are obtained, power 

system low-frequency oscillation mode parameters and mode shape can be 

identified as follows:  

(1) The discrete time state matrix Ad can be expressed as [213]: 
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A Ψ Ψ               (6.17) 

where ( 1 2 )iη i m= , ,"  and Ψ are the eigenvalues and eigenvector matrix 

of the discrete time system as (6.8), respectively. 

(2) The continuous time system eigenvalueλi could be found from the discrete 

system eigenvalueηi by 

ln( )/i i sλ η T=                       (6.18) 

(3) Then the oscillation modal parameters can be calculated as [197]: 

( )
2π 2π

Re
i i i

i i i

f ω λ

ξ λ λ

= =

=
                  (6.19) 

where if  is the oscillation frequency and iξ  is the damping.  

(4) Finally, the oscillation modal shape matrix can be found from  

=Φ CΨ                        (6.20) 
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6.3.4 MERITS OF SSI ALGORITHM 

The SSI algorithm is founded based on the system identification theory and, 

in this algorithm, the perturbation is treated as the white noise, so the oscillation 

mode parameters can be obtained from the measured data with measurement 

errors effectively be disposed. 

In modern power system, the network structure is often complex with areas 

and tie-lines not clear defined. Often, classical power system low-frequency 

oscillation analysis methods based on Prony, ARMA, or HHT are employed to 

analyze the active power of tie-lines. But in practices, it would be a challenge to 

correctly identify the critical tie-line online as it will vary with the change in the 

power flow pattern. Following the maturity of WAMS technology, WAMS based 

SSI algorithm is with great promise for the identification of power system 

low-frequency oscillation. In WAMS, various signals of generators such as rotor 

speed and angle are first collected by the local PMU, and then these measured 

data are sent to PDC for processing and data collection. The pre-processed data 

from all PDCs will then be sent to the control centre where oscillation mode 

parameters and mode shape can be identified by employing SSI algorithm based 

on the measured data collected over the whole system. 

6.4 VALIDITY VERIFICATION FOR SSI ALGORITHM 

Previous sections showed that it is feasible to use SSI algorithm to identify 

low-frequency oscillation and how the SSI algorithm works. Here, a fourth order 

example system is used to further verify the validity of SSI algorithm. 

( )
( )
e t

e t

•

= +
= +

x Ax K
y Cx

                    (6.21) 

where 
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0.603 0.603 0 0
0.603 0.603 0 0

0 0 0.603 0.603
0 0 0.603 0.603

⎡ ⎤
⎢ ⎥−⎢ ⎥=
⎢ ⎥−
⎢ ⎥−⎣ ⎦

A     

0.2820 0.3041
0.7557 0.0296

0.1919 0.1317
0.3797 0.6538

−⎡ ⎤
⎢ ⎥−⎢ ⎥=
⎢ ⎥
⎢ ⎥−⎣ ⎦

K  

0.2641 1.4462 1.2460 0.5774
0.8717 0.7012 0.6390 0.3600

−⎡ ⎤
= ⎢ ⎥− − −⎣ ⎦

C  

and the covariance of noise e(t) is 

0.1257 0.1166
cov( ( ))

0.1166 0.2170
e t ⎡ ⎤

= = ⎢ ⎥
⎣ ⎦

R  

For the evaluation of the SSI algorithm, two sets of output data were 

generated by feeding random input to (6.21). Table 6.1 summaries the 

eigenvalues calculated directly by the eigenvalue analysis and identified from the 

output data using the SSI algorithm. 

Table 6.1 Eigenvalues of the four-order system obtained with eigenvalue analysis 
and SSI algorithm 

Input data 
group Analysis method Real Imag Frequency 

(Hz) 
Damping

(%) 

- Eigenvalue analysis 0.603 0.603 0.096 -70.71 

1 SSI algorithm 0.6049 0.5968 0.095 -71.19 

2 SSI algorithm -0.6018 0.6031 0.096 70.64 

From Table 6.1, it can be seen that the eigenvalues calculated and identified 

by eigenvalue analysis and SSI algorithm are very close to each other. This 

shows clearly that the SSI algorithm is effective in identifying system oscillation. 
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6.5 CASE STUDIES  

6.5.1 APPLICATION OF SSI IN LOW-FREQUENCY OSCILLATION ANALYSIS 

Fig. 6.1 shows the design of an on-line application of SSI algorithm in power 

system low-frequency oscillation analysis in which the rotor speeds of generators 

are collected from the WAMS and used as the input to the SSI algorithm. 

By employing SSI algorithm, system state matrix and output matrix are first 

determined, and then low-frequency oscillation modal parameters and modal 

shape are calculated and further processed for oscillation control. In other words, 

power system low-frequency oscillation is monitored on-line and the acquired 

oscillation modal parameters and modal shape are sent to the control center to 

derive the control measures, such as adjusting the generator active power and DC 

modulation, to suppress the power system low-frequency oscillation oscillations. 

 

Fig. 6.1 Application of SSI algorithm in power system stability control 
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6.5.2 4-GENERATOR 2-AREA TEST SYSTEM 

 

Fig. 6.2 IEEE 4-generator 2-area test system 

In order to validate the effectiveness of SSI algorithm in the identification of 

power system low-frequency oscillation mode parameters and mode shape after a 

disturbance, IEEE 4-generator 2-area test system shown in Fig. 6.2 is adopted.  

Assuming that a three phase fault takes place on bus 6 at time 1s and it is 

cleared at time 1.05s. In practical power system, the measured data often 

contains noise which may heavily affect the oscillation identification result. In 

order to test the ability of SSI algorithm to resist noise, after obtaining the rotor 

speed, different amount of random noises were added to the ideal signals. Fig. 

6.3 and 6.4 show the rotor speed of the four generators and the COI (centre of 

inertia) power angle between Area1 and Area2 under different signal to noise 

ratio (SNR). The power angle between Area1 and Area2 is calculated as follows: 

3 41 2
COI

1 2 3 4M M M M
δ δδ δδ ++

= −
+ +

                (6.22) 

where iM  and iδ  are the inertia time constant and power angle of generator i. 

It can be seen from Fig. 6.3 that: during and shortly after the three phase fault 

was applied, the rotor speed oscillated dramatically with a strong nonlinear feature. 

Data during this period shall therefore not be used by the SSI algorithm for 

oscillation mode analysis and identification. Afterwards, oscillations settled down  



-     - 146 

0 2 4 6 8 10

0.9988

0.999

0.9992

0.9994

0.9996

0.9998

1

1.0002

Time (seconds)

R
ot

or
 S

pe
ed

 

 

0 2 4 6 8 10

0.9988

0.999

0.9992

0.9994

0.9996

0.9998

1

1.0002

Time (seconds)

R
ot

or
 S

pe
ed

 

 

0 2 4 6 8 10

0.9988

0.999

0.9992

0.9994

0.9996

0.9998

1

1.0002

Time (seconds)

R
ot

or
 S

pe
ed

 

 

0 2 4 6 8 10

0.999

0.9995

1

1.0005

Time (seconds)

R
ot

or
 S

pe
ed

 

 

G1
G2
G3
G4

G1
G2
G3
G4

G1
G2
G3
G4

G1
G2
G3
G4

SNR=80dB SNR=70dB

Without Noise SNR=90dB

 

Fig. 6.3 Generator rotor speed under different SNR 
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Fig. 6.4 COI power angle between Area 1 and Area 2 under different SNR 
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slowly. Data during this period can then be used by the SSI algorithm to identify the 

post-fault oscillation modes in power grid. Therefore, in the following data during 

fault should be discarded and only the post-fault data should be selected for use in 

the SSI algorithm. 

Table 6.2 Identification results without noise 

Method Signal Frequency 
(Hz) 

Damping 
(%) 

Elapsed 
Time (s) 

Prony COIδ  0.4912 0.1495 0.1893 

HHT COIδ  0.4884 0.1460 0.0534 

SSI G1 G4ω ω∼  0.4920 0.1490 0.0478 

The generators’ rotor speed is selected as the input of SSI algorithm and, in 

order to compare with the classical methods, traditional Prony and HHT 

oscillation identification methods are also employed to analyze the COI power 

angle between Area1 and Area2. Table 6.2 shows the identification results for 

inter-area oscillation mode of IEEE 4-generator 2-area test system by using the 

ideal signal without noise. 

The results in Table 6.2 illustrate that the identification results of SSI 

algorithm is very close to the ones from Prony and HHT. It validates the 

effectiveness of SSI algorithm in oscillation mode identification using the ideal 

signal without noise. As for the computation time of those three methods as 

shown in Table 6.2, it can be seen that SSI is the fastest and HHT is slight slower 

while Prony is significantly slower. This shows that the SSI algorithm is more 

efficient than the other oscillation mode identification methods. As for the 

reliability in identifying the oscillation mode, because these three methods do not 

involve iteration or simulation, the oscillation mode identified by these three 

methods is certain. 
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However, in the real power system, noise is inevitable in measurement data. 

Investigation shows that the accuracy of Prony and HHT are sensitive to noise 

while noise brings relatively little impact to the results of SSI algorithm. Table 

6.3, 6.4 and 6.5 show the identification results for signals with various amount of 

white noise added (SNR = 90, 80 and 70). 

Table 6.3 Identification results with noise (SNR=90) 

Method Signal Frequency 
(Hz) 

Damping 
(%) 

Prony COIδ  0.4879 0.1399 

HHT COIδ  0.5052 0.1422 

SSI G1 G4ω ω∼  0.4967 0.1490 

Table 6.4 Identification results with noise (SNR=80) 

Method Signal Frequency 
(Hz) 

Damping 
(%) 

Prony COIδ  
0.4643 0.2048 

1.6774 0.0949 

HHT COIδ  
0.4294 0.2126 

0.2555 -0.1676 

SSI G1 G4ω ω∼  0.4970 0.1464 

Table 6.5 Identification results with noise (SNR=70) 

Method Signal Frequency 
(Hz) 

Damping 
(%) 

Prony COIδ  
0.5337 0.1959 

1.8169 0.3503 

HHT COIδ  
0.3682 0.2165 

0.4317 -0.0261 

SSI G1 G4ω ω∼  0.4907 0.1442 
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Comparing Table 6.3, 6.4 and 6.5 with Table 6.2, the results indicate that the 

identification accuracy of Prony and HHT gradually reduce with the decrease of 

SNR. However, since disturbance is treated as white noise in SSI, the SSI 

algorithm copes well with noise. The results in Table 6.2, 6.3, 6.4 and 6.5 show 

that the impact of noise on the oscillation mode parameters identified by SSI 

algorithm is little. 
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Fig. 6.5 Effects of noise on power system low-frequency oscillation mode shape  

By employing SSI algorithm, the oscillation mode shape can be obtained at 

the same time with the mode parameters. The oscillation mode shapes of IEEE 

four-generator two area test system for signals with different signal to noise ratio 

are shown in Fig. 6.5. 

In summary, the SSI algorithm can accurately identify the power system 

low-frequency oscillation mode parameters and oscillation mode shape, and can 

effectively cope with the noise in measured data. 
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6.5.3 16-GENERATOR 5-AREA TEST SYSTEM 

 

Fig. 6.6 IEEE 16-generator 5-area test system 

Fig. 6.6 shows the IEEE 16-generator 5-area test system. Data for this system 

was taken from [22]. According to the results in [13], this 16 generators system 

can be divided into 5 areas, namely, a1 – New England (G1-G9), a2 – New York 

(G10-G13), a3 – Equivalent Generator G14, a4 – Equivalent Generator G15, and 

a5 – Equivalent Generator G16. For simplicity and convenience, only the 

inter-area oscillation modes would be considered and analyzed here. Table 6.6 

shows the eigenvalues of the two inter-area oscillation modes obtained from the 

small signal stability analysis in the PSASP package. 

Table 6.6 Inter-area oscillation modes of IEEE 16-generator 5-area test system 

Mode Real Imag Frequency (Hz) Damping (%) 

1 -0.139 2.9412 0.4681 4.72 

2 -0.1672 4.8582 0.7732 3.34 
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Case A: Small Disturbance 

In Case A, a small disturbance was introduced on bus 33 by reducing the 

active power load on bus 33 to half for 1s. By employing the rotor speed of 16 

generators and SSI identification method, two inter-area oscillation mode 

parameters and shapes were obtained and are shown in Fig 6.7 and Table 6.7, 

respectively. 

 

Fig. 6.7 SSI identification mode shapes in Case A 

Table 6.7 SSI identification results of Case A (Bus 33) 

Mode Frequency (Hz) Damping (%) 

1 0.4685 4.73 

2 0.7734 3.36 

Comparing Table 6.6 with Table 6.7, it can be seen that the SSI identification 

results are very close to the theoretical mode parameters. Fig. 6.7 shows that the 

inter-area oscillation mode shapes identified by SSI identification method are 

nearly the same as the theoretical mode shapes. 
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The same disturbance on bus 33 was applied to bus 12 and 28 in turn. Similar 

SSI identification results were obtained and are shown in Table 6.8. 

Table 6.8 SSI identification results of Case A (Bus 12 and Bus 28) 

Mode 
Bus 12 Bus 28 

Frequency (Hz) Damping (%) Frequency (Hz) Damping (%) 

1 0.4679 4.68 0.4683 4.71 

2 0.7728 3.27 0.7731 3.32 

The results indicate that SSI can accurately identify the mode parameters and 

mode shapes after small disturbance from the generator rotor speed. 

Case B: Large Disturbance 

In Case B, a three phase ground fault was applied to bus 17 at time 1s and 

cleared at 1.1s. By employing the rotor speed of 16 generators and SSI 

identification method, two inter-area oscillation mode parameters were obtained 

as shown in Table 6.9. 

Table 6.9 SSI identification results of Case B (Bus 17) 

Mode Frequency (Hz) Damping (%) 

1 0.4960 3.52 

2 0.7969 3.65 

It can be seen that the differences between the SSI identification result and 

theoretical results are slightly larger than that in Case A. Fig. 6.8 shows that 

between the inter-area oscillation mode shapes identified by SSI identification 

method and the theoretical mode shapes, the participant generators are the same, 

but the participant degree of generator is different. 
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Fig. 6.8 SSI identification mode shapes in Case B 

The same fault as applied to bus 17 was then applied to bus 1 and 48 

separately instead. Similar identification results were obtained and are shown in 

Table 6.10. 

Table 6.10 SSI identification results of Case B (Bus 1 and Bus 48) 

Mode 
Bus 1 Bus 48 

Frequency (Hz) Damping (%) Frequency (Hz) Damping (%) 

1 0.4956 3.49 0.4955 3.47 

2 0.7962 3.61 0.7965 3.63 

The above results indicate that oscillation modes would change in power 

system for different faults, and therefore, power system low-frequency oscillation 

should be monitored on-line so that proper control actions can be taken on 

demand as soon as possible.  
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6.6 SUMMARY 

In this chapter, the SSI algorithm is adopted to analyze the power system 

low-frequency oscillation using measured data. Based on WAMS and by 

employing the SSI algorithm, the oscillation mode parameters and mode shape 

can be accurately obtained. Simulation results showed that the adopted SSI 

algorithms indeed have high resistance to noise as compared to Prony and HHT 

methods. The results for the 16-generator 5-area test system showed that the SSI 

algorithm is a highly effective tool for power system low-frequency oscillation 

analysis. 

With the maturity of WAMS technology, WAMS base SSI algorithm can be 

used to identify the power system low-frequency oscillation online and would 

form a solid platform for WAMS based power system low-frequency oscillation 

analysis and control. In the next chapter, based on the power system 

low-frequency oscillation identification results by the SSI algorithm, a WAMS 

based on-line wide-area damping analysis and control scheme is proposed. 
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CHAPTER VII ADAPTIVE WIDE-AREA DAMPING 

CONTROL SCHEME WITH SSI AND 

SIGNAL TIME DELAY 

COMPENSATION 

7.1 INTRODUCTION 

With the increasing large interconnection of power grids, low-frequency 

oscillation has become one of the most severe threats for the safe and economic 

operation of modern power system [136, 177]. Up to now, the research on Power 

System Stabilizer (PSS) with local input signal has been of maturity. Though this 

type of PSS is effective in damping local oscillation modes, its effectiveness in 

damping inter-area mode is limited [214]. With the advent of PMU, which can 

offer real-time measurements of power system operation state with a satellite 

triggered time stamp in time intervals down to 20ms [159], and the rapid 

development of WAMS, various WAMS based PSSs have been designed to 

suppress inter-area oscillation modes [105-107, 109, 110, 215-219]. 

Based on synchronized phasors from WAMS, a coupled vibration model 

including the effect of PSS has been successfully used to tune PSS in [216]. 

However, such method based on the exact model of power system could only be 

used off-line and would provide little information to on-site power system 

operators. As a remedy, online methods based on Prony [217] and H∞ [218] 

analysis have been proposed recently for online low frequency oscillation 

analysis and control. Nevertheless, these methods cannot effectively identify all 

the oscillation modes online and have not considered the effect of signal time 

delay which may severely deteriorate their control performance [107, 219]. 

Though LMI [105, 110] and H∞ [106, 109] methods could be used to design PSS 

accounting for various time delays, complex treatment of time delay would not 



-     - 156 

only increase the processing time but also reduce the practicability of wide-area 

damping control. 

On-line wide-area PSS design can be categorized into direct and passive 

approach. Direct tuning refers to online changing of PSS parameters to achieve 

higher controllability of inter-area oscillations; whereas, passive design focuses 

on optimizing the observability of the PSS by varying the input signals of PSS. 

Though both approaches can enhance the stability of inter-area mode, passive 

designs have not been widely explored yet. Since varying PSS parameters require 

extensive studies prior to implementation and is a computational exhaustive 

procedure, the forte of passive strategy is that the control design is less complex. 

Therefore, the motivation of this chapter is to investigate the possibility of an 

online PSS control design by solely optimizing the observability towards 

inter-area oscillations. This is to ensure that modifications to the existing grid 

could be minimized. The objective is to adaptively adjust the input remote 

signals being fed into the PSS in accordance to the present grid operating 

condition.  

This chapter presents a novel wide-area damping control scheme in which (1) 

the robust SSI algorithm is adopted to identify inter-area oscillation modes online 

so as to derive the wide-area input signal of the PSS, and (2) a simple but 

practical time delay compensator is designed to eliminate the effects of signal 

transmission time delay. Simulations on IEEE 4-generator 2-area and IEEE 

16-generator 5-area test systems have validated the effectiveness of the proposed 

adaptive wide-area damping control scheme. 

7.2 ADAPTIVE WIDE-AREA DAMPING CONTROL SCHEME 

Fig. 7.1 shows the proposed adaptive wide-area damping control scheme with 

online system identification and consideration of signal time delay. It is built on 
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the infrastructure established for the wide-area monitoring and control system in 

smart grid. All PMU equipped generators are monitored with frequency deviation 

Δω measured and transmitted to the wide-area damping control center via the 

PMU data collection system. 
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Fig. 7.1 Adaptive wide-area damping control Scheme 

In case low-frequency oscillation arises, local signal and WAMS based 

wide-area signals would be combined as the input signal of PSS to suppress the 

local and inter-area oscillation modes. The suppression mechanism adopted here 

is that (1) low-frequency inter-area oscillation modes and the corresponding 

generator oscillation groups will first be identified online based on the SSI; (2) 

for each inter-area oscillation mode, a wide-area input signal (WAIS) will be 

derived to suppress the oscillation; and (3) this WAIS, '
WAISS , will be combined 

with the local input signal (LIS) as the input signal of the PSSs installed in all the 
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generators participating in a specific inter-area oscillation mode and be 

compensated locally for the transmission time delay as shown in Fig. 7.2. 
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Fig. 7.2 Exciter model of one generator participating in a specific inter-area 

oscillation mode with PSS combining local and wide-area input signals 

Fig. 7.2 shows the exciter model of one of the generators participating in the 

inter-area oscillation mode i with a PSS combining local and wide-are input 

signals. This PSS serves the following two functions [220]: (1) both local and 

inter-area oscillation modes can be suppressed; (2) in case the wide-area input 

signal fails because of lost of PMU data or communication network failure, the 

PSS with only the local input signal remains operational and capable to suppress 

local oscillation modes and supply damping to the inter-area oscillation modes. 

In case active power was selected instead of frequency as the local PSS input 

signal, an additional gain would be needed after the time delay compensator to 

ensure the compatibility of wide-area signal and the local signal.  

The proposed adaptive wide-area damping control scheme mainly composes 

of following three parts: SSI algorithm, wide-area signal formulation and signal 

time delay compensation. While SSI algorithm has been introduced in the 
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previous chapter, detail description on the later two parts will be given in the 

following two sections. 

7.3 WIDE-AREA INPUT SIGNAL FORMULATION 

When low-frequency oscillations are detected and identified in the power 

system, a wide-area input signal will be fed to the PSSs installed in the generator 

oscillation clusters in order to reinforce the damping torque of the targeted 

inter-area oscillation modes which have insufficient damping.  

Oscillating generator clusters would first be identified from the mode shape 

matrixΦ . For each oscillation mode i, signals from the corresponding cluster 

pair consisting of p and q generators would be used to synthesise the following 

wide-area control signal iωΔ  and feed to all the generators participating in 

oscillation mode i determined by the mode shape matrixΦ . 

1 1

1 1

p q

j j j j
j j

i p q

j j
j j

H H

H H

ω ω
ω = =

= =

Δ Δ
Δ = −

∑ ∑

∑ ∑
                (7.1) 

where Hj is the inertia constant of generator j. 

7.4 SIGNAL TIME DELAY COMPENSATION 

WAISi
S'
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Fig. 7.3 Scheme of signal time delay compensator 

The signal time delay, mainly introduced by the long distance transmission of 
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the wide-area input signal from the adaptive wide-area damping control center to 

the target generator, is significant and shall be compensated locally as shown in 

Fig. 7.1 and further illustrated in Fig. 7.3 with details.  

Accurate time from the GPS would be received locally in both PMUs and 

time delay compensator. Wide-area phasors measured by the PMUs at time t1 are 

collected and resynchronized by the PDC and in turn processed to generate the 

wide-area input signal '
WAISi

S  with time stamp [t1]. When the local time delay 

compensator, which is installed close to the PSS, receives the input signal 
'
WAISi

S [t1], the signal will be re-labeled with a new time stamp [t2] freshly 

obtained from the GPS and the exact time delay can be calculated accurately as 

2 1t tτ = −  because of the high resolution time service provided by the GPS. 

Once the exactly time delay is known, the time delay can be modeled and 

compensated as shown in Fig. 7.4. 
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Fig. 7.4 Time delay modeling and compensation 

When a PSS is added to the jth generator, the change of the ith eigenvalue iλ  

associating with ith oscillation mode is [215]:  

WADC ( )
ii i iH Rλ λΔ =                    (7.2) 

With the time delay taking into consideration, the change of iλ  would 

become:  
'

WADCe ( )

      

i

i

i i i i

i i i

j j
i i i i

H R

e e e e

λτ

λτ σ τ ωτ ϕ

λ λ
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−

− − − −
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= Δ = Δ = Δ
         (7.3) 

where e i
i

σ τγ −=  and i iϕ ωτ= . This means the signal time delay effects on the 

displacement of iλ  can be decomposed into gain drift of iγ  and phase lag of 

iϕ . If iλ  is passed to the local generator along with the wide-area input signal 
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'
WAISi

S [t1], the time delay could be compensated locally using the following 

transfer function with parameters tuned as follows [221]: 
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7.5 CONTROL FLOW OF ADAPTIVE WIDE-AREA DAMPING 

CONTROL SCHEME 

Fig. 7.5 shows the overall flow chart of the proposed adaptive wide-area 

damping control scheme which mainly consists of the SSI algorithm, calculation 

of wide-area input signal and time delay compensator outlined in previous 

sections. The control algorithm operates on windows of WAMS data with cycle 

time TSSI (the width of the window) and could be triggered by timer, events or 

operator. The following are the major steps involved in a cycle. 

Step 1: Apply the SSI algorithm on a window of WAMS data collected in last 

cycle to identify the inter-area oscillation modes whose oscillation 

frequency is around 0.1-0.7 Hz. 

Step 2: If there are large oscillations with damping below, say 5% [13], proceed 

to the following step to activate the adaptive wide-area damping control; 

otherwise, wait till next cycle while collecting WAMS data and return to 

Step 1. 

Step 3: Identify the m inter-area oscillation modes with insufficient damping 

and the corresponding oscillation generator group pair for each 

oscillation mode. 

Step 4: Calculate the wide-area input signals '
WAISi

S [t1] which will be sent to the 

corresponding PSSs installed in the generator oscillation clusters 
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Fig. 7.5 Flow chart of the proposed adaptive wide-area damping control scheme 

 together with iλ , according to Equation (7.1) using the current WAMS 

information. 

Step 5: Measure the signal time delay locally in the generator with the help of 

high resolution GPS time service and apply the signal time delay 

compensation to produce the required wide-area input signal WAISi
S  
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feeding to the PSSs installed in the generator oscillation clusters for the 

ith inter-area oscillation mode in order to increase damping of the 

targeted inter-area oscillation mode.  

Step 6: Increment t by one time-step Ts and go back to Step 4 to continue the 

control action until next cycle. 

Step 7: Go back to Step 1 to start a new cycle of adaptive wide-area control. 

7.6 CASE STUDIES 

The IEEE 4-generator 2-area test system shown in Fig. 6.2 and the IEEE 

16-generator 5-area test system shown in Fig. 6.6 were selected as the benchmark 

systems for evaluating the performance of the proposed adaptive wide-area 

damping control scheme with consideration of signal time delay. 

7.6.1 4-GENERATOR 2-AREA TEST SYSTEM 

This test system consists of two identical areas connected via two long 

transmission lines. In each area, there are two generators located at buses 1 and 2 

in area 1 and at buses 11 and 12 in area 2. The loads are at bus 4 in area 1, and at 

bus 14 in area 2. Bus 1 is assigned as the swing bus. The four generators are 

equipped with static exciters, turbine/governors, and local PSSs. While the 

complete set of system data is taken from in [13], the gain of the PSS is modified to 

a relatively low value, i.e. KPSS = 30, so as to clearly illustrate the effectiveness of 

WADC. 

In order to fully test the effectiveness of the proposed adaptive wide-area 

damping control scheme, the following two representative disturbances are 

considered: 

Case a: small disturbance – the active power load at bus 4 is increased by 20% at 

time t = 1s and then restore back to the original value at time t = 2s. 
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Case b: large disturbance – a solid 3-phase fault occurs in the beginning of one of 

lines between bus 3 and 101 at time t = 1s and is cleared with the faulty 

line tripped after 0.04s. 

(1) SSI Low-frequency Oscillation Mode Identification 

For the two simulation cases considered in the IEEE 4-generator 2-area test 

system, just as illustrated in the control flow of adaptive wide-area damping 

control scheme shown in Fig. 7.6, when oscillation is detected, SSI algorithm is 

used to identify the low-frequency oscillation modes. The identification results as 

listed in Table 7.1 match well with the ones obtained with the modal analysis. 

Table 7.1 Identification results for IEEE 4-generator 2-area test system 

Inter-area 
oscillation 

mode 
Case Method Frequency 

(Hz) 
Damping 

(%) 

Oscillation 
generator 
clusters 

Inter-area 
mode 

a 
Modal Analysis 0.63051 3.1791 

(G1,G2) 
vs 

(G3,G4) 

SSI 0.63087 3.1841 

b 

Modal Analysis 
(after line trip) 0.47694 4.3584 

SSI 0.50022 4.1779 

(2) Effectiveness of Adaptive Wide-area Damping Control 

According to the results from SSI, it is shown that in the inter-area mode, 

generators (G1 and G2) in area 1 oscillate against generators (G3 and G4) in area 2. 

Thus WADCs are implemented on generators G1, G2, G3 and G4, and their inputs 

are set according to Equation (7.1), and the parameters of WADCs are the same as 

the local PSSs without considering signal transmission time delay. The active 

powers from area 1 to 2 in Case a and b with and without WADC are plotted in 

Figure 7.6. 

It is clear that, because of insufficient damping in the inter-area oscillation 
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modes, the power system would take a long time to settle down in both Case a and 

b if only the local PSSs were installed. However, with the help of the proposed 

adaptive WADCs, oscillations were suppressed quickly in both cases in this IEEE 

4-generator 2-area test system. 
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(b) Case b 

Fig. 7.6 Active powers from area 1 to 2 in Case a and b 

(3) Signal Time Delay Compensation 

Because of the wide spread of the inter-connected power system, signal 

transmission delay cannot be ignored. Typically, the signal time delay in WAMS 
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is in the order of 100ms but could be longer if communication links are busy and 

congested. In this study, the signal time delay is set to 300ms. The active powers 

from area 1 to 2 in Case a and b with signal time delay are plotted in Figure 7.7. 
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(b) Case b 

Fig. 7.7 Active powers from area 1 to 2 in Case a and b with signal time delay 

It is clear that, when the signal time delay was included but not compensated, 

the effectiveness of the wide-area control was severely deteriorated; whereas, the 

responses for including signal time delay and compensation was very close to the 

ones without including any signal time delay. This shows that the proposed 
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signal time delay compensation works well and is capable to produce good 

results in this IEEE 4-generator 2-area test system. 

7.6.2 16-GENERATOR 5-AREA TEST SYSTEM 

The large 16-generator 5-area test system as shown in Fig. 6.6 are then selected 

for further evaluating the performance of the proposed adaptive wide-area 

damping control scheme with consideration of signal time delay. Local PSSs are 

equipped in generator G1~G12. 

It is noteworthy that because of the complex interactions of large power system, 

WADCs considering time delay may have adverse effect to the local modes, thus a 

low pass filter block is added in the WADC control loop to eliminate the adverse 

effect. 

In order to fully test the effectiveness of the proposed adaptive wide-area 

damping control scheme, the following two operation scenarios are considered: 

(A) Operation scenario 1: 

In this operation scenario, the inter-area mode, (G1~G13) vs (G14~G16), is 

the critical mode and is excited by the following disturbances: 

Case a: small disturbance – the active power load at bus 51 is increased by 

20% at time t = 0.6s, and then restores to the original value after 1s. 

Case b: large disturbance – a solid 3-phase fault occurs in the beginning of 

the line between bus 1 and 2 at time t = 0.6s, and is cleared with the 

faulty line tripped after 0.02s. 

(B) Operation scenario 2: 

In this operation scenario, the inter-area mode, (G1~G9) vs (G10~G13), is the 

critical mode and is excited by the following disturbances: 

Case a: small disturbance – the active power load at bus 1 is increased by 

20% at time t = 0.1s, and then restores to the original value after 1s. 
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Case b: large disturbance – a solid 3-phase fault occurs in the beginning of 

the line between bus 1 and 27 at time t = 0.1s, and is cleared with the 

faulty line tripped after 0.1s. 

In the following subsections, the above two operation scenarios would be 

analyzed as the previous study on the IEEE 4-generation 2-area test system. 

(A.1) SSI Low-frequency Oscillation Mode Identification for Operation 

Scenario 1 

Table 7.2 lists the SSI low frequency oscillation identification results 

obtained with SSI and modal analysis for the IEEE 16-generator 5-area test 

system in operation scenario 1. In Case a, the frequency and damping results from 

both methods are match well. In Case b, there is a slight discrepancy in the 

damping results while the frequency matches well. 

Table 7.2 Identification results for IEEE 16-generator 5-area test system in 

Scenario 1 

Inter-area 
oscillation 

mode 
Case Method Frequency 

(Hz) 
Damping 

(%) 

Oscillation 
generator 
clusters 

Inter-area 
mode 

a 
Modal Analysis 0.23586 5.6477 

(G1~G13) 
vs 

(G14~G16) 

SSI 0.23414 5.7648 

b 

Modal Analysis
(after line trip) 0.22347 3.2303 

SSI 0.22584 5.1423 

(A.2) Effectiveness of Adaptive Wide-area Damping Control for Operation 

Scenario 1 

The results from SSI shows that generator cluster G1~G13 oscillates against 

generator cluster G14~G16 in this inter-area mode. Since only generators G1~G12 

are equipped with local PSSs and the proposed WADC is built on the existing 
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local PSSs, WADCs are therefore implemented on generators G1~G12 with input 

set according to (7.1) and parameters being the same as the local PSSs, i.e. no 

signal time compensation. In addition, generators G1~G12 were the ones 

participated in the low-frequency oscillation mode identified by the SSI 

algorithm. In general, any generator equipped with local PSS and participates in 

a low-frequency oscillation mode should be controlled. 
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(b) Case b 

Fig. 7.8 Rotor speed deviations of G12 and G13 in Case a and b under operation 

scenario 1 
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The rotor speed deviations of G12 and G13 are plotted in Figure 7.8. While the 

system damping is improved with the help of WADCs, improvements in Case a 

are more noticeable. 

(A.3) Signal Time Delay Compensation for Operation Scenario 1 
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(a) Case a 
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(b) Case b 

Fig. 7.9 Rotor speed deviations of G12 in Case a and b under operation scenario 1 

with signal time delay 

In this simulation test, the signal time delay of 400ms is added. The rotor speed 

deviations of G12 with and without the addition of WADCs and the consideration 
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of signal time delay are plotted in Figure 7.9. It shows that the effectiveness of the 

WADCs is significantly deteriorated without the time delay compensation and the 

proposed time delay compensation scheme works well. 

(B.1) SSI Low-frequency Oscillation Mode Identification for Operation 

Scenario 2 

Table 7.3 lists the SSI low frequency oscillation identification results 

obtained with SSI and modal analysis for the IEEE 16-generator 5-area test 

system in operation scenario 2. In both cases, the frequency and damping results 

from both methods match well. 

Table 7.3 Identification results for IEEE 16-generator 5-area test system in 

Scenario 2 

Inter-area 
oscillation 

mode 
Case Method Frequency 

(Hz) 
Damping 

(%) 

Oscillation 
generator 
clusters 

Inter-area 
mode 

a 
Modal Analysis 0.59228 2.605 

(G1~G9) 
vs 

(G10~G13) 

SSI 0.59224 2.617 

b 

Modal Analysis
(after line trip) 0.58071 2.719 

SSI 0.58118 2.668 

(B.2) Effectiveness of Adaptive Wide-area Damping Control for Operation 

Scenario 2 

The results from SSI shows that generator cluster G1~G9 oscillates against 

generator cluster G10~G13 in this inter-area mode. WADCs are therefore 

implemented on generators G1~G12 with input set according to Equation (7.1) 

and parameters being the same as the local PSSs, i.e. no signal time compensation. 

The rotor speed deviations of G12 and G13 are plotted in Figure 7.10. In both 

cases, the system damping is significantly improved with the help of WADCs. 
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(b) Case b 

Fig. 7.10 Rotor speed deviations of G12 and G13 in Case a and b under operation 

scenario 2 

(B.3) Signal Time Delay Compensation for Operation Scenario 2 

In this simulation test, the signal time delay of 300ms is added. The rotor speed 

deviations of G12 with and without the addition of WADCs and the consideration 

of signal time delay are plotted in Figure 7.11. It shows that the effectiveness of the 

WADCs is significantly deteriorated without the time delay compensation and the 

proposed time delay compensation scheme works very well. 
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(b) Case b 

Fig. 7.11 Rotor speed deviations of G12 in Case a and b under operation scenario 2 

with signal time delay 

As shown in Table 2 and 3 and Fig. 7.8 ~ 7.11, it can be found that the proposed 

adaptive wide-area damping control scheme performs well in both operation 

scenarios for the IEEE 16-generator 5-area test system without and with signal 

time delay being considered. 
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7.7 IMPLEMENTATION ISSUES 

On-line low-frequency oscillation suppression is a challenging and emergent 

issue to be addressed for large-scale interconnected power grids. The problem of 

on-line low-frequency oscillation suppression can be further divided into on-line 

low-frequency oscillation identification and on-line low-frequency oscillation 

control. Until now, there has not been any effective on-line low-frequency 

oscillation suppression scheme in practical implementation. The requirements for 

an effective on-line low-frequency oscillation suppression scheme lie in the 

following two aspects: 

(1) On-line, rapid, accurate and noise-free low-frequency oscillation mode 

identification. 

(2) On-line, adaptive and effective low-frequency oscillation control scheme 

which can compensate the adverse effect of varying signal time delay. 

In this chapter, an adaptive WADC scheme is proposed to suppress the 

low-frequency oscillation online. This damping control scheme fulfills the 

requirements of an effective on-line low-frequency oscillation suppression 

scheme as follows: 

(1) The proposed SSI algorithm is able to rapidly and accurately identify all the 

low-frequency oscillation modes shape online with high noise resistance. 

(2) According to the identified inter-area oscillation modes shape, wide-area 

input signal can be calculated to suppress the oscillation. The adverse effect 

of varying signal time delay containing in WAMS data can be simply and 

effectively compensated by the designed signal time delay compensator. 

Therefore, the adaptive WADC scheme proposed in this chapter is suitable 

for the on-line low-frequency oscillation suppression and could be applied in 

practice to solve the increasing low-frequency oscillation problem following the 

interconnection of large-scale power grids. 
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7.8 SUMMARY AND FUTURE WORK 

In this chapter, a novel adaptive wide-area control scheme with SSI and 

signal time delay compensation is proposed. This control scheme mainly 

composes of three parts: SSI algorithm, wide-area input signal formulation and 

signal time delay compensation. When oscillation is detected in power system, 

SSI algorithm first effectively and robustly identifies the low-frequency 

oscillation mode on-line. Then, according to the identified inter-area oscillation 

modes with insufficient damping, wide-area input signals are calculated and 

combined with the local input signals as the input signal of PSS. In addition, 

signal time delay compensator is added to effectively eliminate the effects of 

signal time delay to the damping control.  

Through the case studies conducted on the IEEE 4-generator 2-area and 

IEEE 16-generators 5-area test systems, the effectiveness of the proposed 

wide-area damping control scheme is proved. When signal time delay is 

considered in simulation, the proposed signal time delay compensator can 

effectively eliminate the effects of signal time delay on the performance of the 

adaptive WADC. 

In this chapter, the parameters of WADCs are selected as the same as the 

local PSSs and remain unchanged throughout the entire low-frequency 

oscillation control operation. As the next stage of research, the parameters of 

WADCs shall be tuned optimally as well based on the online SSI identification 

results when the oscillation control operation starts and adjusted adaptively 

according to the updated SSI identification results during the course of control. 
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CHAPTER VIII CONCLUSION 

With the interconnection of the regional power grids and the dissociation of 

power generations and transmission utilities, the operation of modem power 

system is becoming more and more complex and challenging. It is therefore 

imperative for the development of WAMS to facilitate wide-area supervision and 

control the power system in the coming era of smart grid. 

As an emerging technology, WAMS can not only enhance the observability 

but also strengthen the safety and stability of power system. But, like any other 

rising technologies, the utilization of WAMS may also introduce new concerns in 

stability analysis and control of power grid while it does offer new possibilities 

for improvements. The concerns include investment, synchronization accuracy, 

signal time delay, reliability and risk of WAMS. It is therefore necessary to 

investigate these aspects of WAMS and their influence on power system stability 

analysis and control. This investigation is the primary focus of this research work 

which could be summarized as follows: 

1) Quantitative analysis of WAMS characteristics is the key preliminary work of 

any WAMS based stability analysis and control scheme with practical value. 

As an advanced and reliable information platform for power system real-time 

monitoring and control, many WAMS based stability analysis and control 

schemes have been proposed in recent years. However, most of these schemes 

have limited practical value because most of the WAMS characteristics including 

synchronization accuracy, signal time delay and reliability, which would have 

large effects on the performance of those WAMS based stability analysis and 

control schemes, were ignored in their design.  

The first contribution of this thesis is to systematically and quantitatively 
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analyze the WAMS characteristics including synchronization accuracy, signal 

time delay and reliability. This thesis first discusses the causes and effects of 

synchronization inaccuracy and signal time delay, and then the synchronization 

accuracy and signal time delay are systematically studied and examined such that 

some recommendations could be made to improve the synchronization accuracy 

and reduce the signal time delay to meet the demand of wide-area stability analysis 

and control in practical use. 

Reliability is a performance characteristic of WAMS that reflects the ability 

of WAMS to operate successfully long enough to supply enough synchronized 

phasors for the monitoring and control of power system. In this thesis, a 

comprehensive reliability evaluation method based on Monte Carlo Fault Tree 

Analysis is proposed for WAMS. As WAMS is a complex system which can be 

divided into several sub-systems including PMUs, PDC, communication 

networks (including local area communication network and wide area 

communication network), and control center, FT modeling method is first used to 

construct the reliability models of these sub-systems, and then Monte Carlo 

simulation approach is used to evaluate the reliability indices of these sub-systems. 

Finally, reliability of the whole WAMS can be evaluated using the reliability 

indices of its sub-systems. The main advantage for using the FT modeling method 

to construct the reliability model of WAMS is that it allows multiple fault patterns 

in WAMS to be considered in the reliability evaluation conveniently. Furthermore, 

the reliability of both PMU measurements uploading from PMUs to the control 

center and control instructions downloading from the control center to PMUs 

could be considered in the construction of reliability model of WAMS. The 

problem of state space explosion is overcome with the use of Monte Carlo 

simulation for evaluating the FT reliability model of WAMS. Not only the 

reliability indices of WAMS can be evaluated more accurately, but also additional 
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reliability indices such as importance indices, which cannot be easily obtained 

otherwise, can be deduced via the Monte Carlo simulation. 

Comparison studies with the Markov-Enumeration method showed that the 

proposed reliability evaluation method is superior, in terms of both correctness and 

functionality, in particular for large-scale WAMS with high failure rate. A general 

guideline is also provided to improve the reliability of WAMS for online stability 

analysis and control. In addition, a simple example based on an adaptive wide-area 

damping control scheme has been given to show the application of the proposed 

WAMS reliability evaluation method. 

2) The investigation of which WAMS CN architecture would have better 

performance in the monitoring and control of power systems has been 

conducted on the aspects of investment, signal time delay, reliability and risk 

of CN. 

With the profound deregulation and the growing integration of renewable 

energies and intelligent controllers, new control strategies shall be adopted to 

control the increasingly complex power industries. There is an urgent need for 

high-performance CN which is an essential component of WAMS with different 

architecture to coordinate with the different control strategies of power systems.  

By employing the proposed improved MST algorithm, the optimal 

communication networks with minimum investment in centralized and 

distributed WAMS of Shandong Power Grid are firstly constructed to facilitate 

the quantitative and comprehensive investigation of centralized and distributed 

CNs. The investigation results show that, while the investment is comparable, 

distributed CN has shorter signal time delay, higher reliability and lower risk 

than centralized one. This means that distributed CN has better performance in 

the monitoring and control of power systems that the distributed one. 



-     - 179 

Through the risk evaluation of centralized and distributed CNs by using 

MCDM approach combined with AHP and risk ranking technology, it can be 

seen that the same communication link in CN with different architecture could 

possess totally different risk to the power grid. This can be used to reduce the 

risk level of the existing CN and construct the new CN with lowest risk level. 

3) Adaptive wide-area damping control scheme with SSI and signal time delay 

compensation is taken as an example to demonstrate the influence of WAMS 

characteristics on power system stability analysis and control. 

Different WAMS characteristics have different influence on WAMS based 

stability analysis and control schemes. In order to demonstrate the influence of 

WAMS characteristics on stability analysis and control schemes, a novel adaptive 

wide-area control scheme with SSI and signal time delay compensation is 

proposed. This control scheme mainly composed of three parts: SSI algorithm, 

wide-area input signal formulation and signal time delay compensation. When 

oscillation is detected in power system, SSI algorithm can first effectively and 

robustly indentify the low-frequency oscillation mode on-line. Then, according to 

the identified inter-area oscillation modes with insufficient damping, the 

wide-area input signals would be calculated and combined with local input signal 

to act as the input signal of PSSs to provide the necessary damping torque on 

demand to suppress the oscillations. In addition, a simple but effective signal 

time delay compensation scheme based on the GPS time measurements has been 

proposed to eliminate the effect of signal time delay to the damping control.  

Case studies are conducted on IEEE 4-generator 2-area and IEEE 

16-generators 5-area test systems. The effectiveness and robustness of the 

proposed wide-area damping control scheme has been illustrated with 

simulations on cases representing different disturbance scenarios. When signal 
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time delay is introduced in simulation, proposed signal time delay compensator 

can effectively eliminate the effect of signal time delay on the performance of the 

adaptive WADC. 
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APPENDICES 

APPENDIX A IEEE 4-GENERATORS 2-AREA SYSTEM 

PARAMETERS 

 

Fig. A.1 Single line diagram of IEEE 4-generator 2-area system  

The single line diagram of IEEE 4-generator 2-area system is shown in Fig. 

A.1. This system consists of two similar areas connected by a weak tie. Each area 

consists of two coupled units, each having a rating of 900 MVA and 20 kV. The 

generator parameters in per unit on the rated MVA and kV base are as follows: 

Xd = 1.8   Xq =1.7   X’
d=0.3   X’

q=0.55 

Ra = 0.0025  T’
d = 8.0s  T’

q = 0.4s  KD = 0 

H = 6.5 for G1 and G2    

H = 6.175 for G3 and G4 

Each step-up transformer has an impedance of 0+j0.15 per unit on 900 MVA 

and 20/30kV base, and has an off-nominal ratio of 1.0. 

The transmission system nominal voltage is 230 kV. The line lengths are 

identified in Fig. A.1. The parameters of the lines in per unit on 100 MVA, 230 

kV base are: 

r = 0.0001 pu/km xL = 0.001 pu/km  bC = 0.00175 pu/km 

The system is operating with area 1 exporting 400 MW to area 2, and the 

generating units are loaded as follows: 
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G1: P = 700 MW, Q = 185 MVAr, Et = 1.03∠20.20° 

G2: P = 700 MW, Q = 235 MVAr, Et = 1.01∠10.5° 

G3: P = 719 MW, Q = 176 MVAr, Et = 1.03∠-6.8° 

G4: P = 700 MW, Q = 202 MVAr, Et = 1.01∠-17.0° 

The loads and reactive power supplied (QC) by the shunt capacitors at buses 7 

and 9 area as follows: 

Bus 7: PL = 976 MW, QL = 100 MVAr, QC = 200 MVAr 

Bus 9: PL = 1767 MW, QL = 100 MVAr, QC = 350 MVAr 
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Fig. A.2 IEEE type 1 rotating excitation system model 

In this system, uniform IEEE type 1 rotating excitation system is used. The 

model of IEEE type 1 rotating excitation system is shown in Fig. A.2 and the 

parameters are as follow:  

KA =40.0   VRMIN=-10  VRMAX=10  KE = 1.0 

TE = 0.785  KF = 0.03  TF = 1.0   C1 = 0.07 

C2 = 0.91 
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APPENDIX B IEEE 16-GENERATOR 68-BUS SYSTEM 

PARAMETERS 

 

Fig. B.1 Single line diagram of IEEE 16-generator 68-bus system  

The single line diagram of IEEE 16-generator 68-bus system is shown in Fig. 

B.1 and the parameters of this system are divided in: 

• Bus Data 

• Branch Data  

• Generation Data 

• Regulator Data 

Bus Data 

Table B.1 represents the bus data of IEEE 16-generator 68-bus system. The 

nomenclature for the table headings is: 

Bus No. Number of the Bus 

Bus Type Bus type code: 
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(1) Load Bus, PQ Bus 

(2) Generator Bus, PV Bus 

(3) Slack Bus 

Bus voltage Bus voltage, in per unit 

Load W Real component of the Load, in per unit 

Load VAR Reactive component of the Load, in per unit 

Gen W Generator real power output, in per unit 

Gen VAR Generator reactive power output, in per unit 

Table B. 1 Bus data of IEEE 16-generator 68-bus system 

Bus No. Bus type Bus 
voltage 

Load  
W 

Load  
VAR 

Gen  
W 

Gen  
VAR 

1 1 1.0 2.527 1.1856 - - 

2 1 1.0 0 0 - - 

3 1 1.0 3.22 0.02 - - 

4 1 1.0 5.0 1.84   

5 1 1.0 0 0   

6 1 1.0 0 0 - - 

7 1 1.0 2.34 0.84 - - 

8 1 1.0 5.22 1.77 - - 

9 1 1.0 1.04 1.25 - - 

10 1 1.0 0 0 - - 

11 1 1.0 0 0 - - 

12 1 1.0 0.09 0.88 - - 

13 1 1.0 0 0 - - 

14 1 1.0 0 0 - - 

15 1 1.0 3.2 1.53 - - 

16 1 1.0 3.29 0.32 - - 

17 1 1.0 0 0 - - 
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18 1 1.0 1.58 0.3   

19 1 1.0 0 0   

20 1 1.0 6.8 1.03 - - 

21 1 1.0 2.74 1.15 - - 

22 1 1.0 0 0 - - 

23 1 1.0 2.48 0.85 - - 

24 1 1.0 3.09 -0.92 - - 

25 1 1.0 2.24 0.47 - - 

26 1 1.0 1.39 0.17 - - 

27 1 1.0 2.81 0.76 - - 

28 1 1.0 2.06 0.28 - - 

29 1 1.0 2.84 0.27 -  

30 1 1.0 0 0 -  

31 1 1.0 0 0 - - 

32 1 1.0 0 0  - 

33 1 1.0 1.12 0  - 

34 1 1.0 0 0 -  

35 1 1.0 0 0 -  

36 1 1.0 1.02 -0.1946 - - 

37 1 1.0 60 3 - - 

38 1 1.0 0 0 - - 

39 1 1.0 2.67 0.126 - - 

40 1 1.0 0.6563 0.2353 - - 

41 1 1.0 10 2.5 - - 

42 1 1.0 11.5 2.5 - - 

43 1 1.0 0 0 - - 

44 1 1.0 2.6755 0.0484 - - 

45 1 1.0 2.08 0.21 - - 
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46 1 1.0 1.507 0.285 - - 

47 1 1.0 2.0312 0.3259 - - 

48 1 1.0 2.412 0.022 -  

49 1 1.0 1.64 0.29 -  

50 1 1.0 1 -1.47 - - 

51 1 1.0 3.37 -1.22 - - 

52 1 1.0 24.7 1.23 - - 

53 2 1.045 0 0 2.50 0 

54 2 0.98 0 0 5.45 0 

55 2 0.983 0 0 6.50 0 

56 2 0.997 0 0 6.32 0 

57 2 1.011 0 0 5.052 0 

58 2 1.05 0 0 7.0 0 

59 2 1.063 0 0 5.60 0 

60 2 1.03 0 0 5.40 0 

61 2 1.025 0 0 8.0 0 

62 2 1.01 0 0 5.0 0 

63 2 1.00 0 0 10.0 0 

64 2 1.0156 0 0 13.5 0 

65 3 1.011 0 0 35.91 0 

66 2 1.00 0 0 17.85 0 

67 2 1.00 0 0 10.0 0 

68 2 1.00 0 0 40.0 0 

Branch Data 

Table B.2 represents the branch (transmission lines and transformers) data of 

IEEE 16-generator 68-bus system. The nomenclature for the table headings is: 

Number Number of the branch 

From Bus Branch starting bus number 
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To Bus Branch ending bus number 

Resistance Branch resistance, in per unit 

Reactance Branch reactance, in per unit 

Susceptance Branch total charging susceptance, in per unit 

Branch Tap Transformer off-norminal turns ratio 

Table B.2 Branch data of IEEE 16-generator 68-bus system 

Number From Bus To Bus Resistance Reactance Susceptance Branch Tap 

1 1 2 0.0035 0.0411 0.6987 - 

2 1 30 0.0008 0.0074 0.48 - 

3 2 3 0.0013 0.0151 0.2572 - 

4 2 25 0.007 0.0086 0.146 - 

5 2 53 0 0.0181 0 1.025 

6 3 4 0.0013 0.0213 0.2214 - 

7 3 18 0.0011 0.0133 0.2138 - 

8 4 5 0.0008 0.0128 0.1342 - 

9 4 14 0.0008 0.0129 0.1382 - 

10 5 6 0.0002 0.0026 0.0434 - 

11 5 8 0.0008 0.0112 0.1476 - 

12 6 7 0.0006 0.0092 0.1130 - 

13 6 11 0.0007 0.0082 0.1389 - 

14 6 54 0 0.025 0 1.07 

15 7 8 0.0004 0.0046 0.078 - 

16 8 9 0.0023 0.0363 0.3804 - 

17 9 30 0.0019 0.0183 0.29 - 

18 10 11 0.0004 0.0043 0.0729 - 

19 10 13 0.0004 0.0043 0.0729 - 

20 10 55 0 0.02 0 1.07 
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21 12 11 0.0016 0.0435 0 1.06 

22 12 13 0.0016 0.0435 0 1.06 

23 13 14 0.0009 0.0101 0.1723 - 

24 14 15 0.0018 0.0217 0.366 - 

25 15 16 0.0009 0.0094 0.171 - 

26 16 17 0.0007 0.0089 0.1342 - 

27 16 19 0.0016 0.0195 0.3040 - 

28 16 21 0.0008 0.0135 0.2548 - 

29 16 24 0.0003 0.0059 0.0680 - 

30 17 18 0.0007 0.0082 0.1319 - 

31 17 27 0.0013 0.0173 0.3216 - 

32 19 20 0.0007 0.0138 0 1.06 

33 19 56 0.0007 0.0142 0 1.07 

34 20 57 0.0009 0.0180 0 1.009 

35 21 22 0.0008 0.0140 0.2565 - 

36 22 23 0.0006 0.0096 0.1846 - 

37 22 58 0 0.0143 0 1.025 

38 23 24 0.0022 0.0350 0.3610 - 

39 23 59 0.0005 0.0272 0 - 

40 25 26 0.0032 0.0323 0.5310 - 

41 25 60 0.0006 0.0232 0 1.025 

42 26 27 0.0014 0.0147 0.2396 - 

43 26 28 0.0043 0.0474 0.7802 - 

44 26 29 0.0057 0.0625 1.0290 - 

45 28 29 0.0014 0.0151 0.2490 - 

46 29 61 0.0008 0.0156 0 1.025 

47 9 30 0.0019 0.0183 0.29 - 

48 9 36 0.0022 0.0196 0.34 - 
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49 9 36 0.0022 0.0196 0.34 - 

50 36 37 0.0005 0.0045 0.32 - 

51 34 36 0.0033 0.0111 1.45 - 

52 35 34 0.0001 0.0074 0 0.946 

53 33 34 0.0011 0.0157 0.202 - 

54 32 33 0.0008 0.0099 0.168 - 

55 30 31 0.0013 0.0187 0.333 - 

56 30 32 0.0024 0.0288 0.488 - 

57 1 31 0.0016 0.0163 0.25 - 

58 31 38 0.0011 0.0147 0.247 - 

59 33 38 0.0036 0.0444 0.693 - 

60 38 46 0.0022 0.0284 0.43 - 

61 46 49 0.0018 0.0274 0.27 - 

62 1 47 0.0013 0.0188 1.31 - 

63 47 48 0.0025 0.0268 0.40 - 

64 47 48 0.0025 0.0268 0.40 - 

65 48 40 0.0020 0.022 1.28 - 

66 35 45 0.0007 0.0175 1.39 - 

67 37 43 0.0005 0.0276 0 - 

68 43 44 0.0001 0.0011 0 - 

69 44 45 0.0025 0.073 0 - 

70 39 44 0 0.0411 0 - 

71 39 45 0 0.0839 0 - 

72 45 51 0.0004 0.0105 0.72 - 

73 50 52 0.0012 0.0288 2.06 - 

74 50 51 0.0009 0.0221 1.62 - 

75 49 52 0.0076 0.1141 1.16 - 

76 52 42 0.0040 0.0600 2.25 - 
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77 42 41 0.0040 0.0600 2.25 - 

78 41 40 0.0060 0.0840 3.15 - 

79 31 62 0 0.026 0 1.04 

80 32 63 0 0.013 0 1.04 

81 36 64 0 0.0075 0 1.04 

82 37 65 0 0.0033 0 1.04 

83 41 66 0 0.0015 0 1 

84 42 67 0 0.0015 0 1 

85 52 68 0 0.0030 0 1 

86 1 27 0.032 0.32 0.41 1 

Note that: in Table B.2, there are several same branches which mean the 

double-circuit transmission lines. 

Generation Data 

Table B.3 represents the generation data of IEEE 16-generator 68-bus system. 

The nomenclature of the table headings is: 

Unit No. Number of the generators 

H Inertia constant of generators, in second 

Ra Resistance, in per unit 

Xl Leakage reactance, in per unit 

Xd D-axis synchronous reactance, in per unit 

Xq Q-axis synchronous reactance, in per unit 

Xd’ D-axis transient reactance, in per unit  

Xq’ Q-axis transient reactance, in per unit 

Td0’ D-axis open-circuit time constant, in second 

Tq0’ Q-axis open-circuit time constant, in second 
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Table B.3 Generator data of IEEE 16-generator 68-bus system 

Unit No. H (sec) Ra Xl  Xd  Xq  Xd’ Xq’ Td0’ Tq0’ 

1 3.4 0 0.003 0.969 0.6 0.248 0.25 12.6 0.035 

2 1.8 0 0.035 1.8 1.7207 0.4253 0.3661 6.56 1.5 

3 4.9623 0 0.0304 1.8 1.7098 0.383 0.3607 1.5 1.5 

4 4.1629 0 0.0295 1.8 1.7725 0.2995 0.2748 5.69 1.5 

5 4.7667 0 0.027 1.8 1.6909 0.36 0.3273 5.4 0.44 

6 4.9107 0 0.0224 1.8 1.7079 0.3543 0.3189 7.3 0.4 

7 4.3267 0 0.0322 1.8 1.7817 0.299 0.2746 5.66 1.5 

8 3.915 0 0.028 1.8 1.7379 0.3538 0.3103 6.7 0.41 

9 4.0365 0 0.0298 1.8 1.7521 0.4872 0.4274 4.79 1.96 

10 2.9106 0 0.0199 1.8 1.2249 0.4868 0.4793 9.37 1.5 

11 2.0053 0 0.0103 1.8 1.7297 0.2531 0.2109 4.1 1.5 

12 5.1721 0 0.022 1.8 1.6931 0.5525 0.4990 7.4 1.5 

13 4.0782 0 0.003 1.8 1.7392 0.3345 0.3041 5.9 1.5 

14 3 0 0.0017 1.8 1.73 0.285 0.25 4.1 1.5 

15 3 0 0.0017 1.8 1.73 0.285 0.25 4.1 1.5 

16 4.45 0 0.0041 1.8 1.6888 0.359 0.3034 7.8 1.5 

Regulator Data 

The regulators of generator used in this thesis include exciter and PSS, in the 

following, the parameters of these two regulators will be listed respectively. 

Exciter Data 

Exciter used in IEEE 16-generator 68-bus system is IEEE Type 1 rotating 

excitation system which is the same as IEEE 4-generator 2-area system depicted 

in APPENDIX A. The model of IEEE type 1 rotating excitation system is shown 

in Fig. A.2 and Table B.4 represents the exciter data of IEEE 16-generator 68-bus 

system. The nomenclature of the table headings is: 
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Unit No. Number of the generators 

KA Voltage regulator gain 

TA Voltage regulator time constant, in second 

VRMAX Maximum voltage regulator output 

VRMIN Minimum voltage regulator output 

KE Exciter constant 

TE Exciter time constant, in second 

KF Stabilizer gain 

TF Stabilizer time constant, in second 

C1 Saturation function 1 

C2 Saturation function 2 

Table B.4 Exciter data of IEEE 16-generator 68-bus system 

Unit No. KA TA VRMAX VRMIN KE TE KF TF C1 C2 

1 30 0.02 10 -10 1.0 0.785 0.03 1.0 0.07 0.91 

2 30 0.02 10 -10 1.0 0.785 0.03 1.0 0.07 0.91 

3 30 0.02 10 -10 1.0 0.785 0.03 1.0 0.07 0.91 

4 30 0.02 10 -10 1.0 0.785 0.03 1.0 0.07 0.91 

5 30 0.02 10 -10 1.0 0.785 0.03 1.0 0.07 0.91 

6 30 0.02 10 -10 1.0 0.785 0.03 1.0 0.07 0.91 

7 30 0.02 10 -10 1.0 0.785 0.03 1.0 0.07 0.91 

8 30 0.02 10 -10 1.0 0.785 0.03 1.0 0.07 0.91 

9 30 0.02 10 -10 1.0 0.785 0.03 1.0 0.07 0.91 

10 30 0.02 10 -10 1.0 0.785 0.03 1.0 0.07 0.91 

11 30 0.02 10 -10 1.0 0.785 0.03 1.0 0.07 0.91 

12 30 0.02 10 -10 1.0 0.785 0.03 1.0 0.07 0.91 
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PSS Data 
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Fig. B.2 IEEE Type 1 rotating excitation system model 

The model of PSS used in IEEE 16-generator 68-bus system is shown in Fig. 

B.2 and Table B.5 represents the PSS data of IEEE 16-generator 68-bus system. 

The nomenclature of the table headings is: 

Unit No. Number of the generators 

KPSS PSS gain 

TW PSS washing time, in second 

T1 PSS leading time constant, in second 

T2 PSS lag time constant, in second 

T3 PSS leading time constant, in second 

T4 PSS lag time constant, in second 

Vmax PSS maximum voltage output 

Vmin PSS minimum voltage output 

Table B.5 PSS data of IEEE 16-generator 68-bus system 

Unit No. KPSS TW T1  T2 T3 T4 Vmax Vmin  

1 100 10 0.1 0.02 0.08 0.02 0.02 -0.05 

2 100 10 0.08 0.02 0.08 0.02 0.02 -0.05 

3 100 10 0.08 0.02 0.08 0.02 0.02 -0.05 

4 100 10 0.08 0.02 0.08 0.02 0.02 -0.05 

5 100 10 0.08 0.02 0.08 0.02 0.02 -0.05 

6 100 10 0.1 0.02 0.1 0.02 0.02 -0.05 
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7 100 10 0.08 0.02 0.08 0.02 0.02 -0.05 

8 100 10 0.08 0.02 0.08 0.02 0.02 -0.05 

9 100 10 0.08 0.03 0.05 0.01 0.02 -0.05 

10 100 10 0.1 0.02 0.1 0.02 0.02 -0.05 

11 50 10 0.08 0.03 0.05 0.01 0.02 -0.05 

12 110 10 0.1 0.02 0.1 0.02 0.02 -0.05 
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