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Abstract 

Real world objects have various types of texture surfaces. With the increasing 

demands of image understanding and object recognition in many computer vision 

applications, texture classification has been receiving considerable attention, and 

plenty of texture classification methods have been proposed in the past decades. 

However, how to efficiently represent texture and extract texture features is still a 

challenging problem in texture image analysis and classification. In this thesis, we 

investigate this problem and propose new solutions for efficient texture feature 

extraction, representation and classification. As an interesting application, we also 

apply the proposed methods to hand back skin texture analysis. 

First, we present a sparse representation (SR) based dictionary learning method 

to learn a dictionary of textons for texture image representation. In traditional 

texton learning based texture representation approaches, texton learning is usually 

implemented by the K-means clustering method. However, the K-means clustering 

process may not be able to well characterize the intrinsic feature space of textons, 

which is often embedded into a low dimensional manifold. To improve the 

representation accuracy and capability, we propose to use the dictionary learning 

method under the SR framework to learn a dictionary of textons. Consequently, the 

SR coefficients of the texture image over the dictionary of textons are used to 

construct the histograms for classification. The proposed SR based texton 

dictionary learning method yields better performance than the traditional K-means 

clustering based texture classification methods. 
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We further propose an efficient texton encoding based texture classification 

scheme. The scheme consists of four stages: texton dictionary learning, texton 

encoding, feature description and classification. In the stage of texton dictionary 

learning, a regularized least square based texton learning model is proposed. 

Compared with the texton learning based on SR or K-means clustering, the 

proposed model is much more accurate than the K-means clustering while being 

much more efficient than the SR to implement. Meanwhile, we propose a fast 

texton encoding method to code the texture feature over the learned dictionary. 

Consequently, two types of texton encoding induced statistical features, coefficient 

histogram and residual histogram, are extracted for classification. The proposed 

method, namely texton encoding induced statistical feature (TEISF), is validated on 

three representative benchmark texture datasets: CUReT, KTH_TIPS and UIUC. 

The experimental results demonstrate that TEISF outperforms state-of-the-arts, 

especially when the number of the training samples is small. 

Finally, we study the hand back skin texture (HBST) pattern classification 

problem for personal identification and gender classification. A specially designed 

HBST imaging system is developed to capture the HBST images, and an HBST 

image dataset is established, which consists of 1920 images from 80 persons (160 

hands). Then the proposed texton learning based texture analysis methods are 

applied to the established HBST dataset, and the experimental results demonstrate 

that HBST is very useful to aid human identity identification and gender 

classification. As a kind of specific texture images, the established HBST dataset is 

rather challenging and provides a good platform to evaluate various texture 

classification algorithms. 
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Chapter 1. Introduction 

 

The main objective of this thesis is to investigate new solutions for accurate texture 

image classification. In particular, we focus on the texton learning method to 

represent texture images and extract effective texture features. With respect to 

texture representation, we will discuss how to employ dictionary learning 

techniques to learn textons to represent the texture. With the learned textons, we 

then extract new histogram features for texture classification. As an application of 

the proposed texton learning based texture analysis methods, we will investigate 

the problem of human identification and gender classification with hand back skin 

texture images. This chapter provides an introduction to the several key issues in 

texture image analysis. We also summarize the contributions and outline the 

organization of this thesis. 

 

1.1 Background 

Texture analysis is an important research topic in computer vision and pattern 

recognition, since most real world objects show different kinds of texture surfaces. 

There are many real world applications that involve texture analysis, including 

medical imaging, remote sensing and material classification, etc. With the 

increasing demands of these applications in image understanding and object 

recognition, texture classification has been receiving considerable attention. The 

canonical texture classification task is to design an efficient algorithm to categorize 
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previously unseen images to some known class of texture images whose training 

samples have been provided. In particular, the classification problem mainly 

depends on how many training samples are available, what properties they have 

and how they are related to the test texture images to be classified. Usually, the 

texture classification problem can be viewed as the categorization of textures which 

are from different materials based on their appearances. Furthermore, no 

constraints are imposed on the acquisition of the training or testing texture images, 

and, in particular, no a priori knowledge of the illumination, viewpoint and scale 

change is required when capturing the texture images.  

Texture classification has been applied in different fields. In the area of content 

based image retrieval, texture features are extracted to simultaneously localize and 

categorize the textures of interest in an image [1]. For example, in Fig. 1.1, we can 

detect the presence and location of the zebras in the image. The texture pattern of 

the zebra can be learned by some positive and negative training samples in the top 

row. The subsequent rows present the top 15 retrieved zebra images from a subset 

of the COREL dataset by their scores. Moreover, structure texture similarity 

metrics are employed for texture image retrieval in [2]. With the structural 

similarity metrics, similar and dissimilar texture pairs can be classified, which is 

corresponded to human judgments. Fig. 1.2 shows some similar and dissimilar 

texture pairs according to human judgment scores. Texture similarity metrics are 

also important for image coding since some similar texture regions in the image do 

not affect the perceived image quality. 
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Figure 1.1: Content based image retrieval by using texture features [1]. The texture pattern 

of the zebra is learned by some positive and negative training samples in the top row. The 

following three rows show the top 15 retrieved zebra images from a subset of the COREL 

dataset by their scores. 

 

 
a 9.7  b 9.6   c 9.3   d 8.1   e 7.4   f 7.4   g 7.2     h 2.5   i 2.2 

Figure 1.2: Selected texture pairs and their similarity judged by average human scores [2]. 

 

Furthermore, texture classification has been extended to applications in medical 

image analysis. It has been used to screen women for early signs of breast cancer 

by classifying parenchymal density and detecting microcalcifications [8, 9, 10]. In 

dermatology, some methods based on skin texture model are developed for 

computer-assisted diagnosis of skin disorders [11]. In these methods, bidirectional 

texture function is used to describe the texture surface. Fig. 1.3 illustrates five 

dermatological disorders which can be classified with the skin texture model: acne, 

congenital melanocytic nevus (medium sized), keratosis pilaris, psoriasis, and acute 

allergic contact dermatitis.  
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Figure 1.3: Five dermatological disorders [11]. 

Moving on a little bit further, texture feature has also been used for object 

recognition. Contour and texture have both shown powerful cues for recognition. 

By combining contour and texture features [12, 13], the recognition accuracy can 

be significantly improved. Even in the field of remote sensing, texture 

classification plays an important role in automatically labeling each region in the 

image. As Fig. 1.4 shows, textured regions in remotely sensed images such as the 

urban, industrial and residential area can be classified with some classical texture 

classification methods [14, 15]. This is very helpful to monitor land use patterns in 

GIS (Geographic Information System) and predict how they vary with the 

development of human society.  

 

 

Figure 1.4: Texture classification is applied to a remote sensing image of an urban area 

[14]. 
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1.2 Overview of Texture Classification Methods 

In this section, we briefly review how the research of texture classification evolved 

in the past three decades. Julesz et al.’s early work [119] on the visual perception 

of texture laid the foundation of texture analysis and synthesis. Since then, plenty 

of texture classification methods have been proposed. In the early 1980s, the 

texture classification task was to classify two textures in a binary image, which are 

synthesized by the repeated placement of basic micro patterns. This classification 

task intends to verify Julesz et al.’s conjecture [119] that two textures cannot be 

perceptually distinguished if they had the identical second order statistics. Since 

this conjecture was eventually disproved, the statistical theory of textons [40] was 

developed, where textons were viewed as fundamental primitives in texture and 

two textures can be distinguished if they have different texton densities. However, 

based on this statistical theory of textons, there were still two problems remained. 

One was how to form a set of textons and the other was how to generalize this 

theory to the gray scale texture images.   

Till the early 1990s, researchers attempted to classify gray scale images of real 

world textures with the rotation and scale changes. During this period, filter banks 

[33, 34, 39] were utilized to analyze textures by extracting features at multiple 

orientations and scales. The mean and variance of filter responses were usually 

extracted as texture features for classification. Due to the rich representations of 

filter responses, the filter bank methods can obtain good performance on texture 

classification. In fact, Julesz et al. [121] tried to find a link between textons and 

filter banks. Since there were some limitations in the theory of textons, in this 

period filter bank based texture classification methods became very popular.  
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In the late nineties, real world 3D textures [41] with viewpoint and illumination 

changes were considered in the texture classification task. Some methods such as 

texton learning methods [41, 42, 47, 48, 50, 52], invariant filter design methods 

[122] and fractal methods [20, 21], etc, have been proposed to solve the texture 

classification problem with large scale and viewpoint changes. Leung and Malik 

[41] are among the first researchers who attempted to classify 3D textures under 

varying viewpoints and illuminations. By giving an operational definition of texton 

based on filter responses and clustering, they found a way to form a set of universal 

textons for real world textures and bridged the gap between the theory of texton 

and filter responses. Moreover, based on the theory of Markov random field, Zhu et 

al. [123] gave a mathematical model to define texton and presented a three-level 

generative image model to learn textons.  

In general, texture classification methods mainly consist of two steps: feature 

extraction and classification. We categorized texture feature extraction methods 

into three classes: the local descriptor, filter response and texton learning based 

methods. In local descriptor based texture description methods, the co-occurrence 

matrix [16] is a classical local descriptor to characterize the local structure in 

texture. Compared to co-occurrence matrix, local binary pattern (LBP) [17] and its 

variants [18, 19] are more efficient to describe textures. However, they can’t deal 

with large scale and viewpoint changes, either. The fractal based descriptor is 

another simple method to characterize textures and it is robust to certain scale and 

viewpoint changes. The second class of texture description methods is based on 

filter responses, e.g., using Gabor filters [23], wavelet filters [24] and steerable 

pyramid filters [25], etc. Such methods can obtain good performance on textures 

with some rotation and scale changes, but they do not work well when textures are 
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imaged with large geometrical variations. Different from the above methods, the 

third class of methods involves a learning stage. Textures are modeled by learned 

textons and the texton histogram is formed for classification. In these methods, 

textons are learned from different feature spaces such as filter bank responses [41, 

49, 50], original patches [51, 52, 54] and RIFT and SPIN descriptors [47]. For 

classification, different classifiers such as the Gaussian Bayes classifier [120], 

nearest neighbor classifier [17, 18, 47, 50, 52, 53] and SVM classifier [48, 54, 55, 

56, 90], can be applied to the extracted texture features. In Chapter 2, we will 

review these texture classification methods with more details.  

 

1.3 Challenges in Texture Classification 

Although texture classification has been studied for more than thirty years, there 

still exist some problems. The most challenging ones are summarized below. 

(1) Efficient texture representation. The texture classification and texture 

analysis can be widely applied to many fields. However, this also makes the 

problem very hard. Different from other classification problems such as fingerprint, 

face and indoor scene recognition, where there are clear structures in the image, 

usually there is no clear large scale structure which can be extracted from texture 

images. Hence, how to effectively represent texture is a key problem for texture 

classification. 

(2) Robust feature extraction. Texture images often undergo variations in 

appearance due to the illumination, rotation, scale, and viewpoint changes in image 

acquisition. Some example images are illustrated in Fig. 1.5. Another factor which 
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makes the texture classification task very challenging is that it has large inter-class 

confusion as well as large intra-class variation. Two different classes of texture 

images captured under different imaging conditions may look very similar in 

appearance, as is illustrated in Fig. 1.6. Therefore, how to extract robust invariant 

features to deal with these variations is an important problem in texture 

classification.  

 

 

 

Figure 1.5: Texture images have some scale and viewpoint changes. 

 

         

 

Figure 1.6: Two different kinds of texture samples with similar appearances. 
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(3) Insufficient training samples. The texture classification performance can 

drop dramatically with the decrease of the number of training samples even when 

there are only a small number of classes. In particular, when there are large scale 

and viewpoint changes, how to improve the classification accuracy with a small 

number of training images is a very challenging problem. 

 

1.4 Contributions of the Thesis 

This thesis makes contributions towards efficient texture representation, effective 

texture feature extraction and novel applications in hand back skin texture analysis. 

(1) A sparse representation (SR) based texton learning method is proposed to 

learn sparse textons for texture representation. Then the histogram of sparse coding 

coefficients is extracted as features for texture classification. Traditional texture 

modeling approaches usually learn textons in the feature space using the K-means 

clustering method. However, the K-means clustering may not be able to well 

characterize the intrinsic feature space of textons, which is often embedded into a 

low dimensional manifold. Hence, we use the SR based dictionary learning method 

to learn textons instead of the traditional K-means clustering. The SR coefficients 

of the texture images over the dictionary are used to construct the histograms for 

classification. Experimental results showed that the proposed method yields good 

performance. 

(2) The SR based texton learning has high computational complexity, while the 

K-means clustering based texton learning has high representation error. In this 

thesis, we propose a simple and efficient texton learning method based on the 

regularized least square, which has low computational complexity as well as low 
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representation error. Meanwhile, we propose a fast texton encoding method to code 

the texture feature over the learned dictionary of textons, and define two types of 

texton encoding induced statistical features -- coefficient histogram and residual 

histogram -- for texture classification. Experimental results demonstrated that the 

proposed method can obtain probably the best texture classification accuracy so far, 

especially when the number of training samples is insufficient.  

(3) We study the hand back skin texture (HBST) classification problem with 

applications to personal identification and gender classification. A specially 

designed imaging system is developed to capture the HBST images, and an HBST 

image dataset is established, which consists of 1920 images from 80 persons. Then 

some texton learning based methods are employed to perform the personal 

identification and gender classification experiments on the established HBST 

dataset. The results demonstrated that HBST is helpful to aid human identity 

identification and gender classification. Meanwhile, the established HBST dataset 

is very challenging and it is a good platform to evaluate the texture analysis 

methods.  

 

1.5 Outline of the Thesis 

The remainder of the thesis is organized as follows. In Chapter 2, we review the 

previous works on texture classification. In Chapter 3, the proposed texture 

classification method by SR based texton learning is presented. In Chapter 4, a 

simple and efficient texton learning method by regularized least square is 

developed, and texton encoding induced statistical features are proposed for texture 

classification. In Chapter 5, an HBST image dataset is established and we then 
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apply the texton learning based texture classification methods to recognize the 

HBST patterns for human identity and gender classification. Finally, in Chapter 6, 

we present our conclusions and future work. 
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Chapter 2. Literature Review  

 

There are many computer vision problems related to texture analysis such as 

texture segmentation [3], texture compression [4], texture synthesis [5], shape from 

texture [6, 7] and texture classification [16-22]. In this chapter, we focus on works 

related to texture classification. Although texture classification has been widely 

used in many fields, a key problem in it is how to describe texture. Moreover, as 

introduced in Chapter 1, since there are some camera pose changes and 

illumination variations, the methods which are used to describe texture should be 

robust to illumination variations and geometric variations such as rotation, scale, 

viewpoint and deformation changes. During the past decades, researchers have 

proposed many texture feature extraction methods to solve these problems. These 

feature extraction methods mainly fall into three categories: local descriptors, filter 

responses and texton learning. Based on the extracted features, different classifiers 

can be employed for classification. In this chapter, we review some classical 

texture classification methods in the three categories. 

 

2.1 Texture Feature based on Local Descriptors 

2.1.1 Co-occurrence Matrix 

The gray-level co-occurrence matrix developed by Haralick et al. [16] is widely 

used in texture feature extraction. Given an offset ( , )x y   in an n m  image, the 

probability of co-occurrence between gray values i  and j  can be computed for all 
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possible co-occurring grey level pairs in an image window. The co-occurrence 

matrix stores these probabilities, which are the number of all available grey levels 

in the image. Then, selected statistics are applied to the co-occurrence matrix by 

iterating through the entire matrix to calculate the texture features. The co-

occurrence matrix can be defined as follows: 

1 1

1, ( , ) ( , )
( , , , )

0,

m n x y

x y p q

if I p q i and I p q j
C i j

otherwise 

   
   


       (2-1) 

Note that the co-occurrence matrix is not invariant to rotation. Hence, in order to 

obtain the rotation invariance, the co-occurrence matrix is computed by using a set 

of offsets sweeping 180 degree (i.e., 0, 45, 90 and 135 degrees) at the same 

distance. Then a set of statistic features based on the co-occurrence matrix are used 

for texture classification. Although the co-occurrence matrix can characterize the 

statistics of pixels in the texture image well, the complexity of computing the co-

occurrence matrix is very high. Moreover, the co-occurrence matrix is only 

invariant to rotation. When there are some scale and viewpoint changes, the co-

occurrence matrix can’t handle these situations. 

 

2.1.2 Local Binary Pattern (LBP) and Its Main Variants 

The local binary pattern (LBP) operator is one of the best local texture descriptors 

and it has been widely used in various tasks such as texture classification, face 

recognition, face expression recognition, dynamic texture recognition and human 

action recognition. In this sub-section, we review the original LBP operator and 

some major variants for different applications. 
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The LBP was originally proposed by Ojala et al. [17] for texture classification. It 

is a very simple yet effective local descriptor to describe texture. LBP can 

characterize the spatial structure in the texture image well and has a good 

discriminative power. It compares each pixel with its neighborhoods to encode 

each pixel as a sequence of binary codes: 

           
1

, 0

0, 0
( )2 , ( )

1, 0

P p

P R p cp

x
LBP s g g s x

x






   


                         (2-2) 

where cg  is the gray value of the central pixel in the texture image and pg  

represents the gray value of the pixel in the circle neighbor. R  is the radius of the 

neighborhood and P  is the number of pixels in the neighborhood. Fig. 2.1 shows 

the neighborhoods for different R  and P . Some points of the neighborhood which 

are not on the image grid can be estimated by the pixel interpolation method. Fig. 

2.2 illustrates the binary encoding process of the LBP operator. If the gray value of 

the pixel in the neighborhood is smaller than the gray value of the central pixel, it is 

encoded as “0”. Otherwise, it is encoded as “1”. Then a set of binary codes can be 

formed to describe the local structure of the texture image.  

 

 

Figure 2.1: Different neighborhoods of the LBP operator. 
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Figure 2.2: Illustration of the encoding process of the LBP operator. 

 

Ojala et al. [17] observed that some local binary patterns are the vast majority, 

sometimes over 90% of all local binary patterns. Hence, a uniform measure U  can 

be defined by calculating the number of spatial transitions in the pattern: 

       
1

, 1 0 1

0

( )
P

P R p c c p c p c

p

LBPU s g g s g g s g g s g g


 



             (2-3) 

The uniform patterns are defined as those patterns whose U values are not greater 

than 2 and the other patterns are called non-uniform ones. Hence, the rotation 

invariant texture descriptor can be defined as follows: 

               

1

,2 0
,

( ), ( ) 2

1,

P

p c P Rriu p
P R

s g g if U LBP
LBP

P otherwise




  

 



                       (2-4) 

Ojala et al. [17] pointed out that image texture has two complementary 

characteristics: spatial structure and contrast. Spatial pattern is affected by rotation 

while contrast is affected by the gray scale. The LBPriu2 operator can describe the 

spatial structure of local image texture well, but it ignores the other important 

characteristic, i.e., contrast. Hence, some variants of the LBP operator are 
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developed by employing more useful information from the local structure of 

texture image. 

Variant 1: VAR. Ojala et al. [17] proposed a rotation invariant measure of local 

variance, namely variance (VAR), to incorporate the contrast of local texture image:  

 
1 1

, 0 0

1 1
( )

P P

P R p pp p
VAR s g g

P P
 

 

 
                           (2-5) 

Experimental results showed that the texture classification performance can be 

further improved by combining LBPriu2 with VAR. However, VAR is less 

effective if the texture image has illumination changes or scale changes.  

Variant 2: DLBP. Uniform LBPs may not be the dominant patterns in some 

texture images due to the irregular edges and shapes. Hence, in [19] the authors 

generalized the original LBP to the dominant local binary pattern (DLBP). In 

DLBP, the occurrence frequencies of all rotation invariant patterns are computed 

and several most frequently occurring patterns are chosen as the dominant patterns. 

Experimental results demonstrated that the dominant patterns which usually count 

about 80 percent of the total pattern occurrences in an image can well capture the 

local texture structure for classification tasks. By extracting the dominant patterns, 

DLBP is more robust to noise than the original LBP. Furthermore, Liao et al. [19] 

employed additional features based on Gabor filter responses as the supplement to 

the DLBP features. It is experimentally shown that the fused features can obtain 

higher classification rate than the DLBP feature. 

Variant 3: CLBP. Although LBPriu2 can describe local structure well and VAR 

can describe contrast well, the combination of them is not robust to illumination 

and scale changes. Guo et al. [18] proposed a novel descriptor to generalize the 
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original LBP by fully exploiting the local structural information in the texture 

image, namely completed local binary pattern (CLBP). This descriptor obtains 

state-of-the-art classification results on many texture datasets. CLBP decomposes 

the image local difference into two complementary components, the signs (s) and 

the magnitudes (m): 

 ( ),p p c p p cs s g g m g g                                        (2-6) 

Based on the sign and magnitude information, CLBP-Sign (CLBP_S) and CLBP-

Magnitude (CLBP_M) are proposed to encode the local structure in the texture 

image. Actually, CLBP_S is equivalent to the conventional LBP, and CLBP_M 

measures the local variance of the magnitude. CLBP_M and CLBP_S are defined 

in the traditional encoding way of the original LBP as follows:    

       
1

, 0

0,
_ ( )2 , ( , )

1,

P p

P R p

x c
CLBP M t m c t x c

x c






   


                  (2-7) 

Here threshold c  is set as the mean value of pm . The center pixel, which has 

discriminative information, is encoded by CLBP_C: 

                            ,_ ( )P R c ICLBP C t g g                                         (2-8) 

By combining CLBP_C, CLBP_M and CLBP_S in different ways, CLBP can yield 

much better performance than many LBP based texture classification methods. 

 

2.1.3 Fractal Feature 

Although the co-occurrence and LBP features can describe the local structure of 

texture image well, these features are not suitable for describing texture images 
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with some scale and viewpoint changes. The fractal feature can overcome these 

problems to some extent. Xu et al. [20, 21, 22] proved that multifractal spectrum 

(MFS) vector is globally invariant under the bi-lipschitz transform.  

In [20], the MFS vector, which is the vector of the fractal dimensions of the 

texture image, is used to describe the texture surface. The concept of the fractal 

dimension can be extended to the concept of MFS as follows. First a point 

categorization is defined according to the density function. Then the fractal 

dimensions are calculated for every point set from this categorization. The defined 

MFS vector gives a rich description of the inherent texture structure.  

The local density function ( )D i  at position i  in the texture image is defined as 

follows: 

0

log ( ( , ))
( ) lim

logr

B i r
D i

r




                                         (2-9) 

where ( , )B i r  is the disc at center i  with radius r  and   is the measurement 

function on the texture image. In [20], there are three ways to define the 

measurement function  : the sum of average intensity values inside ( , )B i r , the 

energy of the gradients inside ( , )B i r  and the sum of the Laplacian inside ( , )B i r .  

For any  , E  is the set of all image points with local density  : 

                 
0

log ( ( , ))
{ : ( ) lim }

logr

B i r
E i D i

r






                             (2-10) 

Then, based on the set of all points with local density  , we can compute the 

fractal dimension to obtain an MFS ( )f  : 
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                          ( ) {dim( ) : }f E R                                         (2-11) 

From Eq. (2-9), we have: 

                          log ( ( , )) ( ) log ( )B i r D i r L i                                    (2-12) 

In [53], the authors observed that the local fractal dimension ( )D i  and the local 

fractal length ( )L i  are very useful to distinguish textures. Hence, the MR8 filter 

response based fractal features are employed to classify textures. D and L are 

estimated at each pixel. Particularly, based on empirical results, only five 

measurements are calculated for D, which is invariant to the bi-lipschiz transform. 

And the fractal length L is an 8 dimensional vector, which is rotation invariant. 

From the experimental results, the features D and L can both obtain good 

performance on current texture datasets.  

 

 2.2 Texture Feature based on Filter Responses 

Filtering approaches such as the Gabor transform [23], wavelet transform [24], 

steerable pyramid filter [25] and directional filter bank [27, 28] can provide good 

multi-resolution analysis for texture classification. Also, the Gabor filter, steerable 

pyramid filter and directional filter bank can characterize texture in multiple scales 

and orientations.  

The texture analysis with the discrete wavelet transform has two disadvantages: 

poor directionality and rotation sensitivity (wavelet transform is not rotation 

invariant). Hence, researchers usually use some preprocessing steps or design 

special filters to achieve rotation invariant texture features. Pun and Lee [29] used 
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the log-polar transform to convert the rotation and scale variance to the translation 

variance, and then employed a shift invariant wavelet packet transform to extract 

rotation and scale invariant features. Khouzani and Zadeh [30] first calculated the 

randon transform of texture images and then used a translation invariant wavelet 

transform to obtain rotation invariance. They [31] also proposed a method based on 

randon transform to estimate the orientation of the texture image and used the 

wavelet transform for invariant texture analysis. Porter and Canagarajah [32] 

employed the standard discrete wavelet transform and used the combined opposite 

energy signatures as features for rotation invariant texture classification. Chen and 

Kundu [33], and Wu and Wei [34] used the sub-band decomposition and Hidden 

Markov Model (HMM) to extract rotation and scale invariant features by 

supervised learning. Do and Vetterli [35] employed HMM in the steerable wavelet 

domain and a maximum likelihood estimator to obtain rotation invariant texture 

features. Kim and Upda [36] proposed the rotated wavelet filters for texture 

classification by rotating the filters to the 45 degree. However, the rotated filters 

are not invariant to any angles. To overcome the drawbacks of poor directionality 

of wavelet transform, Kokare et al. [37] extracted rotation invariant features by 

rotated complex wavelet filters for texture classification.  

Gabor filter and steerable pyramid filter are alternatives in filtering approaches. 

Haley and Manjunath [38] employed a complete space-frequency Gabor wavelet 

model for rotation invariant texture classification. The steerable pyramid filters 

proposed by Simoncelli [25, 26] have the ability to decompose a signal into multi-

resolution directional sub-bands. Greenspan [39] used this kind of steerable 

orientation filters to extract texture features. Gabor filter and steerable pyramid 



Texton Encoding based Texture Classification and Its Applications to Hand-Back Skin 

Texture Analysis, Jin Xie, Ph.D thesis 

21 

 

filter, however, are redundant in both scale and directional decomposition, which 

results in high-computational complexity for feature extraction.   

The main drawback of filter response based feature extraction method is that the 

texture classification performance is not good in the case of large scale and 

viewpoint changes. Although some filters are specially designed for rotation and 

scale invariance, the filter responses of texture images are not robust enough to deal 

with large scale and viewpoint changes. 

 

2.3 Texture Feature based on Texton Learning 

2.3.1 Leung and Malik’s Algorithm  

The concept of texton was proposed by Julesz [40] nearly 30 years ago, which is 

the putative unit of pre-attentive human texture perception. Leung and Malik [41] 

built a small and finite vocabulary of micro-structures for 3D texture classification, 

which is called 3D textons. The goal is to use some training samples to learn a 

dictionary which can describe all classes of textures. For each class of texture 

images, 20 training images with different lighting and viewpoint angles are used to 

build the dictionary of textons. The training images are registered using the sum-of-

square-differences (SSD) algorithm. Then these registered training images are 

filtered by a 48 dimensional filter bank to generate filter response features. During 

learning, these filter responses are combined together to span a 960 (2048=960) 

dimensional space. Then the filter response vectors (960-dimension) are clustered 

using the K-means clustering to determine some cluster centers, which are called 

3D texons. These learned 3D textons encode the appearances of texture images for 
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3D texture classification. For 3D textons, all filter response vectors are labeled with 

the texton which is closest to them in the filter response space. The texton 

histogram, which is the distribution of texton frequencies, can be used as the 

texture model. 

In the stage of classification, the testing images will go through the same 

procedures to generate texton histograms. For each testing texture image, filter 

response features can be generated using the above mentioned 48 dimensional filter 

bank. The texton histogram can be formed and the distance between the histograms 

can be computed using the Chi-square distance. Finally, classification is performed 

on the texture dataset using the nearest neighbor classifier. 

The authors also developed a Markov Chain Monte Carlo (MCMC) algorithm to 

classify a single image under known imaging conditions. Each pixel in the texture 

image is labeled by some possible textons in the dictionary. Then the MCMC 

algorithm is used to find the most possible label with the given possibility. 

However, the classification accuracy of the algorithm is not as good as that by 

multiple texture training images.  

 

2.3.2 Cula and Dana’s Algorithm  

Cula and Dana [42, 43, 44] extended Leung and Malik’s algorithm and illustrated 

that 2D textons can also be utilized for un-calibrated and single texture image 

classification and can obtain comparable performance.  

The overall methodology is the same as Leung and Malik’s except that the 

occurrences of 3D textons are replaced by 2D textons. For example, during the 

process of texton learning, training texture images are filtered by a set of filter 
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banks across different scales and clustered immediately without being concatenated. 

The texton histogram can be formed by labeling the filter responses of each pixel in 

the texture image. Moreover, multiple models can be used for each texture class. 

As in Leung and Malik’s algorithm, the nearest neighbor classifier is employed to 

classify textures by matching the texton histograms. 

Since the texton histogram space is high dimensional, a projection of this high 

dimensional histogram to a low dimensional one is desired, which is expected to 

preserve the statistical properties of the high dimensional histogram. To accomplish 

dimension reduction of the high dimensional texton histogram, the authors 

employed principal component analysis (PCA). However, this PCA based method 

to reduce the number of texton models ignores the inter class variation between 

textures. Hence, the classification accuracy by the reduced models is not good. 

Experiments were conducted on 156 images per class in the CUReT dataset [89]. If 

56 models are chosen for training, a classification accuracy of 96% can be achieved. 

If 8 models are chosen per class, however, only a classification accuracy of 71% 

can be achieved. 

 

2.3.3 Lazebnik et al.’s Algorithm  

As described in Chapter 1, texture images often undergo some large scale and 

viewpoint changes. Similar to the SIFT descriptor [46], Lazebnik et al. [47] used 

some affine invariant detector [45] to detect some affine invariant regions and then 

formed the descriptor on these detected regions. These descriptors are then used to 

learn textons to classify texture images. The main difference between Lazebnik et 
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al.’s algorithm and other texton learning based algorithms is that a set of local 

textons are learned per image during the training and testing process. 

The main steps of the algorithm are as follows. The interest points are detected 

in the texture image using the Harris-affine, Hessian-affine and Laplacian of 

Gaussian detectors. For each interest point, a characteristic scale is determined by 

finding the local maximum or minimum in the neighbors across different scales. 

And the surrounding region of the detected interest point is normalized by the 

characteristic scale and main orientation to form the affine invariant region. Spin 

and RIFT images are then used to form the texture descriptor on the detected 

regions. These descriptors are then clustered by the K-means clustering algorithm 

to learn textons. Then the texture image is labeled using the learned textons and the 

texton histogram is formed to classify textures. 

During classification, the Earth Mover’s Distance (EMD) [59] is used to 

compute the distance between the histograms. Computing the EMD is performed 

on the Harris-affine interest points and the LOG interest points separately. The 

nearest neighbor classifier is used for classification. 

 

2.3.4 Varma and Zisserman’s Algorithm  

In Leung and Malik’s work, 3D textons are used to classify texture images. In the 

learning stage, training samples of each class should be registered. Leung and 

Malik also developed an MCMC algorithm for classifying a single texture image 

under known imaging conditions. However, the classification accuracy is only 87%, 

which is not very satisfying. Different from Leung and Malik’s method, in Varma 

and Zisserman’s method [49, 50], the texton clustering is in an extremely low 
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dimensional space which is invariant to rotation by using the MR8 filter bank [49]. 

Consequently, the texton histogram computed in the MR8 space can obtain better 

classification accuracy than the method in [41] using 3D texton. 

In Varma and Zisserman’s method, multiple and unregistered images of the 

same texture are filtered by MR8 filter bank. The MR8 filter bank is a rotationally 

invariant, nonlinear filter bank with 38 filters but only 8 filter responses. It contains 

bar and edge filters, each at 6 orientations and 3 scales, as well as a Gaussian and a 

Laplacian of Gaussian filter. The filter responses of training samples of each class 

are aggregated and clustered into some textons using the K-means method. Then 

textons from different texture classes are combined to form the dictionary of 

textons. To characterize various texture classes, models are generated by labeling 

each of their filter responses with the texton that is closest to it in filter response 

space. Thus each of the training images is quantized into a texton map. Finally, the 

texton histogram of the texton map is used to form a model corresponding to the 

particular training texture image. In the classification stage, the same procedures 

are applied to build the texton histogram of the testing texture image. The nearest 

neighbor classifier with the Chi-square distance is used for classification.   

Furthermore, Varma et al. [51, 52] observed that filter responses can be replaced 

with the source image patches. The main reason is that convolution to generate 

filter responses can be rewritten as an inner product between image patch vectors 

and the filter bank. Hence, the filter response is essentially a lower dimensional 

projection of an image patch into a linear space spanned by the set of filters. 

Instead of using a filter bank to generate filter responses at each pixel, the 

intensities of a square neighborhood around that pixel are taken as a vector. Then 

textons are clustered in image patch space and the texton histogram can be formed 
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for classification. Experimental results showed that the image patch vector feature 

can lead to comparable or even better results than the MR8 feature in terms of 

classification accuracy. 

 

2.4 Classification 

Once texture features are extracted, different classifiers can be employed for 

classification. In classical texture classification methods, the commonly used 

classifiers are the nearest neighbor classifier, SVM classifier, and the Gaussian 

Bayesian classifier.  

In [17, 18, 47, 50, 52, 53], the nearest neighbor classifier is used for final 

classification. A testing texture image can be classified into the corresponding class 

based on the closest distance between the testing sample and the training samples. 

Usually, there are two distance functions: the 2  distance [17, 18, 50, 52] and the 

Earth Mover’s distance (EMD) [47, 48]. For two histograms 1H and 2H , the 2  

distance can be defined: 

2
2 1 2

1 2

1 2

( ( ) ( ))1
( , )
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


 
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                           (2-13) 

The EMD is suitable to measure the similarity between image signatures. In texton 

learning based texture classification methods, the image signature 

      1 1 2 2, , , ,..., ,m m  p p p  (where m  is the number of clusters, ip  is the 

center of cluster i , iu  is the relative size of cluster i ) can be formed by clustering 

the set of descriptors in the texture image. The EMD between two signatures 
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      1 1 1 2 2, , , ,..., ,m m  S p p p  and       2 1 1 2 2, , , ,..., ,n n  S q q q  is 

defined as follows: 

1 1

1 2

1 1

( , )
( , )

m n

ij i ji j

m n

iji j

f d
EMD

f

 

 


 

 

p q
S S                             (2-14)  

where ijf  is a flow value that can be solved by linear programming, and ( , )i jd p q  

is the ground distance between cluster centers ip  and jq . 

SVM [48, 54, 55, 56, 90] is another widely used classifier in texture 

classification. In a two-class classification problem, the decision function for a 

testing sample x  is defined as follows: 

                           ( ) ( , )i i ii
g K x y x x b                                     (2-15) 

where ( , )iK x x  is a kernel function for the training sample ix  and the testing 

sample x , iy is the class label of the training sample (+1 or -1), i  is the learned 

weight of the training sample, and b is a threshold. These training samples with the 

weight 0i   are called “support vectors”. The binary SVM can be extended to the 

multi-classification problem with different methods such as the one-against-one 

technique. In [48, 55, 90], the Gaussian kernel is chosen for the SVM classifier. 

Hayman et al. [90] showed that the classification accuracy can be improved with 

the SVM classifier than the nearest neighbor classifier. Moreover, the average 

number of support vectors used is 10%-20% lower than the number of models 

required by the nearest neighbor classifier.  

In addition, the Gaussian Bayesian classifier is also used in [120] for texture 

classification instead of the nearest neighbor classifier. By computing a parametric 

estimate of the variation of marginal histograms with the multivariate Gaussian 
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distributions, two Gaussian classifiers, which can model the variation of the 

marginal histograms, are used independently and jointly for classification. 

 

2.5 Summary 

In this chapter, we reviewed classical and representative texture feature extraction 

methods for texture classification. We categorized these methods into three classes. 

In the local descriptor based texture description methods, LBP is a popular method 

but it cannot deal with large scale and viewpoint changes. The fractal method is 

also a simple method to characterize texture and is robust to certain scale and 

viewpoint changes. However, it is not suitable for low resolution texture images. 

The second class of texture description methods is based on the filter responses, 

which can obtain good performance on textures with some rotations. However, the 

texture features based on filter responses cannot work well when texture images 

have large geometrical changes. Different from the above methods, the third class 

of methods involves a learning stage. Textures are modeled by learned textons and 

the texton histogram is formed for classification. 
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Chapter 3. Texture Classification via Sparse Texton 

Learning 

 

In this chapter, we propose a new texture classification method via sparse texton 

learning. In Section 3.1, we briefly review existing representative texton learning 

methods for texture classification. An overview of sparse representation of signals 

and algorithms to solve the 1l -norm optimization problem is described in Section 

3.2. In Section 3.3, we propose a sparse texton learning method to represent texture 

and the representation coefficient histogram is constructed for texture classification. 

In Section 3.4, the proposed method is validated on the CUReT and KTH_TIPS 

texture datasets. Finally, the conclusion is made in Section 3.5. 

 

3.1 Introduction 

In order to perform texture classification with large viewpoint and scale changes, 

Leung and Malik [41] first investigated the possibility to build a set of universal 

textons for real world textures by learning textons from the filter response spaces. 

They were the first researchers who attempted to classify 3D textures under varying 

viewpoint and illumination changes with the texton learning method. Since then, 

many texton learning based methods have been proposed. Leung and Malik [41] 

built a small and finite vocabulary of micro-structures, i.e., textons, for 3D texture 

classification. These 3D textons are cluster centers of filter responses by applying 

the K-means clustering method over a stack of images with representative 
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viewpoints and illuminations. Cula and Dana [44] extended Leung and Malik’s 

algorithm and showed that 2D textons can be utilized for un-calibrated and single 

texture image classification with good performance.  

Lazebnik et al. [47] employed the Harris-affine detector and Laplacian detector 

to detect the invariant regions in texture images. A combination of SPIN and RIFT 

descriptors was used to represent these detected regions, and the descriptors are 

clustered by the K-means clustering. The texture image is labeled using the learned 

textons (i.e., cluster centers) and the texton histogram is computed to classify 

textures. During classification, the Earth Mover’s distance (EMD) is used to 

compute the distance between histograms. Based on Lazebnik et al.’s method, 

Zhang et al. [48] combined three kinds of descriptors, SIFT, SPIN and RIFT, to 

learn textons and a kernel SVM classifier was used for classification.   

Varma and Zisserman [50] modeled texture images as distributions over a set of 

textons, which are learned from the responses of MR8 filter bank. With the rotation 

invariant MR8 filter bank, texton clustering can be conducted in an 8 dimensional 

space. Furthermore, in [52] good performance is achieved by textons learned from 

patches in the original image instead of MR8 filter responses. In order to deal with 

large scale and viewpoint changes of texture image, Varma and Garg [53] extracted 

the local fractal dimension and length from MR8 filter responses to learn textons 

for classification. 

Based on the compressive sensing theory [57, 58], recently Liu et al. [54, 55, 56] 

proposed to use random projection and texton learning for texture classification. 

First, sorted patch vectors from the original texture image are projected to a low 

dimensional space with random projection, and then textons are learned with the K-
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means clustering method in the compressed domain rather than the original patch 

domain. The process of texture description with learned textons is the same as that 

in Varma and Zisserman’s method [52].  

In the above texton based methods, the textons are usually learned by the K-

means clustering algorithm. However, the K-means clustering algorithm is based 

on the l2-norm Euclidean distance so that the elements of a cluster will have a ball-

like distribution. The learned K ball-like clusters, nonetheless, may not be able to 

characterize reasonably well the intrinsic feature space of the texture images, which 

is often embedded into a lower dimensional manifold. 

Recently, the theory and algorithms of sparse coding or sparse representation 

(SR) [61, 62, 63, 64] have been successfully used in image processing and pattern 

recognition [65-72]. The principle of SR reveals that a given natural signal can be 

often sparsely represented as the linear combination of an over-complete dictionary. 

Inspired by the great success of SR, in this Chapter we propose a sparse texton 

learning method for texture classification. A texton training dataset is first 

constructed from descriptors in the training images, and then an over-complete 

dictionary of textons is computed under the SR framework. A histogram feature of 

SR coefficients can be extracted for texture classification by coding the texture 

image with the texton dictionary. It will be seen that the proposed method can 

achieve better texture classification performance than the state-of-the-art texton 

based texture classification methods using textons learned by the K-means 

clustering. 
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3.2 Sparse Representation of Signals 

In recent years there has been a growing interest in the study of SR of signals. The 

success of SR largely owes to the fact that natural signals are intrinsically sparse in 

some domain. Wavelet transform can be viewed as a special case of SR, which is a 

good tool of time-frequency analysis. However, wavelet transform is limited in 

characterizing the various local structures in natural images. In order to overcome 

the shortcomings of wavelet transform, more advanced multi-scale transforms such 

as Ridgelet [75], Curvelet [76, 77], Contourlet [27] and Bandlet [74] are developed. 

Although these transforms can offer multi-scale and multi-direction representations 

for natural images, these representations are not adaptive to the image contents. 

They can only handle some specific classes of images optimally such as piece-wise 

smooth images, while natural images often have sharp edge structures. If a 

redundant dictionary of bases can be learned from example images, a good 

representation of the input signal can be expected by using this redundant 

dictionary. SR and the associated dictionary learning techniques can be employed 

to this end.  

For a given signal 
mx R , we say that x  has a sparse approximation over a 

dictionary 1 2 ...,[ , , ] m l

l

 dD d d R , if we can find a linear combination of only “a 

few” atoms from D  that is “close” enough to the signal x . Under this assumption, 

the sparsest representation of x  over D  is the solution of  

                   
2

2
min . .

pl
s t  x D                                       (3-1)   

where 
pl

  is an lp-norm sparse regularization term imposed on , and   is a 

small positive constant controlling the representation accuracy.  



Texton Encoding based Texture Classification and Its Applications to Hand-Back Skin 

Texture Analysis, Jin Xie, Ph.D thesis 

33 

 

When 0p  , finding the representation of x  can be done by solving the 

following sparse approximation problem: 

                     
2

0 2
min . .s t  x D                                         (3-2) 

where 
0

  counts the number of non-zeros in the coding vector . The process of 

solving the above optimization problem is commonly referred to as “sparse coding”. 

However, the l0-norm sparse coding is a non-convex and NP-hard problem, and 

approximate solutions are often found by algorithms such as matching pursuit (MP) 

[78] and orthogonal matching pursuit (OMP) [79]. 

In practice, the l1-norm is widely used to replace the l0-norm in (3-2) for sparse 

coding, leading to the following optimization problem: 

2

1 2
min . .s t  x D                                         (3-3) 

Some greedy algorithms such as basis pursuit [61] and least angle regression 

(LARS) [80] have been proposed to solve this l1-minimization problem. Although 

these greedy algorithms can work well when  is very sparse, when the number of 

non-zero entries in  increases, the solution of the above optimization problem will 

become more and more inaccurate. In order for a more efficient solution, some 

novel algorithms have been proposed, including gradient projection (GP) [81, 82], 

homotopy [83, 84], iterative shrinkage-thresholding (IST) [85], proximal gradient 

(PG) [86], and augmented lagrange multiplier (ALM) [87].  

The selection of dictionary D plays an important role in sparse coding. The 

wavelet, curvelet and contourlet bases can be used as the dictionary to represent 

signals. However, these analytically designed universal dictionaries are too generic 
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to be effective enough for a specific task, such as texture representation. In many 

applications of computer vision and pattern classification, we may have training 

samples, and a more effective dictionary D  can be learned from a training dataset, 

denoted by 1 2[ , ,..., ] m n

n R  X x x x . It is expected that each training sample (i.e., 

each column of X ) can be sparsely and faithfully represented over the dictionary 

D , i.e., i ix D  and only a few elements in i  are significant. The dictionary D , 

as well as the coding vector i , can be solved by optimizing the following 

objective function  

2

, 1 2
min . .s t  D X D  

 
                                  (3-4) 

where 1 2[ , ,..., ]n    . Problem (3-4) can be solved by alternatively 

optimizing D  and  . Fixing D ,   can be solved by the standard l1-norm 

optimization methods. Once   is obtained, the dictionary D  can be updated. 

Various dictionary learning methods have been proposed such as the K-SVD 

[64] and dual Lagrange methods [112]. 

 

3.3 Texture Classification via Sparse Texton Learning 

In this section, we propose to learn the dictionary of textons under the SR 

framework, and then use the learned textons to extract histogram features for 

texture classification. In our work, the textons are learned in the filtering response 

feature space or the patch based feature space (the MR8 filter bank response and 

original image patch are used as the texture feature). Therefore, in the following 

sub-sections, we first briefly introduce the pre-processing for training dataset 
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construction and extracted texture features, and then present the details of sparse 

texton learning and texture classification. 

 

3.3.1 Texture Feature Extraction 

Before learning textons, all texture images are converted to grey level images and 

are normalized to have zero mean and unit standard deviation. The normalization 

offers certain amount of invariance to the illumination changes. We can use the 

MR8 filter bank or the original image patch vector to extract texture feature. These 

texture features are used to learn textons by the SR techniques introduced in 

Section 3.2.     

 The MR8 filter bank [49, 50] is a nonlinear filter bank with 38 filters but only 8 

filter responses. It contains 36 bar and edge filters, which are at 6 orientations and 

across 3 scales, as well as a Gaussian filter and a Laplacian of Gaussian filter at the 

single scale. In order to obtain rotation invariance, for the edge and bar filters, the 

maximum filtering response at 6 orientations is selected for each scale. Moreover, 

using only the maximum orientation response can reduce the number of responses 

from 38 to 8. Fig. 3.1 illustrates the MR8 filter banks. The motivation for using the 

MR8 filter bank is to extract rotation invariant texture features. The MR8 filter 

bank responses are rotation invariant while preserving the distinctive features of the 

texture images. After computing the MR8 filter responses, the filter response ix  at 

pixel i is normalized using the Weber’s law [49]: log(1 / 0.03) /i L Lx , where 

2iL  x
 
is the magnitude of the filter response vector ix . 
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Figure 3.1: The MR8 filter banks. 

 

The second type of feature we can use to learn the textons is the image patch 

vector [51, 52]. A square neighborhood around each pixel in the image is taken and 

a vector is formed along the row, as illustrated in Fig. 3.2. In addition, patch 

vectors are contrast normalized using the Weber’s law. Hence, for each class of 

texture images, we can construct a training dataset 1 2[ , ,..., ]nX x x x , where ix , 

1, 2,...,i n , is the MR8 filter response vector or patch vector at a position in a 

training sample image of this class. 

 

 

Figure 3.2: The neighborhood is reordered to form a patch vector in row. 
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3.3.2 Sparse Texton Learning 

The dictionary of textons, denoted by 1 2 ...,[ , , ]l dD d d , can be learned from the 

constructed training dataset X  , where jd , 1,2,...,j l , is one of the l  textons. In 

[49, 50], the classical K-means clustering method was employed to determine the l  

textons by solving the following problem: 

                        
2

1 2
min

j

i j

l

i jj


 d

x

dx


                                  (3-5) 

Obviously, the K-means clustering will partition the dataset X  into l  groups 

1 2 ...,, , l  , and the texton jd  is defined as the mean vector of the vectors within 

j . However, as we explained in Section 3.1, by using K-means clustering, the 

elements which belong to the same cluster will distribute within a ball because the 

l2-norm Euclidean distance is used in the clustering process. These ball-like clusters 

will cover the whole feature space. Nonetheless, such a dense coverage may not be 

able to effectively characterize the intrinsic feature space of texture images, which 

is often embedded into a lower dimensional manifold.  

Let 1 2[ , ,..., ]n    , the SR objective function in Eq. (3-4) is adopted to 

optimize D  and  , and here we re-write it as follows by setting 1p = :  

                        
2

, 1
min . .

F
s t  D X D                                      (3-6) 

In practice, it is more convenient to convert Eq. (3-6) into an unconstrained 

optimization problem by using a form of l1-penalized least-squares: 

                            
2

, 1
min

F
 D X D                                         (3-7) 
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Eqs. (3-6) and (3-7) are equivalent with an appropriate parameter  , which is 

used to balance the l1-norm and l2-norm terms in Eq. (3-7). We adopted the 

truncated Newton interior point method (TNIPM) [82] and the dual Lagrange 

method [112] to optimize this objective function alternatively. Fixing D ,   can be 

solved by the TNIPM method. In the TNIPM method, the logarithmic barrier 

function ( , )i i    for the constraints ( 1, 2,..., )ijij ij j n    is constructed 

by  

( , ) log( ) log( )ii i j ijij ij

j j

    ＝－ －                          (3-8) 

where 1 2, ,...( ),i il

T

i i   and 1 2, ,...( ),i il

T

i i   . Over the domain of ( , )i i  , 

the central path consists of the unique optimal solution 
* *( ( ), ( ))i it t  of the convex 

function 

2

2 1
( , ) ( ) ( , )

n

t i i i ii i ijj
F t  


   x D                          (3-9) 

where parameter [0, )t  . Using the primal barrier method, the optimal search 

direction with Newton’s method is computed by 

2 ( , ) ( , )
i

t i i t i i

i

F F
 

    
 


   


                                  (3-10) 

 Fixing  , D  can be optimized using the simple dual Lagrange method [112]: 

                              ( ( )T     D X                                            (3-11) 

where  is a diagonal matrix of Lagrange multipliers, which can be obtained by 

maximizing the dual Lagrange function. 
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In some sense, the K-means clustering method can be viewed as a special case of 

the SR based clustering in Eq. (3-2). If we let i  has only one non-zero element 

and let this non-zero element be 1, then Eq. (3-2) will be basically the same as Eq. 

(3-5). In this case, we use only one texton to represent the feature vector ix  and 

assign the label of ix  to that texton. In contrast, by using SR, ix  or any input 

vector y  will be coded as a linear combination of more than one texton. Therefore, 

SR can achieve a much lower reconstruction error due to the less restrictive 

constraint. In addition, for an input vector y  which may lie in the boundary of two 

or more clusters, the K-means clustering will randomly assign it to one of the 

classes. Such a representation may not be efficient enough in practice. In the 

experiments in Section 3.4, we will see that by using the SR technique to learn the 

textons and using the associated feature description method in Section 3.3.3, the 

texture classification accuracy can be improved.   

 

3.3.3 Feature Description and Texture Classification 

Denote by kD  the texton dictionary for the 
thk  texture class, the dictionary for all 

the c  classes of texture images can be formed by amalgamating the c  dictionaries:  

1 2[ , ,..., ]cD D D D . With this dictionary D , each training texture image can 

generate a model by mapping it to the texton dictionary. In Varma and Zisserman’s 

method [50, 52], for each position of a training image, it is labeled with the 

elements in the texton dictionary D  that is closest to the feature vector at this 

position. Therefore, a histogram can be formed by normalizing the frequencies of 

texton labels of this image.  
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Different from the method in [50, 52], we can construct a histogram of the SR 

coefficients of a training image as the texture model. Denote by ix the image 

feature vector at position i  of a training image, we can represent ix  over D  by SR 

to get the representation coefficient vector. However, this can be very 

computationally expensive because D  can be very big. Specifically, we use the 

closest t  textons ( t z ) to ix  in D  to form the sub-dictionary for ix . Denote by 

1 2, ,...,i i i

td d d  the t  closest textons to ix , the sub-dictionary for ix  is then 

1 2[ , ,..., ]i i i

i tD d d d . The representation vector of ix  over iD , denoted by 

1 2[ , ,..., ]i i i

i t    , can then be computed by solving the following l1-norm 

minimization problem:  

2

2 1
min

i i i i i x D                                       (3-12)  

The l1-least square method in [82] can be used to solve Eq. (3-12). 

Since the textons 1 2, ,...,i i i

td d d  in iD  have a one-to-one correspondence to the 

textons in D , by using i  we can easily construct another representation vector ih  

of ix  over D  such that  

                                                i i i  D D h                                               (3-13) 

Obviously, most of the entries in ih  will be 0, and only the entries corresponding to 

the same textons as those in iD  will have non-zeros values, and these values are 

the same as those in i .  
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Finally, at each position i  of a training texture image, we have a representation 

vector ih . Then we can form a vector, denoted by fh , for this texture image by 

summing all the vectors of ih :    

                                                   f ih h                                                   (3-14) 

The histogram fh  can serve as the texture model.  

We denote by im , 1, 2,...,i n , the model histograms in the dataset. Similarly, 

for an input testing image y, we can construct the sparse texton histogram for it, 

denoted by yh . The similarity between im  and yh  is computed as: 

2

2
( ( ) ( ))1

( , )
2 ( ) ( )

i y

i y j

i y

j j

j j



 

m h
m h

m + h
                             (3-15) 

The texture image y is classified to the corresponding texture class by the nearest 

neighbor classifier. 

 

3.4 Experimental Results 

In this section, we evaluate the proposed texture classification method on the 

CUReT [89] and KTH_TIPS [90] datasets. The CUReT texture dataset contains 61 

classes, each consisting of 205 images. Here we choose 92 images per class in  

which a large region of texture is visible. Fig. 3.3 shows some example texture 

images from the CUReT dataset. There are a number of factors that make the 

CUReT texture dataset challenging. It has both large inter-class confusion and 

intra-class variation. The images are obtained under unknown viewpoint and 
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illumination conditions, and some classes look similar in appearance. Figs. 3.4 (a) 

and (b) show two different classes of textures who look very similar.  

 

 
                                         (a) 

                                          
(b) 

Figure 3.3: Example images from two different classes under different viewpoints and 

illuminations. 

 

 
(a) 

 

 
                                                      (b) 

Figure 3.4: Two different classes of texture samples with similar appearance. 

 

A drawback of the CUReT dataset is that images in this dataset have no 

significant scale variations. Hence, the KTH_TIPS dataset was established to 
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supplement the CUReT dataset by providing a range of scale variations. The 

KTH_TIPS dataset contains 10 classes of materials which are presented in the 

CUReT dataset. Textures in each class are imaged at 9 different distances. At each 

distance, the images are captured under 3 different directions of illumination and 3 

different viewpoints. For each class, therefore, 81 texture images are provided. We 

follow Zhang et al. [48] to treat it as a stand-alone dataset. Figs. 3.5 (a) and (b) 

show some texture images from two different classes captured with large scale 

variations. 

 

 
(a) 

 

 
(b) 

 

Figure 3.5: Example images from KTH_TIPS with large scale variations. 

 

The evaluation methodology is as follows: M  images are chosen per class for 

training and the remaining images per class are used for testing. In the experiments, 

for the CUReT dataset, we choose 6, 12, 23, and 46 texture images per class 

randomly as the training set. For the KTH_TIPS dataset, 5, 10, 20, 30 and 40 

images per class are chosen randomly as the training set. 
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We denote by VZ_MR8 [50] and VZ_Patch [52] Varma and Zisserman’s 

method using the MR8 feature and patch vector feature, respectively. Our proposed 

methods based on the MR8 and patch vector features are denoted by SR_MR8 and 

SR_Patch, respectively. For the patch vector feature, a 99 neighborhood around 

each pixel is taken and thus an 81 dimensional feature vector is formed.  

Tables 3.1 (a)~(d) and Tables 3.2 (a)~(e) compare our proposed method with 

VZ_MR8 and VZ_Patch on the CUReT and KTH_TIPS datasets with different 

training samples and different numbers of textons. From these tables, we can have 

the following findings. 1) First, the classification accuracies with our proposed 

method are higher than those with VZ_MR8 and VZ_Patch, respectively. For 

example, when 6M =  on the CUReT dataset, the proposed method with the MR8 

feature achieves the accuracies of 81.26%, 81.35% and 81.42% using 20, 30 and 40 

textons per class, respectively, while the VZ_MR8 method achieves the accuracies 

of 80.55%, 80.62% and 80.67%. With the patch vector feature, our proposed 

method can achieve the accuracies of 81.47%, 81.56% and 81.66% using 20, 30 

and 40 textons per class, while the VZ_Patch method can achieve 80.98%, 81.06% 

and 81.16%. With the increase of the number of training samples, the method can 

achieve higher accuracies. 2) Second, since the dimension of the patch vector is 

higher than that of the MR8 filter bank, the classification accuracy with the 81-

dimensioanl patch vector is slightly superior to that with the 8-dimensional filter 

response. 3) Finally, we can observe that the number of textons learned per class 

has little effect on the final classification accuracy.  

We also compare the proposed method to some classical texture classification 

methods such as LBP [17] and CLBP [18] on the CUReT and KTH_TIPS datasets 



Texton Encoding based Texture Classification and Its Applications to Hand-Back Skin 

Texture Analysis, Jin Xie, Ph.D thesis 

45 

 

with different numbers of training samples. The classification accuracies on the two 

datasets are listed in Table 3.3 and Table 3.4. From these tables, one can see that 

the classification accuracy with the SR based texton learning method is higher than 

the classical LBP and state-of-the-art CLBP methods.  

 

Table 3.1: Classification accuracies on the CUReT texture dataset using (a) 6; (b) 12; (c) 

23 and (d) 46 training samples.  

Textons per class 20 30 40 

VZ_MR8 [50] 80.55% 80.62% 80.67% 

VZ_Patch [52] 80.98% 81.06% 81.16% 

SR_MR8 81.26% 81.35% 81.42% 

SR_Patch 81.47% 81.56% 81.66% 

                                                                       (a) 

Textons per class 20 30 40 

VZ_MR8 [50] 88.65% 88.78% 89.2% 

VZ_Patch [52] 89.57% 89.68% 89.73% 

SR_MR8 89.77% 89.81% 89.83% 

SR_Patch 89.97%  90.06% 90.12% 

                                                                       (b) 

Textons per class 20 30 40 

VZ_MR8[50] 93.89% 94.01% 94.22% 

VZ_Patch[52] 94.43% 94.56%  94.64% 

SR_MR8 94.49% 94.58% 94.65% 

SR_Patch 94.74% 94.81%  94.95% 

                                                                       (c) 

Textons per class 20 30 40 

VZ_MR8[50] 96.9% 97.11% 97.28% 

VZ_Patch[52]  97.31% 97.48% 97.61% 

SR_MR8 97.5% 97.58% 97.62% 

SR_Patch 97.62% 97.74%   97.88% 

                                                                       (d) 
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Table 3.2: Classification accuracies on the KTH_TIPS texture dataset using (a) 5; (b) 10; 

(c) 20; (d) 30 and (e) 40 training samples.  

Textons per class 20 30 40 

VZ_MR8 [50] 90.25% 90.42% 90.62% 

VZ_Patch [52] 90.38% 90.66% 90.76% 

SR_MR8 90.66% 90.75% 90.79% 

SR_Patch 90.76% 90.84% 90.96% 

                                                                      (a) 

Textons per class 20 30 40 

VZ_MR8 [50] 94.15% 94.31% 94.41% 

VZ_Patch [52] 94.33% 94.56% 94.68% 

SR_MR8 94.67% 94.80% 94.83% 

SR_Patch 94.77% 94.96% 95.08% 

                                                                      (b) 

Textons per class 20 30 40 

VZ_MR8[50] 94.89% 95.01% 95.14% 

VZ_Patch[52] 94.96% 95.06% 95.34% 

SR_MR8 95.10% 95.32% 95.5% 

SR_Patch 95.24% 95.41% 95.75% 

                                                                      (c) 

Textons per class 20 30 40 

VZ_MR8[50] 95.03% 95.11% 95.20% 

VZ_Patch[52] 95.31% 95.48% 95.61% 

SR_MR8 95.5% 95.79% 95.82% 

SR_Patch 95.62% 95.84% 95.98% 

                                                                      (d) 

Textons per class 20 30 40 

VZ_MR8[50] 95.53% 95.71% 95.80% 

VZ_Patch[52] 95.61% 95.88% 95.91% 

SR_MR8 95.95% 96.04% 96.12% 

SR_Patch 96.12% 96.24% 96.38% 

                                                                 (e) 
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Table 3.3: Classification rates on the CUReT dataset by different methods with different 

numbers of training samples.  

Training  samples 6 12 23 46 

LBP [17] 73.74% 83.78%  90.02%  94.56% 

CLBP [18] 73.39% 83.09% 89.15% 93.46% 

VZ_MR8 [50] 80.67% 89.2% 94.22% 97.28% 

VZ_Patch [52] 81.16% 89.73%  94.64%  97.61% 

SR_MR8 81.42% 89.83% 94.65% 97.62% 

SR_Patch 81.66% 90.12%  94.95%   97.88% 

 

 

Table 3.4: Classification rates on the KTH_TIPS dataset by different methods with 

different numbers of training samples. 

Training samples 5 10 20 30 40 

LBP [17] 66.60% 77.53% 86.42% 91.16% 93.60% 

CLBP [18] 73.35% 83.40% 90.06% 93.25% 95.77% 

VZ_MR8 [50] 90.62% 94.41% 95.14% 95.20% 95.80% 

VZ_Patch [52] 90.76% 94.68% 95.34% 95.61% 95.91% 

SR_MR8 90.79% 94.83% 95.5% 95.82% 96.12% 

SR_Patch 90.96% 95.08% 95.75% 95.98% 96.38% 

 

 

3.5 Summary 

In this chapter, we proposed to use the sparse representation (SR) technique to 

learn the texton dictionary for texture image representation. Consequently, a 

histogram of SR coefficients was constructed for texture classification. Our 

experimental results on the CUReT and KTH_TIPS texture datasets validated that 

the proposed method can achieve the higher classification accuracy than the 
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scheme using the K-means clustering method. Moreover, the proposed method is 

also superior to the classical LBP and state-of-the-art CLBP method. 
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Chapter 4. Effective Texture Classification by 

Texton Encoding Induced Statistical Features  

 

In this chapter, we present an effective and efficient texton encoding scheme for 

texture classification. Section 4.1 introduces briefly the related works. Section 4.2 

presents in detail the proposed texton encoding based texture classification scheme, 

which mainly consists of four stages: texton dictionary learning, texton encoding, 

feature description and classification. Section 4.3 performs the experiments on 

three representative and benchmark texture datasets and Section 4.4 presents our 

conclusions. 

 

4.1 Introduction  

In general, texture classification by textons consists of two main components: 

texton learning and texture representation by the learned textons. Usually, texture 

features are first extracted from the images, for example, by MR8 filters [50] or the 

patch based vectors [52]. Then textons are learned from the feature maps of 

training texture images. Finally, for a test texture image, we encode its feature map 

over the learned texton dictionary, and the statistical texton histogram is calculated 

to represent the test texture for classification. 

Plenty of texture classification techniques [41, 42, 43, 44, 47, 48, 50, 52, 55, 56] 

can be categorized as texton learning based methods. In these methods, a dictionary 

of textons is usually learned by the K-means clustering algorithm, and then the 
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distributions of textons are extracted as statistical features for classification. By the 

K-means clustering algorithm, however, the learned K ball-like clusters may not be 

able to characterize well the intricate feature space of the texture images. For 

example, for an input vector which lies in the boundary of two or more clusters, the 

K-means clustering will randomly assign it to one of the classes. Recently, the 

theory of sparse representation (or sparse coding) has been successfully used in 

various image analysis applications, and sparse coding based texton learning has 

also been proposed for texture classification in Chapter 3 of this thesis. However, 

the l0-norm or l1-norm minimization in texton learning and encoding makes sparse 

coding based texture classification very time-consuming. On the other hand, using 

only the distribution of texton coding coefficients for texture classification makes 

these methods less effective and robust, particularly when the number of training 

samples is insufficient. 

Different from the above texton learning based texture classification methods,  

in this Chapter we propose a regularized least square based texton learning model, 

which is much more accurate than the K-means clustering while being much more 

efficient than sparse coding to implement. Meanwhile, we propose a fast texton 

encoding method to code the texture feature over the learned dictionary, and two 

types of texton encoding induced statistical features, coefficient histogram and 

residual histogram, are defined. Finally, the nearest neighbor classifier and the 

nearest subspace classifier are applied to classify the texture images. 
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4.2 Texton Encoding Induced Statistical Features for 

Texture Classification 

In this section, we describe in detail the proposed texture classification approach, 

which mainly consists of four stages: texton dictionary learning, texton encoding, 

feature description and classification. The process of our texture classification 

method is illustrated in Fig. 4.1.  

Texture feature 

extraction

Texton dictionary 

learning

Training samples

Texture feature 

extraction

Texture feature 

extraction

Dictionary of textons

 

(a) Texton dictionary learning 

 

Coefficient histogram

Residual histogram

Texture feature 

extraction
Texton encoding

Training sample
 

(b) Texton encoding and feature description for the training sample 

 

Matching 

distance fusion
Classification

Coefficient 

histogram
Matching

Residual 

histogram
Matching

Texture feature 

extraction

Test sample

Texton 

encoding

 

(c) Classification 

 

Figure 4.1: Flow chart of our method: texton dictionary learning, texton encoding, feature 

description and classification. 
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4.2.1 Texton Dictionary Learning 

In texton based texture classification, the dictionary of textons is learned from the 

features of training texture images. Before learning the textons, the training texture 

samples are converted to grey level images and are normalized to have zero mean 

and unit standard deviation. This process offers a certain amount of invariance to 

illumination changes. By using some feature extractor (e.g., MR8 filtering [50]), 

the feature vectors are then extracted from the texture images and normalized by 

using the Weber’s law [50]. In this way, for each class of texture images, we can 

construct a training dataset 1 2[ , , , ] m n

n R   X x x x , where ix , 1 2i = , ,...,n , is an 

m -dimensional feature vector extracted at some location of a training image of this 

class. In other word, X  is the collection of feature vectors extracted from all the 

samples of one given class. Then the dictionary of textons, denoted by 

1 2[ , , , ] m l

l R   D d d d , is to be learned from the training dataset X , where jd , 

1 2j = , ,...,l , is a texton. The dictionary D  will be much more compact than X , i.e., 

l << n , but it is expected that all the samples in X  could be well represented by 

the learned dictionary D . 

In many previous texton based texture classification methods [41, 42, 43, 44, 47, 

48, 50, 52, 55, 56], the K-means clustering algorithm is used to learn the dictionary 

D . Though the K-means clustering is easy and fast to implement, its representation 

accuracy is limited because only the cluster center is used to approximate the 

samples in that cluster. To increase the representation accuracy, we could use the 

linear combination of several textons, but not the single cluster center, to represent 

the sample. For example, in Chapter 3 we used the sparse representation model to 

train such a dictionary by solving  2

1
min

F
 ,D Λ X DΛ Λ , where   is a 
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positive constant to balance the representation error and sparsity of the coding 

coefficients. However, the sparse coding is rather time consuming. Furthermore, 

using sparse representation to learn the dictionary of textons often implies that we 

have to use sparse coding to encode the query sample, making the texture 

classification process expensive and slow.   

In order for representation accuracy as well as efficiency, in this section we 

propose a new texton learning model as follows: 

 2 2 2

2 21 1
min

n n

i iF i i
 

 
    D Λ X DΛ,    s.t 1T

j j d d          (4-1)  

where 1 2[ , , , ] l n

l R        is the coding matrix of X  over D  and i , 

1 2i = , ,...,n , is the l -dimensional coding vector of ix ;   is the mean of all i , i.e., 

1

1

n

in i
   ; parameters   and   are positive scalars. In general, we require that 

each texton jd  is a unit vector, i.e., 1T

j j d d .  

In the proposed texton learning model in Eq. (4-1), we use the l2-norm, instead 

of the l1-norm, to characterize the coding vectors based on two considerations. First 

of all, this will reduce greatly the time complexity of minimization. Second, unlike 

the dictionary learning for natural image reconstruction [65, 66, 67, 68], where the 

dictionary is often very over-complete and thus the l0-sparsity or l1-sparsity must be 

imposed on the coding vectors to ensure that the learned dictionary atoms are able 

to discriminate the many different local structures in natural images, in our 

application, however, we learn the texton dictionary D  class by class, and the 

variation of texture samples X  for each class usually is not so large as that for 

natural images; therefore, we could relax the strong l1-norm regularization on i  to 

l2-norm regularization. In addition, considering that the training samples ix  are 
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from the same class of texture pattern and should share certain similarity, in model 

Eq. (4-1) we enforce their coding vectors i  to approach their mean  , i.e., 

minimizing 
2

21

n

ii
   . This constraint is basically to reduce the intra-class 

variation for more accurate classification.      

The optimization of Eq. (4-1) can be easily conducted by alternatively 

optimizing D  and  . With some random initialization of D , we could first fix D  

to update  , and the problem in Eq. (4-1) is reduced to a regularized least square 

problem:  

 

 

 

 

2 2 2

2 21 1

2 2

21 1

2 2

21 1

2 2 2 2

2 2 21 1

ˆ argmin

,argmin

( , 2 , , )argmin

( )argmin

i

i

i

n n

i i iF i i

n n

i i iF i i

n n

i i i iF i i

n n

i iF i i
n

 

 

 

 

 

 

 

 

    

       

           

    

 

 

 

 

X DΛ

X DΛ

X DΛ

X DΛ

Λ







   

    

      

  

   (4-2)                     

Let the partial derivative of Eq. (4-2) with respect to i  equal to 0, we have: 

                
 

1

- =
n

T T

i i i

in


 



  D D I I D x                                 (4-3) 

Summing up Eq. (4-3) from 1i   to n, we have: 

                                       
1

1 1
=

n nT T

i ii i




 
 D D I D x                                (4-4) 

Substituting Eq. (4-4) into (4-3), it is easy to derive that each coding vector i  in 

  can be analytically solved by: 

   
1

1 1

1
ˆ ( )

nT T T T

i i in i
   





     D D I I D x D D I D x         (4-5) 
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Once all the coding vectors are updated, we could fix   to update D . The 

objective function in Eq. (4-1) is now reduced to 
2

min
F


D

X DΛ  s.t. 1T

j j d d . 

We can update the textons jd  one by one. When update jd , all the other textons 

kd , k j , are fixed. Denote by j  the thj  row of  , we have：   

2
ˆ argmin

jj k k j jk j F
  d

d X d β d β s.t. 1T

j j d d                   (4-6)     

Let k kk j
 Y X d β , the above equation is: 

                 
2ˆ argmin

jj j j F
 dd Y d β  s.t. 1T

j j d d                               (4-7)
        

 

By the Langrage multiplier, we can obtain: 

            

ˆ argmin (( )( ) )

argmin ( ( ) )

j

j

T T

j j j j j j j

T T T T T

j j j j j j j j

tr

tr Y

 



    

    

d

d

d Y d β Y d β d d

Yβ d d β d β β d
                 (4-8) 

Let the partial derivative of Eq. (4-8) with respect to jd  equal to 0, we have: 

                 ( ) ( ) 2 ( ( ) ) 0T T T

j j j j j     Y β Y β d β β                           (4-9) 

Then we can obtain the solution to jd :  

 
1ˆ ( ) ( )T T

j j j j 


 d Y β β β                                    (4-10) 

Since  
1

( )T

j j 


β β
 
is a scalar, and 1T

j j d d , the solution to problem (4-10) is  

                                 
2

ˆ T T

j j j  d Y β Y β                                          (4-11) 

and ( ) ( )T T

j j j  β β Y β .  
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Once all the textons jd  in D  are updated, we then fix D  and updated the 

coding coefficients   by using Eq. (4-5), and in turn fix   and update the 

dictionary D  by Eq. (4-11). Such an alternative optimization process stops till the 

energy of objective function Eq. (4-1) reaches a local minimum. Finally, the 

learned texton dictionary D  is output. Fig. 4.2 plots the curve of energy of 

objective function Eq. (4-1) vs. iteration number. 

 

 

Figure 4.2: Energy of objective function vs. iteration number.  

 

4.2.2 Texton Encoding 

By using the texton learning algorithm in Section 4.2.1, for each class k  we can 

learn a texton dictionary kD  . Then the dictionaries from all the C  classes can be 

amalgamated into a big texton dictionary 1 2[ , , , ]c D D D  to encode the input 

texture feature vectors for classification. In the K-means based texton learning and 

texture classification methods [41, 42, 43, 44, 47, 48, 50, 52, 55, 56], for each 

texture feature vector, it is encoded as the label of the texton which is closest to it 
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in dictionary  . Then a histogram is built by counting the frequencies of texton 

labels and used as the statistical feature to describe the texture image.  

The texton encoding in the K-means based methods [41, 42, 43, 44, 47, 48, 50, 

52, 55, 56] is simple but rather coarse. The proposed texton learning model in Eq. 

(4-1) has much higher representation accuracy than K-means by using a few 

textons to code the feature vector. Obviously, a corresponding texton encoding 

model needs to be proposed to encode the texture sample. Let’s denote by iy  the 

feature vector extracted at position i  of a texture image. One may encode iy  by          

 2 2

2 2
ˆ arg min

ii i i i  α y                                (4-12) 

which is very fast to optimize because  ˆ
i i P y  and  

1
T T



 P I    can 

be pre-calculated as a projection matrix. Different from the class-by-class 

dictionary learning model in Eq. (4-1), where our goal is mainly for the 

representation power of D  for a given class, here   is the amalgamated dictionary 

of all classes and our goal is a discriminative encoding of iy  for classification, and 

thus using 2l -norm to regularize i  is not effective since 2l -norm tends to generate 

many big coefficients over different classes. Intuitively, using 1l -norm to regularize 

the encoding is able to generate sparse and more discriminative coding coefficients: 

  2

2 1
ˆ arg min

ii i i i  α y  
                 

          (4-13)  

However, the 1l -minimization is very time consuming, particularly for the 

amalgamated big dictionary  .  
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Though many fast 1l -minimization techniques have been proposed, such as 

FISTA [85], ALM [87] and Homotopy [84], it is still desirable if we could find an 

2l -minimization based texton encoding method while preserving certain sparsity. 

In this section we propose such an encoding scheme.  

First, we project iy  by using the pre-calculated projection P : ˆ
i i P y , and 

select the most relevant p  textons to iy  from   by identifying the p  most 

significant coding coefficients in ˆ
i . Usually we set 1p m  , where m  is the 

dimension of the feature vector iy . Denote by 
1 2, ,...,i i i

pd d d  the selected p  closest 

textons to iy , and we can then form a small but adaptive sub-dictionary for iy  as 

1 2, , ,i i i

i p
   d d d .  

Then we encode iy  over the sub-dictionary i  
as:  

 2 2

2 2

ˆ arg min
ii i i i i  y  

                        
     (4-14) 

Clearly, this is a simple regularized least square problem as we have  ˆ
i i i P y  

and  
1

T T

i i i i


 P I   . Since 1p m   is generally small (please refer to 

Section 4.3.3 for more information), the computing of iθ  is very fast, and we can 

also use the conjugate gradient method to further speed up this encoding process.  

The proposed fast two-stage texton encoding scheme can be roughly viewed as a 

hybrid 0l - 2l -minimization with 
0i p . The first stage selects the p  textons and 

actually sets the coding coefficients over the other textons as 0. This leads to a very 
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sparse representation of iy . The second stage refines the coding coefficients over 

the selected p  textons using the least square method. 

 

4.2.3 Feature Description 

By using the proposed texton encoding scheme, we could naturally define two 

types of statistical features to describe the texture image. The first feature 

descriptor comes from the encoding coefficients ˆ
i . We normalize ˆ

i  into i  by 

1

ˆ ˆ( ) ( ) ( )
p

i i iq
t t q


    , 1 2t = , ,..., p                             (4-15) 

Since the textons in i  have a one-to-one correspondence to the textons in  , by 

using i  we can easily re-construct the representation vector of iy  over  , 

denoted by ih , such that   

                                                      i i i i  h                                                  (4-16)                                                                           

That is, most of the entries in ih  will be 0, and only the entries corresponding to the 

same textons as those in i  will have non-zeros values, i.e., i .  

Finally, for each feature vector iy  of the texture image, we have a representation 

vector ih . Then we can form a histogram, denoted by ch , as one statistical 

description of this texture image: 

c ih h                                                (4-17) 

Apart from the encoding coefficient induced histogram, we can also use the 

encoding residual associated with each of the p  selected textons, defined as 
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2

ˆ( ) ( )i

i i t it t e y d  , 1 2t = , ,..., p                            (4-18) 

to construct another histogram to describe the texture image. Since the smaller the 

residual, the more important the associated texton is to represent the feature vector, 

we normalize ie  into i  by 

                                         

1

1 ( )
( )

1 ( )

i
i p

iq

t
t

q






e

e
                                           (4-19) 

i  is the normalized reciprocal of encoding residual vector associated with i , and 

with i we can readily re-construct the encoding residual reciprocal vector of 

iy over  , denoted by is . That is, in is  the entries corresponding to the same 

textons as those in i  will have the same values as in i , and the remaining the 

entries in is  will be 0. Finally, for each feature vector iy  of the texture image, we 

have an encoding residual vector is , and then we can then form a histogram, 

denoted by rh , as another statistical description of the texture image: 

r ih s                                                   (4-20) 

ch  and rh  are two statistical features induced by the encoding coefficients and 

encoding residual, respectively. Fig. 4.3 shows two texture images of different 

classes and their histograms. We can see that the histogram features of different 

classes of textures are very different. Meanwhile, the two types of histograms, ch  

and rh , of the same texture image also have enough difference, implying that they 

have certain amount of complementary information for texture classification. 
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(a)                                              (b) 

 

 
(c) 

 
(d) 

 
(e) 
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(f) 

Figure 4.3: Two texture images and their histogram features 
ch  and 

rh . (c) and (d) are 

coefficient and residual histogram features of image (a) while (e) and (f) are features of 

image (b).  

 

4.2.4 Classification 

In the stage of classification, we employ the nearest neighbor and nearest subspace 

classifier to classify textures. For the nearest neighbor classifier (NNC), a test 

texture image can be classified into the corresponding class by choosing the closest 

distance between the test sample and the training samples. The
2 -distance is 

usually used to compute the distance between two histograms. By NNC, for each of 

the C  classes, we can calculate the shortest 
2 -distance between the query sample 

y and the training samples of this class by using either the coding coefficient 

histogram or the coding residual histogram. Then we can have two vectors: 
2

c  (by 

coding coefficient histogram) and 
2

r  (by coding residual histogram), which 

contain the shortest 
2 -distance from all classes.  

To exploit the discriminative information from both coding coefficients and 

coding residual, we fuse the two distances for classification with the simple 

weighted average method. In the case of NNC, the fused distance can be 

represented as: 
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2 2 2(1 ) , 0 1f c rw w w                                       (4-21) 

where w is the weight. With the fused distance, the query texture image can be 

classified by: 

2( ) argmin ( ), 1,2, ,k fidentity k k C  y                        (4-22) 

For the nearest subspace classifier (NSC), different from NNC, it can make use 

of the information of all samples of the same class to compute the distance between 

the query sample and one class. Suppose that for each of the C  classes in the 

dataset, there are n  training samples. Denote by ,1 ,2 ,[ , ,..., ]c c c c nH h h h  and 

,1 ,2 ,[ , ,..., ]r r r r nH h h h  the sets of histograms for one class, where ,c ih
 
and ,r ih  are 

the coding coefficient and coding residual induced histograms of one sample, 

respectively. For a query texture image y, we first build its two histogram features, 

denoted by 
y

ch  and 
y

rh , and then we can use the NSC to classify y. We project 
y

ch  

and 
y

rh  into the subspaces spanned by cH  and rH , respectively, by  

1( )T T y

c c c c c

 H H H h ; 
1( )T T y

r r r r r

 H H H h                      (4-23) 

and the projection residual can be computed as: 

                                
2

y

c c c cerr  h H  ; 
2

y

r r r rerr  h H                             (4-24) 

Using Eqs. (4-23) and (4-24), for each of the C  classes, we can calculate the 

residuals, and then form two vectors cerr  and rerr  which contain the projection 

residual from all classes. By the NSC, with *err , { , }c r , we can classify y as: 

*( ) arg min ( ), 1,2, ,kidentity k k C  y err .  
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For a more robust classification, we can fuse cerr  and rerr  as: 

                                    (1 )f c rw w    err err err                                    (4-25) 

Then the classification by using the fused information can be done via 

                          ( ) arg min ( ), 1,2, ,k fidentity k k C  y err                       (4-26) 

For both Eq. (4-21) and Eq. (4-25), the weight w can be trained from the training 

dataset with the “leave-one-out” strategy.  

 

4.3 Experimental Evaluation 

4.3.1 Methods used in Comparison 

In order to evaluate the performance of the proposed method, we compare it with 

the following state-of-the-art and representative texture classification methods. 

LBP [17]: The rotationally invariant uniform local binary pattern (LBP) method. 

CLBP [18]: In the completed local binary pattern (CLBP) method, the center 

pixel of a local region is coded to form a binary code. By the local difference sign-

magnitude transformation, the signs and magnitudes are also coded to form a sign 

and magnitude map to describe the local region. Then the three code maps are 

combined for texture classification. 

VZ_MR8 [50]: Textons are learned by the K-means clustering method in MR8 

filter response space. Then the texton histogram is formed for classification by 

labeling each filter response with the texton which is closest to it.  
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VZ_Patch [52]: Textons are learned by patches in the original image instead of 

MR8 filter responses.   

Hayman et al. [90]: Based on the VZ_MR8 method, the SVM classifier is used 

to classify texture images. 

Lazebnik et al. [47]: The SPIN and RIFT descriptor are formed on these 

detected regions by the Harris-affine and Laplacian blob detector to describe 

textures. The signatures of images can be obtained for classification by clustering 

these descriptors. 

Zhang et al. [48]: Based on Lazebnik et al.’s method, three descriptors: SIFT, 

SPIN and RIFT are employed to describe textures and a kernel SVM classifier is 

used for classification. 

Varma and Garg [53]: The local fractal dimension and length from MR8 filter 

responses are extracted for texture classification. 

Crosier and Griffin [88]: Basic image features defined by a partition of a set of 

six Gaussian derivative filter responses are used as texture features for 

classification. 

Xu et al. [21]: The combination of wavelet transformation and MFS [20] are 

developed for texture classification. 

Liu et al. [55]: By random projection, random features from patches are 

extracted. Then textons are learned in the compressed patch domain for 

classification. 
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SR based texton learning: The sparse representation based texton learning 

method we proposed in Chapter 3 is also used in the comparison.  

 

4.3.2 Texture Datasets  

Three widely used benchmark texture datasets: CUReT [89], KTH_TIPS [90] and 

UIUC [47] are used to evaluate the proposed method and competing methods. For 

the CUReT and KTH_TIPS texture datasets, they were introduced in Chapter 3. 

Here we introduce the other texture dataset, the UIUC. 

The UIUC dataset contains 25 classes, each of 40 images. A major improvement 

over the CUReT dataset is that there are some significant scale and viewpoint 

changes as well as some non-rigid deformations in the UIUC dataset. Although 

there are less severe lighting variations than the CUReT dataset, in terms of intra-

class variations in appearance, it is the most challenging one among the commonly 

used datasets for texture classification. Figs. 4.4(a), (b) and (c) show some example 

UIUC texture images with significant scale and viewpoint changes as well as 

deformations. 
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(a) 

                                                   
(b) 

                                                     
(c) 

Figure 4.4: Example texture images from the UIUC dataset with some scale and viewpoint 

changes as well as deformations. 

 

4.3.3 Parameter Selection and Implementation Details 

The evaluation methodology on the three datasets is as follows: M  images are 

chosen randomly per class for training and the remaining images are used to form 

the test set. For CUReT, 6, 12, 23 and 46 images per class are chosen randomly as 

the training set; for KTH_TIPS, 5, 10, 20, 30 and 40 images per class are randomly 

chosen as the training set; for UIUC, 5, 10, 15 and 20 training images are chosen 

randomly per class. For each setting, the experiments were repeated 100 times and 

the average classification accuracy is reported. 
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For the CUReT and KTH_TIPS datasets, we employed the MR8 feature [50] as 

the texture feature for texton learning and encoding. For each class, 40l =  textons 

are learned. The MR8 feature vector is 8-dimensional, i.e., 8m= , and thus in the 

two-stage fast texton encoding we choose 7p =  textons to form the sub-dictionary 

for encoding.  

For the UIUC dataset, to address the large scale variation we employ the MR8 

feature and SIFT descriptor [46] to represent the texture feature. For each class, 

40l =  MR8 textons are learned, and 100l =  SIFT textons are learned. Then we 

combine the histogram features to classify texture images. For the MR8 feature, 

7p =  is set in texton encoding. For the 128-dimensional SIFT feature, we set 

100p = .  

For the feature fusion, the optimal weight w  is determined by the leave-one-out 

method on the training set. With NNC, when 6, 12, 23 and 46 training samples per 

class are used for the CUReT dataset, the optimal w  are 0.65, 0.45, 0.4 and 0.5, 

respectively; for the KTH_TIPS dataset, when 5, 10, 20, 30 and 40 training 

samples per class are used, the weights are 0.75, 0.65, 0.65, 0.7 and 0.6, 

respectively; the optimal weights are 0.6, 0.85, 0.55 and 0.55, respectively, for the 

UIUC dataset when 5, 10, 15 and 20 randomly chosen training samples are used. 

For the feature fusion in NSC based classification, when 6, 12, 23 and 46 

training samples per class are used for the CUReT dataset, the optimal w  are 0.5, 

0.65, 0.4 and 0.5, respectively; for the KTH_TIPS dataset, when 5, 10, 20, 30 and 

40 training samples per class are used, the weights are 0.65, 0.95, 0.65, 0.75 and 

0.65, respectively; the optimal weights are 0.6, 0.75, 0.75 and 0.55, respectively, 
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for the UIUC dataset when 5, 10, 15 and 20 randomly chosen training samples are 

used. 

 

4.3.4 Experimental Results  

We denote by TEISF_c, TEISF_r and TEISF_f the proposed texton encoding 

induced statistical feature (TEISF) based methods with only the coding coefficient 

histogram feature, with only the coding residual histogram feature, and with the 

fused features, respectively. As mentioned in 4.3.1, we compare our methods with 

representative and recently proposed state-of-the-art texture classification methods 

[17, 18, 21, 47, 48, 50, 52, 53, 55, 88, 90]. Since many competing methods do not 

have publically released source codes available, we cropped the results from the 

original papers, or we asked the authors to provide the results. If the classification 

accuracies of some competing methods are not available, we use symbol ‘--’ to 

represent the missing results. Different competing methods may use different 

classifiers, e.g., the nearest neighbor classifier with the 
2 -distance is used in [17, 

18, 47, 50, 52, 53], the SVM classifier is used in [48, 54, 55, 56, 90], etc. For the 

LBP [17], CLBP [18] and VZ_MR8 [50] methods, we compared them with both 

the NNC and NSC classifiers.   

Table 4.1 compares the state-of-the-art texture classification methods on the 

three texture datasets when enough training samples are available (46 for CUReT, 

40 for KTH_TIPS and 20 for UIUC). The NSC classifier is used in the LBP, CLBP, 

VZ_MR8 and the proposed TEISF_c, TEISF_r and TEISF_f methods. One can see 

that when there are enough training samples, most of the methods can achieve not 

bad classification accuracy. The method of Lazebnik et al. [47] only achieves an 
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accuracy of 72.5% because on the CUReT dataset the combined multiple detectors 

cannot produce enough regions for a robust statistical characterization of texture. 

The proposed TEISF_f method achieves the best result on CUReT and UIUC, and 

it is only slightly worse than Liu et al.’s method [55] by a gap of 0.39% on the 

KTH_TIPS. In this experiment, the gain of TEISF_f over TEISF_c and TEISF_r is 

not significant because TEISF_c and TEISF_r can already achieve good result and 

thus no much new information can be introduced in the fusion.   

 By decreasing the number of training samples per class, in Tables 4.2, 4.3 and 

4.4 we present the classification accuracies on the three datasets with the NNC and 

NSC classifiers, respectively. (Note that not all the competing methods employed 

in Table 4.1 are reported in Tables 4.2~4 since their results are not available.) From 

these tables, we can readily make the following findings. 1) First, the performance 

of the proposed TEISF methods with NSC is superior to that of the proposed 

method with NNC. 2) Second, the proposed TEISF_f with NSC achieves the best 

classification accuracy in almost every case. 3) Third, with the decrease of the 

number of training samples, the advantage of TEISF_f over other methods is 

getting more and more obvious. 4) Fourth, TEISF_f with NSC is much more robust 

to the number of training samples than other competing methods. For example, on 

the CUReT dataset, TEISF_f’s classification accuracies are 95.21%, 98.5%, 

99.25% and 99.54% with 6, 12, 23 and 46 training samples per class, respectively. 

From 46 training samples per class to 6 training samples per class, the drop in 

classification rate is only 4.3%. However, for other methods, the drop is often more 

than 10%. 5) Fifth, when the number of training samples is small, TEISF_c or 

TEISF_r each may not get very promising results; however, the fusion of them, i.e., 

TEISF_f, works very well. This implies that the encoding coefficients and 
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encoding residual have complementary information for classification. 6) Sixth, 

some methods may work well on one dataset but not so well on other datasets. For 

example, Xu et al.’s method [20, 21] has good accuracy on the UIUC dataset, 

whereas its accuracy is not so good on CUReT. In comparison, the proposed 

TEISF_f method consistently leads to good results across all the datasets.  

At last, in Fig. 4.5 we plot the curves of classification accuracy vs. number of 

training samples on the three datasets by TEISF_f. The curves by VZ_MR8 

[50]+NSC, CLBP [18]+NSC and the recently developed scheme by Liu et al. [55] 

are also plotted for comparison. (Note that the classification accuracies of Liu et 

al.’s method [55] on CUReT with 4 and 8 training samples per class are 

unavailable.) Clearly, the proposed method is much more robust to the number of 

training samples.  

 

4.3.5 The Effect of Parameter p  

In this section, we study the effect of different numbers of the selected textons in 

the texton encoding stage on classification accuracy. In some sense, the number of 

selected textons (parameter p) can represent the sparsity of coding coefficients in 

the texton encoding. Figs. 4.6 (a)~(c) show the classification rates under different 

number of selected textons on the CUReT, KTH_TIPS and UIUC datasets, 

respectively. Note that two dictionaries (for MR8 and SIFT features) are used for 

feature extraction on the UIUC dataset. Thus in Fig. 4.6 (c) the x-axis labels the 

pair of the numbers of selected MR8 and SIFT textons. From those figures, we can 

observe that when p is big (e.g., p>10 for the MR8 feature), the sparsity of coding 

coefficients may be reduced and the classification rate also decreases. When p is 

too small (e.g., p<5 for the MR8 feature), the representation is not accurate so that 
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the classification rate is not very good either. When p is slightly less than the 

feature dimensionality (e.g., p=7 for the MR8 feature), a good balance of 

representation accuracy and sparsity is reached so that the best classification rate 

can be obtained. For example, for the CUReT dataset, with 46 training samples, 

when 7 textons are chosen, the classification accuracy of 99.54% can be obtained.  

 

4.4 Summary 

In this chapter, we proposed a texton encoding based texture classification method, 

which is simple to implement but shows very promising performance. The textons 

were learned to ensure the representation accuracy while reducing the within-class 

variance. A two-stage texton encoding scheme was then proposed to encode 

efficiently the texture feature over the learned dictionary while preserving certain 

sparsity. Two types of statistical features induced from the texton encoding outputs, 

namely coding coefficient induced histogram and coding residual induced 

histogram, were then defined, with which the nearest neighbor classifier and the 

nearest subspace classifier were applied for texture classification. The experimental 

results demonstrated that the proposed method outperforms state-of-the-art 

methods, especially when the number of training samples is small. 
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Table 4.1: Texture classification rates by representative and state-of-the-art methods when 

the number of training samples is relatively large.  

 CUReT (46) KTH_TIPS (40) UIUC (20) 

LBP [17]+NSC 99.11% 97.19% 80.3% 

CLBP [18]+ NSC 93.46% 96.74% 95.18% 

VZ_MR8[50]+NSC 98.17% 97.06% 96.74% 

VZ_Patch [52] 98.03% 92.40% 97.83% 

Hayman et al. [90] 98.46% 94.8% 92% 

Lazebnik et al. [47] 72.5% 91.13% 93.62% 

Zhang et al. [48] 95.3% 96.1% 98.7% 

Varma and Garg [53] 97.5% --- 95.4% 

Crosier and Griffin [88] 98.6% 98.5% 98.8% 

Xu et al. [21] --- --- 98.60% 

Liu et al. [55] 99.37% 99.29% 98.56% 

TEISF_c+NSC 99.03% 97.53% 98.18% 

TEISF_r+NSC 99.15% 97.67% 98.22% 

TEISF_f+NSC 99.54% 98.9% 99.54% 

 

Table 4.2 a: Classification rates on the CUReT dataset with different numbers of training 

samples using the NNC. 

Training samples 6 12 23 46 

LBP [17] 73.74% 83.78%  90.02%  94.56% 

CLBP [18] 73.39% 83.09% 89.15% 93.46% 

VZ_MR8 [50] 80.67% 89.02% 94.22% 97.28% 

Varma and Garg [53] 81.67% 89.74% 94.69% 97.5% 

SR_MR8 81.42% 89.83%   94.65% 97.62% 

TEISF_c 81.93% 90.3% 95.0%  97.72% 

TEISF_r 83.67% 90.6%  95.15%  97.93% 

TEISF_f 85.6% 91.3%  95.34%  98.19% 
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Table 4.2 b: Classification rates on the CUReT dataset with different numbers of training 

samples using the NSC.  

Training samples 6 12 23 46 

LBP [17] 82.25%     91.71%  96.24%   99.11% 

CLBP [18]    73.39%     83.09% 89.15% 93.46% 

VZ_MR8 [50] 86.33% 92.79% 96.45% 98.17% 

Liu et al [55] 86.48% 96.43% 97.71% 99.37% 

SR_MR8 86.74% 93.43% 96.94% 98.45% 

TEISF_c    87.19% 93.4% 97.29% 99.03% 

TEISF_r 88.35% 93.83% 97.43% 99.15% 

TEISF_f 95.21% 98.5% 99.25% 99.54% 

 

Table 4.3 a: Classification rates on the KTH_TIPS dataset with different numbers of 

training samples using the NNC. 

Training samples 5 10 20 30 40 

LBP [17] 66.60% 77.53%  86.42% 91.16% 93.60% 

CLBP [18] 73.35% 83.40% 90.06% 93.25% 95.77% 

VZ_MR8 [50] 90.62% 94.41% 95.14% 95.20% 95.80% 

SR_MR8 90.79% 94.83% 95.50%  95.82% 96.12% 

TEISF_c 90.89% 94.84% 95.85% 96.20% 96.69% 

TEISF_r 91.44% 94.76% 95.31% 96.01% 96.98% 

TEISF_f 91.88% 95.32% 96.1% 96.47% 97.21% 

 

Table 4.3 b: Classification rates on the KTH_TIPS dataset with different numbers of 

training samples using the NSC. 

 

Training samples 5 10 20 30 40 

LBP [17] 72.50% 85.41%  94.12% 95.73% 97.19% 

CLBP [18] 78.51% 87.69% 94.78% 96.05% 96.74% 

VZ_MR8 [50] 91.87% 94.45% 95.32% 95.70% 97.06% 

Liu et al. [55] 80.90% 89.49% 96.40% 98.4% 99.29% 

SR_MR8 92.03% 94.86% 95.87% 96.1% 97.44% 

TEISF_c 92.11% 95.61% 96.99% 97.06% 97.53% 

TEISF_r 92.16% 95.18% 96.70% 97.30% 97.67% 

TEISF_f 92.95% 95.77% 98.1% 98.3% 98.9% 
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Table 4.4 a: Classification rates on the UIUC dataset with different numbers of training 

samples using the NNC. 

Training samples 5 10 15 20 

LBP [17] 38.25%    47.55%    53.70%   57.53% 

CLBP [18] 71.22%    81.00% 85.30% 88.13% 

VZ_MR8 [50] 82.64% 90.04% 92.04% 93.08% 

Lazebnik et al. [47] 84.77% 90.17% 92.42% 93.62% 

Varma and Garg [53] 85.35% 91.64% 94.09% 95.4% 

TEISF_c 84.20% 89.95% 92.55% 94.00% 

TEISF_r 86.87% 90.38% 93.08% 94.09% 

TEISF_f 87.66% 91.30% 93.34% 94.39% 

 

Table 4.4 b: Classification rates on the UIUC dataset with different numbers of training 

samples using the NSC. 

Training samples 5 10 15 20 

LBP [17] 43.34%     63.15%   74.15%    80.30% 

CLBP [18] 76.73%     89.50% 94.00% 95.18% 

VZ_MR8 [50] 86.54% 93.56% 95.71% 96.74% 

VZ_Patch [52] 90.17% 95.18% 96.94% 97.83% 

Xu et al. [21] 93.42% 96.95% 98.01% 98.60% 

Liu et al. [55] 90.96% 96.00% 97.59% 98.56% 

TEISF_c 91.05% 95.30% 97.38% 98.18% 

TEISF_r 93.29% 95.82% 97.65% 98.22% 

TEISF_f 94.37% 98.38% 99.35% 99.54% 
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(a) 

 
(b) 

 

(c) 

Figure 4.5: The curves of classification rate vs. number of training samples by the 

proposed TEIFS_f, VZ_MR8 [50]+NSC, CLBP [18]+NSC and the method in [55] on three 

datasets: (a) CUReT, (b) KTH_TIPS  and (c) UIUC. 
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(a) 

 

(b) 

 

(c) 

Figure 4.6: The curves of classification rate vs. number of selected textons on the three 

datasets: (a) CUReT, (b) KTH_TIPS and (c) UIUC.  
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Chapter 5. Hand Back Skin Texture Analysis for  

Personal Identification and Gender Classification 

 

In this chapter, we study the use of hand back skin texture (HBST) for personal 

identification and gender classification. Section 5.1 briefly introduces some 

applications with skin texture analysis to biometrics. Section 5.2 introduces the 

design and architecture of our HBST imaging device. Section 5.3 presents the 

feature extraction for HBST classification. In Section 5.4, the HBST classification 

methods are validated on the established HBST dataset for personal identification 

and gender classification. Section 5.5 concludes the chapter. 

 

5.1 Introduction 

Skin, as the outermost part of human body, is known to provide much useful 

information for health condition analysis [91, 92] and human identity recognition 

[93], etc. Skin appearance can be viewed as a kind of texture surface, and skin 

texture analysis can be used in various applications. For example, in [92], skin 

texture analysis is applied to computer-aided diagnosis in dermatology, where the 

dermatologist can use the computational texture representation to make an initial 

diagnosis for the patient. Meanwhile, biomedical evaluation based on skin texture 

can provide some tests for topical skin treatments, which can be used to judge 

whether these treatments are effective or not in the early stages. In addition, skin 

texture analysis can be used to estimate human skin age [94, 95].  
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With the rapid development of computer techniques, researchers have 

investigated the use of various biometric traits, including fingerprint [96, 97, 98], 

face [99, 100], iris [101, 102], retina [103, 104], palmprint [105, 106, 107, 108] and 

finger knuckle [109], etc, for the purpose of personal authentication. Moreover, 

face [116, 117] and gait [118] have been used for gender classification. In [117], 

the authors demonstrated that the SVM classifier is able to learn and classify 

gender from a set of hairless low resolution face images with high classification 

accuracy. For gait based gender recognition, a number of combinations of gait 

components [118] are extracted to classify gender with the SVM classifier. Skin 

texture, as a potential biometric identifier to assist existing biometric traits, has also 

received some attention in the past years. Based on the locally consistent property 

of the fingerprint skin tissue, Rowe [110] extracted texture features of the 

fingerprint skin for human identification while reducing the size of the fingerprint 

sensing area. Cula and Dana et al. [92, 93] used the bidirectional texture function 

(BTF), which is analogous to the bidirectional reflectance distribution function 

(BRDF), to model skin texture to assist face recognition. For each skin texture 

surface, the bidirectional texture function is sampled in multiple camera views and 

illumination directions. However, obtaining accurate bidirectional image 

measurements of skin texture surface is hard, because the skin surface is non-planar, 

non-rigid and can be stretched.  

It can be observed that the human hand back skin has a clear and consistent 

texture pattern which is uniformly distributed over a large portion of hand back. 

Based on our daily life experience, we know that the hand based skin texture 

(HBST) pattern is not permanent and it will change over time. For example, young 

people will have finer (i.e., smoother and smaller size of micro-cells) HBST than 
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old people, while female will have much finer HBST than male. Nonetheless, in a 

relatively long period, the HBST of a person is stable. Based on [124], the changes 

in skin associated with age can be visualized by gloss and wrinkles, and thus some 

measurements of wrinkles, gloss and density of microgrooves of skin can be used 

for age estimation. In [124], the number of pixels in the binary image of the 

epidermal cross-section is used to estimate the age. From the curve of measured 

peripheral length vs. age in [124], one can see that the peripheral length changes 

little in 1-2 years, which means that skin texture can keep stable in a relatively long 

period. These motivate us to investigate the possibility that if the HBST pattern can 

be used to aid personal identification and gender classification. Many biometric 

identifiers such as fingerprint, face, iris and palmprint, etc, have been proposed for 

human identification, and our goal is not to compete with those biometric 

identifiers, but to validate whether HBST has a certain level of accuracy so that it 

can be helpful to assist the existing biometric authentication techniques. Moreover, 

apart from biometric applications, as a specific kind of texture patterns, the 

established HBST dataset can also be used to evaluate the texture feature extraction 

and classification algorithms in the community of computer vision and pattern 

recognition. 

In this chapter, we study the use of HBST for personal identification and gender 

classification. To this end, an HBST imaging device is first designed to capture 

HBST images. Since HBST is a type of fine scale feature, a high resolution (about 

450 dpi) is set to capture the detailed texture patterns in hand back images. 

Different from the method in [92, 93], where skin texture is modeled as a 3D 

texture and the BTF is used to describe the skin appearance, we model HBST as a 

kind of 2D appearance texture because the hand back can be approximately viewed 
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as a 2D plane. Therefore, we directly capture the HBST image using a CCD camera 

with the fixed position under the fixed illumination direction. Such a design makes 

the HBST image acquisition very efficient and feasible for the purpose of personal 

identification and gender classification. In the 3D model [92, 93], multiple cameras 

and multi-illuminations are needed to collect samples, which makes the imaging 

system very complex. Compared with the 3D model, modeling the hand back skin 

surface with the 2D model makes our imaging system much easier to design and 

more convenient to collect samples. In addition, our goal is to analyze the texture 

pattern in hand back skin so that 2D modeling is more suitable. 

By using the designed HBST imaging device (please refer to Section 5.2 for 

more details), an HBST image dataset is established, which consists of 1920 

images from 80 volunteers (160 hands). The texton learning based methods 

proposed in Chapters 3 and 4 are then employed for HBST pattern classification. 

The HBST images are passed through a bank of filters, and a set of textons are 

learned from the filter responses with the texton learning technique. Then, features 

with the learned textons are extracted for classification. The performance of the 

proposed texton learning based texture classification methods is evaluated by using 

the established HBST dataset in comparison with state-of-the-art texture 

classification schemes, including the multi-fractal spectrum [20], original LBP [17], 

dominant LBP [19], completed LBP [18], and the texton learning based method in 

[50]. Experimental results demonstrated that HBST could achieve interesting 

personal identification and gender classification accuracy, which implies that 

HBST can be used to aid the existing biometric authentication techniques to 

improve the performance. Meanwhile, the established HBST dataset is very 
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challenging, providing a good platform to develop and test texture classification 

algorithms. 

 

5.2 The HBST Imaging System 

The schematic diagram of the major components of the developed hand back skin 

texture (HBST) imaging system is illustrated in Fig. 5.1. It is composed of a ring of 

LED light source, a lens and the associated CCD camera, and a data acquisition 

card. When it works to collect data, the LED light source will illuminate the hand 

back skin, and then the CCD camera will capture the HBST image and pass it to 

the data acquisition card. The data acquisition card will then transmit the image to 

the data processing unit (e.g., the CPU in a PC).  

 

 

 

 
 

Figure 5.1: The schematic diagram of the developed hand back skin texture imaging 

system. 
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(a)                                                                  (b) 

 

Figure 5.2: (a) The inner structure of the developed hand back skin texture imaging system. 

(b) The outlook of the imaging system. 

 

Fig. 5.2(a) illustrates the inner structure of the HBST imaging device and Fig. 

5.2(b) shows its outlook. A critical issue in HBST data acquisition is to make the 

data collection environment as stable and consistent as possible so that the 

undesired disturbance (e.g., the background and environmental illumination 

disturbances) can be reduced. Meanwhile, a stable data collection environment can 

effectively reduce the complexity of feature extraction and improve the 

classification accuracy. Specifically speaking, in our imaging system how to keep 

the illumination uniform and constant and how to fix the position of the hand are of 

the most importance. To this end, a ring of LED light source (in visible spectrum, 

390nm ~ 780nm) and the CCD camera are enclosed in a box to keep the 

illumination nearly constant. The LEDs are arranged in a circle around the camera 

to make the illumination uniform. Refer to Figs. 5.2(a), in order to capture the 

central part of the hand back skin texture image, two pegs are used to fix the hand, 

which can guide the position of index and little fingers with a friendly user 

interface. And this can reduce largely the pose variations of the hand in different 

capturing sessions. In addition, our design could make the skin texture surface as 

flat as possible so that we can model the skin surface as a 2D planar texture image. 
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Note that there are some differences between our device and the palmprint device 

[106]. First, in order to capture the micro-structures of HBST, the resolution of the 

chosen camera in our device is higher than that in the palmprint device. Second, the 

light source is different from that in the palmprint device. In our device, the ring 

LED is used while the halogen light source is used in the palmprint device. Finally, 

the architecture of the device is different. In our HBST imaging system, we employ 

the micro-industrial CCD camera board, LED light source and USB data 

acquisition card to collect data. However, in the palmprint device, the commonly 

used industrial CCD camera, halogen light source and PCI data acquisition card are 

used to collect data. 

The texture pattern of human hand back skin can only be clearly observed in a 

relatively fine scale. In order to capture the HBST image in a high enough 

resolution while avoiding the HBST image size to be too big, the focal of the lens 

should be carefully designed. In our imaging system, due to the limited distance 

between the camera and the hand back, we choose to use a 12mm focal length lens 

to capture the HBST image. Further reduction in the focal length will distort the 

captured image. The size of the CCD output image is 576768 (the raw image is 

saved in the 24-bitmap format and we convert it into 8-bit gray level image), and 

finally the HBST image is captured under a resolution of about 450 dpi. In 

designing our imaging device, we tested different resolution settings of the HBST 

image, and found that the resolution of about 450 dpi can satisfy our requirements. 

If the resolution of the image is too low, the micro-structures such as wrinkles in 

the image cannot be captured clearly. If the resolution of the image is too high, the 

cost of the camera will be high and the computational cost will also increase. A 

resolution of 450 dpi is good enough to capture clear HBST images with a low cost. 
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                       (a)                                                            (b) 

Figure 5.3: (a) is the raw image (size 576768) captured by our device and (b) is the sub-

image (size 288384) cropped from the central part of (a).  

 

In our HBST imaging system, since we use two pegs to fix the hand position, 

the top and bottom boundary of the captured skin texture image can be roughly 

fixed. Although the hand back skin can be viewed nearly as a 2D plane in the 

central part, the boundary part of the hand back can be much distorted in the 

captured HBST image. In order to reduce the effect of the hand back boundary area 

on the later feature extraction and recognition procedures, we can crop a sub-image 

from the captured raw image by removing the four boundary areas. Refer to Fig. 

5.3, we simply set the top left corner of the HBST image as the origin point, and 

based on our experimental experience we crop the central part of size 288384 

from the original image of size 576768. Fig. 5.3 illustrates the cropping process. 

Such a sub-image cropping process can not only make the feature extraction more 

stable and accurate, but also reduce the computational cost. 
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(a)                                                             (b) 

 

 
(c)                                                            (d) 

 

 
(e)                                                            (f) 

 

 
(g)                                                           (h) 

 

Figure 5.4: (a) and (b) are the cropped left-hand HBST images of a person collected in two 

different sessions while (c) and (d) are the right-hand HBST images from the same person. 

(e) and (f) are the cropped left-hand HBST images from another person, while (g) and (h) 

are the right-hand HBST images from this person.  

 

Fig. 5.4 shows some example cropped HBST images captured in two different 

sessions with the time interval of about 30 days. Figs. 5.4(a) and 5.4(b) are the left-

hand HBST images from one person in the two sessions, while Figs. 5.4(c) and 
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5.4(d) are the right-hand HBST images from the same person. Figs. 5.4(e)~(h) are 

the left and right-hand HBST images from another person. Fig. 5.5 shows the 

HBST images from one male subject and one female subject. From these HBST 

example images, we can have the following observations. 1) First, the left-hand and 

right-hand HBST patterns of a person are similar. 2) Second, the HBST patterns 

captured in different sessions from the same person are similar. 3) Third, the HBST 

patterns from different persons are different, which implies its potential for human 

identification. 4) At last, the HBST patterns of male and female subjects are 

different, which makes HBST pattern a good feature for gender classification.  

 

 
(a)                                                           (b) 

Figure 5.5: (a) and (b) are the HBST images from one male and one female, respectively.  

 

5.3 HBST Feature Extraction and Classification 

Texture classification is a classical topic in computer vision and pattern recognition. 

Although some well-known texture classification methods [17, 20, 47] can obtain 

good performance on some benchmark databases such as the UIUC [47] and 

CUReT [89] texture datasets, they may not be suitable for HBST patterns due to 

the special micro-structure of hand back skin. Since there are no obvious interest 

points or interest regions in HBST images, the method in [47] cannot detect 
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accurately affine invariant regions for a robust statistical description of the skin 

texture, and thus it will fail to classify the HBST patterns. The multi-fractal 

spectrum method [20] and the LBP method in [17] cannot obtain good results 

either because the feature generated by them cannot characterize the appearance of 

the skin texture well. 

With a more careful look of the HBST images (refer to Fig. 5.4 please), we can 

observe some properties of the HBST patterns. First, there are no clear edges and 

corner points in the HBST images. Second, the HBST patterns are often 

constructed by some micro-cellular structures. Third, those micro-structures are 

generally distributed uniformly across the whole HBST image. Based on these 

observations, we choose to learn the micro-structures (i.e., textons) from the 

training HBST images, and then use them to describe the query HBST image for 

classification. Our experimental results in Section 5.4 also verify that the texton 

learning based method performs well for HBST recognition.    

By filtering the training images with the MR8 filter bank, for each class of 

HBST images we can construct a training dataset 1 2[ , , , ]n X x x x , where ix , 

1 2i = , ,...,n , is an 8-dimensional MR8 filtering response vector at a pixel of the 

training sample image of this class. A dictionary of textons, denoted by 

1 2[ , , , ]l D d d d , can be trained from the constructed training dataset X , where 

jd , 1 2j = , ,...,l , is a texton. The number of textons is generally much smaller than 

that of the elements in the training dataset, i.e., l << n . There are three ways to 

learn textons from the training dataset X : the K-means clustering method [50], SR 

based texton learning method in Chapter 3 and regularized least square based 
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texton learning method in Chapter 4, which are corresponding to different feature 

extraction methods for classification. 

 

(1). K-means clustering based texton learning and feature extraction with the kd-

tree structure  

Denote by iD  the texton dictionary for the 
thi  texture class, the dictionary for all c  

classes of texture images can be formed by amalgamating the c  dictionaries, 

1 2[ , ,..., ]cD D D D . With this dictionary D , each training texture image can 

generate a model by mapping it to the texton dictionary.   

In Varma and Zisserman’s method [50], for each position in a training image, it 

is labeled with the element in the dictionary D  that is closest to the descriptor at 

this position. Therefore, a histogram can be formed by normalizing the frequencies 

of texton labels of this image. However, it is time-consuming to find the closest 

textons in the texton dictionary for all filter response vectors in our task. For 

example, if 40 textons are learned for each class of skin texture class, the size of the 

dictionary of all classes of HBST will be 6400. Then, for an HBST image 

(670580), it will cost 6705806400 linear search operators to encode all pixels 

in the skin image for feature extraction.  

In order to speed up the process of feature extraction, we construct a kd-tree 

structure for the learned textons. The kd-tree [114] is a data structure proposed by 

John Bentley in 1975. Given a set of points in a d -dimensional space, the kd-tree 

is constructed recursively as follows. First, we find a median of the values of the 

thi  coordinate of the points (initially, 1i  ). The 
thi  coordinate of some points are 

smaller than or equal to the median. The others are greater than the median. Now 
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we can divide the points into two parts by the median. Then the process is repeated 

recursively with i  replaced by 1i . The resulting data structure is a binary tree in 

which every node is a d -dimensional point.  

Our goal is to find the closest texton in the texton dictionary for each filter 

response vector. To this end, we use the nearest neighbor search algorithm [115] to 

find the texton in the constructed tree which is closest to the given filter response 

vector. This search can be done efficiently by using the tree properties to quickly 

eliminate large portions of the search space. For a hand-back skin texture image, 

the time for encoding all pixels in the skin texture image by finding the closest 

textons based on the kd-tree is about 7 seconds. However, without employing the 

kd-tree structure, it will cost more than 1 minute. 

For classification, we use either the nearest neighbor classifier (NNC) with 
2 -

distance or the nearest subspace classifier (NSC) for human identification and 

gender classification. 

 

(2). SR based texton learning and feature extraction   

As described in Chapter 3, we can use the technique of sparse representation (SR) 

to learn an over-complete dictionary of textons via the 1l -norm minimization. And 

under the SR scheme, we extract the SR coefficient histogram as the HBST feature 

for recognition. Fig. 5.6 shows some coefficient histograms of HBST images. The 

NNC and NSC classifiers can be used for classification. 
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(3). Texton learning by the regularized least square method 

As described in Chapter 4, we learn textons from the training dataset X  with the 

regularized least square, i.e., the objective function (4-1). Then under the 

regularized least square scheme, a two-stage texton encoding is used to code the 

training dataset. Finally, two types of statistical features: coding coefficient 

histogram and coding residual histogram are comined for classificatin. The NNC 

and NSC classifiers can be used for classification. 

 
(a)                                                             (b) 

 

 
(c) 

 

  
(d) 
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(e)                                                         (f) 

 

 
(g) 

 

 
(h) 

Figure 5.6: The coefficient histograms of HBST images from different persons. (c) and (d) 

are the histograms of the left-hand HBST images (a) and (b) from the same person while (g) 

and (h) are the histograms of the left-hand HBST images (c) and (d) from another person.  

 

5.4 Experimental Results 

5.4.1 Dataset Establishment 
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In order to evaluate the proposed HBST analysis method for personal identification 

and gender classification, we established an HBST image dataset using the 

developed HBST imaging device. Those HBST sample images were collected from 

80 volunteers (160 hands), including 61 males and 19 females whose ages are from 

20 years old to 50 years old.  

The samples were collected in two different sessions. In each session, each 

person was asked to provide 6 left-hand HBST and 6 right-hand HBST images 

respectively. Therefore, 12 samples from one person were collected in each session. 

In total, the database contains 1920 samples from 160 hand backs. The average 

interval between the first and second sessions is about 30 days, and the maximum 

and minimum interval is 40 days and 14 days, respectively. In the following 

experiments, without specific instructions, we use the samples collected in the first 

session as the training set and the samples in the second session as the test set.  

Due to the various difficulties in data collection (e.g., the funding support, the 

recruitment of volunteers, etc.), our established dataset may not be large and 

comprehensive enough to make very strong conclusions. Nonetheless, we believe 

that its size is reasonably large to illustrate if HBST patterns can be used to assist 

personal identification and gender classification. We are planning to collect more 

samples from more subjects in the following years, making our dataset more 

comprehensive and more balanced in terms of male and female subjects. 

 

5.4.2 Personal Identification 

In this section we aim to answer the question that whether HBST can be used as a 

kind of biometric trait to aid personal identification. To this end, we conduct 5 
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experiments. We denote the texton learning method using the K-means clustering 

[50] in the MR8 feature space and the kd-tree structure to label textons, the SR 

technique in the MR8 feature space and the texton encoding induced statistical 

feature by VZ_MR8 (kd-tree), SR_MR8 and TEISF, respectively. And we compare 

the proposed method to some representative texture classification methods such as 

the multi-fractal spectrum method [20], original LBP [17], dominant LBP (DLBP) 

[19], completed LBP (CLBP) [18]. For the multi-fractal spectrum method, the 

dimension of the multi-fractal spectrum vector is set to 26. In the original LBP, 

dominant LBP and completed LBP method, the radius of the neighborhood is 2 and 

the number of sampled points in the neighborhood is set to 8. For VZ_MR8 (kd-

tree), 40 textons are learned for each class of HBST images. In SR_MR8, 40 

textons are also learned per class. Moreover, in the stage of feature description, for 

each descriptor, 100 closest textons to ix  in D  are chosen to form a sub-dictionary 

to obtain the SR coefficient. In TEISF, 40 textons are also learned per class and 

7p =  is set to form a sub-dictionary. 

 

Experiment 1 

In the first experiment, all classes of HBST images are involved. The left and right-

hand HBST images from the same person are taken as from different classes. 

Therefore, in this experiment, there are 160 classes and each class has 6 training 

and 6 testing samples. Since the multi-fractal spectrum vector and the histogram 

generated by the original LBP method cannot characterize well the appearance (e.g., 

cell-like micro-structures) of skin texture, they lead to poor experimental results in 

our task. The multi-fractal spectrum and original LBP methods can only achieve 

classification accuracies of 35.65% and 46.52%, respectively. Hence, in the 



Texton Encoding based Texture Classification and Its Applications to Hand-Back Skin 

Texture Analysis, Jin Xie, Ph.D thesis 

95 

 

following experiments, we only compare VZ_MR8 (kd-tree), SR_MR8 and TEISF 

with DLBP and CLBP.  

Table 5.1 shows classification accuracies by the competing methods with NNC 

and NSC. We can see that the TEISF method by combining the coding coefficient 

and residual histogram as feature is superior to VZ_MR8 (kd-tree) and SR_MR8 

for HBST classification. Also, the texton learning based methods (VZ_MR8 (kd-

tree)，SR_MR8 and TEISF) are better than the CLBP method, which combines the 

central pixel, magnitude and sign information of the neighborhood to completely 

model the LBP operator. Moreover, the results with NSC are better than those with 

NNC. 

The interesting HBST image classification accuracies validate that the proposed 

HBST identification system can well capture the characteristics of skin textures, 

allowing good discrimination between different classes. These results also suggest 

that human identification can be aided by HBST analysis as a new biometric trait. 

 

Table 5.1: Classification accuracies by competing methods. For one person, the left-hand 

and right-hand HBST images are viewed as from two different classes. Thus there are 160 

classes in this experiment. (a) shows the results by the NNC classifier, and (b) shows the 

results by the NSC classifier. 

(a) Classification results by NNC 

Method DLBP CLBP VZ_MR8(kd-tree) SR_MR8 TEISF 

Accuracy 75.56% 84.51% 84.40% 86.81% 88.29% 

 

(b) Classification results by NSC 

Method DLBP CLBP VZ_MR8(kd-tree) SR_MR8 TEISF 

Accuracy 77.71% 89.14% 88.82% 91.35% 92.51% 
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Experiment 2   

In the second experiment, all HBST images are involved. Different from 

Experiment 1, here the left and right-hand HBST images from the same person are 

viewed as from the same class. Therefore, in this experiment there are 80 classes 

and each class has 12 training and 12 test samples. The experimental results using 

the DLBP, CLBP, VZ_MR8(kd-tree), TL_SR and TEISF method with NNC and 

NSC are compared in Table 5.2. We can see that for all methods the classification 

accuracy is increased. This is mainly because the total number of classes is smaller 

than that in Experiment 1, and the left-hand and right-hand HBST images of one 

person are similar.      

 

Table 5.2: Classification accuracies by competing methods. For one person, the left-hand 

and right-hand HBST images are viewed as from the same class. Thus there are 80 classes 

in this experiment. (a) shows the results by the NNC classifier, and (b) shows the results by 

the NSC classifier. 

(a) Classification results by NNC 

Method DLBP CLBP VZ_MR8(kd-tree) SR_MR8 TEISF 

Accuracy 78.59% 86.29% 86.40% 90.17% 91.3% 

                                                   

(b) Classification results by NSC 

Method DLBP CLBP VZ_MR8(kd-tree) SR_MR8 TEISF 

Accuracy 82.34% 90.24% 90.45% 94.09% 95.2% 

 

 

Experiment 3   

The aim of this experiment is to evaluate the performance on the left and right-hand 

HBST separately. For either left-hand or right-hand HBST images, there are 80 

classes and 480 images in the training and test sets, respectively. The classification 

accuracies by different methods are listed in Tables 5.3 and 5.4. From the 
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experimental results, one can see that the classification accuracy on the right-hand 

HBST images is slightly higher than that on the left-hand HBST. This is probably 

because most people who provided their HBST samples to our database are right 

handed so that they feel more convenient to use our imaging device with the right 

hand. Therefore, compared to the left-hand HBST samples, the right-hand HBST 

samples collected in our database have less deformation, which results in a slightly 

higher classification accuracy for personal identification.    

 

Table 5.3: Classification accuracies on the left-hand HBST images. (a) shows the results 

by the NNC classifier, and (b) shows the results by the NSC classifier. 

(a) Classification results by NNC 

Method DLBP CLBP VZ_MR8(kd-tree) SR_MR8 TEISF 

Accuracy 80.38% 85.51% 84.54% 88.60% 90.1% 

 

(b) Classification results by NSC 

Method DLBP CLBP VZ_MR8(kd-tree) SR_MR8 TEISF 

Accuracy 83.43% 89.45% 89.34% 93.67% 94.2% 

 

 

Table 5.4: Classification accuracies on the right-hand HBST images. (a) shows the results 

by the NNC classifier, and (b) shows the results by the NSC classifier. 

(a) Classification results by NNC 

Method DLBP CLBP VZ_MR8(kd-tree) SR_MR8 TEISF 

Accuracy 82.91% 86.44% 85.24% 89.71% 90.62% 

 

(b) Classification results by NSC 

Method DLBP CLBP VZ_MR8(kd-tree) SR_MR8 TEISF 

Accuracy 85.69% 90.46% 89.42% 93.75% 94.82% 
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Experiment 4 

In this experiment, we fuse the left-hand and right-hand HBST for identification. 

That is, both the left-hand and right-hand HBST samples of a person will be 

collected to identify his/her identity. Therefore, there are 480 pairs of left-hand 

samples in the training set, which are from 80 subjects. In the test set there are also 

480 pairs of HBST samples. We employ NNC and NSC to fuse the left-hand and 

right-hand HBST samples for classification. For NNC, we calculate two distances 

2

l  and
2

r , where 
2

l  is the distance between the left-hand test sample and left-

hand training sample, and 
2

r  is the distance between the right-hand test sample 

and right-hand training sample from the same pair. Then two distances can be fused 

together by the simple weighted average method. The final distance for 

classification is 2 2 2(1 )f l rw w       , where weight w can be trained from the 

training dataset using the “leave-one-out” strategy. For the competing classification 

methods in our experiment, the weights are 0.4, 0.5, 0.45, 0.4 and 0.45, 

respectively. For NSC, two errors lerr and rerr are computed, where lerr  is the error 

between the left-hand test sample and one class, and rerr  is the error between the 

right-hand test sample and the same class. The final error for classification is 

(1 )f l rerr w err w err     . Weight w can also be trained from the training dataset 

using the “leave-one-out” strategy, and in this experiment, the weights are 0.55, 0.6, 

0.65, 0.6 and 0.65, respectively. The classification accuracies by fusing the left-

hand and right-hand HBST with different methods with NNC and NSC are listed in 

Table 5.5. Compared with the results in Experiments 1~3, one can see that the 

classification accuracy by fusing the left-hand and right-hand HBST images is 
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much increased, showing that the left-hand and right-hand HBST patterns have 

complementary information. 

 

Table 5.5: Classification accuracies by fusing the left-hand and right-hand HBST. (a) 

shows the results by the NNC classifier, and (b) shows the results by the NSC classifier. 

(a) Classification results by NNC 

Method DLBP CLBP VZ_MR8(kd-tree) SR_MR8 TEISF 

Accuracy 85.23% 87.24% 89.03% 92.51% 93.2% 

 

(b) Classification results by NSC 

Method DLBP CLBP VZ_MR8(kd-tree) SR_MR8 TEISF 

Accuracy 89.42% 92.3% 93.75% 96.31% 96.78% 

 

 

Experiment 5 

As we mentioned in the Introduction section, one goal of this work is to investigate 

whether hand back skin texture patterns can be used to aid other biometrics 

identifiers to improve personal identification accuracy. Therefore, in this 

experiment we fuse palmprint and HBST for personal identification. Since there are 

160 hand backs (80 left hands and 80 right hands) in our HBST dataset, we 

randomly extract from the PolyU palmprint database [106] 1920 palmprint images, 

which belong to 160 palms (80 left hands and 80 right hands).  Each palm has 12 

samples collected from two separated sessions, 6 samples per session. We then 

assume that each hand has 6 palmprint images and 6 HBST images in each session, 

and use the data from the first session for training, while use the data from the 

second session for testing. 
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We use the competitive code scheme developed in [125] to extract the palmprint 

feature and use the Hamming distance to measure the similarity between palmprint 

features. As in Experiment 4, we fuse palmprint and HBST by the weighted 

average method with NNC. The final distance for classification is 

2 2 2(1 )f p hd w d w d     , where pd  is the distance between palmprint samples and 

hd  is the distance between HBST samples. In our experiment, the weight is set to 

0.8 by experience. The classification accuracies of palmprint, HBST and the fusion 

of palmprint and HBST with NNC are listed in Table 5.6. Compared with the 

identification rate by either palmprint or HBST individually, one can see that the 

accuracy is much improved by fusing palmprint and HBST matching distances. 

This validates that HBST can be used to aid the existing biometric traits for person 

identification.   

Table 5.6: Classification accuracies by palmprint, HBST and the fusion of them. 

Feature Palmprint HBST      Fusion 

Accuracy 98.65% 86.81% 99.58% 

      

 

5.4.3 Gender Classification 

As can be seen in Fig. 5.5, the hand back skin appearance differs much from male 

to female. In most cases, the HBST surface from female is much smoother than 

that from male, and the size of micro-cells in female HBST samples is smaller than 

those for males. Therefore, it is very interesting to verify that if the HBST patterns 

are distinctive enough to distinguish males from females. In this section, we 

conduct such experiments for gender classification.  



Texton Encoding based Texture Classification and Its Applications to Hand-Back Skin 

Texture Analysis, Jin Xie, Ph.D thesis 

101 

 

In our HBST dataset, there are 61 males and 19 females. We take the samples of 

both the left-hand and right-hand as samples from the same subject. In gender 

classification, there are only two classes: male and female. The samples from all 61 

male subjects are taken as the samples of the male class, and the samples from all 

19 females are taken as those of the female class. The 960 samples collected from 

the first session are used as the training set, and the other 960 samples from the 

second session are taken as test samples. Table 5.7 shows the results by the DLBP, 

CLBP, VZ_MR8 (kd-tree), SR_MR8 and TEISF method with NNC and NSC. One 

can see that the gender classification accuracy can be higher than 98%, which 

implies that HBST can be aided to distinguish males from females. 

Moreover, in Table 5.8 and 5.9, we present the numbers of falsely classified 

male and female samples by these methods with NNC and NSC. As illustrated in 

Table 5.8 and 5.9, by the TEISF method with NNC and NSC, the classification 

error rates of male samples are 1.23% and 0.96%, respectively. The classification 

error rates of female samples by the TEISF method are 1.32% and 1.32%, 

respectively. Although the numbers of male and female subjects in our dataset are 

not balanced, the classification error rate on female samples is only slightly higher 

than that on male samples with the TEISF method. Certainly, we need to collect 

more samples and make the dataset more balanced to further validate this 

conclusion. 
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Table 5.7: Gender classification accuracies by different methods. (a) shows the results by 

the NNC classifier, and (b) shows the results by the NSC classifier. 

(a) Classification results by NNC 

Method DLBP CLBP VZ_MR8(kd-tree) SR_MR8 TEISF 

Accuracy 95.42% 97.50% 98.54% 98.65% 98.75% 

  

(b) Classification results by NSC 

Method DLBP CLBP VZ_MR8(kd-tree) SR_MR8 TEISF 

Accuracy 95.83% 97.71% 98.75% 98.85% 98.96% 

 

Table 5.8: Numbers and rates of falsely classified male samples by different methods. (a) 

shows the results by the NNC classifier, and (b) shows the results by the NSC classifier. 

(a) Numbers and rates of falsely classified male samples by NNC 

Method DLBP CLBP VZ_MR8(kd-tree) SR_MR8 TEISF 

Number 28 14 9 9 9 

Rate 3.83% 1.91% 1.23% 1.23% 1.23% 

 

(b) Numbers and rates of falsely classified male samples by NSC 

Method DLBP CLBP VZ_MR8(kd-tree) SR_MR8 TEISF 

Number 25 12 8 7 7 

Rate 3.42% 1.64% 1.09% 0.96% 0.96% 

 

Table 5.9: Numbers and rates of falsely classified female samples by different methods. (a) 

shows the results by the NNC classifier, and (b) shows the results by the NSC classifier. 

(a) Numbers and rates of falsely classified female samples by NNC 

Method DLBP CLBP VZ_MR8(kd-tree) SR_MR8 TEISF 

Number 16 10 5 4 3 

Rate 7.02% 4.39% 2.19% 1.75% 1.32% 

 

(b) Numbers and rates of falsely classified female samples by NSC 

Method DLBP CLBP VZ_MR8(kd-tree) SR_MR8 TEISF 

Number 15 10 4 4 3 

Rate 6.58% 4.39% 1.75% 1.75% 1.32% 
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5.4.4 Discussion 

In Sections 5.4.2 and 5.4.3, we employed three kinds of dictionary learning 

methods to learn textons and extract histogram features for personal identification 

and gender classification. We compare the three methods in terms of speed and 

accuracy, and list the qualitative comparison results in Table 5.10. From this table, 

one can see that in terms of the speed, VZ_MR8 (kd-tree) is the fastest since the K-

means clustering is fast and with the kd-tree structure labeling the closest texton in 

the dictionary is also fast. SR_MR8 is slow since solving the 1l -minimization 

problem is very time-consuming. Certainly, in terms of accuracy TEISF is the 

highest due to the fusion of the coefficient histogram and residual histogram.  

 

Table 5.10: Qualitative comparisons of the speed and accuracy of different texton learning 

methods. 

Method VZ_MR8(kd-tree) SR_MR8 TEISF 

Speed Fastest Slow Fast 

Accuracy Medium High Highest 

 

 

Compared with the biometric traits such as fingerprint, palmprint, iris, etc, the 

personal identification accuracy of HBST is much lower than them. However, each 

biometric trait has its pros and cons, and no one can supersede the other one. And 

in practice using two or more biometric traits together will be more robust. In this 

work, our goal is to investigate whether hand back skin texture patterns can be used 

to aid personal identification and gender classification. Considering that HBST 

images can be collected when capturing fingerprint or palmprint images, fusing 

fingerprint/palmprint and HBST can be a good way for multi-modal biometrics, as 
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described in section 5.4.2. Furthermore, as a specific type of texture images, the 

established HBST dataset can be used to test texture classification algorithms in the 

community of computer vision and pattern recognition. 

It should be noted that although HBST analysis can assist personal identification 

and gender classification, there are some factors such as hairs on skin and humidity 

of skin to affect the performance of personal identification and gender 

classification. In our established HBST database, most of samples are collected 

from oriental people so that there are relatively few hairs on the hand back skin. In 

our future work, we will collect more samples from more subjects and investigate 

the influences of these factors on skin texture analysis. In addition, modeling skin 

texture over a long period is a challenging problem since there are large variations 

between skin textures in different ages. Hence, in the future we will study how to 

model skin texture over a long period more effectively to improve the performance 

of biometric tasks with skin texture analysis. 

 

5.5 Summary 

This chapter studied the problem of using hand back skin texture (HBST) for 

personal identification and gender classification. An effective skin texture imaging 

system was developed for capturing HBST images. Moreover, we employed the 

texton learning based methods to model the HBST pattern. To evaluate the 

performance of the proposed system, an HBST dataset was established, consisting 

of 1920 images from 160 hands of 80 persons. Extensive experiments were 
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conducted and the experimental results showed that human identification and 

gender classification can be aided by HBST analysis with good performance.
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Chapter 6. Conclusions and Future Work 

 

6.1 Conclusions 

In this thesis, we first presented a sparse representation based dictionary learning 

method for texture representation. In traditional texton learning based approaches, 

textons are usually learned via the K-means clustering. However, the K-means 

clustering is too coarse to characterize the complex feature space of textures. 

Compared to the K-means clustering, the sparse representation model can increase 

the representation accuracy with the linear combination of several textons for 

dictionary learning. Moreover, the representation coefficient histogram is 

constructed for texture classification. Experimental results demonstrated that the 

proposed method can yield better performance than the traditional texture 

classification method based on the K-means clustering.  

In order to reduce the computation complexity of the sparse representation 

(sparse coding) and also achieve a good representation accuracy, we presented an 

effective and efficient texton encoding scheme for texture classification. First, a 

regularized least square based texton learning method was developed to learn the 

dictionary of textons class by class. Second, a fast two-stage 2l -norm texton 

encoding method was proposed to code the texture feature over the concatenated 

dictionary of all classes. Third, two types of histogram features were defined and 

computed from the texton encoding outputs: coding residuals and coding 

coefficients. Finally, two histogram features were fused for classification via the 

nearest neighbor classifier and the nearest subspace classifier. Experimental results 
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on three benchmark texture datasets showed that the proposed method is very 

competitive, achieving probably the best accuracy so far in the literature. 

Finally, we studied the hand-back skin texture (HBST) pattern recognition 

problem with applications to personal identification and gender classification. A 

specially designed imaging system was developed to capture the HBST images, 

and an HBST image dataset was established, which consists of 1920 images from 

80 persons. Then, three texton learning based texture classification methods were 

performed on the established dataset: the K-means clustering, the sparse 

representation method and texton encoding induced statistical features with the 

regularized least square method. The experimental results illustrated that HBST can 

be used to assist human identification and gender classification. Meanwhile, the 

established HBST dataset also provides a good platform to evaluate the various 

texture analysis methods. 

 

6.2 Future Work 

Our research in this thesis mainly focused on texton learning and feature extraction 

for texture classification with an interesting application to skin texture analysis. In 

the future work, we will improve the proposed methods and investigate more 

deeply the topic of skin texture analysis. 

 One issue needs to be further studied is to see if we can reduce the numbers of 

learned textons and improve the classification accuracy since currently the learned 

atoms from different classes are correlated. If the textons for different classes can 

be learned jointly, a more compact yet more effective dictionary can be expected; 



Chapter 6: Conclusions and Future work 

 108 

nonetheless, the joint learning of such a texton dictionary is much more 

complicated than the texton learning class by class and this will be investigated in 

our future research. In addition, in the texton learning methods proposed in this 

thesis, the scale and viewpoint change of texture images is not explicitly considered. 

Therefore, when there are large scale and viewpoint changes, how to learn 

efficiently and effectively the textons which are robust to these changes should be 

well studied in the future. 

For HBST analysis, currently, modeling skin texture over a long period is still a 

challenging problem since there are large variations between skin textures in 

different ages. Hence, in the future we will focus on how to model skin texture over 

a long period to improve the performance of some biometric tasks with skin texture 

analysis. Meanwhile, we will investigate influences of some factors such as hairs 

and humidity on skin texture analysis. In addition, more HBST samples need to be 

collected to verify the different aspects of HBST analysis and the algorithm 

development. 
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