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Abstract

Abstract

Affective design is currently an important aspedt rew product development,
especially for consumer products, to achieve a atitiyve edge in a marketplace.
Affective design can help companies develop nevdyets that can better satisfy the
emotional needs of customers. In this researcbyalmethodology for supporting the
affective design of products is proposed. Througlk methodology, an intelligent
system is subsequently developed. The methodologygly involves four processes,
namely, survey conducting, rule mining, affectietationship modelling, and design

optimisation.

First, customer affections on product design havieet collected by conducting a
marketing survey. The obtained survey data are usednodel the affective
relationships between customer affections and é&seyd attributes of the products. An
intelligent system for supporting affective deslgased on the proposed methodology
can be developed to perform rule mining, affect®ationship modelling, and design
optimisation. The system involves three models, elgma multi-objective genetic
algorithm (MOGA) based rule-mining model, a dynaméziro-fuzzy (NF) model, and

a design optimisation model.

A novel two-stage MOGA approach is proposed to guerf rule mining for
affective design. To consider the ambiguity of efifee data, approximate rules are
generated based on MOGA considering the threerieritéf rule mining, including
accuracy, comprehensibility, and extent of appr@tions. A two-stage rule-mining
method is introduced to generate individual ruled aubsequently refine the entire

rule set considering rule interactions.



Abstract

A new dynamic NF approach is proposed for affectieiationship modelling
based on the survey data using a modified dynanitvieag neuro-fuzzy inference
system (DENFIS). DENFIS is suitable for dealinghwthe ambiguity of affective
relationships. Moreover, DENFIS can handle a largmber of input attributes and
data sets, whereas conventional adaptive neurg-fuzterence system (ANFIS)
models cannot. In the dynamic NF approach, localetsoare established based on the
evolving clustering method. Thus, the structuresD&NFIS models are simple. A
recursive least square is applied on DENFIS, englihe dynamic NF models to be

updated easily once new data sets are available.

For the design optimisation model, a novel guidestch genetic algorithm (GA)
approach is introduced to determine optimal desgnbute settings of affective
design. With the use of the developed NF modelsraméd rules, a search strategy
based on the guided search GA is formulated, iaguilh the determination of better

solutions of affective design and decrease in daeching time of design optimisation.

A case study of the affective design of mobile @®was conducted to illustrate
the methodology and the development of the intfiigsystem and to validate their
effectiveness. A number of important results wdrtaimed from the validation tests.
First, the MOGA-based rule-mining approach perforpester than the dominance-
based rough set-based rule-mining approach in tefeccuracy and reliability in
mining approximate rules. Second, the dynamic NElehoutperforms conventional
ANFIS models in modelling affective relationship$hird, the guided search
optimisation model is capable of improving GA tongeate better solutions for

affective design.
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Chapter 1 Introduction

Chapter 1 Introduction

Manufacturers currently face a highly competitivericonment. Consumers are more
demanding because of the more choices availaltheeimarket as well as globalisation.
Design for performance and usability plays an ingoadrrole in product development
to gain a competitive edge. Products contend withctional differentiation by
delivering superior functionality, performance, aneliability. However, product
technology has proceeded to be more sophisticatddaacessible, and this trend is
gradually reducing the marginal value of adding rfanctions to a product. Today,
customers consider functionality, ease-of-use, agldhbility as part of product
requirements, such that design for performancedastgn for usability can no longer
guarantee a competitive advantage (Liu, 2003). &drom these tangible product
aspects, customers also consider intangible andi@mabaspects, such as metaphors,
novelty, personality, aesthetics, and style of posl (Crilly et al, 2004; Demirbilek
and Sener, 2003). Design attributes, such as farch alour, evoke the affective
responses of customers to products. Products weitld @gffective design can attract
customers and influence their choices and prefeersuch as loyalty and joy of use
(Creusen and Schoormans, 2005; Noble and Kumaig)2dbe satisfaction of the
emotional needs of the customers is synonymous thigh‘feeling quality’ of the
products (Laiet al, 2005a). The affective design involves activitibait identify,
measure, analyse, and understand the relationsttnpebn the affective needs of the
customer domain and the perceptual design attshatéhe design domain. Moreover,
affective design provides decision support for tlesign optimisation process, such
that appealing products that satisfy the emotioresds of target customers can be

developed successfully (Jiast al, 2006; Khalid and Helander, 2004). Affective



Chapter 1 Introduction

design is an important design strategy for custeonented and market-driven
product development because it increases custoatsfastion and adds value to
products. Affective design can be applied to vasiguoducts, such as automobiles,
furniture, cosmetic containers, and many other pctglused in daily life (Catalano,
2002; Nagamachi, 2002). Research in affective desi@n develop knowledge in

design methodology, thereby developing more pradinzt appeal to customers.

Understanding customer needs is important in priodesign. However, eliciting
diversified consumer needs and translating thessdsnd@o product configuration
effectively and promptly present a great challengemanufacturers under short
product life cycles in the industry. Companies camiy conduct market analyses to
acquire customer needs. Quality function deploynt@iD) is commonly applied to
translate the collected customer needs to techmaglirements for new product
development. However, these methods focus on awoguoonscious and explicit

consumer needs only (Tarantino, 2008).

Different from explicit and tangible needs of fuoaiality and usability, affective
needs of customers imply implicit and subjectivestomer perception (Jiaet al,
2008). Even customers may not be able to realides&press their feelings and latent
perception of a product. The affective responsezisfomers to a product vary greatly
between individuals. This inconsistency leads te thfficulty in extracting the
affective needs of customers. In the industry,ctiffe design still heavily relies on the
experience and intuition of designers. Howeverjghess may not fully recognise the
affective needs of customers because perceptual cagaitive gaps in design
appreciation always exist between designers anomess (Crillyet al, 2004; Hsuet
al., 2000). The emotional and implicit customer needis be explored by conducting

focus groups and in-depth interviews. However, ittiermation collected from these

2



Chapter 1 Introduction

methods is subjective and qualitative. This limaat opens the need to develop
techniques and methodologies that investigate fieetave aspects in product design

in an objective and quantitative manner.

1.1 Research background

Owing to the importance of affective design, qaiteew previous studies attempted to
adopt QFD and robust design approaches to affedaggn (Chan and Wu, 2002; Lai
et al, 2005a). However, the approaches are incapabtieaing with the subjective
aspect of affective design (Tarantino, 2008). Karseyineering (KE) or affective
engineering method was developed by Nagamachi j1@8apture and transform
customer affections of products into perceptualgiesattributes of affective design.
KE provides a systematic approach that quantitigtisarveys the affective meaning
related to a product domain based on the semaifficeshtial method (SD) (Osgoost
al., 1971). For typical Kansei approaches, relatigpssibetween customer affection
and design attributes are quantified using stesistmethods, such as regression
analysis, and quantification theory type | (Nagamat995; Nagamacthet al, 2008).
KE has been applied in various product designsh g car interiors (Jindo and
Hirasago, 1997), drink bottles (Barnes and Lillfo&D09), and surface tactility of

plastic products (Choi and Jun, 2007).

Consumer affections are usually ambiguous and trésuhconsistency in the
survey data and generally present a non-lineatisakhip with design attributes (Lai
et al, 2005a). In view of the fuzzy and non-linear bgbar of the affective
modelling, KE employing statistical methods basedtbe assumptions of simple

linear relations and normal distributions may netdapable of modelling customer

3



Chapter 1 Introduction

affections (Aktar Demirtagt al, 2009; Nagamachet al, 2006; Park and Han, 2004;
Zhai et al, 2009a). Recent studies of affective design giteth to apply
computational intelligence techniques, such ascason rule mining, artificial neural
networks (ANN), fuzzy logic, and rough set thearydealing with the ambiguity of
affective data and non-linearity of the affectivedelling (Jiacet al, 2006; Hsiao and
Huang, 2002; Laet al, 2005b; Park and Han, 2004; Mtal, 2007; Nagamactst al,
2006; Zhaiet al, 2009a). The studies can be classified into tyyes. One type of
studies focuses on knowledge acquisition using-mileng techniques, such as
association rule mining and rough set theory (&taal, 2006; Zhaket al, 2009a). The
acquired design rules can help designers to havmetter understanding of the
relationship between customer affections and destgibutes. However, based on the
generated rules, optimal settings of design atieodor affective design cannot be
determined. Another type of studies focuses on thindeaffective relationships using
model-based techniques, such as ANN, fuzzy logat r@euro-fuzzy network (Laet
al., 2005b; Park and Han, 2004; Ma al, 2007; Hsiao and Tsai, 2005; Sanal,
2000; Tsaiet al, 2006). Unlike the rule-based approaches, modséth approaches
can be used to develop prediction models througyiaiaing process. Both the rule-
based and model-based approaches play importast irosupporting affective design.
Although some computational intelligence techniquesre attempted to support
affective design, affective design is quite compéard has not yet been completely

solved by existing approaches.
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1.2 Research motivations

Affective design currently relies on designers’tilacknowledge accumulated from
their experience very much. However, the approacmadequate to deal with the
challenges of a fast-changing competitive envirommeincreasing customer
expectations and shortening product developmeng.tidevelopment of intelligent
systems for supporting affective design using cammpnal intelligence techniques is
an effective means to improve quality and shortendycle time of affective design.
The computational intelligence techniques, whiclpleyed in the previous studies of
affective design, can be classified into model-damed rule-based. In general, model-
based approaches involve development of matherhatiwzdels for predictive
purposes, whereas rule-based approaches exploign dasowledge using the ‘IF-
THEN’ rules. Two types of approaches perform thguaition of knowledge but
differ in knowledge representation formalism. Thenier focuses on the generation of
prediction models, whereas the latter centres err¢hdability and comprehensibility
of semantic solutions to users. Each approach pssseits own advantages and
limitations in managing knowledge of affective dgsiThe models generated based on
most of the existing model-based approaches aexKHbox’ and it is difficult for
designers to gain the understanding of affectiv@gtefrom them (Laket al, 2005b;
Yang and Shieh, 2010). However, if the knowledggarding the relationships
between customer affections and design attribuges 2 obtained, it would help
designers to perform affective design effectiveBrevious studies of developing
intelligent systems for affective design are basadeither rule-based approaches or
model-based approaches. Research on investigdtingse of both model-based and

rule-based approaches in supporting affective desagp be explored.
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Since customer affections are changing with tinlme tapability of dynamic
update of intelligent systems for affective designimportant (Jiacet al, 2008).
Therefore, there is a need to study adaptive mésimanof knowledge acquisition and

modelling to address the dynamic issue.

1.3 Research aims and objectives

The research aims to investigate the applicationcofmputational intelligence
techniques in the affective design of products. ©hgctives of the research are as

follows:

 To generate approximate rules for affective desigmg a multi-objective

genetic algorithm (MOGA) based rule-mining apprgach

* To model the relationships between customer afiastiand design attributes

of products using the dynamic neuro-fuzzy (NF) apph; and

* To develop an intelligent system for determining tiptimal design attribute

settings of affective design.

1.4 Organisation of the thesis

This thesis consists of seven chapters. The rentachiapters are outlined as follows:

Chapter 2 is a review of literature on affectivesiga of products. The
fundamental issues and well-known approaches tetataffective design of products

are reviewed. In addition, computational intelligentechniques used in previous
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research on affective design are re-examined. Sesearch gaps and opportunities

are discussed.

Chapter 3 describes a proposed methodology forastipg the affective design

of products from which an intelligent system cardbeegeloped.

Chapter 4 presents the design and developmenteohtalligent system, which
consists of three models: a MOGA-based rule-mimmzgdel, a dynamic NF model,
and a design optimisation model. The algorithm dethil design of each model are

described.

Chapter 5 illustrates the implementation of thepps®ed intelligent system and a
case study on mobile phone design. The resultsaoh enodel are presented and
discussed. The performances of the MOGA-basedmitéag model and the dynamic

NF model are evaluated using cross-validation tests

Chapter 6 discusses some assumptions and limigatibrihe present research,

including the methodology, and intelligent system.

Chapter 7 concludes the research and gives sorttee cfignificant results. The
major contributions of this research are descrilb@aally, some suggestions for future

work are presented.
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Chapter 2 Literature Review

This chapter reviews the related studies on thectife design of products. Section 2.1
outlines the fundamental issues on the affectiwigteof products. Section 2.2 follows
with a review of the conventional approaches féeaive design. Section 2.3 offers an
overview of intelligent systems and their applioas in the analysis of the relationship
between design and customer affection. Sectiow@diders the issues and techniques
for optimisation of product design. Finally, Secti@.5 summarises this chapter by

discussing the research gaps and opportunitietedela affective design.

2.1 Affective design

Affective design is the inclusion or representatofraffect in the design process (Jiao
et al, 2006). Affect refers to the emotional feelingsropressions of customers about
a product (Laiet al, 2005a). Affective response describes the pspdhicdl response
of a customer to the perceptual design attributes groduct (Demirbilek and Sener,
2003; Crilly et al, 2004). Design attributes (Chen al, 2006; Barnes and Lillford,
2009) are synonymous to design characteristicsgdhaghi, 1995) or design elements
(Jiaoet al, 2006; Zhaiet al, 2009a). Design attributes can be colour, mdjesiae,
shape, texture, and so forth. A product evokesaiteraffective responses from
customers and users. The affective design of ptedievelops a product that satisfies
affective customer needs (Lat al, 2005a). It also implies the activities to idénti
measure, and analyse customer needs and affeepenses for conceptual product
design (Khalid and Helander, 2004). Jetoal. (2006) asserted that affective design

involves a mapping process from the affective needsustomer domain to the

8
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perceptual design attributes in the design do, as shown in Figure 2.This figure
illustrates how a desigr achievesaffective design and how the customer of
product will perceive and reacKE is a methodologycommonly used in affectiv

design. Section 2.2 provides a review of KE.

Design Attributes & Features

Aftective Dimensions

Dimensions Forms ‘e Other

attributes

Dazzling  ordingary
Futuristic — nostalgic - . =ooo e . _. . 4 . A

Comfortable -uncomforatble

Simple — complex L | |
..... q Feature  Feature Feature

1 2 71

............... >

Customers Products

Figure 2.1 Mapping process in affective dgsi

2.2 Conventional approaches to affective desi

As mentioned aboveKE is a wellrecognised method for affective des Section
2.2.1 reviews the related studies in KE. C and robust design are two ott
conventional approaches used in previous reseSections2.2.2 and 2.2.discuss

these approachesspectively
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2.2.1 Kansei engineering

Nagamachi (1995) proposed KE or affective engimge(Barnes and Lillford, 2009;
Nagamachi, 2008), which is a product developmenthaumlogy of acquiring and
transforming customer affections into design atiieb settings using quantitative
methods. ‘Kansei’ is a Japanese word that meanshpkygical feelings, sensations,
and emotions (Nagamachi, 1995). The framework of ét€ompasses four tasks

(Barnes and Lillford, 2007, 2009; Nagamachi, 19é&hutte and Eklund, 2005):

1. Definition of product domain

2. Determination of dimensions of customer affections

3. Determination of design attributes and attributears

4. Evaluation of relations between customer affectieamd design attributes

Defining product domain refers to specifying thads of products to be studied.
Different sets of words are used to describe custaaffections in different product
domains, and semantic meanings of words vary qooresng to the product category.
For an effective KE experiment, products shouldtamna homogenous semantic
structure. The term ‘visual comfort’ assesses terall image regarding the aesthetic
judgment of a product (Chang, 2008). However, alpcb can be associated with the
multiple dimensions of customer affections. A sétsemantic words is required to
describe the various dimensions of customer afiastin the product domain. The KE
framework includes the processes of identifying gbsantic words associated with a
product domain and determining the most appropsateantic words for representing
the fundamental dimensions of the customer affastiof the product. Two methods,

gualitative and quantitative, can be used to daternthe dimensions. Qualitative

10
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mapping techniques, such as affinity diagram anegoay classification methods,
have been employed to identify the semantic hiereat structure (Nagamachi, 1995,
2002, 2008; Schiuttet al, 2004). Quantitative methods mainly involve nudtiate
statistical analyses, such as factor analysis, cip@h component analysis, and
multidimensional scaling (Baroret al, 2009; Nagamaclat al, 2008). SD is a survey
method that many KE studies use to measure custaffestions towards products
(Barnes and Lillford, 2009; Hsiao and Chen, 20G6ép Xkt al, 2006; Khalid and
Helander, 2004, 2006; Nagamachi, 2002). The SDesoéla five- or seven-point
bipolar pair of affective words is used as the ®ésr the evaluation of the products
(Osgoodet al, 1971). Many previous studies on affective desago employ SD
guestionnaires to collect customer affections (Akag Kurt, 2009; Chuang and Ma,
2001; Hsiao and Chen, 2006; Khalid and Heland€d42Bongpraserét al, 2008; Lin

et al, 2007; Petiot and Yannou, 2004; Zkeaial, 2009a).

A number of KE studies apply morphological analysisdentify and categorise
common design attributes of a product category gh2008; Chen and Chuang,
2008; Hsuet al, 2000; Nagamactet al, 2008; Wang, 2009). Morphological analysis
is a method for systematically structuring and emplg the candidate solution based
on a design table or ‘morphological matrix’. Desigttributes and their options are
fully listed in the design table. They are effeetim generating new product concepts
by reassembling the selected options of designbat#s. A product commonly
contains many design attributes. An analysis ofithportance of design attributes
may be required for attribute selection. The Pai@imgram has been employed to
select design attributes in the KE process (Bageirad, 2007; Lanzotti and Tarantino,

2008; Schuttet al, 2004).

11



Chapter 2 Literature Review

KE aims to transform customer affections into desatribute settings. One
important task of the KE framework is the evaluataf relationships between the
defined affective dimensions and design attribut®vious studies on KE apply
various regression analyses, including quantificatieory |, ordinal logistic
regression, partial least square analysis, anteadpry analysis (Baronet al, 2007;
Nagamachiet al, 2008; Nagamachi, 2002; Seea al, 2007). Quantification theory
type | is a variant of the multiple regression mpeaéich KE studies commonly use
(Bahn et al, 2009; Chang, 2008; Jindet al, 1995; Laiet al, 2006; Nagamachi,
2002). This model employs multiple linear regressamalysis with dummy variables
that handle the explanatory variables with nomwelues (Lanzotti and Tarantino,
2008; Tanaka, 1979). Another regression methodntioakels the relationships in KE is
multilevel regression or the hierarchical linear deb (Sevaet al, 2007). The
multilevel regression computes intra-class cori@hathat improves the interpretability
of affective data. As mentioned previously, multiate statistical analyses, such as
factor analysis and principal component analysislp hdetermine the affective
dimensions. Nagamachi (2008) applied a partialtlegsiare regression in Kansei
statistic analysis to better evaluate the dataepted by the principal component

analysis.

The major limitation of applying multiple lineargeessions in the modelling of
the relationships is that only linear regressiondat® can be developed (Aktar
Demirtas et al, 2009; Zhaiet al, 2009a). Using an ordinal rating scale for the
evaluation of products is common in a KE study.elanregressions are inappropriate
in analysing ordinal data. Barore al. (2007) proposed a weighted ordinal logistic
regression model and reported an improvement fimditthe affective data. Logistic

regression is more suitable to deal with ordin&aive data and categorical design

12
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attributes than linear regression. The introducbbmeights in the logistic regression

model can improve the model fitting.

Previous studies on KE can be classified into tveas The first area covers the
determination of the dimensions of customer affeiand semantic structures about
product styles, images, or groups. The second eee#res on the analysis of the
relationships between customer affections and deditgibutes (Aktar Demirtast al,
2009). Statistical methods were commonly used i pinevious studies on KE.
Research on the first area commonly involves matliate statistical methods, such as
factor analysis and principal component analysisenas the second area commonly

uses regression. Figure 2.2 shows the KE framework.

Define product domain

v v

KDetermine affective dimensﬁ / Determine design space\

( N\ 4 N\
Exploit semantic words Identify and classify
about product design attributes
(. J (. J
( A 4 N\
Analyses and refine Perform attribute
semantic structure selection

o 2N _J
' '

/Evaluate relationships between cust&

feelings and design attributes

=

4 A
Conduct SD survey of

customer affection
\\ J

4 N\
Generate relationship

models

NG -

Figure 2.2 Framework of Kansei engineering
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2.2.2 Quality function deployment

Chan and Wu (2002) reported that the product ptapof new products for enhancing
product performance and customer satisfaction widedes QFD, which aids to
translate customer requirements to technical desegnirements based on voice of
customers. Previous studies on QFD discuss expticitsumer needs regarding
tangible product aspects, such as functionalitsfopmance, and reliability (Tarantino,
2008). However, the affective design of productsssociated with intangible and
implicit needs of customer affection towards prdditgles or images. Jiet al. (2009)
proposed an extended QFD approach to consider grrodability evaluation based on
customer sensation. A sensibility evaluation isduarted to collect the rating of user
sensation towards various design factors, sucbras, harmony, and overall feeling of
use. The approach prioritises design factors imw@sé of quality using the analytical
hierarchy process (AHP) and correlation analysisl, then determines the models for

relating user sensations and design factors usuitighe regression analysis.

2.2.3 Robust design approach

Lai et al. (2005a) proposed a robust design approach foctaféedesign based on the
Taguchi method to determine the optimal settindesfign attributes that can achieve a
high ‘feeling quality’ of a product. The signal-tmise (S/N) ratio is used to measure
the effects of design attributes on the feelingcr@igancy. The optimal settings of
design attributes are determined based on the Issdlagétter’ S/N ratio for the

strongest ‘feeling quality’ of the product.
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2.3 Computational intelligence for affective design

Computational intelligence techniques are usedda mining and modelling of
complex problems and systems in engineering dé€Signdakis and Dentsoras, 2008).
In recent years, the research on affective desigplays various computational
intelligence techniques, such as association rubegh sets, fuzzy logic, grey theory,
ANN, and support vector machines (SVM). Compareth vatatistical techniques,
computational intelligence techniques are normatigre capable of handling the
ambiguity of affective data and the nonlinear relships between customer
affections and design attributes. The evaluatioprofiucts relies on SD scales of 1 to
5,1to 7, and 1 to 9 to measure customer affeclibe compiled data are ordinal, and
thus the statistical linear regression used inpileious studies of affective design is
inadequate in dealing with the categorical or catldata (Aktar Demirtast al, 2009).
Baroneet al. (2007) proposed an ordinal logistic regression ehéar modelling such
affective relationships. Although the logistic regsion model is more suitable for
evaluating categorical design attributes, this metls limited to the use of only two
levels of attributes in the experiments. In additistatistical-based models typically
formulate design attributes as individual variabl€srrelation or interaction effects

among design attributes cannot be properly addiggdeaar Demirtaset al, 2009).

Some recent studies introduce computational igestice into the affective design
to overcome the limitations of the statistical noelh as mentioned previously. The
studies can be classified into two categories:-balged and model-based. As regards
readability and comprehensibility of semantic dols to users, rule-mining
techniques generate the decision rules, whichratieei form of ‘IF-THEN’ statements

and provide good semantic representation. Assoaiatule and rough-set mining
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technigues have been employed to generate ruleaffiective design of products.
Sections 2.3.1 and 2.3.2 review the related studiieshe two types of data mining
techniques, respectively. Unlike rule-based apgresc model-based approaches
develop models for relating inputs and outputs. Ti@lels may or may not have
semantic representation. Sections 2.3.3 to 2.3/wethe previous studies on the

application of model-based computational intelligeiechniques in affective design.

2.3.1 Association rule mining

Association rule is one of the popular techniqueslata mining. Jia@t al. (2005;
2006) proposed a data-mining system to identifgaife mapping patterns based on
association rules. The system performs the mappieigveen the dimensions of
customer affections and design attributes, andessgeis the discovered knowledge in
association rules, i.e., ‘affection dimensi¥n= design attributey’. The association
rule mining is a process of searching frequent-isets as rules from a large database,
which contains the data sets of customer affectaons design profiles. As the data
mining process uses raw data, it avoids data lagsexl by using average values in the
conventional Kansei statistical analyses (Aktar D&set al, 2009). Jiacet al. (2008)
applied the association rule mining in analysindeaive design with ambient
intelligence and the developed system can fa@lithé interactive decision-making of

affective design.

‘Support’ and ‘confidence’ are two criteria widalged in data mining. Support is
a measure of the frequency of a pattern recordethenentire database, whereas,
confidence is a measure of the strength of an Kegmule condition) inducing another
item Y (rule consequent). User-defined thresholds of suppnd confidence are
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required to screen out the rules with poor qualitythe conventional data-mining
techniques. The challenge of determining the optvadtues of these thresholds has
been discussed in previous studies (Jiao and Zt20@h; Jiacet al, 2006; Mitraet

al., 2002; Yancet al, 2008). Jiacet al. (2006) introduced a goodness index as the rule
criterion for mining design rules instead of theettholds of support and confidence.
The goodness index provides a measure of rule acgly comparing the expected
affective rating with the rating achieved by theadivered rules. Yangt al. (2008)
proposed a modified goodness index with the useohalised ratings. One limitation
of this approach is its inadequacy in accountingldeels of customer affection with

crisp values.

2.3.2 Rough set-based rule mining

Owing to the ambiguity of customer affections, tloeigh set theory proposed by
Pawlak (1991) has been adopted in affective desigimoducts. The basic concept of
the rough set theory is to formulate an approxiomaf a crisp set from vague or
imprecise information. A rough set consists of air paf lower and upper
approximations of the data set. The lower approkonaset is a subset of members
that are certainly classified as elements of thgeteclass. The upper approximation set
IS a vague approximation that covers the possitldenbers of the target set. When
there is difference between the lower and uppercqopations, the boundary region is
non-definable and the members cannot be certalabsified into a class. Rough sets
provide an effective approximate reasoning for egss and uncertainty of a data set.
Nagamachiet al. (2006) advocated that the rough set theory coeldused for KE

because the rough set theory is suitable for dgalith ambiguous and uncertain data.
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A rough set-based rule-mining process extractsTHEN’ rules by finding the
minimal subset of attributes that induce the mastststent decision (Mitrat al,
2002). Okamotoeet al. (2007) compared the rough set approach with thgsstal
regression approach in KE, and concluded thatdbghr set approach is more reliable
in generating more specific design rules when augon exists between design
attributes (predictive variables). Nishimb al. (2006) introduced the rough set-based
rule-mining method based on the variable precidgayesian rough sets (VPBRS)
theory into KE. The VPBRS approach combines theghmowset and Bayesian
probability theories to extract approximate ruldghwprobabilistic reasoningS{ezak
and Ziarko, 2003). Zhoet al. (2009) employed a rough set-badeaptimal rule
discovery method in mining rules that perform thepping between design attributes
and multiple dimensions of customer affections. Kheptimal rule discovery method
was applied to extract the most important rulesoating to the rule importance
measure, which is based on the rough set theoiyetSil. (2012) applied rough set
theory and association rule-mining techniques oweldping a Kansei knowledge
extraction system. The system primarily extractg &dributes from data sets using
rough set theory and then generates rules usingrpfgorithm. Apriori algorithm is

a classic association rule-mining algorithm. Itnfoifates rules by joining additional
attributes to the key attributes and select effectiules based on support and
confidence thresholds. The proposed approach wasdfwetter than conventional
Kansei approaches in data reduction with lower ui@atloss. However, these
approaches are limited to dealing with customeecibns in a binary classification
(e.g., ‘beauty or not’, and ‘luxurious or not’) arate incapable of measuring the

strength of customer affections.
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To acquire the ambiguous customer affections oflgets, customer evaluation
guestionnaires use multi-level rating scales, sashthe Likert and SD scales. As
mentioned in Section 2.2.1, ratings obtained frowm $urveys are ordinal data. As a
result, consideration of the ordinal propertiesco$tomer affections is important to
process the affective data. Zledial. (2009a, 2009b) employed the dominance-based
rough set (DRS) theory in affective rule mining &ese it can generate the
approximation of a set of ordinal data. GenerdllRS determines the approximations
of attributes with preference-ordered domains basedan outranking relationship
(Grecoet al, 2002, 1999). The DRS approach formulates roygdraximations of
unions of preference-ordered decision classescalppvard and downward unions.
Moreover, the DRS approach can induce decisiors futam the boundary regions of
the upward and downward unions according to outr@nkelationships. Compared
with the conventional rule-mining approaches, tieSDapproach is more suitable for
rule mining for affective design, as most rule-moniapproaches for affective design
are limited to handling discrete classes. HoweR&S requires a conversion of design
attributes from nominal to ordinal according toeggiry scores of attribute items (Zhai
et al, 2009a, 2009b). The category score is simply \@rage value of evaluation
ratings of design, including the particular itenmeTorder of attribute options may not
be sorted properly because design attributes yswhll not possess an explicit
preference order. The category score method ismaate in dealing with interactions
among attributes. Although the rough set approaam cope with the ambiguous
survey data for affective design using approximregjat is limited to the application
on categorical attributes only and cannot be usetkal with the rule-mining problems

that involve quantitative attributes without datéscdetisation. The discretisation
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process may cause loss of information in data detaddition, defining optimal

intervals to transfer a continuous attribute isiclift.

2.3.3 Grey theory

Grey theory is a technique used to model unceanathincomplete information (Deng,
1982). Grey theory defines situations with certamd fully known information as
white and those with no information as black. Giggrmation is the uncertain and

incomplete information that belongs to neither whbr black states.

Hsiao and Liu (2002) applied shape morphing and/ greediction GM(1,1)
model to study the relationships between desigribates and customer affections.
They proposed an improved grey prediction modehgishe Fourier series residual
correction. The grey prediction model integratethvai computer-aided design system
for the automatic design of the product form focamputer monitor design study
(Hsiao and Liu, 2002). However, GM(1,1) models caty handle a single attribute
and a first-order grey model (Lat al, 2005b). A grey prediction GM(1) model has
also been applied to show the relationship betwmestomer affection and design
attributes (Laiet al, 2005b). The model can handle uncertain and ipbeie
information effectively with very few data sets (g 1982). The grey prediction
technique is found suitable for affective desigrewhhe number of experimental data

sets is small (Laget al.2005b).
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2.3.4 Artificial neural network

ANN is a non-linear mapping mechanism inspiredhgy biological neural network of
human beings or other creatures (Priddy and Ke#@@5). The network consists of
simple processing units called neurons, which dpearaparallel. A large number of
neurons link to construct the ANN through weightmhnections. An ANN can be
trained to solve specific problems, such as pattecognition and data classification,
through a learning process by adjusting the valfeshe weights of connections
among the neurons. Back-propagation (BP) is thet ppopgular supervised learning
method for training multilayer neural networks (MNN BP adjusts the

interconnection weights to map the input and oufmiterns in the training process
using an error convergence technique, such asegriadescent algorithms. A trained

network produces the desired output based on tespmnding input patterns.

ANN has been applied in affective design becaugbeaif learning power on the
nonlinear properties. The MLNN model the nonlinealationships between design
attributes and customer affections for the desmjnsffice chairs (Hsiao and Huang,
2002), mobile phones (Lat al, 2005b), and form-colour matching (Leii al, 2006;
Lin et al, 2008). Generally, the architecture of an MLNNdwaloconsists of a three-
layered structure, including input layer, hiddegela and output layer, as shown in
Figure 2.3. BP is employed for the training of MeNN models. After the training,
the models can predict the perceptual values of aesign attribute settings. Chenh
al. (2003) adopted the radial basis function neuravokk (RBFNN) as an alternative
ANN to evaluate the multicultural factors for pratudesign and development. The
radial basis functions of the RBFNN are capableraepresenting a bell-shaped

distribution, and the RBFNN can model fuzzy relasiosimilar to fuzzy inference
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systems (Jang and Sun, 1993). Therefore, RBFNNguaie suitable for modelling tf
relationships in affect design, which normally ilwes a high degree of fuzzine

Chenet al. (2006) proposed a prototy system to model the relationships betw
design attributes and customer affections usingesafthal analys, as well as a
Kohonen selierganisine map (SOM) neural networkThe process requir less
training data of SOM neural networlbecause they perm unsupervised learnir
based on a nonlinealustering. The main advantage of the Althe development of
models through learning from data without requiripigor knowledge. Although

trained ANNpossibly ca provide an accurate prediction or cification, it is known
as a ‘black boxmodel from which meaningful knowledge is very ditfit to extrac

(Lai et al, 2005b; Yang and Shieh, 201
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Figure 2.3 Architecture of an ANNor affective desig

2.3.5 Fuzzy logic

Fuzzy logic cardeal with vague data similar the rough set theory. Fuzzy logic is
technique for reasoning fuzzy isstn the real world in matters of degree insteau
crisp mattersThis technique enabl the expression of concepts, especially listic

terms, as a degree of truth between 0 and 1 usimgyfmemberships, such
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triangular and trapezoidal memberships. Fuzzy |ldgis been applied in affective
design because customer affections of productBiary and uncertain. In other words,
the aesthetic judgment of a product depends oddlyese of customer preference. Lin
et al. (2007) proposed a fuzzy rule-based approach witlegree of support for the

rule weighting in a case study on mobile phonegtesihe fuzzy rule-based approach
is a comprehensible Mandeni-type fuzzy model tinalb&es users to define the values
of both design attributes (predictive variablesd amatings of customer affection

(decision attribute) as simple fuzzy membershipswvelver, this approach requires the

prior knowledge of experts to define the paramsettings of the fuzzy MFs.

Park and Han (2004) proposed a Takagi-Sugeno-KasK) fuzzy rule-based
approach for affective design. Their proposed agghoconsists of two processes,
namely, the subtractive clustering for the deteation of the parameters of fuzzy
membership functions (MFs) of input spaces andl¢hst-squares estimation for the
generation of local linear models. The parametéings of fuzzy MFs of the TSK
model are obtained from the results of clusteringlysis. This method helps reduce
errors compared with the conventional methods irckvithe parameter settings. The
sample data are grouped according to the similafityesign attributes (input space).
A fuzzy rule is formulated as a local model for leatuster in the fuzzy rule-based
model. The rule represents the specific affectigkationship of the corresponding
cluster of product samples. Generally, TSK modetwide more accurate predictions
than Mandeni models because TSK models formuldiestaorder linear model for
each rule consequent rule and produce a precisenuahoutput. The results of their
work demonstrate that the prediction performanceeieon TSK fuzzy rule-based

models is better than that of the conventionalesgjon models (Park and Han, 2004).
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2.3.6 Fuzzy analytic hierarchy process

AHP is a technique for multi-criteria decision nraiby organising criteria and
alternative solutions in a hierarchical structuBadty, 1990). To solve a complex
decision problem, the AHP decomposes the decisioblgm into a hierarchy of
measurable criteria that can be analysed indepégpddairwise comparisons of
alternative solutions are performed to evaluateptt@rities (weights) against each of
the criteria. Conventional AHP is unable to consideziness in the decision-making
process. By integrating the fuzzy set theory witHFA the fuzzy analytic hierarchy
process (FAHP) can represent the priorities anthgatof alternatives against the
criteria using fuzzy memberships in the pairwisenparison matrix. Mat al (2007)
the FAHP model to calculate fuzzy priorities ofmal choices and yields the favourite
choice from the alternatives. The introduction lbé tFAHP supports the decision-

making of product colour selection (M#al, 2007).

2.3.7 Hybrid artificial neural network and fuzzy logic@paches

The hybrid approaches of fuzzy logic and ANN conebihe capability of fuzzy logic
in the linguistic representation of knowledge ahd adaptive learning capability of
ANN for automatic generation and optimisation ofuazy inference system. The
hybrid approaches have been attempted in affed@sgggn of products. Fuzzy neural
networks have been introduced to establish theéioakhips between design attributes
and consumer affections (Hsiao and Tsai, 2005; &usl, 2000; Tsaiet al, 2006).
The fuzzy neural network utilises a series of otitpades of the ANN to emulate a
fuzzy membership grade of affection intensity amehtdetermines the aggregate value
of customer affection through defuzzification. Ainet NF model called neuro-fuzzy
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classification (NEFCLASS) has also been attemptedxtract ‘IF THEN' rules for
classifying a product design into either ‘High’ ‘tlow’ satisfaction (Akay and Kurt,
2009). The main feature of NEFCLASS s in its endestirule pruning mechanism,
which can construct accurate and comprehensibksi@lzation rules. The Adaptive
Neuro-Fuzzy Inference System (ANFIS) has been egpto generate nonlinear
customer satisfaction models based on market sutaéy for new product designs
(Kwong et al, 2009). The complex network structure of an ANBESed model can
possibly be decoded into a set of fuzzy rules (JA®93). Kwonget al. (2009)
proposed a rule-refining method to extract the iigant fuzzy rules from the trained
ANFIS-based model by determining the active rangemut membership values. The
ANFIS usually represents a global model with ayfubnnected network. Although
this design enables covering a whole range of ispate, redundant rules accompany
a surplus of node connections in the ANFIS-basedielmoANFIS-based models
usually suffer from high-dimensional problems beswathe number of fuzzy rules

increases exponentially with the number of varigble

2.3.8 Support vector machine

SVM are a relatively new machine learning technitprethe nonlinearly mapping of
high-dimensional data (Cortes and Vapnik, 1995; n\a@t al, 1996). SVM can be
applied for classification and regression in a #meproblem domain (Gunn, 1998),
especially pattern recognition (Byun and Lee, 2002k basic idea of the SVM is to
isolate the cases in different classes by constigiet linear separating hyperplane with
a maximum margin. For nonlinear problems, the SVlffgoms a transformation of

data based on kernel functions, such as polynonaiads radial basic functions. By
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applying kernel techniques, a nonlinear input sp&cetransformed to a high-

dimensional feature space that may be solved bijrtbar classifier of the SVM.

Shieh and Yang (2008) employed a fuzzy multi-cl888V to classify design
attribute settings into dimensions of customeraitems. The SVM applies a Gaussian
kernel as a fuzzy MF to deal with the nonlinearrelation among the design
attributes. The fuzzy multi-class SVM-based classi€omprises a set of one-versus-
one fuzzy SVMs for the pairwise classification andoting mechanism for the multi-
class decision making. The limitation of the fuZRYM model is that it requires a
time-consuming cross-validation process to detegrttie optimal parameter setting of
the Gaussian kernel. Yang and Shieh (2010) appliggbort vector regression (SVR)
to model the affective relationships for produatniodesign. The optimal parameter
setting of the SVR model is determined using a-cedled genetic algorithm (GA).
The SVR model has been shown to provide betterigireel performance than the BP

neural network model.

2.4 Optimisation for affective design

One of the main tasks of performing affective desig to determine the optimal
settings of design attributes for affective aspeaftgproducts to achieve maximum
customer satisfaction. If the optimisation focusagnvestigating the design utility for
a particular customer affection or product imagentthe problem is a single-objective
optimisation problem. The problem can be extended multi-objective optimisation

problem if several dimensions of customer affectioequire to be studied

simultaneously. Various optimisation techniquesgchsas linear programming and

nonlinear programming algorithms, GA, and simulagthealing, determine the
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optimal design attribute settings for the produhily design (Simpso, 2004). Some
of the optimisation techniques have also been eyeplan affective design (Chen and

Ko, 2009; Honget al, 2008; Hsiao and Liu, 2004; Yang and Shieh, 2010)

As mentioned in Section 2.2, Kansei statisticallys®s were widely used in
affective design. Various statistical regressiorihods have been applied to modelling
the relationships between customer affections asigd attributes. Aktar Demirtas
al. (2009) adopted a statistical regression methodnfodelling the relationship.
Linear programming and nonlinear programming athons are applied to solve the
optimisation model developed based the regressppnoach and obtain the optimal

design attribute settings.

An alternative approach for design optimisatioased on heuristic algorithms,
such as GAs and simulated annealing. GA is a sstichand effective optimisation
technique to search for near-optimal solutions Vfarious problems of engineering
design (Saridakis and Dentsoras, 2008). GAs haea la@plied in various areas of
product design, such as product portfolio plann{do et al, 2007), interactive
generative design (Kim and Cho, 2000; Yanagisawd &okuda, 2005), and
optimisation of affective design (Hsiao and Liu,020 Hsiao and Tsai, 2005; Jiab
al., 2008; Yang and Shieh, 2010). There are two maasons why GAs are suitable
for solving optimisation problems for affective dgs(Jiaoet al, 2008). First, discrete
variables are commonly used in affective design.m@ared with traditional
optimisation techniques, GAs perform better in s@vcombinatorial optimisation
problems that involve discrete attributes (J&al, 2007). Second, the optimisation
problems of affective design are different from mamnoblems of engineering design
in which optimal solutions exist. A real optimallsion is difficult to obtain in

affective design. Outliers commonly exist in sunagta, and information is little at
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the conceptual design stage. Existing methods ffectave design have difficulty in
developing a highly accurate optimisation moded #rey are limited to provide only
an approximation of the relationships between custaaffection and design elements.
Although GAs are limited to yield near-optimal sidms, they are effective in
obtaining the best solution under the circumstandésreover, GAs offer greater
compatibility with different models, whether theseastatistical, rule-based, or ‘black-

box’ models (Saridakis and Dentsoras, 2008).

2.5 Concluding Remarks

This chapter reviews the previous studies on camwesl and computational
intelligence approaches as well as the literataréhe optimisation for affective design.

Some observations from the literature review arlbons.

First, previous studies in affective design attesdpto use both rule-based and
model-based approaches. Rule-based and model-lzggedaches have their own
strengths and weaknesses in knowledge representati modelling the relationships
between customer affection and design attributesveder, no previous studies were
found regarding the combination of rule-based anddehbased approaches to
affective design, such that the strengths of the @approaches could be of best use in

performing affective design.

Second, the rules generated by rule-mining appesachn help designers easily
understand the relationships between customertiaifeand design attributes. The rule
mining for affective design has two main kinds ppeoaches, i.e., binary and multi-

level classifications. The binary classificatiorpegach investigates whether a design
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attribute setting belongs to an affective dimensiomot (Jiacet al. 2005; Nagamachi
et al, 2006; Akay and Kurt, 2009). The multi-level clifisstion approach considers
the levels of customer affections, which are suedeysing five- or seven- point rating
scales. Multi-level classification rules can pravichore information about affective
design compared with the binary classification sul€onsidering the ambiguity of
survey data, the DRS-based rule mining generat@somimnate rules and better
considers the interaction of multi-level problents fffective design (Zhaet al,
2009a, 2009b). However, the rule-mining approachentioned above mainly
generate rules for the classification of affectidesign, and they cannot well support
the optimisation of affective design. In the desgptimisation process, designers are
interested in rules that can indicate the kinddexdign attributes, values, and patterns
that are both desirable and undesirable for maxmgisustomer affection. However,
previous studies do not consider interestingnesale$ for affective design. Moreover,
both the categorical and quantitative attributesammonly used in affective design.
Most rule-mining approaches in previous studies hn@ited to dealing with
categorical attributes, and they cannot handle douantitative attributes with

continuous values.

Third, the hybrid approaches of fuzzy logic and AldN capable of modelling
affective relationships. NF models can deal with thzziness of affective and design
data sets and can model the relationships betwastoroer affections and design
attributes from the data sets. ANFIS is a populemibdel used in previous studies on
affective design. However, ANFIS cannot effectivendle problems that involve a
number of attributes and fuzzy MFs (Kasabov, 20072&) ANFIS forms a fully
structured network to represent a global model, AINFIS structure consists of

numerous redundant hidden nodes. To model the ta#ecelationships, a large
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number of fuzzy MFs may be involved in the formidatof an ANFIS-based model
because one MF is required to represent each optioategorical attributes. Thus, the
structure of the ANFIS-based models becomes vemyptex. This complexity may

lead to a very long computation time for trainirge tmodel or even failure of the

training.

Forth, the optimisation problem of affective desigan a combinatorial
optimisation problem in which each design of pradwan be expressed as an attribute
setting. GA has been adopted as an effective tqubnio search for a near-optimal
attribute setting from various combinations ofibtite options in the previous studies
of affective design. Moreover, the objective fuons of the optimisation problems for
affective design generally are non-linear. Thigdeamakes the optimisation problems
of affective design different from other optimigati problems which underly
parametric and explicit mathematical models. Reggré combinatorial problem of
maximising customer satisfaction, searching foroptimal attribute setting based on
arbitrary combination may generate an impossibleundesirable design solution
(Krishnan and Ulrich, 2001). Previous studies opémattribute settings using typical
GAs that are difficult to prevent arbitrary comiina, and it is necessary to develop a

better optimisation approach for affective design.
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Chapter 3 Research Methodology

In this research, the proposed methodology forctffe design mainly involves the
processes of market survey, rule mining, affectalationship modelling, and design

optimisation. Figure 3.2 shows the proposed metlogydor the affective design.

In the proposed methodology, a specific type ofipots needs to be defined first,
and samples of the defined product category shbaldtollected. Common design
attributes are then identified from the collectadduct samples. Design attributes
commonly involve categorical and quantitative typ@&ke ranges of quantitative
attributes can be obtained by measuring the cellesamples or as defined by users.
For categorical attributes, morphological analysiadopted to create a design table by
emulating the possible options of attributes. Fwstance, the shape of a product
feature can be round, square, rectangle, etc. A design can be generated by

combining the options of different design attritsute

Acquiring customer affections towards product degigquires a market survey.
In the survey, survey respondents are requirecodd kat the graphics of product
aesthetics and then rate their customer affecowvards the affective design of the
product samples. The SD method (Osgaeidal, 1971) is adopted to measure
customer affections towards products. The SD smalebe a five- or seven-point scale
with a pair of affective words. Figure 3.1 showtemplate of survey questionnaires

for affective design using a SD scale.
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Figure 3.1 A template of questionnaires for affextiesign
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Figure 3.2 Proposed methodology for affective desigproducts

On the other hand, the design attributes to beeduteed to be defined and the
settings of the design attributes of the produchas are measured and recorded.
Then, the measured data and survey data are usieel pmocess of modelling affective

relationships. Since the relationships betweenooost affections and design attributes
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are ambiguous, and highly non-linear, neural-fu@g¥) approach is introduced to
modelling the relationships because it has goodluéity of handling ambiguous data,
modelling non-linear systems, and linguistic repre¢ation of knowledge. However,
there is a shortcoming of NF models. Typical NF misd such as ANFIS, are
incapable of handling the problems which involvarge number of attributes. In this
study, a dynamic NF approach is introduced to miodgethe affective relationships.
The NF models generated based on the approaclessecbmplex and able to deal
with a large number of design attributes. The atlyor of the dynamic NF approach is

described in Section 4.3.

Both the measured data and survey data are algb insthe process of rule
mining. The purpose of the rule mining is to acgudesign knowledge from data sets
in order to provide designers with a better undeding of the relationships between
customer affections and design attributes. Acqudesign knowledge is expressed in
‘IF-THEN’ rules which are comprehensible and prgsdore. The rules can act as
guidelines for designers to determine appropria@gh attribute settings for affective
design (Saridakis and Dentsoras, 2008). In contoatite association rule and rough
set mining used in the previous studies of affectiesign, the rule-mining approach
proposed in this research considers the rule-mipiredplem as a rule optimisation
problem. A MOGA-based rule-mining model is proposedind the best rule set that
represents knowledge of an affective design probl&ime proposed rule-mining
approach enables more rule criteria to be congiderethe rule optimisation. The
approach is also flexible to handle different typésattributes and able to overcome
the weakness of association rule and rough setnmiapproaches in dealing with
numerical attributes. MOGA is adopted to perforrmaust rule mining and appropriate
rules is introduced to the rule-mining model totéeteal with ambiguous and non-

34



Chapter 3 Research Methodology

linear affective relationships. The design of th©®A-based rule-mining model is

described in Section 4.2.

After the modelling of affective relationships atite rule-mining process, the
generated NF models and rules can be used to fatenaldesign optimisation model.
The design optimisation process is aimed to detentihe optimal design attribute
settings of products for maximising customer affectatisfaction. A guided search
GA-based design optimisation approach is proposethis study which employs a
dynamic NF model (model-based) and appropriatesrislde-based) for reasoning and
solving the design optimisation problem. GA has dy@ompatibility with different
models regardless of rule-based or model-baseddékss and Dentsoras, 2008). It is
also effective and reliable for solving combinaaboptimisation problems (Jiaet al,
2007). Figure 3.3 shows the processes of formuydtie design optimisation model.

Details of the design optimisation model are désctiin Section 4.4.

Before conducting the design optimisation, valiolatof the trained dynamic NF
models and the generated design rules need torfmped. The dynamic NF model
selected for formulating the optimisation modekégjuired to have minimum errors
and a good generalisation. Rule validation is atgoortant to avoid using conflicting
rules in defining constraints and search guidesidiers can evaluate, and refine the
rule sets using their expert knowledge. After thedei and rule validations, the
chromosome encoding, objective function, constsaisearch guides and parameter
settings of GA are determined and the optimisatioodel can be formulated. The
model needs to be verified by evaluating of the Gvergence results. After the

verification, the optimisation problem is solved the GA and optimal settings of
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design attributes for affective design can be deitsed. The details of the design and

development of the system are described in Chdpter

Trained Generated
model
Define target affective Validate accuracy and Validate confidence
dimension and value generation of model and conflict of rule set

| Formulate —— — | = — Y
| optimisation Designchromosom v Divide the rule setinto |:
' model encoding _ o positive and negative rules‘:
i 3 Define objective e i
i Determine GA function Define constraints i
i parameter settings and search guides i

Verify the
v optimisation model
Run GA and solve the T

optimisation problem

l

Recommended settings of
design attributes

Figure 3.3 Formulation of design optimisation model
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Chapter 4 Design and Development of an Intelligent System foBSupporting

Affective Design

This chapter describes the design and developnighearchitecture of the proposed
intelligent system for supporting affective desigrhe architecture includes three
models, namely, a MOGA-based rule-mining model,yaathic NF model, and a

design optimisation model.

4.1 Architecture of the intelligent system

Figure 4.1 shows the architecture of the proposeelligent system for supporting
knowledge discovery and optimisation in the affestidesign of products. The
proposed system mainly contains three models: a M®&ed rule-mining model, a
dynamic NF model, and a design optimisation mod@ké rule-mining model aims to
search for the preferred design patterns globafingta MOGA approach. The
preferred design patterns can be used as infemehes for classifying the levels of
customer affection approximately using a rule-basggtem. The dynamic NF model
aims to develop prediction models for relating gesattributes and customer affection
using a Dynamic Evolving Neuro-Fuzzy System (DENF#pproach. The design
optimisation model is used to search for the ogtitlesign attribute settings using the
generated rules and models. The mined rules am tasguide the search, and the
developed NF model is used to predict the custaffections of candidate solutions.

The next sections describe the details of individuadels.
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Figure 4.1 Architecture of the proposed intelligeygtem

4.2 Multi-objective genetic algorithm based rule-miningmodel

A novel two-stage rule-mining approach to affectidesign based on MOGA is
proposed. The concepts of preference order andzipmaite rule are adopted to deal
with the ordinal nature and ambiguous relation$iwitffective data, respectively. The
approach is designed to generate rules that cagrndiee the lower and upper
approximations of customer affections induced bsigle patterns. The detailed design

of the MOGA and the process of rule generatiordaseribed as follows.

38



Chapter 4 Design and Development of an Intelligent Syster@upporting Affective Design

4.2.1 Rule mining for affective design

Rule mining for affective design of products invedvthe extraction of informative

patterns, which describe the relationships betwaesign attributes and customer
affection from raw data sets of market surveys thedtranslation of the patterns into
decision rules. Similar to the association ruleellalkansei mining system proposed by
Jiaoet al (2006), the proposed approach takes advantatlpe afse of raw data sets of
market surveys in the rule-mining process. By tngataw data, it avoids information

loss caused by the use of average values in caomahtKansei statistical analyses

(Aktar Demirtaset al, 2009).

As customer affections towards affective design aveays ambiguous, a rule-
mining method was developed in this research teigde approximate rules. Different
from crisp rules, design patterns induce approxemates to admit the estimation of
lower and upper limits of ambiguous customer aitect The proposed rule-mining
approach is more appropriate in dealing with amiigudata sets. The difference
between the lower and upper limits reflects thecréigancy or inconsistency of

customer feelings.

As customer evaluation surveys typically use the s8Ble, the collected rating
scores of customer affections are ordinal. The ephpreference order adopted in the
current research represents the outranking reldtiothe ordinal ratings of customer
affections (Zhaket al, 2009b). As an example, consider an SD scale icomggthree
rating levels, namely, ‘simple’, ‘normal’, and ‘c@bex’ for evaluating a product
design. ‘Simple’ outranks ‘normal’, and ‘normal’ toanks ‘complex’ if a respondent
prefers a simpler design and vice versa. Convealtiorulti-class mining techniques

are not suitable because the ratings are assumserkid and independent values. To
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represent the outranking relation, the design @&f pnoposed rule-mining method
enables the computation of the ratings based oonusets instead of discrete levels.
Aside from rule accuracy and comprehensibilityadditional criterion was introduced

to rationalise the outranking relation that existsustomer evaluation data.

In the present study, the structure of an approténmale is based on the ‘IF-
THEN’ rule. The rule antecedent (IF-part) descritbe settings of the design
attributes. Every design attribute is defined armula condition. Rule consequence
refers to a decision attribute, in which it is partarly defined for approximating the
customer affectiony . Given that a design profile frequently combinesegorical
attributes with quantitative attributes, the depeld method should be able to deal
with the two kinds of design attributes simultarglgu A chromosome-encoding
scheme was proposed to deal with the two kinds toifbates, determine the
approximations, and represent an approximate fLie. details of the scheme are

described in Section 4.2.4. An approximate rulelzaexpressed as follows:

RuleR:IF A, € x,; A AAp € xp; NAy € [vEOVeT, 1, PPT

a T AN A €

[véower' vgpper], THEN v Op v, with W(R) and CF(R)

whereA, and4, denote thepth categorical attribute angth quantitative attribute,
respectively, fom = {1,2,---,P} andq = {1,2,---,Q}, P andQ are the number of
categorical and quantitative attributes, respeltivg, representéth item of thepth

categorical attribute, fdr= {1,2,-,L,}, vl°"¢" andv;*?*"

q are the lower and upper

values ofgth quantitative attributeQp is a relational operator (eithgror >), v is the

approximation of customer affectiop, is the level of customer affection in an SD or
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Likert scalew g is the weight of the single rule, a6d, is the confidence factor of

the single rule.

4.2.2 MOGA for rule mining

The process of rule mining involves two procedureke evaluation and rule selection.
The process can be considered as an optimisatairigon that aims to find the best
rules according to the criteria of rule mining. ®GAsed data mining has been
attempted in the area of knowledge discovery (dglésiaet al, 2003) because it has
the advantages of the population-based searchutmemate rule candidates as well as
optimises the rule set. The fittest rules are rexerin the final population, whereas
trivial rules are discarded in the evolution by lgpm an elitist GA. Applying GA to
rule mining is deemed valuable for its robustnesgdarforming a global search in rule
space compared with traditional optimisation teghes that perform local search
(Freitas, 2002). Moreover, GAs can integrate witteo rule-mining techniques, such
as association rules (Yaat al, 2009). However, various criteria of rule miniage
common in rule evaluation. For example, accuraogfidence and support are typical
criteria used in rule mining. However, a rule-mgpiproblem frequently encounters a
trade-off among the multiple criteria of rule migjrsuch as the trade-off between rule
accuracy and comprehensibility (Ghosh and Nath4R0Do deal with such multiple
criteria trade-off problems, MOGAs are considerébriak et al, 2006). Most
MOGASs apply Pareto-ranking techniques and obtaioradominated solution set of a
multi-objective optimisation problem. Therefore,tire present research, the proposed
MOGA-based rule-mining method can find a set ofiropt trade-offs (a non-

dominated solution set) based on several critdriaule mining. MOGAs have been

41



Chapter 4 Design and Development of an Intelligent Syster@upporting Affective Design

adopted in mining association rules (Ghosh and N2@04) and classification rules
(Dehuri et al, 2008; Kaya, 2010). Ghoskt al. (2004) employ a MOGA for

association rule mining based on the three critefieule quality, namely, predictive
accuracy, comprehensibility, and interestingnessayaK (2010) developed an
autonomous classifier using MOGA and applied thierga of classification accuracy,
average support, and understandability for clasgibn rule mining. The use of
MOGAs in rule mining can overcome the difficulty sffecifying user-defined support
and confidence thresholds. In traditional assammtrule mining, MOGAs can

determine the fittest rules with yielding maximuateraccuracy (Yaet al, 2009).

To obtain knowledge about the affective design obdpcts, the proposed
MOGA-based rule-mining model was developed withtipalar attention to the
relationships between design attributes and custafiections. Fast non-dominated
sorting GA (NSGA-11), one type of MOGAS, is usedtiis research (Deét al, 2002).
NSGA-Il is an effective algorithm that performs elitist approach and a fast-sorting
algorithm to rank individuals into the Pareto frmnThis well-known MOGA is used
as a benchmark of MOGAs (Dehwati al, 2008). According to Coello (2006), NSGA-
Il has higher computational efficiency than othe©®As, such as strength Pareto
evolutionary algorithm and Pareto Archive EvolutiBtrategy. NSGA-II can maintain
good diversity along the Pareto optimal front usiligtance tournament selection and
by measuring the crowding distance between eadhidhul and its neighbours. This
capability enables higher priority in selectingslesowded non-dominated solutions to
the non-dominated set of the next generation, thaisitaining an even distribution of
solutions along the Pareto optimal front. NSGAdkheen applied in association rule
mining (de la Iglesiat al, 2003). For approximate rule mining, the NSGAsdin be

employed to simultaneously consider the accuraayprehensibility, and definability
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of approximate rules. Generally, MOGAs require leigbomputational time compared
with traditional single-objective GA. To improvestiperformance of MOGAs, a two-
stage MOGA-based rule-mining approach is proposetthis study. Individual rules
can be generated expeditiously using a simple chsome design at the first stage of

rule mining, and entire rule sets are refined atsthcond stage of rule mining.

4.2.3 Encoding of attributes

A chromosome-encoding scheme was proposed to mespres solution of an
approximate rule for affective design. The proposeddeme can represent a solution
that involves both categorical and quantitativelaites, as affective design commonly
involves the two kinds of design attributes. Thbeesue enables the determination of
lower and upper approximations of customer affectionduced by the design

attributes to form approximate rules.

(a) Categorical and quantitative attributes

GA can deal with problems that involve both categdrand quantitative attributes. In
this study, a category attribute is encoded usitg &ector, as shown in Figure 4.2.
Each bit of the bit vector represents an optionthedf categorical attribute. When
categorical attributedy,, contains., items, it can be translated to a veatath L, bits.

Thelth item is the setting of the attribute if thle bit is 1.
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p.Lp

Figure 4.2 Encoding scheme for the categoricabaiti (GenexXp)

A guantitative attribute can be represented byloeer and upper limits of its
domain interval, §/°¥¢", v,*7°"]. For each quantitative attribute, two real nunsber

store the interval limits in a chromosome, as showigure 4.3.

lower upper
Vq Yq

Real number| Real number
1 2

Figure 4.3 Encoding scheme for the quantitativebatte (Genexy)

(b) Decision attributes

According to previous works, a decision attribua@ e either included or excluded in
the chromosome design. Dehuwet al. (2008) employed an elitist multi-objective
genetic algorithm in classification rule mining. threir work, a chromosome structure
without a genome representing rule decision was,usech that the mining process
was repeated in each decision class to obtainiohgal solutions. The solutions of all
decision classes were then gathered to becomeitiososet of the multi-class problem.
Although this method ensures that a global solutian be found, it requires large

computational cost and time. An alternative methedo include a genome for
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representing the rule decision in the chromosonay@<2010). The main advantage of
the alternative method is that the decision cldsh® rules can be determined using

MOGA in a single run.

In the current research, two values of decisiomibaties are required to be
determined. A genome is applied to represent ssibecattribute in the chromosome,
such that the values of the decision attribute lmarfound automatically in the rule-
mining process. The genome, representing the redésidn, consists of a binary bit
and a real number that denote the relational oper@p, and the approximate value,

w,, respectively, as shown in Figure 4.4. The appnakion of customer affectiony,
is determined by comparing it with customer affecfy,, of raw data instancéduring

the rule-mining process. The relational oper&pris used to classify a rule to express
either the lower or the upper union of the outragkielationships. If the bit dDp is

encoded to 1, the relationship is definedyasy, i.e.,y =

min’ *

¥, _p Y, and the
upper limit,*PPe"  will be found. The bit oDpis 0 to find the lower limityower,

and it represents the relationshipyok v, e,y =y, +y, . and

’ l'”max ' l//min !

Yomae @€ the minimum and maximum levels in respongeedSD scale for collecting

customer affection, respectively.

Op Y

<or> | Real number

Figure 4.4 Encoding scheme for the quantitativebatte (Gene)
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4.2.4 Two-stage rule mining

Based on the encoding scheme of a GA population;b&#d rule mining can be
categorised into two groups: the Michigan and Buttgh approaches (Freitas, 2003).
In the Michigan approach, each chromosome of tipeilation represents a single rule
as part of a candidate solution (Dehetrial, 2008). In the Pittsburgh approach, each
chromosome represents a set of rules as an emtm@idate solution. The former
approach is effective in implementing GA rule moniThe latter approach is more
complicated and takes longer computational time,ibis better than the former in

finding solutions when considering rule interaction

In this research, the proposed two-stage rule-rgirpproach captures the
advantages of both the Michigan and the Pittsbaggtroaches. Figure 4.5 shows the
two-stage rule mining using MOGA for affective dgsi The first stage of rule mining
aims at promptly generating a set of individuaesulising the Michigan approach, and
the second stage refines the entire rule set basdide Pittsburgh approach. The rules
obtained from the first stage are used to initihterule sets at the second stage of rule
mining. At the second stage, an initial populattam be generated, which is close to
the optimal solution of the rule set. First, theigi#s of the rules are set randomly to
maintain the diversity of the initial populationhdn, the genes representing rule
attributes are further varied by mutations, sudt the global search can persist. The
method can help reduce the computational time lefmining based on the Pittsburgh
approach and maintain a global search for an opsoiation. The two-stage approach
is more effective in generating rule sets considgthe rule interaction compared with

the Pittsburgh approach with random initialisation.
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Figure 4.5 Two-stage MOGA-based rule mining foeefive design

Regarding the chromosome design of the two-stag&based rule mining at
the first stage, a chromosome consists of genomesategorical, quantitative, and
decision attributes, and an additional genome feeteof activation flags, as shown in
Figure 4.6. As the number of design attributesssally predefined in an affective
design study, a fixed-length chromosome is seletesghcode a rule in the proposed
rule-mining approach. The binary activation flagsandag, are used to achieve the
variable-length rule mining with the fixed-lengthhromosome, such that the
involvement of rule conditions and the length dércan be controlled. In other words,

the number of activation flags is set as the nunebeesign attributes.
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Figure 4.6 Chromosome structure at the first stdgale mining

At the second stage of rule mining, MOGA is alspligal, but it aims to optimise
a rule set instead of mining individual rules. T¢tfeomosome structure divides into
two parts to represent a set of weights and afsedwidual rules. Each rul&,,, is
associated with a weighy,,,, wherem = {1,2,:--, M}, andM is the total number of
rules. The range o#,, is between 0 and 1. In this research, the weightsthe set of
rules are encoded in a fixed-length chromosome. flinetion of a weight is to
determine the activation and the significance ef¢hrresponding rule. A rul@,,, is
selected as an activated ruke, if its weight,w,,, is greater than the user-defined
thresholdr. Otherwise, the rule is excluded from the rule 3&ke value ot can be

defined between 0 and 1.

A chain of the chromosomes of individual rules esgnts the rule set. This chain
has the same encoding scheme of chromosomes as dhdke first stage of rule
mining. The chromosome design enables the furéf@amement of the internal values
of the rules. The size of the rule skt, is determined by the number of single rules
generated at the first stage of rule mining. Figuieshows the chromosome structure

at the second stage of rule mining.
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Figure 4.7 Chromosome structure at the second stfagi#e mining

4.2.5 Crossover and mutation operations for categorisdlcquantitative attributes

The chromosome design of the proposed rule-minppgaach combines binary with
real-coded genes. Binary bits represent the addivdlags and categorical attributes,
whereas the weights and quantitative attributeseas®oded using real numbers in a
chromosome. Thus, two different genetic operataes raquired for crossover and
mutation of the two types of data. A two-point @@ger operator and a bitwise
mutation operator, as shown in Figures 4.8 andrédhectively, are used to deal with
the binary-coded partsy,, a,, and Gene X,, . Simulated binary crossover and
polynomial mutation (Agrawakt al, 1995; Debet al, 2002) are adopted for the
genetic operation of the real-coded pafisze X,;, GeneY, andw,,. The simulated
binary crossover performs an arithmetic crossovién @& random distribution fodth

real number. It is given as follows:
1
Cl1d = 5 [(1 —{a)Pra + (1 + (d)l’z,d] 1)

1
C2a =5 [(1+ ¢)Ppra + (1 —C)P2al (2
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where ¢; 4 and ¢, 4 are the values of the new children fdth real number,
P14 and p, 4 are the values of the selected parents,{ansl generated with a random

numberé,; between [0, 1] and is given as follows:

{y = (zfd)nc%, if0<§;<0.5 (3)

1
(d = 1 lf fd > 0.5 (4)

[2(1 - §DPnett

wherer, is a distribution index that determines the deerabf the children from their

parents.

[o[o]oo|[1]o]o]0o[0] tofofofolo|o[0ofol0]

[1[1]o[1{olofolo]1] (1[1]o[1[4Telo[o[1]

Figure 4.8 Two-point crossover operator for theabyacoded part

(1]o[1lojofofof1]0] =———> [1]0[0[1]0]0[0][0O]O]

Figure 4.9 Bitwise mutation operator for the biraoged part

The polynomial mutation enables a global searchther quantitative attributes

using GA. It is given as follows:
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ca =Pa+ A = A7")84 (5)

wherec, andp, are the child and parent of théh real number, respectively,””"

lower

andA,; " are the upper and lower bounds, respectively,dgrid the changing rate

derived from a polynomial distribution and is defihas follows:

1

8= (&) T —1, ifé; <05 (6)

1

8g =1—[2(1 — p)m*L, if ug =05 (7)

wheren,, IS a mutation distribution index.

4.2.6 Objective functions

The formulation of objective functions, also callgmhess functions, is an important
process in applying MOGA. Rule-mining problems freqtly involve multi-

objectives while considering various criteria ofermining. Accuracy is a fundamental
criterion for measuring rule quality in rule mining generated rule is also required to
make it understandable and interesting to the (Géiosh and Nath, 2004). As a
complex rule is difficult to understand, the idéaigth of a rule is about two or three
conditions in the rule antecedent (Freitas, 2082good rule should consider user
interest. Users usually hope to discover unexpektenvledge from the rules. As a
result, a rule-mining problem can be considered watitabjective optimisation

problem in which the accuracy, comprehensibilityd anterestingness of rules are

investigated.
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Rule mining is typically searches frequent exampfiles the data. Confidence is
used to measure the rule accuracy by estimatingoéneentage of the number of
examples in data sets that fulfil the rule condsi@r statements. The confidence of a
single rule is defined as follows:

IXUY]|

Conf(R) = IX]

(8)

where | X U Y| is the number of examples satisfying the statenwnboth rule
antecedentX, and rule consequencé, and|X| is the number of examples satisfying

the rule antecedent only.

The accuracy of a rule set can be estimated byveeall accuracy of the rule
interaction. A rule set§ is used to classify an exampeand it yields an aggregate
decision, y, , which is defined by its lower approximatiomffwer and upper
approximation,y,PP¢" . Figure 4.10 shows an example of the formationaaf
aggregate decision. The valueswgf‘”erandl//zpperare determined using a weighted
voting based on the weighted confidence of allvattid rules in the rule s& For
rules having the samg for wrower the sum of the weighted confidence of those rules

is computed as

|Ra L

For VR, € Re: /'™ =y, Vote(y'?We" = y,) = Z Wre) X CFry 1)

(9)

WhereVote(z//fq"W” = y,) donates the magnitude of choosing the lexelas the
aggregate decisio,milower, |Ra,L| refers to the number of rules that are activatedl a

contains the decision gf°we" = 7 andCF(RaL) is the confidence factor of the rule.
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The winner class o,f/fq"wer is then determined by finding the levgl, which has

the maximunfote(y'0¥¢" = y,)]. The overall decision af“PP*" is determined by

the same voting method.

The weighted confidence is introduced at the secsiade of rule mining for
better consideration of the rule interactions. TWesghts of rules are the parameters
encoded in the chromosome. They are randomly lisgi@ and then optimised by the
MOGA. The results reflect the importance of a stnglle and control the interactions
of the rules within a rule set. The confidencedestindicate the accuracy of the single
rules. The confidence factor of each rule is compuduring the evaluation of the
objective functions of the children solutions. Aerwith high confidence is sometimes
specified for particular cases, but it lacks gelsafon. A generalised rule often
covers more cases and has a higher support rateedsuiconfidence. The weighted

confidence can balance the specificity and the rgdisation of the rules in the rule set.

The rule seSis tested by comparing the resulting approximatiath the actual
affective ratingy,, of data instanck i.e., Sis true for the data instanteif z//fq"wer <

yi < yyPPeT. The accuracy of a rule set is defined as follows:

Number of truly classified data instances
Acc(S) = , (10)
Number of data instances
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Figure 4.10 Example of the formation of an aggregkcision from approximate rules

Comprehensibility indicates the simplicity of th@e structure. The complexity
of a rule increases when the number of attributékeorule increases. The complexity

of a rule is defined as follows:
Cmplx(R) = Number of attributes included in rule R (11)
whereCmplx(R) > 1.

As aforementioned, a set of activation flags cdsttbe length of a rule in the
chromosome-encoding scheme. The complexity of @isummeasured by counting the
number of positive flags at the first stage of mgi At the second stage, only
activated rules, are included in a rule set if their weights areager than their
threshold;r. The complexity of a rule set can then be defiagd

|Rq|

Cmplx(S) = |R,| + Z Cmplx(R,) (12)

whereCmplx(S) > 1.
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The comprehensibility of the rule setan be defined as follows:

1
Comp(S) = m (13)

Users are interested in a rule if it can indicat@artant information and if it has
high confidence (Ghosh and Nath, 2004). The intergsess of a ruldnt(R), can be

defined as follows:

Int(R) =

(14)

XUyl |XuY| ( IXUY| )
X

[X| |Y] ~ Number of examples

In addition, interestingness indicates the defilitgtnf approximate rules. As the
decision of approximate rules is defined in terrhtower and upper approximations,
the decision value is indefinite or roughly defilmhf the lower and upper
approximations are not equal. A decision with aéhddference between the lower and
upper approximations may be indefinite, and the mhy be too rough and trivial for
further use. The definability of a rule is measubgdthe extent of the approximation,

which can be defined as

Ay = y"PPer —y .+ 1, for arule determining y"PP¢" (15)

Ay =y, — w'oWer + 1, for a rule determining y'°we" (16)
Ay —y .

Def(R) =1-— VT Vinin 17)

max l//min

Definability can be measured with the extent ofraggte approximatiody,,

which is given by

AV/A — l//zpper _ fqower +1 (18)
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The definability of the approximation can be defirses

A\VA B \llmin

Def(v,) =1~ (19)

\llmax - \Vmin

The definability of a rule s can be measured using the averagﬁ(y/A) for

all examples within the data set. It is definedadi®ws:

1 n
Def(S) == % ) Def(y,) (20)
=1

wheren represents the number of data within the data a@ed,Def(y,), is the

Def(w,), which is obtained when data instahézclassified by the rule sét

To summarise, the objective function of extractindividual rules at the first
stage of rule mining is tonaximis¢ Conf (R); Int(R); Def(R)}, and the objective
function of refining the rule set at the second gstais to

maximisé Acc(S); Comp(S); Def(S)}.

The basic goal is to provide reliable and valuageision support information for
affective design. The accuracy and definabilityrolies have a higher priority than
comprehensibility in this study. However, thereaidrade-off between accuracy and
definability of rules. Users are required to coesithe balance between accuracy and

definability when the optimal rules are selectemhfra Pareto optimal solution set.

4.3 Dynamic neuro-fuzzy model

In this research, a dynamic NF approach is propdsedodel the relationships

between design attributes and customer affectienmsyua modified DENFIS. Figure
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411 shows the architecture of tldynamic NFmodel for affective desi¢. The
DENFISbased model enables fast incremental learning bplyiag evolving
clustering method (ECM) and recursive least squéiRlsS). For affective desigr
DENFIS ismodified by applying RLS wil thevariable forgetting factor, such that 1
modified DENFIS can effectively generate new predic modelsby updating data

sets.
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Figure 411 A dynamic NF moddor affective desig

4.3.1 Dynamic evolving neur-fuzzy inference system

DENFIS is a TSKNF model with local generalisatidior modelling dynamic effect
and predicting timeseriesproblems(Kasabov and Qun Song, 2002; Kasz et al,
2008). DENFIS is a fasand accurate algorithm for both online and offllearning
comparedwith other populaNF models, such as ANFIANFIS is also a TSKNF
model, but its fixed structure hinders it from adaptingniew data sets. In additic
ANFIS cannot be used for highmensional problems (Kasabov, 2007as the
complexity of ANFIS models typically grows exponiailyy with the number of inpt

attributes. The number of rule nodes generatednirABFIS structure is equal to
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1'[§=1 Nyr,j, WhereNyg; donates the number of MF fgth attribute, and is the

number of input attributes of the NF model. Fotanse, the ANFIS structure contains
6,561 (=3) rule nodes if there are eight attributes, ancheattribute contains three
MFs. Too many attributes and MFs cause difficulty domputation because of
insufficient machine memory (Zadeh and Berkeley0130 In contrast, DENFIS can
generate a streamlined model. A reasonable nunilfezzy rule-based models can be
created according to the dynamic clustering of irgpaces using ECM. Thus, several

local models can address the problem domain

The ECM is a fast and one-pass online incrememtatering algorithm used in
DENFIS (Kasabov and Qun Song, 2002; Kasabov, 200#® method partitions the
data points into clusters, which are specifiedHm/ ¢entres and the radii. The number
of clusters created by ECM is self-determined atiogy to a threshold valu®y,, .
The parameter controls the maximum distance betaweatata point of a cluster and the
cluster centre, and acts as a constraint for upglatie radii of the clusters. In the
clustering process, the ECM starts with initialgsitne first clusterC;, with the first
data pointZ; i.e.,K = 1, whereK is the number of clusters created by ECM. When a
new data instanceZ,, is presented, its distance to the cluster cenfreof each
existing cluster(,, is computed, wherke = 1,2, ..., K. Hence, the distand®’ between
dataZ, and its closest clustér is found. The new point belongs to the clusterand
no update occurs fd?’'< r', wherer’ denotes the current radius of the cluster
Otherwise, ifD' < D, the centre¢’, and radiusr’, of the closest clustet’ are
updated (Kasabov and Qun Song, 2002). If not, a clester,Cx, 1, iS created at the
data pointZ,, such thak = K + 1. Thus, online data can be dynamically grouped by
applying the ECM. This step facilitates the formiala of the optimal number of local

models for modelling substantial data effectively.
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A fuzzy rule-based model is created for each ctustiéer determining the
partitions of the input space by the clusteringcpes. A fuzzy rule-based model
consists of fuzzy numbers of input attributes ia thle antecedent and a TSK first-
order model in the rule consequent. The form ofzyurule-based models can be
expressed as follows:

I( IF x; is MF;; and x; is MF,; and ...and x; is MF;; THEN y is fl(xl,xz, ...,x])
4 IF x; is MF;, and x; is MF,, and ...and x; is MFj, THEN y is f, (xl,xz, ...,x])

lIF X1 is MF i and x; is MF, and ...and x; is MF;, THEN y is fK(xl, Xo, we) x])

wherex; is MFj,j = 1,2,...,]; k = 1,2,..,K. MFj, denotes a Gaussian MF used for
fuzzification of input conditiong), is the number of input attributes,is the number of
clusters results by ECM, arﬁj(xl,xz,...,x]) denotes the function of a first-order

linear model.

In DENFIS, input space is fuzzified according te ttlustering results of ECM.
For each cluster, the cluster centgeand radius;, are assigned as parametgm@sndo

of the Gaussian function, respectively. Gaussianisvfefined as follows:
x — 2
Gaussian MF = a exp I— %l (22)

For the rule consequent of each fuzzy rule, a-@rder linear model is generated
and updated using a weighted recursive least sqWaRLS) with forgetting factor in
the DENFIS (Kasabov, 2002, 2007b). Each of thealinaodels can be expressed as

follows:

Y= Bo+ Bixy + Bixz + -+ Bx; 22)
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For each ruley data instance§[xi, x5, ...,x}, .., x}],y;}, wherei =12,..u,
belong to the same cluster. They are intended tadaitial training data for the RLS.
For the initial linear model, regression coeffideen  of
B =180 B Bz -, B;i -+, BT are calculated by applying the weighted

least squares estimator using the following forraula

— T -1
{P = (A TWA) (23)
B =PA" Wy
where
/1 x% x% x];l . x]l\
1 x% x% sz sz
A=|F b b 24
Ll xboxl x]@ x} (24)
1 x¥% xd . x}u x]u
y=[Y1 y2 = ¥ = W]’ (25)
and
w, 0 0 0
0 w, 0 0
=10 o o 0 (26)
0 0 - 0 - wy

wherew; is (1 - D;),i = 1,2,...,u, andD; is the distance between thth data and

the corresponding cluster centre.

The coefficient matriy and inverse matriP are used as initial values of future
recursive calls. Leg,, andP,, be the last result obtained using least squardsen/

new data pair is fed, the regression coeffic@gnt, is updated based on the following:
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Bui1 = But 0y 1Pyvi1ay1 Vs — a5+1ﬁu)

p _ 1 P _ Wyr1 P11 Py (27)
At At aj 1 Puay s

whereA is a forgetting factol0 < 1 < 1, and
a17;+1 — [1 x{i+1 xél.+1 x]y+1 x]u+1] (28)

Finally, an NFmodel can be created based on fuzzy-based mode generated
using ECM and WRLS. Figure 12 shows a typical structure @ five-layer NF

model. BPalgorithm can be used to further optin the fuzzy MF o the NF model.

Figure 4.12A five-layer structure of the dynamic Nkode (J=2, K=2)

4.3.2 Modified DENFIS for affective desic

The original DENFIS is a sinc-feed modellt can only be updated incrementally, ¢
data pairsare inputtecone by one. The iidence of every data instance is typic:
decayed by applying RLS with a constant forgettaol, A, as shown in Figure 13.

For affective design, some companies may condueegs several times over a peri
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of time to obtain more accurate customer affectmmards the designs of products.
Let t be the period in which a respondent participatea longitudinal survey. The
respondent evaluates the design profiled/ groduct samples. The design profile of
the nth product sample can be represented X¢8) = [x], x7, ...,x}l,...,x}‘],
wheren = 1,2, ..., N. SubsequentlyN customer affections are obtained from the
survey. The affective data set collected at period, Y(t) contains
[y, (t), y,(t), ..., yn(®)], wherey,(t) denotes affective rating acquired from the
respondent toward§ product samples. In other wordédata pairs are available for

updating the DENFIS-based model after ittesurvey.

A DENFIS model modification is proposed to procadsatch oiN data pairs for
each update process. The modified DENFIS introdtivesvariable forgetting factor
instead of the constant forgetting factor, such tha decay effect can be controlled by
varying the forgetting factot. Typically,A < 1 is used for RLS such that fresh data
exert a greater influence than previous data durgagrsive calls, whereas previous
and X(n) current data are treated equally by RLSAiE= 1 (Zhuang, 1998). The
forgetting factor value is switched during increnanlearning of the modified

DENFIS to update affective data sets from diffeqggriods of time.

The modified DENFIS was developed to decreaserifieeinces of data sets by
batch over time. When data $&t) is available to the model, its influence is greate
than that of the previous data s&{t— 1). However, the influence of data,
y1(t), y,(t), ..., yn (t), inside data se¥,(t), should be equal because the data are in the
same period. During the DENFIS training procesda da(t), y,(t), ..., yy(t) are
partitioned into clusters based on ECM. For eaalstel, the first-order model is

updated with the data subset using RLS. When tisé diata of the subset, such as
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y1(t), is proceeded} < 1 is set to exert the decay effect on previous dattahes
compiled as matriceg;_,; andP;_;, wheref,_, andP,_; have been obtained from
previous RLS in the data bat#it — 1). For the remaining data of the data subset,
A = 1is set to suspend the decay during the trainingesece fromy, (t) toyy(t). As

a result, the previous data batch fades out whiecurrent data batch is learned with
the same influence. Staircase decay, as showrgurd-i4.14, can be obtained by the

proposed batch incremental training process.
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Figure 4.13 Decay of inference with a constantdttigg factor

63



Chapter 4 Design and Development of an Intelligent Syster@upporting Affective Design

YO oo V(0 v, ——A=10
1ro = Q — A=095]]
R N T A=09
S e
N\ e AV 1\
,,,,,,,,, N ]
0.8+ (6] <= he 7
Y(t2), o Y (£2), Yy (t2)

o = <
IR I A )

Inference

0.4 -

0.2 -

0 | | | | |
~New Data Y'(t) Y'(t-1) Y'(t-2) Y'(t-3) Y'(t-4) Earlier Data -
Data Batch at Time Frame, t

Figure 4.14 Decay of inference by the modified DEBIF

4.4 Design optimisation model

A design optimisation module is developed to deieenthe optimal design attribute
settings of a product that can effectively draw @fffection of target customers. GAs
are introduced in this research to solve this daesigtimisation problem. Developing
GA obijective functions is important for obtainirfgetfitness values of GA population.
Previous studies on affective design adopted eitlube-based or model-based
approaches to develop GA objective functions. |a thsearch, a design optimisation
model is proposed to generate optimal design ateggsettings using guided search
GA; in which both the trained NF model and discederules are used to find the

optimal solutions.
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4.4.1 Guided search genetic algorithms for design opatios

The proposed guided search GA involves the NF mtmtehffective prediction and
approximate rules for a guided search to detertha@ptimal design attribute settings
of affective design. The architecture of the dessgtimisation model, based on the
guided search GA approach, is shown in Figure 4A16A-based optimisation unit is
used to generate possible design attribute settibBgsh chromosome represents the

solution vector,y;, which containsthe design attribute settings [xl,xz,...,x]]i,

wherei =1,2,..N and N, denotes the number of chromosomes in the

*NVpop > pop
population. As mentioned in Section 4.3, a traihNdtdmodel can be generated using
the dynamic NF approach. The model is employedédipt customer affection based
on the design attribute settings. The output of ke model,y(y;), represents the
predicted customer affection for solution vectprwith a value between 0 and 1. The
goal is to find the best design solutign,,;, with its predicted affection close to the
target side of the bipolar SD scale. The objedtinetion is to minimise)(x;)] if the

target side is zero or to minimise¥(x;)] if the target side is one. Thus, the fitness

value of the objective functiofjt(y;), is the-smaller-the-better.
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Figure 4.15 Architecture of the guided search GAedoadesign optimisation model

A guided search strategy is proposed for the befiplication of prior knowledge
to the design optimisation problem; which makes asemined rules or a set of
approximate rules generated by the MOGA-based muterg model. The
approximate rules are divided into two subsets, elgnpositive rules and negative
rules. Positive rules are approximate rules witlirthpproximate regions close to the
target side of the SD scale. They describe atedbuiith the potential to invoke target
customer affection. Negative rules are approximates with their approximate
regions close to another side of the SD scale. Hesgribe the undesirable attributes.
When the objective function is set to minimis&);)], approximate rules containing

‘w < y,’ in the rule consequence are positive rules, &odd containingy > y,’

are negative rules. When the objective functioseisto minimise +y(y;)], positive
and negative rules are configured contrariwisefelgint approaches are available for

positive and negative rules.
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A new genetic operator called guided search (G®yaipr is introduced in this
research to modify chromosomes and crossover andtiom operators for genetic
operations. Crossover, mutation, and GS operatersamdomly selected to generate
children chromosomes during the GA reproductionc@ss.pc, pm, and pys are the
probabilities of performing crossover, mutationdaBS operators, respectively. Jat
and Yang (2011) developed a GA guided search giyrater solving timetabling
problem and more effectively arranging time sldtsaurses. They developed the GA
that modifies a timetable solution using some pkAe@d data structures as GS
operators, such as moving and swapping time slbtsnsecutive events. The GS
operators are executed when solutions violate angtcaint. In the present research,
positive rules indicate the range of attributeshvathigher potential to invoke target
customer affection. The GS operators are instrastifor substituting the value of
attributes described as positive rules. Therefthre,preferred range of attributes has
more chances of being present in the populatioch shat the searching direction can
be guided, and optimal design solutions can bedaffectively. The detailed design

of the GS operator is described in Section 4.4.4.

A penalty-based constraint approach is adoptedetd with the negative rules.
Negative rules are translated as constraints tdiinthe selection of undesirable
solutions from the GA population. Penalty methodsthe most popular approach for
handling constraints in GA because they are simgbel easy to implement
(Kalyanmoy, 2000). Jat and Yang (2011) demonstrdtedyuided search GA to deal
with two kinds of constraints, namely, hard and sohstraints. Hard constraints deal
with requirements that must not be violated anaatejnfeasible solutions. Soft
constraints consider conditions that are less itapbrbut should preferably be

satisfied. Soft constraint violations are measuwsithg a penalty approach to sort the
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preference of candidate solutions. Jetcal. (2007) proposed a GA using rule-based
constraints to solve the product portfolio plannprgblem. Constraints are described
as association rules that prevent infeasible asBons between attributes generated
during a GA-based search for optimal product aitgbsettings. A chromosome that
violates the constraints is penalised in the pdmria The algorithm of the penalty-

based constraint handling of the guided search<Gdescribed in Section 4.4.5.

Candidate solutions are classified as desirableuadésirable solutions based on
constraint violations. Each generation is sortedl sglected according to fithess value,
number of violated constraint, and penalties ofst@int violations in the population.
The ranking and selection processes of guided lse@k are described in Section

4.4.6.

4.4.2 Chromosome design

A combined chromosome structure is used to dedl wattegorical and quantitative
design attributes. For the categorical attribuasinteger-code genome is employed to
represent the selected categorical option withirataribute domain. The range of the
integer-code gene is from 1 kg if the categorical attributé, containsL, items. For
guantitative attributes, a real-coded gene is edpo deal with the continuous value.
The search range oth quantitative attribute is limited betweevﬂ”, vg**], where
v andv"** are the minimum and maximum values of dfie quantitative attribute,
respectively, of the training data sets for tragnithe dynamic NF model. The

chromosome design for the design optimisation m®ceillustrated in Figure 4.16.
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Attribute
Categorical Attributes Quantitative Attributes
Tvpe
Ap Ap Ay Ap
Attributes )
(xq) (xp) (Xpsq) kxp—@)

Code tvpe | Integer | Integer | Integer | Eeal number | Real number | Eeal number

min T

Range | [L.L;]| ... |[LLz] | [l vl [vg™" vy

Figure 4.16 Combined chromosome structure for dsgth optimisation process

4.4.3 Initialisation, crossover, and mutation operators

The initialisation process is performed at thetstédthe GA run to generate an initial
population based on population size. The diversityitial population is important for

a global optimum search. The initial values of gatecal and quantitative attributes
are randomly generated within their correspondiagges, generating a diverse

population.

Crossover and mutation operations are vital stéfsAs. Two sets of crossover
and mutation operators are employed to deal wittegoaical and quantitative
attributes encoded as integer-coded and real-cgdads, respectively. For integer-
coded categorical attributes, a two-point crossoyparator is employed to swap genes
of two parent chromosomes between two random poamtd reproduce child
chromosomes, as shown in Figure 4.17. The mutatjperator for integer-coded
categorical attributes is developed to randomlylaep some points of a parent
chromosome with new random numbers, as shown ior&ig.18. For quantitative

attributes, real-coded genes are copied with timeulsied binary crossover and
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polynomial mutation introduced in Section 4.2.5 (Aga et al., 1995; Debet al,

2002).
Bl4l2]1]1]1]2]5]3] [374T2111 3] 2[2]5]3]
—
1[371]4]3]2]4]2]1] 13 1]4fnfn 40 2] 1]
Figure 4.17Two-point crossover operator for the integeded gene
Nonbem. 32 5

131143214211 —_— 1[3[312]3]2]4[5] 1]

Figure 418 Mutation operator for the integeoded gen

4.4.4 Penaltybased constraint handli

In the guide search GA, only negative rules in bBe rset are useto formulate
constraints. During the objective functievaluation ofeach chomosome, constraint
violation is checkewhether the number of violatezbnstraintsN,,;,(x;), is greater
than zeroA constraint is violated if the attribute settingsscribed in a chromosor

match with the ‘IFpart’ of the corresponding ru

For thenth constraint formulated based the corresponding negative rn R, its

penalty value is formulateas follows:
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Penn (Xl)

W(go) X CFp—y X , if y; violate nth constraint

Vi
<f -y(x)
l'”max l'”min

k 0, if not
(29)

wherew -y andCF-y are the weight and confidence factor of g respectively,

Yk is the affective level described in the ‘THEN-parf mile R, andy_ . and

min

W . @re the minimum and maximum of affective levelsdshon the rating scale,

respectively (Section 4.2.2).

Thus, the sum of penalties is calculated as folilows

Ncon

Pensum()(i) = Z Penn()(i) (30)
n=1

wheren = 1,2, ..., N;y,, @andN,,, is the number of constraints formulated.

4.4.5 Guided search operation

In each generation, a fraction of population i®stld to perform a GS operation under
a user-defined probability as well as crossover andtation operations. The
probability of performing a GS operation should hetgreater than that of a mutation
operation, i.e.pgs < pm. Otherwise, population diversity is difficult toaimtain. Only
positive rules in the rule set are adopted for idating guided search operators.
Preferred attribute values are stated in the ‘If-éd the positive rule. By substituting

these values, there is a greater chance of firalingtter and preferable solution. When
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parent solutiony,, is chosen to receivéhe GS operation, a chilsolution,y,, g4, for
g = 1,2,..., Ny, is generated by each GS operator, whéjeis the number of G.
operators. The attribute valuesy, are replacedas described bthe ‘IF-part’ of the

rule. For categorical attributes, inte-code genes are replageas shown in Figure

4.19.

For example:
Rule R: IF A; €x; ;A A,E€x,,, THEN......

Yo

Integers: 32
1314 3]2] _ 131812] 3] 2

Figure 419 Guided search operator for the integeded gen

For quantitative attributes, a new value is randomstlected between the rar
[vg"i", v"**], as described by the rule fthe gth quantitative attribu, and if gth
quantitative attributés included in the ‘IFpart’ of the rule. The new value the gth

quantitative attributean be computed as follows:
Xpiq = Vq X (v;"a" - vé”i") + pn (32)
whereyq donates a random number generated between

The algorithm of the GS operation is shown in Fegdr20. After each chil
solution is reproduced, itfitness valueFit(x.q), is evaluatedand the constraint
violation and its penalty are found. Finally, thesbchild,y2¢st, of the child solutions
is found by ranking them according to their conatraiolation, penalty, anditness
value. The substitution is withdrawn if thfithess valuecannot be improved by tt

guided search operati; i.e., Fit(y2¢) is worse tharfit(x,).
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Randomly select ong; in the population as parent solutigs,

FORg = 1toNy // whereN,, is the number of GS operators formulated
Reproducey, as child solutiory, , usinggth GS operator
Evaluate the fittest of objective functidfiz (. 4), for solutiony,,,
IF solutiony, 4 violates any constraints,

FindN,,, ()(c‘g)
CalculatePen,,,, (x;)
END IF
END FOR
Rank all children based on smallé¥,{, (xc4), Pensum (x)), Fit(xcg)}
Choose child ranked first as the best chiléF
/l compare the fittest of objective function betwelee best child and parent
IF Fit(x2*") <Fit(xp),
/I return the best child jf2¢* is better thary,,
RETURN ybest
ELSE
RETURN,
END IF

Figure 4.20 Pseudo-code of the guided search operat

4.4.6 Ranking and selection of the next generation

Three criteria are addressed in the ranking pro€egy;), Ny, (x;), andPeng,, (x:)-
Population can be classified into two groups, ngmahdesirable and not undesirable.
Candidate solutions are not undesirable if theyndbhave constraint violations; i.e.,

N,io(xi) = 0. Solutions are normally ranked according to ttigiress valueFit(y;).
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They all dominate the undesirable solutions. Fordaiate solutions that violate any
constraint N,,;,(x;) = 1, their priorities are based on paramete¥s;,(y;) and
Peng,.,(x;). Let y;and y, be two different solution vectorg, dominatesy, if

Nyio(X1) < Npio(X2). If Nyio(x1) = Nyio(x2), the sum of penalties of, andy, is

comparedy; dominategy, if Peng,m(x1) < Peng,m(x2).

For each generation, the pool of chromosomes isiddr by recombining the
current population (parents) and the reproduceddrem. Child chromosomes are
generated until the pool size is equaMg,, x 2. The selection process is performed
after the preparation of the pool of chromosomeésaiy tournament selection method
is adopted for the guided search GA. The binarynament selection method is an
effective selection operator of GAs (Deb al, 2002). Two solutions are randomly
selected from the pool of chromosomes, and thembette is selected as the offspring
of the next generation. The binary tournament sieleds repeated until the population
size of the new generation reachds,,. Figure 4.21 presents the flowchart of the

guided search GA.
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( Start Guided Search C>

A\ 4
Initialise population

1. Randomly generafe,,solutions

2. Evaluate fittest value of the initial population

Initial population
New population

A 4
Reproduce child solutions

3. Perform crossover, mutation, and guided
search operations

4. Evaluate fittest value of child solutions

5. Evaluate constraint violation and penalties

v

Recombine parent and child solutions
as a pool of chromosornr

Pool size = No

Npor %27

Pool size +1

Yes Npop chromosomes

Rank the dominance of solutions

A\ 4
Perform binary tournament selection

No. of offsprinc

= Nyop?
PoP No. of offspring

+1
Population of

new generation

No Max. no. of
generations?

No. of generations+1

Figure 4.21 Flowchart of the guided search GA
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Chapter 5 Implementation and Results

In this chapter, a case study of the product foesigh for mobile phones is used to
investigate the effectiveness of the proposed ndetlogy and the intelligent system to

support affective design.

The case study mainly involves a survey and thdamentation of an intelligent
system of affective design for mobile phones. Thevey was conducted using
guestionnaires, and the intelligent system was emphted using the MATLAB

software programming language.

5.1 Case study of affective design for mobile phones

A survey was conducted using questionnaires toegathstomer affections on 32
mobile phone samples based on four product imag@aglicity, uniqueness, high tech,
and handiness. Figure 5.1 shows the front and \@elegs of the 32 mobile phone
samples. A total of 34 respondents filled out thesgionnaires and indicated their
feelings towards the product images of each samgileg a five-point Likert scale.

The survey questionnaires are presented in Appehdix
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181810
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Figure 5.1 The 32 mobile phone samples used indake study
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The morphological approach was adopted to defire dbsign space of the
product form of mobile phones. Depicting the desigmposition and possible design
solutions with simple and graphical notations waasftble. Eight design attributes
were defined to describe the product forms of neolpihones, including top shape,
bottom shape, function button shape, layout, lengttith ratio, thickness, and border
width. The first four attributes are categoricatdahe remaining four attributes are
quantitative. The categorical attributes contane¢hto five options. The attributes and
their options are listed in a design table for pheduct form of the mobile phones, as
shown in Table 5.1. Based on the design tabledéseyn profile for each sample was
identified, and the values of attributes were mesuThe obtained design data of the

32 mobile phone samples are shown in Table 5.2.
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Table 5.1 Design table for the product form of ithebile phones

Categorical Attributes
Elements Type 1 Type 2 Type 3 Type 4 Type 5
1
Top Shape m / \
(41) Line Arc Curve
(1) (*12) (13)
2
Bottom Shape L—J Q L/
() Line Arc Curve
(x21) (x22) (x23)
3
Function Button @ @ @ @ @
Shape
() Large round | Small round Small squares Large square | Wide Block
(x31) (x32) (x33) (x34) (x35)
4 = —
Layout B3
(44)
00
Bar Slide Large screen
(x41) (x42) (¥a3)
Quantitative Attributes
5 Body Length
(4s)
6 Body Width
(4g)
7 Body Thickness
(47)
8 Border Width
(4s)
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Table 5.2 Design data of the 32 mobile phone sanple

Sample Top Bottom Function Layout Body Body Body Border
No. Shape Shape Button (As) Length, Width, Thick, Width,

(A1) (A2) (A3) mm mm mm mm
(As) (Ae) (A7) (A9
1 X1,1 X2,1 X3,4 Xa,1 100 49 14 21
2 X1.1 X2.1 X33 X4.1 102 48 14 2.3
3 X1.3 X2.3 X3,1 X4.1 89 52 23 3.3
4 X1,2 X2,2 X31 X4,2 87 46 14 3.2
5 X1,1 X2,2 X3,4 Xa,2 71 44 13 5.7
6 X1.1 X2.1 X34 X4.2 95 54 18 1.8
7 X1.1 X2.1 X34 X4.2 104 49 19 0.9
8 X1,1 X2,1 X3,2 Xa,2 94 47 13 1.0
9 X11 X2,2 X31 X4,2 86 50 17 4.0
10 X1,2 X2.2 X3,1 X4.1 104 52 9 1.3
11 X1,2 X2.2 X35 Xa,2 108 54 21 4.5
12 X1,2 X2,2 X34 X4,2 98 53 21 4.0
13 X1,3 X2.3 X3,4 Xa,2 89 48 15 4.2
14 X1.2 X2.2 X33 X4.3 99 54 11 2.1
15 X1,2 X2.1 X3.1 Xa.2 101 53 18 1.8
16 X1,1 X2,1 X35 Xa,2 104 52 17 2.2
17 X11 X2.1 X33 X4,3 99 55 17 3.2
18 X1,2 X2.2 X35 Xa.1 104 45 11 3.2
19 X1,1 X2.1 X34 Xa.1 103 45 17 1.4
20 X1,2 X2,2 X35 Xa,1 103 45 13 2.5
21 X1,2 X2,2 X3,1 Xa,1 104 46 16 1.3
22 X1,3 X2.2 X3.1 Xa1 104 50 13 1.8
23 X1,1 X2.1 X3.2 Xa1 101 48 17 2.1
24 X1,2 X2,2 X3,4 Xa,1 98 43 11 1.6
25 X1.2 X2.2 X34 X4.2 92 48 16 2.0
26 X1.1 X2.3 X3,1 X4.2 94 47 19 3.3
27 X1,1 X2,1 X3,1 Xa,2 94 47 13 1.6
28 X1,1 X2,1 X3,1 Xa,3 99 57 11 2.8
29 X1,2 X2.2 X3,2 X4.2 88 54 10 3.3
30 X1,2 X2.2 X3.1 Xa.1 103 55 14 3.8
31 X11 X2.1 X35 X4.1 107 55 16 4.6
32 X1,1 X2,1 X3,2 Xa,2 95 51 19 11
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5.2 Implementation of the MOGA-based rule-mining model

The proposed rule-mining approach was implemerdeatiscover the design rules for
the affective dimension ‘handiness’. The proposge involves two stages. At the first
stage of rule mining, population size and genematizvere set to 30 and 1,000,
respectively. Crossovers and mutations used iNB@A-11 were set to 80% and 20%,
respectively. At the second stage, population wiae set to 50 to search for an optimal
rule set. The initial population of the chromosomggsresenting the candidate rule set
solution was compiled based on the mined rules fitoenfirst stage. Each rule of the
rule set was assigned with a weight initialisedhvdatrandom number drawn between
[0, 1]. The rule-filtering threshold was set to.0T®ie NSGA-II-based rule mining was

run for 500 generations to ascertain the conveenhthe MOGA model.

K-fold and leave-one-out cross-validation tests @ften used to evaluate the
generalisation errors of prediction modefsfold cross-validation divides a data set
into k-subsets and repeat training processkiimes with replacing the training and
test sets. Leave-one-out cross-validation is simdak-fold cross-validation buk is
equal to the sample size. Each sample must acttest ample in one trial and the
other samples are used to be a training set. Tdrerethe generalisation error of a
model can be validated by analysing the errorsindtefrom the cross-validation tests.
K-fold cross-validation was chosen in this study l@sve-one-out cross-validation
performs quite poorly for classification of discontous data (Priddy and Keller,

2005).

The overall performance of the MOGA-based rule-mgnmethod was examined
using an eight-fold cross-validation test. The 32bre phone samples were

categorised into training and test sets. For ealch 28 samples were used for training,
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and the remaining four samples were reserved foruaknown set to test the
generalisation of discovered rules. A prototypetioé MOGA-based rule-mining
model of the proposed intelligent system was impleted using the MATLAB

software programming language. The following sectidescribes one rule set
generated from the prototype of the rule-mining elodhe performance of the

MOGA-based rule-mining method is discussed in $ach.2.2.

5.2.1 Generated rule sets

The validation of rule set related to ‘handinessherated by the MOGA-based rule-
mining model is described in this section. The wéé resulted from one of the eight-
fold cross-validation tests shown in Table 5.3wihich nine approximate rules are
generated. The ruldg — R, are positive rules for ‘handiness’, and they idgntine
design patterns likely to induce a handy design. éxample, a design contains the
design pattern described B that possibly feels ‘very handy’ or at worst ‘hghd'he
ruleskR, — Ry are negative rules for ‘handiness’. A pattern dbsed in a negative rule
leads to a bulky design, and it probably cannouaedany ‘very handy’ design. For
example,Rg states that the induced customer affection isylaulky’, or at most
‘normal’, if thickness 4,) is greater than 16 mm (as 23 mm is the maximuluevaf

the pre-defined range of thickness).

Knowledge can be obtained by resolving the appraienrules for supporting
affective design. The key design attributes andr thelationships with customer
affection can be investigated. For example, thisknfd,) is a key design attribute
because it appeared the most frequently in theeenile set. Based on the rules that

contains thicknessAg), the relationship between thickness and ‘handinean be
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visualised, as shown in Table 5.4. The interacdarong the rules in the rule set is
examined in Table 5.4. The overlapping of the rukdtects the ranges that may be
more significant. Not surprisingly, diminishing tkhess formed a design that seems
handier and vice versa. It also helps users bettelterstand the preferred and

undesirable ranges of design attributes with regamlistomer affection.

RulesR, andR; shown in Table 5.3 are similar and their attribvakies are very
close. Similar rules are less interesting to usec®nventional rule-mining approaches
because they lend to provide the same decisionosuppformation. IndeedR,
contains one more attribute compared vififh ThereforeR, is a more specialised rule
andR; is a more generalised rule. Moreover, the confiddactor ofR, is greater than
that ofR3, i.e.CF(g,) > CF(g,). The similar rules create a finer partitioningtbé
data space for more accurate classification. BssiddesR, andR; are relatively
weak in the rule set. The weighted confidenceR,@dndR; are lower than those of
the other rules of the rule set. Since the propeskEdmining approach determines an
aggregated decision by weighted voting based onwthighted confidence, similar

weak rules work together to increase the confidefi@gam aggregated decision.

In the cross-validation test, the validity of aeglet was tested with a test sample
set. For the rule set discussed above, their qoureing test samples and survey data
statistical results are shown in Table 5.5. Theigiesttribute settings of the test
samples are presented in Table 5.2. The mean riatthg average raw rating, which is
equal to the sum of the ratings divided by the neinds respondents. Table 5.6 shows
the design rules that match with the test samjeshich the rule conditions of the
rules coincide with the design attribute settinfjthe test samples shown in Table 5.5.

The aggregate decision of each test sample wagl \ateording to the weighted
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confidence of the rules, and the approximate regias formed between the lower and

upper limits.

Aggregate decisions of the four test samples wbtairmed based on the rule set
shown in Table 5.6. For each test sample, the ggtgedecision was tested by
comparing it with the mean rating of the survewtss If the mean rating is within the
approximate region of the aggregate decision, #sulr is considered a correct
classification of the test sample using the rule €g¢herwise, the rule set fails to
classify the test sample because a decision sugghést the rule set contradicts the
mean value of the survey data. For sample No.ulé&sR, andRg match and vote for
the upper and lower limits of the aggregate denisiespectively. The formed decision
precisely classified this sample as ,,, < 3 (‘normal’). As the result was consistent
with mean rating (equal to 3.0), sample No. 17 e@sectly classified by the rule set.

For sample No. 24, ruleR; andRs, indicate the upper limits af,, as 2 and 3. The
chosen rulek; formed the decisiop,, , < 3 (‘very handy’ or at worst ‘normal’), as the

weighted confidence ats was greater thaR;. Samples No. 28 and No. 32 only
matched with a single rule, and their unspecifiedsewere substituted by default

classes ‘very handy’ and ‘very bulky’, respectively
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Table 5.3 Rule set obtained using the MOGA-baskdmining method

Ff\luol? Rule Statements CFry WwWgr) Def(R)
R IF Bottom shapeAy) O [x2 5] C Width &) 0.74  0.95 0.75
O [51, 56]0 Border @) O [2, 2.6], THEN
wy <2 [VH, H].
R IF Bottom shapeAp) O [ %o C Width (As) 0.65 0.87  0.75
[0 [51, 56]0 Thickness &;) I [9, 11],
% THEN y,, <2 [VH, H].
>
< Rs  IF Bottom shapeAy) O [ x4 C Thickness, 0.5  0.88 0.75
E (A7) 09, 13],
5 THEN y,, <2 [VH, H].
o
; Ry IF Button @g) O [x3 3] C Layout @) O 094 1.0 0.5
£ [X4,3] U Border fg) U [2, 5.2], THENy,, <
2 3 [VH, N].
LL
Rs  IF ThicknessAy) O [9, 16], 079 099 05
THEN y,, <3 [VH, N].
Rs  IF Thickness &) 0013, 15], 096 092 0.25
THEN y,, <4 [VH, B].
R IFTop A1) O [x1,4] C Thickness A7) O 099 084 0.25
% [16, 17]0 Border @) O [2, 2.3],
Z THEN y,, > 2 [H, VB].
E
= Rs IF ThicknessA;) O [16, 23], 0.76 0.83 0.5
% THEN y,, >3 [N, VB.
2 Ry IF ThicknessAy;) O [20, 23], 0.44 091 0.75
2 THEN y,, >4 [B, VB].
LL

wherey,, is the rule approximation for handiness of mobpit®nes, VH is very handy
(v,=1), H is handy i, =2), N is normal ,=3), B is bulky {,,=4), and VB is very
bulky (v, =5).
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Table 5.4 Relationships between thickness and haasdifound by the rule set
Thickness 9 11 13 15 16 17 20 23
(A7) /mm
Rule2(+ve) %4 <2 [VH, H] (CF = 0.65)
—>
Rule3+ve) %4 <2[VH, H] (CF=0.5)
Rule5(+ve) ¥, <3 [VH, N] (CF=0.79)
Rule6(+ve) ) ¥, <4[VH, B] (CF= 0.96?)
D a—
Rule7(-ve) ¥, >2 [H, VB] (CF = 0.99)
<>
Rules(-ve) ¥, >3 [N, VB] (CF = 0.76)
Rule9(-ve) ) ¥, >4[B, VB] (CF= 0.:14)
«—»
Table 5.5 Survey results of test samples in ontbetross-validation tests
Samples Ratings (Frequency)
No. Design Attribute Settings @A:-Ag) Ig/la?i%g
(test set VH H N B VB

17 X111 X1 X33 X43 99 55 17 3.2 2 6 16 9 1 3.0

24 X2 X2 X3a X41 98 43 11 1.6 2 9 13 9 1 2.6

28 X11 Xo1 Xg1 Xa3 99 57 11 28 4 9 14 7 O 2.5

32 X11 X1 Xs2 Xe2 95 51 19 1.1 2 8 16 ©6 2 35
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Table 5.6 Validity of rules for the test samples

Samples Weighted  Aggregate Mean \jean

No. Rule Matched confidence,  Decision Rating \/gjye

(test set CF X Wy Test

17 R4 IF Button @Ag) O [Xs3 C 0.94 3<y,,<3 3.0 True
Layout (s) O [xa 3] [N]

Border @g) [1[2, 5.2],
THEN y,, <3 [VH, N].

Re # IF ThicknessA;) O [16, 0.63
23],
THEN y,, >3 [N, VB].
24 Rz IF Bottom shapeX;) O 0.44 Wy ,<3 2.6 True
[X22] O ThicknessA&;) O [VH, N]
[9, 13],
THEN y,, <2 [VH, H].

o
~
o

Rs * IF ThicknessAy) O [9,
16],
THEN y,, <3 [VH, N].
28  Rs* IF ThicknessAy) O]9, 0.78 <3 25 True
16, [VH, N]
THEN y,, <3 [VH, N].
32  Rs# IF ThicknessAy) [0 [16, 0.63 >3 3.5 True
23], [N, VB]
THEN y,, > 3 [N, VB].

wherey,, , donates the aggregate decision for ‘handiness’.

* represents the rule selected for the upper lirndsed on the weighted vote method
# represents the rule selected for the lower lilmatsed on the weighted vote method
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Figure 5.2 shows the Pareto front generated fraenM®GA-based rule-mining
model. The rule set is a trade-off solution sel@dtem the Pareto front at the point
whereAcdS) is about 0.80CmpIXS) is about 27, an®ef(S) is about 0.46. Although
the selected trade-off solution is slightly lessuaate than the most accurate solution,
its definability is relatively greater. The definlily of the rule set is important for
generating precise classification. The plot sholat the accuracy of the rule sets
slightly increases when its complexity decreasesa smitable range of 20 to 25. The
trend is possibly caused by overfitting to theriag data as the rules contain too
many or unnecessary attributes. However, accurggyfisantly decreases when the
complexity of the rule sets is smaller than theadle range. If the number of rules in
the rule set is too small, there may be insufficiees to rationalise relationships in
the entire data set. Apart from the relationshipveen accuracy and complexity, a
remarkable trade-off exists between the accuradytla@ definability of the solutions.
The definability of the rule seDef(S), was estimated from the average extent of
approximate regions of the training set. Solutiohs$ained at the upper end of the
Pareto front have greater definability, but theicwacy is low. In contrast, the most
accurate solution was obtained at the lower edgthefPareto front. However, its
definability dropped, and the decisions obtaineaimfrthe rule set were imprecise.
Users can choose from the rule set solution acegrth their needs and priorities of
accuracy, complexity, and definability. In the metsstudy, solutions are considered

vague and imprecise Def(S) is smaller than 0.4.
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Figure 5.2 Pareto front of the MOGA-based rule mgni

5.2.2 Performance of the MOGA-based rule mining

The mean value test results of the eight-fold ck@dglation tests are shown in Table
5.7. The proposed method can discover the apprégimde set with an overall
support rate of 93.75%. As the sample size is sraatl the outliers probably exist in

the survey data, the overall accuracy is considacedptable.

As approximate rules were generated in this sttieydefinability of the rule sets
was introduced to estimate the extent of approxonatA rule set has good

definability if it can precisely classify examplasd if its approximation is less rough.
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Table 5.8 presents the definability of the aggregacisions for the test samples
obtained based on the mined rule sets. Most tesplea were roughly classified as
vague approximations, wheBef(y,,,) < 1. Only one test sample from the first fold
of the cross-validation test was classified dediyitas crisp decisions, where
Def(y,,) = 1. Results withDef(y,,) = 0.5 accounted for nearly 60% of the test
cases. Inconsistencies existed in the ratings ateduby different respondents for the
same product sample. Usually, human subjects asatgmgs around the mean + one
point or one standard deviation away from the medmch may support why the
results withDef(wHA) > 0.5 are rare cases. Increasing the number oftpainthe
rating scale may improve the definability assodatéth these cases. The results with
Def(y,,,) < 0.25 are undesirable cases because the classifigaif these cases are
highly vague and not well classified. These casesat very useful in determining the
relationships between design attributes and custaffections. Larger counts of cases
with lower definability indicate greater ambiguapnd inconsistency in the survey data.
Traditional rule-mining methods may not be abled®al with the highly vague
customer affections accurately using crisp ruldge proposed rule-mining model can
better consider the inconsistency and vaguenetisea$urvey data using approximate

rules.
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Table 5.7 Results of the mean value test of eiglit-dross-validation tests

Fold Number of Decisions on Test Samples
Pass Mean Value Test Fail Mean Value Test
1 4 0
2 4 0
3 4 0
4 4 0
5 4 0
6 3 1
7 4 0
8 3 1
Overall 30 (93.75%) 2 (6.25%)

Table 5.8 Definability of the rule set decisiontbe test sample set

Frequency of
Fold
Def(y,,)=1 Def(y,,)=0.75 Def(y,,)=0.5 Def(y,,)=0.25
1 1 0 3 0
2 0 0 2 2
3 0 1 2 1
4 0 0 4 0
5 0 1 2 1
6 0 0 2 2
7 0 0 3 1
8 0 3 1 0
Overall 1(3.13%) 5(15.63%)  19(59.38%) 7 (21.88%)

The proposed MOGA-based rule-mining method is w#id by comparing its
mining results with those based on the DRS-baskdnnining method (Zhaet al,

2009b). The DRS approach is applied to mine rulem fthe entire set of affective
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design data and implemented as a rule-based deasiogport system called 4kMka
(Grecoet al, 2002). The rules generated by the DRS approackheown in Table 5.9.
Based on the table, three out of five rules ach&88 confidence only. The fifth rule
is a useless classification rule becauseDéd(R) is equal to zero. The fourth rule
extracted by the DRS-based rule-mining approasimsar to ruleR, generated by the
proposed rule-mining approach. However, the lditey greater confidence and better
definability than the former. From the view of mmgiindividual rules, the DRS-based
rule-mining approach generates rules with morergramd worse quality than those

generated based on the proposed rule-mining approac

An overall performance comparison between the megaoule-mining and DRS-
based rule-mining approach is shown in Table 5Tk&re are three criteria of rule
quality, namely, average confidence of rules, ayeraefinability of rules, and
comprehensibility of the entire rule set. All thregtimators range between [0, 1], and
they are known as the greater-is-better. Both a@eeraonfidence and average
definability of rules generated by the propose@4mining approach are greater than
those generated based on the DRS-based rule-mapippach. The results indicate
that the proposed rule-mining approach outperfotiies DRS-based rule-mining in
generating rule sets with higher accuracy and bidlia, and better definability.
However, the rule set generated by the proposed-miing approach is less
comprehensible than that generated based on theb2aB& rule-mining approach. If
the number of rules is too large, the interactiamsong the rules become more
complex. This shortcoming can reduce the comprebiéihsand interestingness of the
rule set, and users may find understanding angiatl the rule set difficult. However,
the rule set has nine rules only, and it is consdi@cceptable in this study. Table 5.11

presents a comparison of test results betweenrtpmged rule-mining and DRS-based
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rule-mining approaches for the four affective degés. From the table, it can be seen
that the proposed rule-mining approach has higbeuracy for all the data sets, and

better robustness than the DRS-based rule-minipgpaph.

Table 5.9 Rule set obtained based on the DRS-bakadhining approach

Rule No Rule Statements CFwr) Def(R)

1 IF Layout Au) O [X4,20r X430r Xg5] L Length 1.00 0.25
(As) > 10100Border fg) < 2.1,
THEN wn > 2 [H, VB]

2 IF ThicknessA&;) < 0.9, 0.33 0.25
THEN yy < 4 [VH, B]

3 IF Border @g) > 5.7, 0.33 0.25
THEN yw < 4 [VH, B]

4 IF Button @g) [ [Xs g L Border fg) > 4.2, 0.33 0.25
THEN yy < 4 [VH, B]

5 | IF ThicknessA,) <5.7, 1.00 0

THEN y1 < 5 [VH, VB]

Table 5.10 Comparison between the proposed and DR&-based rule-mining
approaches

Proposed Rule-mining DRS-based Rule-mining
Number of rules generated 9 5
AverageConf (R) 0.75 0.60
AverageDef (R) 0.556 0.2
Comp(S) 0.0385 0.0667
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Table 5.11 Test results of the proposed and the-bd&8d rule-mining approaches for
various data sets

Average Accuracy of
Affective Data Set
Proposed Rule-mining DRS-based Rule-mining

Simplicity 84.375% 84.375%
Uniqueness 84.375% 68.75%
High tech 90.625% 59.375%
Handiness 93.75% 56.25%

5.3 Implementation of the dynamic NF model

A dynamic NF model for modelling affective relatsinps was developed by
obtaining survey data sets from the first five mggents in the initialisation of the
dynamic NF model. Then, the data sets of the otlvers sequentially trained batch by
batch for the recursive update of the dynamic NE@hoThe forgetting factot = 0.95

was set to produce a slight decay of inference. Tywwamic NF models, with and
without BP training, were tested. The dynamic NFdels were implemented using the

MATLAB software programming language.

5.3.1 Generated dynamic NF model

The structure of the dynamic NF model was generadsgd on the proposed dynamic
NF model, as shown in Figure 5.5. Five rule nodgzresented the local models
formulated based on clustering using ECM. For aapht attribute, five MFs were
linked to separate rule nodes. The set of TSK fumig+based models was generated,
as shown in Figure 5.3. Each fuzzy rule containéatal model. Its effective domain

was governed by fuzzy MFs of the design attribuges,shown in Figure 5.4. The
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resulting local models were aggregated to deterncutomer affection on a new

design for mobile phones after inputting the desitinbute settings of mobile phones.

Model 1:

If x; is MFi2and %is MF»;and xis MFz;and xis MF4; and % is MFs;and % is
MFg3 and ¥ is MF7, and » is MFgs, Thenyy = (0.7832- 0.345¢ + 0.464&; -
0.077%s, -0.14834 - 0.562%5 + 0.16666 + 0.179%; - 0.425%s).

Model 2:

If x1is MFi5and % is MF>sand xis MFssand xis MF4» and xis MFs,and % is
MFs1 and % is MF71 and % is MFg,;, Thenyy = (0.6287+ 0.2538 + 0.348%; -
0.1493%3 + 0.108%, - 0.419%s - 0.455%; - 0.2626&7 - 0.06333s).

Model 3:

If x1is MFi1and % is MFyz3and xis MFasand xis MFszand xis MFssand % is
MFssand % is MF7zand % is MFgs, Thenyy = (0.2227+ 0.009144 - 0.107&, +
0.03565%z + 0.107%, + 0.195%s + 0.1998¢ + 0.0816%; + 0.00422Xs).

Model 4:

If x1is MF14and % is MFysand xis MFa>and % is MFs4and % is MFssand % is
MFs2and % is MFzsand % is MFg;, Thenyy = (0.2448+ 0.05979 + 0.0215%;,
-0.0404%3 + 0.220%, + 0.078465 - 0.0126%¢ - 0.011627 + 0.129%g).

Model 5:

If x1is MFi3and % is MFy;and xis MFszand xis MFssand xis MFsz3and xis
MF65and )@iS MF73and >gis MFgs, ThenyH = (03077- 000126@ + 00017152 -
0.291x3 - 0.165%4 - 0.34245 + 0.105%5 + 0.496; + 0.264%).

Note:yy is the predicted value with regard to the ratifighandiness of mobile

Figure 5.3 Examples of TSK fuzzy models extractedhfthe dynamic NF model
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Figure 5.5 Structure of the developed dynamic Nideho

5.3.2 Performance of the dynamic neuro-fuzzy model

In this study, a leave-one-out cross-validation vwpsformed to investigate the
prediction performance of the proposed dynamic N&deh for affective design.
Leave-one-out cross-validation was found to haeestiallest bias for small data sets
(Martens and Dardenne, 1998), and continuous efRsrddy and Keller, 2005). Since
the size of the mobile phone data sets is smalkladoot mean square error (RMSE),
which was employed to evaluate the performancefofrddels, is a continuous error,
a leave-one-out cross-validation was adopted. ™ta df 32 mobile phone samples
were randomly partitioned into training and tesss&he training set has 31 samples,

and the test set has one. The cross-validatiorhgss82 folds. Each fold of the cross-
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validation test underwent the replacement of tlanimg and test sets during the

training process, such that every sample playeteffteset role at least once.

Two dynamic NF models, with and without BP trainingere tested. Their
prediction performance was compared with that &f &NFIS models. First, we
attempted to develop an ANFIS model using the MABLAuzzy Logic Toolbox
based on the survey data. However, the ANFIS faitedun because the ANFIS
structure contained more than 10935 hidden noadhekit avas too complex. As a result,
the ‘out of memory’ error occurred. Two simplifi@dNFIS, i.e., subtractive clustering
(SC)-based and fuzaymean clustering (FCM)-based ANFIS models, wereleysul
instead of a fully structured ANFIS (Zadeh and Bdely, 2001). The hidden nodes
were selectively built in the SC-based and FCM-8a&BIFIS models based on the
partitioning results of subtractive clustering dodzy c-mean clustering, respectively.
The SC-based and FCM-based ANFIS models were ingrited using the MATLAB
Fuzzy Logic Toolbox. The four NF models were trainging the same training data
sets. Finally, the trained models were appliedstoreate customer affections using the
test data sets. The performance of the four motlaéscompared based on the average

RMSE and computational time. The average RMSEfisel# as follows:
Y. RMSE of test samples

Total number of test samples (32)
in the cross-validation test

Average RMSE =

The results of the cross-validation tests are showhables 5.12 to 5.15. The
comparison of the average RMSE of the NF modelvdoious affective data sets are
summarised in Figure 5.5. The dynamic NF models @W¥-based ANFIS models
perform better than the SC-based ANFIS model im$eof prediction performance on

the four product images of ‘simplicity’, ‘uniquersgs’high tech’, and ‘handiness’. The
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test results for ‘simplicity’, ‘uniqueness’, andigh tech’ reveal that test errors based
on the dynamic NF models without BP training arealéen than those based on the
FCM-based models. Moreover, the dynamic NF modétls BP training outperform
the FCM-based ANFIS models in terms of predicticerf@rmance. BP training
significantly reduces the errors of the dynamic Nfedel for ‘high tech’ and
‘handiness’. This finding may be caused by the flaat BP training can fine-tune MFs
and improve the prediction accuracy of the locallels. The results shown in Tables
5.12 and 5.13 reveal that the errors of the dynaditicmodel with BP training are
slightly larger than that of the errors of the dyma NF model without BP training.
This finding may be caused by the NF model seaiith BP training, which can trap a
local optimum and induce overfitting. However, dgma NF models with BP training

achieve the best overall prediction performance.

Apart from prediction performance, the test ressitsw that dynamic NF models
are more computationally efficient than the otlveo NF models. The computational
time of the dynamic NF models is about 18% to 28%s lthan that of the two ANFIS
models. The computationéiime of the incremental training for dynamic NF retd

per update is around 0.018 seconds.

Table 5.12 Test performance of the NF models (Soityp)

Average Computational Time /

Models Average RMSE
second
SC-based ANFIS 0.2874 0.6921
FCM-based ANFIS 0.166 0.6157
Dynamic NF without BP 0.147
. . 0.4991
Dynamic NF with BP 0.1474

Average computationaime per update of dynamic NF models is 0.0184813&%.
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Table 5.13 Test performance of the NF models (Langss)

Models Average RMSE Average Computational Time /
second
SC-based ANFIS 0.2859 0.692
FCM-based ANFIS 0.1086 0.606
Dynamic NF without BP 0.101
. . 0.4876
Dynamic NF with BP 0.1143

Average computationaime per update of dynamic NF models is 0.0180615&%.

Table 5.14 Test performance of the NF models (tegh)

Models Average RMSE Average Computational Time /
second
SC-based ANFIS 0.464 0.6048
FCM-based ANFIS 0.2941 0.6887
Dynamic NF without BP 0.2927
_ _ 0.493
Dynamic NF with BP 0.2312

Average computationaime per update of dynamic NF models is 0.0182613&%.

Table 5.15 Test performance of the NF models (hraassi)

Models Average RMSE Average Computational Time /
second
SC-based ANFIS 0.3533 0.6859
FCM-based ANFIS 0.1312 0.6277
Dynamic NF without BP 0.1387
. . 0.5047
Dynamic NF with BP 0.07244

Average computationaime per update of dynamic NF models is 0.0186915&%.
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Figure 5.6 Histogram of the average RMSE of thenfelels

5.4 Implementation of the design optimisation model

Optimal settings of the design attributes for dffex design of mobile phones are
determined by developing design optimisation madelghis research, the proposed
guided search optimisation approach was implemetdechaximise ‘handiness’ of
mobile phone design using the MATLAB software paygming language. The GA
objective function is to minimise the output of thmined NF model (predicted
‘handiness’), which represents ‘handiest’ in thenmalised scale. Hence, the threshold

of target value was set to 1x1@s one of the stopping criteria of the GA optirtiza

Four different GA optimisation strategies were ewa#td to investigate the
performance of the proposed optimisation approaddiding the non-guided search
strategy (‘No GS’), three guided search strategmag all rules (‘GS All R’), only
positive rules (‘GS +ve R’), and only negative su(6GS -ve R’). The test on ‘No GS’

executed the non-constrained GA and no GS operdtocentrast, ‘GS All R’ applied
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the constraints and GS operators to thoroughly eyt GA search. ‘GS +ve R’
adopted only GS operators defined by positive rideshown in Table 5.3. ‘GS -ve R’
performed the constrained GA using the penalty @ggh, and the constraints were
defined based on the negative rules shown in Talde'GS +ve R’ and ‘GS -ve R’
were used to investigate the performance of thegligrguided search approach when

the rule set is incomplete or contains either pasibr negative rules only.

Inequity was avoided using the same initial popofafor the performance test of
all four optimisation strategies, instead of theudation from random initialisation.
This measure ensured that all GA convergences bieganthe same starting point.
For each generation, best fithess value of the lptipn was evaluated with a
population size of 50. For the tests of ‘No GS’ &8& -ve R’,pc andp, were set to
75% and 25%, respectively. The guided search operatere disablecghfs = 0%). The
guided search operators were enabled for ‘GS AlaRl ‘GS +ve R’pc, pm, andpgs

were set to 50%, 25%, and 25%, respectively.

5.4.1 Results of design optimisation

The GA convergence results of the four GA optimdsatstrategies are shown in
Figure 5.6. The proposed guided search approadm®iged faster than did the non-
guided search approaches (‘No GS’). All GA mode¢dsted at the same point, where
the best and mean fitness values of the initiabjfadn are 0.25 and 0.4, respectively.
After 100 generations, the best fithess value galiylulecreased from 0.25 to below
0.1 using the ‘No GS’ approach. In contrast, coggace was dramatically improved
by the ‘GS All R’ approach. Mean fithess value loé tpopulation was minimised to

nearly zero (smaller than 0.01), and the near-ggtsulution was almost found by the
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‘GS All R’ approach after 60 generations. The ‘G& R’ and ‘GS -ve R’ approaches
also provided notable improvements to GA convergehitowever, employing either
GS operators or constraints cannot guide the sesgdffectively as the ‘GS All R’

search. The ‘GS -ve R’ approach only slightly inkpelthe convergence compared
with the ‘No GS’ approach. ‘GS +ve R’ remarkablycelerated convergence in the
first 30 generations. However, convergence becanggish, and the fitness value was

held above 0.5. The ‘GS All R’ approach yielded hiest GA convergence among the

four optimisation models.

Output of Optimisation Model

The computational times between the guided searuh non-guided search

approaches were compared. The computational tinfesh@ four optimisation
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Figure 5.7 Comparison among the convergences afuited search GAs
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strategies are shown in Table 5.16. Six GS opeyatere defined, and their operating
rate pgs was set to 25%. Three constraints were set as rshiowlable 5.3. The
computational time of the ‘GS -ve R’ model only ueed 0.4% more than that of the
‘No GS’ model in terms of average computationaletiper generations. The ‘GS All R’
and ‘GS +ve R’ models required about 40% more cdatfmnal time per generations
than the ‘No GS’ model. More computational time wasguired for the objective
function evaluation and selection of temporary sohs produced by GS operators.
However, the superior searching ability of the ‘@8 R’ model overcame this
problem. The ‘GS All R model reached the targétdss with the minimum number

of generations and with the shortest total compartat time.

Table 5.16 Comparison of the computational timetloé guided search genetic
algorithms

GA No. of Total Average Time pe Best Fitness
Optimisation Generations Computational Generations/  (Minimising)
Strategy Elapsed Time Used / second second
‘No GS’ 301 20.02 0.0665 0.1844
‘GS +ve R’ 213 20.05 0.0941 0.0540
‘GS -ve R’ 300 20.03 0.0668 0.0779
‘GS AR’ 130 12.20 0.0938 0.0000

The optimal attribute settings of mobile phone gesibtained by the four search
strategies are shown in Table 5.17. Among the émtimisation models, the ‘GS All
R’ model yields the best solution of a handy moluiksign design, which has the
smallest fitness value. Based on the recommendeliuae¢ setting, the affective design
of a new mobile phone was generated and is showigure 5.8. It is a small slide-

type mobile phone, whose length and thickness &8¢ and 41% smaller than the
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average length and the thickness of the 32 molhien@ samples, respectively. The
recommended design adopts a small function buttah aaslide layout that uses a

minimal space to maximise the manipulability of nellesign.

Table 5.17 Attribute settings of mobile phone desifptained by the guided search
genetic algorithms

GA gﬁiﬂ;ﬁ“on ‘NoGS' ‘GS+eR ‘GS-veR ‘GSAIR
Best Fitness 0.1844 0.0540 0.0779 0.0000
(Minimising)

Top shapeh,) Line (X1,1) Curve k13  Curve &3 Arc (X1,2)

Bottom shapeAy) Line (x2,1) Arc (x2.2) Line (x2,1) Arc (X2,2)

Function button shape Large square Small square Large round Small square
(As) (%3,4) (%3,3) (Xs,2) (X3,3)
Layout (As) Bar Large screen Large screen Slide
(Xa,1) (Xa,3) (Xa,3) (X4,2)
Body length, mmAs) 77.8 71.7 107.6 73.3
Body width, mm Ag) 54.0 51.3 50.8 50.6
Body thickness, mm#&;) 8.9 8.9 8.9 8.9
Border width, mm Ag) 0.94 0.94 0.94 0.94
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Figure 5.8Affective design of a ne mobile phone generatéy ‘GS All R’ model
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Chapter 6 Discussion

Some limitations of the proposed methodology areddbvelopment of the proposed

intelligent system are discussed in this chapter.

6.1 Discussion on the proposed methodology

In affective design, customer surveys are commamdgd to acquire customer
affections towards products. Quality of surveysrniportant for acquiring good survey
data for analysis, affecting the consistency of/eyrdata and correlation validity for
data analysis (Krosnick, 1997). In the present\sttite SD method was adopted for
collecting customer affections through questioregi(Chapter 3). The number of
options in the rating scale should be appropriateréspondents to indicate their
preferences. Otherwise, respondents may be foocgd/¢ ratings that do not entirely
represent their preferences. The inappropriat&gatcan increase inconsistency of
survey data and errors in the data analysis (Tia@r2008). In addition, inconsistency
of survey data can be produced because of the useappropriate wordings in
questions, especially affective words describireg D scale. If ambiguous words are
used in the questions, the discrepancy in undetstgramong respondents and the
possibility of deviating from the target meaning tbe questions are greater. The
optimal affective words for describing the SD sazde be investigated by multivariate
statistical analyses, such as factor analysis,cipah component analysis, and
multidimensional scaling (Baronet al, 2009; Nagamachiet al, 2008). The
measurement of the ambiguity in the survey databen discussed by Lai al.
(2005a).
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In the present study, the inconsistency of survata anay exist and affect the
results of the MOGA-based rule-mining model andaigic NF model. In the MOGA-
based rule-mining model, approximate rules are chinem raw survey data, and the
extent of their approximation can reflect the ingistency of survey data. When
survey data are highly inconsistent, the extenambroximation of generated rules
tends to be greater. Hence, the definability ofrapimate rules is low and less
interesting and useful for users. For the dynamic mMbdel, accuracy of developed
models can be affected by the inconsistency ofitrgidata. Highly inconsistent data
lead to large errors of correlation and regressiogfficients in a regression analysis
(Tarantino, 2008). As RLS was adopted as the regmesnethod in the dynamic NF
model, these errors form part of the total erronrébver, there are other sources of

errors, such as outliers and overfitting of the gldrchining.

Sampling errors may occur in design of experime@nducting a survey that
involves an entire sample set (i.e., all possibdeniginations of design attribute
settings) is difficult. Typically, survey samplesahosen through a random sampling
method or an orthogonal array method. An uneverpBagimay result in some areas
of the design space that may be sampled less atradtk Referring to the NF model,

the result with a higher error may be caused napding issue.

Measurement errors may arise during the measuremuaht classification of
design attributes from real product samples usedsarvey. The values of quantitative
design attributes (e.g., dimensions of features)na@asured using measurement tools,
such as meters and gauges. However, defining askifiling categorical design
attributes and their categorical options typicadiguire expert knowledge. Completely
eliminating human subjective judgment is not eabgnvclassifying categorical design

attributes. The definition of categorical designritites can be ambiguous. For
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example, a slightly tapered quadrilateral can bmgrised as a rectangular shape

because of individual variations in visual judgment

The number of design attributes can affect theoperdnce of the intelligent
system. Although more design attributes to be cmmsd would lead to more detailed
study of a product design and enrich the inforrmafar machine learning, increase in
the number of design attributes would adverselyedffthe performance of the
intelligent system because the model becomes nmrplecated. Generally, if more
attributes are involved, a larger number of samfdesraining the models is required.
Alternatively, we can introduce some techniques ttee screen out nonsignificant
attributes . In the proposed intelligent systene, mhle mining model generates rules
with minimising the rule complexity and could play role of attribute selection.
However, a comprehensive model is required to sitha design optimisation model
for generating an entire design. The dynamic NF ehasl therefore built with all
design attributes in this study. Excessive attabutan easily generate noise data if the
number of design attributes increases. The noisddaaffect the clustering results of
data in the attribute space, parameter settingguzfy membership functions and

formulation of local fuzzy models during the traigiof the dynamic NF model.

The proposed methodology can be applied to su@ifattive design of various
products, besides mobile phone design used focdke study such as automobiles,
furniture, cosmetic containers, and many produsedun daily life, as mentioned in
previous studies (Catalano, 2002; Nagamachi, 200%).methodology is quantitative
to analyse customer affections towards productedas data, and flexible to deal
with different design attributes regardless of tmnfiguration of design attributes

based on combinatorial design, parametric desighylorid approach.
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In the previous studies of design for product fiorality and defining product
specifications, elicitation of correct data fromstamers in the early stage of new
product design is challenging. If the product itkeaew to customers, they may not be
able to state their needs of product functionatigarly. Affective design is to study
the emotional aspect of products, and is quiteerbfit from design for product
functionality. Customer affection is close to inilmm and sensation which is an instinct
response. Comparing with the elicitation of customeeds of functionality, it is less
difficult to elicit customer affection in the earlgtage of new product design.
Customers usually can express their affective rigelion products by browsing

through sketches, drawings, images and/or protstgpéhem.

With the affective data sets obtained from the syrand the design data sets
compiled by designers, the proposed intelligentesyscan be applied to perform the
knowledge discovery and optimisation of affectivesign of products. The short
computational times of the dynamic NF model andigdisearch design optimisation
model make the proposed intelligent system suitaslea kernel of an interactive
design system (Jiaet al, 2008; Kim and Cho, 2000; Yanagisawa and Fuku@asp
or a decision support system for customized praduBStippose a customer inputs
his/her desired affection on a product into theisien support system through a short
questionnaire. An optimal affective design solutian then generated to satisfy
customer affection in a minute. However, the de$ggtures are pre-defined, and new
design features cannot be generated in the propomstdodology. It limits design

generation by combining the pre-defined optionthefdesign attributes.

109



Chapter 6 Discussion

The proposed intelligent system was developed wihsideration of data
ambiguity and inconsistency, which is a fundameistle of affective design. A small
sample size, which may be due to the shortageaofyat information obtained in early
design stage, and cost and time-saving in marketimgeys, is another challenge of
affective design studies. The case study of mgiilene design demonstrated how the
proposed methodology deals with the challengese®Bas the implementation results
of the case study, the proposed rule-mining andamyn NF-based modelling
approaches yield high and stable performance faows data sets of mobile phone
design. The proposed approaches are able to impnevquality of rules and models
for reasoning affective design. Although the rohass of the proposed system was
not investigated in details due to the limited timé the research study, the
implemented results show that the robustness of pituposed system is quite

satisfactory.

6.2 Discussion on the MOGA-based rule-mining model

Approximate rules are more suitable than crispsrwidien ambiguity and fuzziness
exist in survey data. They can capture the vagggome of customer affection.
However, approximate rules are inadequate for tseeilolition of affective data. As a
result, the distribution and central tendency déafve data cannot be considered in

the approximate rules.

The maximum number of rules in a rule set is thamlmer of rules generated at the
first stage of rule mining. At the first stage afe mining, the GA population size must
not be too small, otherwise the number of rulesegaed is restricted at this stage. At

the second stage, the rule can be refined or pulgédextra rules cannot be added
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because of the adopted fixed-length chromosometate:r Given that the MOGA may
over-converge at the first stage of rule mininglinsited number of rules may be
generated. Supplementary rules may be requireefitterthe rule set. Spare genes can
be added to the chromosome of the second staggeahnining to increase the capacity

of the rule sets.

The activation thresholdis another factor that can affect the number &sin a
rule set at the second stage of rule mining. Leg®rtant rules are excluded from the
rule set if their weights are smaller than A high activation threshold value is
preferred, and the value ofs assumed 0.8 for selecting the significant rditesthe
rule set. However, an increase in the value @duces the number of rules selected

for the rule set and vice versa.

NSGA-II was employed to solve the multi-objectivdermining problem. The
crowding mechanism of NSGA-II was applied to presepopulation diversity. The
population is ranked according to the objectivectiom values and crowding distance.
Two possible issues on diversity of rules are dhibg the crowding mechanism of
NSGA-II. First, NSGA-II returns the bedl,, solutions in the Pareto set but not the
entire Pareto solution set. NSGA-Il does not cangadternal memory for storing non-
dominated sets (Coello Coello, 2006). It can omifiim solutions that survive in the
population. Second, NSGA-II does not examine thalarity of each gene. There can
be a lack of consideration for diversity in theergbndition values. Crowding distance
is calculated from the difference in the objectfuaction values from two adjacent
solutions in the population (Dedt al, 2002). Supposing that the rules obtained from
two adjacent solutions have notable differencethé objective function values (the

criteria of rule mining), then there may only béist deviations between their rule
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condition values. This problem may result in simrigles obtained from the first stage
of rule mining. However, rules can be refined cdasng the rule interaction, and the
diversity of rules can be restored through mutatibthe second stage of rule mining.
Moreover, a rule set containing similar rules high ftomplexity. It has a low survival
rate because one of the objective functions is itummse the complexity of the rule

set.

The maximum number of generations was adopted s®o@ping criterion of
MOGA. Single-objective GA can be terminated normalthen its convergence
remains still over several generations and reaaheatisfied fithess value. However,
determining the satisfied trade-off among multiembive functions of MOGA is
difficult. A higher maximum number of generationancbe adopted to ensure the

convergence of MOGA, but it requires a long compaoitenl time.

6.3 Discussion on the dynamic NF model

The dynamic NF model is better than the ANFIS madéiandling high-dimensional
problems because it can generate local models mam® The structure of an ANFIS
becomes very complex if the number of inputs or Mdé-darge. Nevertheless, the
dynamic NF model has its shortcomings. In the tngimprocess of the dynamic NF
model, partitioned regions are formed using a elus§y method for training local
models. The entire input space may not be coveyethd partitioned regions of the
clusters. The dynamic NF model can produce accymadictions if the inputs of a
data instance (i.e., attribute settings of a prodaenple) are inside the regions. Its

predictions are less accurate if data inputs argidrithe regions.
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Every update of the ECM produces a constant cliagteesult of the design space
(input variables). The clustering analysis of tlesign space is only required once. In
such partial dynamic cases, fuzzy c-mean clustenethod (FCM) can be employed
instead of online ECM. ECM is ideal for fast onlioeistering, which does not have
any optimisation algorithm for tuning the centredaadius of each cluster (Kasabov,
2007Db). In contrast, FCM patrtitions data pointsedlagn the minimisation of distances
between points and cluster centres. In general, FCidore robust than ECM. RLS is
then used to find local models from each cluster tfee incremental training of

dynamic affective data.

Nevertheless, ECM is more effective than FCM if rwduct samples are added
to the study. ECM can adopt new design pattermsetate a new cluster or update the
existing clusters efficiently. The errors of clustg based on ECM are minimised by
performing a post-optimisation process to fine-tthreecluster centres and radii, which

are obtained based on ECM (Kasabov and Qun Sofg, Kadsabov, 2007Db).

Forgetting factor was introduced to handle timeyway consumer affections in
the dynamic NF model. Previous studies of affectiesign developed affective
relationship models based on a time-independerati€stscenario. In real life,
customer affection towards a product is changingrdhe time in a fast-changing
market. There is a need of studying the latestgdesiend (Hsuet al, 2000). For
example, an impact on the customer affection tosvarghroduct occurs when a new
competitive product launches. The time-varying cosr affections would cause
inconsistency of the affective data gathered frbenldeginning to the end of the survey
period. The proposed dynamic NF model employs gefiting factor, which acts as a
weight on the data instances, to compensate thevarying effect. Higher weights

are exerted to the recent data while lower weighesapplied to the past data. In the
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other words, the latest data set is assumed thé mp®rtant, and past data sets
become less significant for model training. Theuealof the forgetting factor is
important for controlling the fading rate. Kasab(002) suggests that the typical
range of the forgetting factor is between 0.8 arfdrilDENFIS. For a stable market,
the change of customer affection towards a produstmall. The value of forgetting
factor can be set equal to one, and all data hagesame weight that nothing is
forgotten. For a dynamic market, the value of ftrgg factor is set smaller than one
to deal with time-varying effect. Its value may thetermined according to the time
interval between two sequential records. When ithe tnterval is short, the value of
forgetting factor ought to be higher and close t@.oThe past data have a higher
referential value for the estimation of the recmugtomer affection, and more previous
data are used for model training. On the contridmg referential value of the past data
decreases with time, when the duration of a supanod is long and the market is
known as fast-changing. A smaller value of forgegtiactor should be chosen, so that
historical data that are collected before a cetiaie period are neglected in the model
training. The dynamic NF model is trained to mems®@ithe recent data rather than the

past data, thereby better estimating the recenvues affection.

In the present study, a constant forgetting faetdue of 0.95 was used in batch
incremental learning because the survey was coeduntone week. The time effect
on customer affections between any two successgpondents is insignificant.
Considering the cases of inconsistent time intethal variable forgetting factor can be

used to adjust influence (Zhuang, 1998).
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6.4 Discussion on the design optimisation model

A major advantage of the GA is its effectivenesd asliability in searching for a
global optimum. In the current case study, thelteshow that the proposed guided
search GA performs better than the non-guided Be@&®& in reaching for global
optimal solutions. However, the rule guides needdoin accordance with the NF
model prediction. Otherwise, a global optimal solutmay not be found by the guided
search GA approach because of two reasons. Fiessdarch space is smaller, as the
constraints introduced are improperly defined by thegative rules. Thus, the
generated solution may be a local optimum instdaal global optimum. Second, the
GS operators may adversely affect the convergehGAaonvergence. In Figure 5.6,
the results of ‘GS +ve R’ show that the GA searchverges quickly at the beginning
but comes to a standstill before reaching the tafiggess. Population diversity is
probably reduced by the GS operators because thesehigher survival rate for
candidate solutions that contain the GS data streictf the mutation rate setting is too

low, the population diversity may not be restored.

The prediction accuracy for the NF model and thesrare important for finding
a global optimum. Users can access rule qualitysahelct rules based on their expert
knowledge. The chance of the global optimum exgstiithin the constrained regions
is higher if the regions are defined by less numibfeconfident rules. Population
diversity is also important for global search. Dsity can be maintained better by
increasing the mutation rate and decreasing tleeafatpplying the GS operators. If
the target fitness cannot be reached by the GSoagipr studying whether the NF

model has been properly trained becomes necessary.
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Besides the validation of the rules and the prexhanodel, the validation of the
recommended attribute settings, which are genetatede design optimisation model,
Is also important. The validation of the recommehdasgtribute settings has two
possible cases. If the database contains simikglesamples whose attribute settings
are the same as the recommended attribute settimgscustomer affection of the
recommended attribute settings can be validatedsimply comparing with the
existing data. When similar design samples canadbbnd in the existing data set, a
new survey is needed to study whether the desigedoan the recommended attribute
settings correctly matches to the desired custaaffections or not. Designers who
follow the proposed methodology have to preparénduostrial design of the product
which is based on the recommended attribute seffingn, an SD survey is conducted

to acquire the customer affection of the new design

In the current case study, the guided search GAoapp can find an optimal
solution with less number of generations and lesaputational time compared with
the GA approach without a guided search. Howevedeis applying the GS operators
(‘'GS All R” and ‘GS +ve R’) have a longer computatal time per generation, as
shown in Table 5.16. The computation time of thédgd search increases as the
number of positive rules used to set the GS operatacrease. An additional
evaluation of the objective function is performeddbtain the fithess value of the
temporary solution for each application of a GSrafm. If too many rules are set as

GS operators, the computational efficiency of tf& sBategy can be largely affected.

A typical limitation of applying GAs for solving éipisation problems is that
only near-optimal solutions can be generated. Eurtiudies are required to find a

better optimal solution using non-heuristic sealgforithms.
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Chapter 7 Conclusions and Future Work

This chapter summarises the main idea of the relseand its results and contributions

are highlighted. Suggestions for future work asogresented.

7.1 Conclusions

At present, customers consider the tangible andtiena aspects of products.
Products with good affective design can attractausrs and influence their choices.
Affective design of products is to develop a prddhat satisfies the affective needs of
customers. It involves a mapping process from ftifective needs in the customer

domain to the design attributes in the product doma

Creating a model based on relationships betweetomes affections and design
attributes of products is challenging because efftizzy and non-linear characteristics
of these relationships. In recent years, some ctatipual intelligence techniques
have been attempted in the research on affectisgrleThe research approaches are
mainly divided into two types, namely, the modesdd and rule-based approaches. In
the current research, a methodology and an ingsitigsystem are proposed for
supporting affective design. The system was deweldpased on the rule-based and
model-based approaches. It contains three mod®8©@A-based-rule-mining model,

a dynamic NF model, and a design optimisation model

In the case study of affective design for mobilemds, a MOGA-based rule-
mining model was developed to mine rule sets. Eiglat cross-validation tests were

conducted. The test results indicate that the dvewpport rate of the mined rule sets
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Is 93.75%. The results are better than those basethe DRS-based rule-mining
approach. The dynamic NF model displays betterigtied performance and shorter
processing time compared with the SC-based and b&dd ANFIS models. The

performance of the dynamic NF models with BP tragnis the best among the NF
models in the cross-validation tests. In additithe dynamic NF models reduce the
computational time by 18% to 29% compared with dfleer two models. The fast

incremental training process of the dynamic NF no@mables an effective model
update and maintenance in the long term. Basedhendeveloped rule sets and
dynamic NF model, the relationships between custoréections and design

attributes of mobile phones can be modelled. Rmalldesign optimisation model was
developed to generate the optimal design attribetings of a new mobile phone. The
rules generated serve as constraints when searfdnrgptimal settings. The design
rationale of each recommended solution can be resed from the corresponding
rules. The recommended solutions and their desigonales are useful for supporting

affective design of products.

The major contributions of the research are sunsedras follows:

1. A new methodology for supporting affective desigmaswproposed, by which

optimal design attribute settings of affective desof products can be determined.

2. A novel two-stage MOGA-based rule-mining approadspwroposed to generate
approximate rules for studying affective design.rdbust MOGA-based rule-
mining approach was adopted and approximate rule® wntroduced into the
MOGA-based rule-mining model. Comparing with the ®BRased approach, the
proposed rule-mining approach is more robust toaektrules which can estimate

the lower and upper limits of the customer affettinduced by design patterns.
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Thus, the proposed approach can be used to ddalawibiguity and preference
order in survey data.

3. A new dynamic NF-based modelling approach to mouglthe relationships
between customer affections and design attributes afffective design was
proposed. The dynamic NF model enhances the eféawss of training and
updating the NF-based prediction models for affectidesign. Prediction
performance and computational time of the propaggatoach were found better
than those of the SC-based and FCM-based ANFI$envalidation tests. In
addition, the proposed approach can deal with getanumber of inputs. The
conventional ANFIS results in long computationahei or ‘run out of memory’
errors when there are too many inputs.

4. A novel guided search GA approach was proposedeteergte optimal design
attribute settings for affective design. Constranandling and guided search
operation, reasoning based on mined approximaes,rwere introduced into the
optimisation model to guide the GA search and leadesirable solutions. The
guided search GA approach outperforms the GA appragthout the guided
search strategy in terms of better GA convergemnceshorter total computational
time.

5. A novel intelligent system for supporting affectigesign was developed based on
rule-based and model-based approaches. The miesl mot only can provide
rule-based knowledge of affective design for usensalso serve as guides to the

design optimisation process of the system.
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7.2 Future work

Some future works related to this study are suggess follows.

The generated approximate rules are inadequatertsider the distribution of
survey data, as mentioned in Section 6.2. Futurk wimay involve the concept of
fuzzy MFs to consider the data distribution beffdre values of approximate rules can
be justified by comparing them with fuzzy membepsiriodels. The development of
an effective stopping criterion for MOGA rule-migincan be studied in future
research. Goekt al. (2010) discussed more effective termination sgjate and
stopping criteria for MOGA, such as consolidatiatia and improvement ratio of non-
dominance-based convergence. Their adoption mayirglte excessive generations

and solve the optimisation problem more efficiently

As mentioned in Section 6.3, the performance ofdjx@gamic NF model can be
affected by the forgetting factor value. The oplimalue of forgetting factor is
currently found with a sensitivity test. Howevdnetprocess is time consuming. The
dynamic NF model involves BP training to adjustfigzy MF. The forgetting factor
value can be adjusted using the BP training algoritThe methods of optimising the

forgetting factor can be explored in future reskarc

Another future work is related to the applicatidntlee dynamic NF modelling.
Some major advantages of the dynamic NF modeltsi@mputational efficiency and
ability to update a developed model through incraia@ldearning, instead of retraining
the entire model. Virtual KE (VKE) (Nagamachi, 2002006) and interactive
evolutionary design systems (IEDS) (Kim and Cho)®0Yanagisawa and Fukuda,
2005) are technologies for designers to create thesigns using virtual reality and

evolutionary algorithms such as GA. Users have Yaluate numerous design
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candidates on the screens until the convergencthefmost preferred design is
obtained by GA. During the evaluation process dyieamic NF model can learn about
affective relationships from records through incestal training. Moreover, the

dynamic NF model can be used to predict user meées, and guide crossover and
mutation operations to improve GA convergence. G&s be costly, but dynamic NF
model is a fast online model. By integrating dynardiF model with IEDS, the

computational efficiency can be improved, and thstant feedback of interactive

design systems can be supported.
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Appendix Questionnaires of affective survey on mole phone design
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#13 - 416 (478)
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#17 = #20 (378)
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#21 - #24 (68)
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#29 - #32 (8/8)
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