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Abstract

Recently, transmitters and receivers with multiple antennas, i.e., multiple-input

multiple-output (MIMO) systems, have been proposed for use in wireless communi-

cations. The main advantage of MIMO systems over traditional single-input single-

output (SISO) systems is that MIMO systems can provide much higher capacities

than SISO systems, thus improving the spectral efficiency of the wireless channels.

Alternatively, diversity gain can be obtained with the use of MIMO systems and

appropriate transmission strategies. In this thesis, we aim to evaluate the ana-

lytical performance of MIMO systems over correlated-Rayleigh and Rician channel

conditions. We also perform simulations to verify the analytical results.

Multiple-input multiple-output systems can be broadly classified into two types,

namely, spatial-multiplexing based and diversity based. For the spatial-multiplexing-

based (SM-based) MIMO systems, we will study both the zero-forcing (ZF) detector

and the vertical-BLAST (V-BLAST) detecting algorithm. Based on the distribu-

tion of the post-detection SNR of the ZF detector, we will derive the bit error rate

(BER) expressions for the MIMO systems over correlated-Rayleigh and Rician fad-

ing channels. Using the results, the performance degradation due to correlation

in a Rayleigh fading channel is expressed in terms of the correlation coefficient.

Moreover, we derive a closed-form expression, in terms of the Rician factor and

the number of transmit antennas, for the SNR degradation of the Rician channel

compared to the independent and identically distributed (i.i.d.) Rayleigh channel.

Further, based on the work done related to ZF detector, the performance of V-

BLAST algorithms for the MIMO systems with two transmit antennas is analyzed

over correlated-Rayleigh and Rician channels. We will derive the analytical BERs of

the first and second detection steps for both optimal- and fixed-detection-ordering

schemes. The effect of optimal ordering on the SNR and diversity order will then

be discussed. Afterwards, we will investigate the SNR degradation of the detection

steps for correlated-Rayleigh and Rician channels over an i.i.d. Rayleigh channel.
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We will also evaluate the capacity of the MIMO Rician channel. We will show

that the capacity of a MIMO Rician channel can be well-approximated by that of

a MIMO correlated-Rayleigh channel and we will derive a close-form expression for

the channel capacity. Based on the analytical results, we will study the asymptotic

capacities of the Rician channel at low and high SNR regions, and the asymptotic

capacity loss of the channel relative to an i.i.d. Rayleigh channel.

Finally, we will investigate thoroughly the performance of diversity-based MIMO

systems with antenna selection over an intra-class correlated Rayleigh channel. We

will derive the exact BERs of the MIMO systems with three different selection

schemes, namely transmit-antenna selection, receive-antenna selection and the full

complexity schemes. Then, the asymptotic SNR degradations due to correlation

are expressed in terms of the correlation coefficient and the number of antennas.

Finally, we evaluate the diversity orders and compare the SNR requirements of dif-

ferent selection schemes at low BER regions.
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Chapter 1

Introduction

Since the early 1980’s, wireless technologies have been advancing at a tremendous

pace. We have experienced the evolution of mobile cellular systems from the ana-

logue age to digital era in the 1990’s. Today, the third generation mobile systems

are supporting multimedia transmissions, such as video and image, in addition to

traditional voice communications. Other wireless technologies such as Bluetooth

and wireless local area networks are also prevalent everywhere. While the spectrum

of personal wireless communications has almost been exhausted, higher and higher

data rates are required to support the ever demanding wireless services.

Suppose we have a system which comprises multiple antennas equipped at

both the transmitter and the receiver, together with a wireless channel between the

transmitter and the receiver. If we model the system as a black box with multiple

inputs at the transmitter and multiple outputs at the receiver, such a system can

be regarded as a multiple-input multiple-output (MIMO) system. Fig. 1.1 illustrates

the structure of such a MIMO system.

For a single-antenna system, also called single-input single-output (SISO) sys-

tem, its capacity is limited by the well-known Shannon capacity [19]. But when mul-
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Figure 1.1: The structure of a MIMO system (Tx: Transmitter, Rx: Receiver).

tiple antennas are installed at the transmitting side, such as the base stations, it has

been shown that the capacity and performance of wireless systems can be improved

through the so-called beamforming techniques [55, 74, 81]. Under such a condition,

the downlink, i.e., from the base station to mobile station, can be regarded as a

multiple-input single-output (MISO) system whereas the uplink, i.e., mobile station

to base station, can be treated as a single-input multiple-output (SIMO) system.

The earliest work on MIMO systems can be traced back to 1987, when Jack

Winters at Bell Laboratories proposed a system that established communication

between two mobiles, each with multiple antennas [33]. But the theoretical closed-

form expression for the capacity of MIMO systems was first derived by Telatar

in his pioneer paper [91]. The asymptotic analysis at the high signal-to-noise ratio

(SNR) region has also shown that the capacity of such multiple-input multiple-output

(MIMO) systems over an independent and identically distributed (i.i.d.) Rayleigh

fading channel increases linearly with the number of transmit or receive antennas,

whichever is the smaller [91]. Subsequently, Foschini proposed two types of Bell

LAbs Space-Time architectures (BLAST), namely diagonal BLAST (D-BLAST)

and vertical BLAST (V-BLAST), for MIMO systems [16, 17] which could achieve

the capacity predicted in [91]. Laboratory experiments conducted in Bell Labs

[97] have also revealed that spectral efficiencies of 20–40 bits per second per hertz
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Figure 1.2: The two types of MIMO systems.

can be achieved with eight transmit antennas and twelve receive antennas in an

indoor propagation environment at realistic SNRs and with acceptable error rates.

Because of the works of Telatar and Foschini, the research of MIMO systems has

become one of the most popular areas in wireless communications in recent years

[27–30]. Generally speaking, MIMO systems can be broadly categorized into two

main groups, namely spatial-multiplexing based and diversity based, as in Fig. 1.2,

which will be described in the subsequent sections.

1.1 Spatial-Multiplexing-Based MIMO Systems

Fig. 1.3 shows the structure of a MIMO system using the spatial-multiplexing (SM)

technique. In the SM-based system, the input data stream is first demultiplexed into

a number of data sub-streams that equals the number of transmit antennas. After

applying the mapping strategies, such as D-BLAST and V-BLAST, the data sub-

streams are distributed to different antennas. At the receiver, the received signals

are processed by a detector using various algorithms to estimate the transmitted

data symbols. The algorithms applying to the detector include zero-forcing (ZF),

minimum mean-square-error (MMSE), and V-BLAST, etc.
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Figure 1.3: A spatial-multiplexing-based MIMO system (Tx: transmit, Rx: receive).

Figure 1.4: The mapping strategies of (a) D-BLAST and (b) V-BLAST systems.

1.1.1 D-BLAST Architecture

As mentioned earlier, Telatar derived only the theoretical capacity of MIMO sys-

tems [91] and it was Foschini who first proposed practical structures [16, 17], i.e.,

D-BLAST and V-BLAST, to achieve the predicted capacity [91]. In the BLAST

structures, the incoming data stream is demultiplexed into a number of blocks that

equals the number of transmit antennas. Different data blocks are sent through

respective antennas that operate at the same carrier frequency. The receiver then
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separates and decodes the data streams using algorithms similar to multi-user de-

tection [92].

The difference between the D-BLAST and V-BLAST lies in the way the data

blocks are mapped to the respective antennas [16, 17]. Fig. 1.4 illustrates the map-

ping strategies for the two BLAST systems with four transmit antennas. In D-

BLAST, the separates data blocks are circularly rotated and then transmitted among

the antenna elements. Fig. 1.4(a) shows that in D-BLAST, the data blocks assigned

to antennas 1–4 in the first burst are in the order (a b c d), in the second burst

(d a b c), in the third burst (c d a b) and in the fourth burst (b c d a), and so on.

If we consider the transmit antennas individually in the space domain, the

data from the same blocks in D-BLAST will be distributed diagonally. The rotation

method can prevent the same data block from being transmitted over the same

channel to provide spatial diversity. At the receiver, the D-BLAST detector decodes

the data block from the same data stream diagonally in steps. The D-BLAST

detecting algorithm includes joint detection, decoding, and interference cancellation

process, in which the decoded sub-streams are used in succession to remove external

interferences. For example, in Fig. 1.4(a), once the four data blocks denoted by “ a ”

are obtained with joint detection, the interference from the sub-stream “ a ” will be

removed for the following detection steps to decode d, c, b. Note that besides the D-

BLAST detector, other linear detectors such as zero-forcing detector and minimum

mean-square-error (MMSE) detector can be employed at the receiver. Such linear

detectors are much simpler but with a degraded error performance.

1.1.2 V-BLAST Architecture

In V-BLAST, the data blocks are distributed among consecutive antennas. As shown

in Fig. 1.4(b), the V-BLAST always assigns the data block “ a ” to antenna 1, “ b ” to
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antenna 2, “ c ” to antenna 3, and “ d ” to antenna 4. At the receiving end, when the

V-BLAST detector is used, the data blocks with the maximum post-processing SNR

are first decoded. Then the signals from the decoded data blocks are reconstructed

and then subtracted from the original signals, thus reducing the interference to other

data blocks. The decoding of the data block with the maximum post-processing

SNR among the remaining data blocks and the interference cancellation process

continue until all data blocks are decoded. Compared with the D-BLAST detector,

the V-BLAST detector has a lower decoder complexity. Similar to the D-BLAST

case, other linear detectors such as zero-forcing detector and MMSE detector can

be used in the V-BLAST architecture but with a degraded error performance. Also,

in [79], ZF and MMSE detections with successive interference cancellation based on

the sorted QR-decomposition of the channel matrix have been proposed. In this

scheme, only a fraction of the computational effort required by V-BLAST detector

is required with a tradeoff of lower performance.

The capacity of D-BLAST and V-BLAST have been compared in detail in [18].

It has been concluded that the V-BLAST algorithm is a relatively simple algorithm

to implement which can achieve a large part of the MIMO capacity. Furthermore,

the V-BLAST capacity has been found to grow linearly with the increasing number

of antennas and to give a large fraction (≈ 0.72 or more depending on SNR) of the

capacity of the more complex D-BLAST architecture. However, in the V-BLAST

architecture, the same data block is transmitted through the same channel and no

spatial diversity presents. On the other hand, D-BLAST can provide both spatial

and time diversity. Thus, D-BLAST always outperforms V-BLAST in terms of bit

error rate [16].
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1.1.3 Performance of Detectors

Multiple-input multiple-output systems have promised to provide high capacity for

wireless communications over a multipath environment [16,17,91], and most of the

researches and proposals in earlier works have been conducted under the assumption

that the MIMO channels follow i.i.d. Rayleigh fading. In practical environments,

correlation is present between sub-channels due to the limited number of scatters

in the transmit paths, small angular spread at the transmitter or receiver, and the

small separation between the antenna elements. In the presence of a purely specular

or line-of-sight (LOS) path between the transmitter and the receiver, the MIMO

channel is further modeled as Rician fading [15].

Moreover, the thesis considers the structure of SM-based MIMO systems. It

can be observed that it is similar to that of a multi-user wireless communication

system where multiple antennas have been installed at the base station. Thus, at

the receiver of the MIMO system, if we regard the data sub-streams coming from

the multiple transmit antennas as those sent by separate wireless users, multi-user

detection algorithms can be directly applied to the SM-based MIMO system for

decoding the data sub-streams. In the following, we will review the performance

results of three types of detector, namely zero-forcing detector, MMSE detector and

V-BLAST detector, over the aforementioned types of channels. Zero-forcing and

MMSE detectors are simple linear detectors with lower error performances whereas

the V-BLAST detector can provide better performance at the expense of a more

complex decoding algorithm.

1.1.3.1 Zero-Forcing Detector

The linear zero-forcing (ZF) detector has been designed to eliminate the multi-

stream interference (MSI) completely at the expense of noise enhancement [75].
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The performance of MIMO ZF detector has been studied in [23,40]. Given a certain

transmit correlation matrix, the probability density function (p.d.f.) of the output

SNR was derived as chi-square distributed. The average symbol error rate (SER)

or bit error rate (BER) performance of MIMO systems over a correlated-Rayleigh

fading channel using the ZF detector has been derived theoretically in [43]. It has

further been found that the ZF detector can achieve a diversity order of (r − t + 1)

irrespective of the transmit or receive correlation, where r denotes the number of

receive antennas and t represents the number of transmit antennas, respectively.

Further, simulation results have shown that provided the signal power from the

non-line-of-sight (fading) components remains the same, the performance of the

MIMO system in a Rayleigh channel and a Rice channel will be the same [26].

1.1.3.2 MMSE Detector

The MMSE detector, on the other hand, is designed to minimize the mean-squared

error (MSE) between the estimated data and the transmitted ones [75]. The MMSE

technique can provide better estimations than the ZF algorithm at a similar compu-

tational cost. However, the MMSE algorithm requires an estimated value for SNR.

The signal processing algorithm in the MMSE receiver for MIMO systems is the

same as the optimum combining (OC) algorithm for multi-user communications.

The exact analysis of OC can be found in literatures [20, 21, 51, 52, 64, 82, 83] and

their references. These results can be used to calculate the performance of MIMO

systems using MMSE receiver under spatially uncorrelated fading. The exact the-

oretical results for an arbitrarily correlated-Rayleigh fading channel can also be

found in [41,43]. However, the SER closed-form expressions with arbitrary numbers

of transmit and receive antennas are lengthy and tedious. Fortunately, at high SNR,

the performance of MMSE receiver converges to that of a ZF receiver. By making use

of the average BER of ZF receiver as an upper BER bound of the MMSE receiver,
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we can conclude that the diversity order of MMSE receiver also equals (r − t + 1).

1.1.3.3 V-BLAST Detector

In the above, we have reviewed the work on linear detectors, namely ZF and MMSE

detectors, for SM-based MIMO systems. The iterative nulling and canceling scheme

is a suboptimal algorithm that decodes the data streams in a sequential fashion. It

is similar to the iterative interference cancellation schemes for multiuser detection

[92] and has already been utilized in BLAST systems. When ZF or MMSE method

is applied to mitigate the interferences from other undecoded data streams in each

detection step, the performance of SM-based MIMO systems can be significantly

improved [97]. Moreover, it has been found that when symbol cancellation is used,

the order of detection becomes important to the overall performance of the system.

It is because the data stream with the minimum post-processing SNR will dominate

the error performance of the system. Further, the ordering based on post-detection

signal-to-noise ratio (SNR) has been proven to be the optimal method [18,97].

In the V-BLAST detector, the data stream with the maximum post-processing

SNR is first decoded. Then the signal from the decoded data stream is reconstructed

and substracted from the original signal received. The decoding of the data block

with the maximum post-processing SNR among the remaining data blocks and the

interference cancellation process is then continue until all data blocks are decoded.

Since the detector ordering is based on the maximum post-detection SNR, it is the

optimal ordering [18,97]. Compared to the algorithm with fixed detection ordering,

the optimal ordering algorithm requires a larger computational effort. In addition

to the above symbol cancellation technique, other detection techniques such as V-

BLAST based on minimum mean-squared-error (MMSE) reception with successive

interference cancellation [99], and turbo-BLAST architecture using turbo principles

[65] have been proposed for MIMO systems to obtain high spectral efficiency.
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In [73], the exact average joint error probability (JEP) as well as symbol error

probability (SEP) of MIMO ZF decision feedback detector with fixed ordering under

an i.i.d. Rayleigh fading channel are derived under the assumption that errors

propagate in consecutive detection steps. Asymptotic analysis has shown that the

diversity order of average JEP or SEP is limited to (r − t + 1) because of the error

propagation [73]. Moreover, the theoretical performance of MMSE reception with

successive cancellation and fixed detection ordering for MIMO systems has been

studied in [99] for uncorrelated channels.

When optimal ordering is implemented, the only theoretical result has been

given by Loyka for V-BLAST with two transmit antennas under an i.i.d. Rayleigh

fading channel [59]. The closed-form expressions for outage probabilities and average

BERs have been derived [59] based on the geometrical approach. It has further

been concluded from both the analytical analysis and the numerical Monte-Carlo

simulations that the effect of optimal ordering in a two-transmit-antenna system is

equivalent to increasing the first step SNR by 3 dB, but not increasing the diversity

order. For the correlated-Rayleigh fading and Rician fading channels, there are no

published results in the literature.

1.1.4 Capacity

The capacity analysis of MIMO systems is another active research area that has

been conducted in the past few years. The pioneer work by Telatar [91] has shown

that much capacity gain can be achieved for MIMO systems under an i.i.d. flat

Rayleigh fading environment.

But the capacity of MIMO systems is degraded whenever correlations exist

among the sub-channels. For example, under the assumption that there is an ex-

ponential correlation among the sub-channels, an asymptotic analytical expression
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for the channel capacity has been derived in the high SNR region [56, 57]. The

main conclusions were that the capacity decreased with the correlation coefficient

and that correlation among the sub-channels produces the same effect as reducing

the SNR. In [9], assuming arbitrary correlation among the transmit antennas or the

receive antennas, closed-form expression for the characteristic function of MIMO

system capacity has been found. Subsequently, the cumulative distribution function

of the capacity is derived, allowing the evaluation of the mean capacity and outage

capacity of the MIMO system. Based on the analysis, it is further concluded that

under an exponential correlation model, the capacity reduction is minimal if the

correlation coefficient between adjacent antennas is less than 0.5. A similar remark

has also been made in [36] in which the capacity is evaluated by deriving first the

moment generating function of and then the mean of the mutual information. In

[68], assuming fading correlation at either the transmitting or receiving end, the

asymptotic capacity per transmit antenna has been analyzed when the numbers of

both transmitting and receiving antennas are increased at the same rate without

bound. Results have shown that the growth rate of the asymptotic capacity per re-

ceive antenna is not affected by the fading correlation. Other independent works on

the MIMO capacity over correlated-Rayleigh fading channels can be found further

in [44–48,77].

Some research work has also been performed on MIMO systems under a Rician

channel [12, 34, 37, 53, 66, 67, 70, 78], which may be modeled approximately as the

sum of a specular component and a scattered component [14]. In particular, the

capacity found using the numerical integration method has verified that the line-of-

sight signal component in the Rician channel reduces the MIMO channel capacity

as a consequence of the lack of scattering [37]. Asymptotic analysis shows that the

capacity for a MIMO system under a Rician channel decreases as the Rician factor

increases and approaches the capacity of its scattered component when the antenna
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Figure 1.5: The space-time codes.

numbers are large and the specular matrix has a unit rank [53]. However, the exact

effect of the LOS path on the capacity loss of a Rician channel relative to an i.i.d.

Rayleigh channel has not been given in closed-form expressions until now.

1.2 Diversity-Based MIMO Systems

In diversity-based MIMO systems, space-time codes (STC) and antenna selection

are typical techniques used to accomplish diversity gain.

1.2.1 Space-Time Codes

In the STC scheme, the transmitter encodes the data stream through both space

(different transmit antennas) and time domains (consecutive time symbols) to attain

high diversity gain. In [89], Tarokh has proposed space-time trellis codes (STTCs)

which can achieve both diversity and coding gains. The STTCs are based on the

trellis used in convolutional codes and trellis coded modulation (TCM), whereas

the labels of the trellis transition branch become vectors representing the signals

transmitted on the multiple antennas. Fig. 1.5(a) displays an example of the STTCs
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with four states and quadrature-phase-shift-keying (QPSK) modulation using two

transmit antennas. The labels on the left of each node represent the four trellis

branches leading from that node, in the order from the top to the bottom. The

four phase states of the QPSK constellation are denoted by the numbers “0” to

“3”. Because there are four branches diverging from each node, the transmitter

encodes two bits of information in each trellis transition. For example, for the

branch transition shown with a thicker line, “2” is sent to antenna 1 and “3” to

antenna 2. Since the Viterbi algorithm is used to decode the STTC at the receiver

[93], the complexity of the receiver will increase exponentially with the number of

states of the trellis and the number of transmit antennas.

Space-time block coding (STBC) is another powerful STC scheme based on

some well constructed transmit matrices [3,90]. Such transmit techniques can ensure

that the data streams mapping to the different transmit antennas at consecutive

time slots are orthogonal. Fig. 1.5(b) shows an example of STBC with two transmit

antennas. In the first time slot, the data blocks x1 and x2 are transmitted by antenna

1 and 2, respectively. In the second time slot, −x∗1 and x∗2 are distributed to antenna

1 and 2. Because of this transmission scheme, the receiver can use a very simple

linear process to demodulate the data stream [3]. Therefore, the structure of STBC

receiver is very simple. The disadvantage of STBC, however, is that there is no

coding gain. For further discussion about space-time coding, interested readers can

refer to the book written by Vucetic [94].

1.2.2 Antenna Selection

To reduce the cost and complexity of MIMO systems, antenna selection at the

transmit or receive side, or at both sides has been proposed [69,80]. In practice, one

of the main limitations of MIMO systems is the cost of RF chains and its relative
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Figure 1.6: A generalized antenna selection MIMO system.

components. Antenna selection scheme, which selects a subset of transmit antennas

and receive antennas to be active based on some criteria, can reduce the number of

RF chains and then save the cost and power.

The structure of a generalized antenna selection MIMO system [69,80] is shown

in Fig. 1.6. A bit stream, after being modulated and encoded, is replicated to

Lt parallel streams. These data streams are multiplied by the coefficients ui(i =

1, 2, · · · , Lt) to ensure that the receiver can distinguish the transmitted data from

different antennas, which are sending the same data. Afterwards, the transmit

antenna selector switches the modulated and encoded signals to the best Lt out of

the t transmit antennas. At the receiver, the best Lr out of the r receive antennas

are selected. The picked signals are weighted by the coefficients w∗
j (j = 1, 2, · · · , Lr)

corresponding to the weighted method at the transmitter and then processed by the

detector to obtain the estimated transmit data. If the transmitter has no knowledge

of the channel, the information about transmit antenna selection must be fed back

from the receiver.

It has been shown that antenna selection is an efficient scheme to improve the
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link quality of diversity-based MIMO systems according to the average BER [6,101].

Furthermore, this technique produces the same diversity order as the full complexity

MIMO system, which refers to the systems that use all the RF chains at the transmit

and receive side.

1.2.3 Performance of Antenna Selection

The performance of MIMO systems with antenna selection has been studied to some

extent. The outage probability of a MIMO system with receive-antenna selection

under an i.i.d. Rayleigh fading channel has been studied analytically [85], which

shows that the diversity order of receive-antenna selection is the same as that of the

full complexity system. The approximated SNR loss due to antenna selection has

also been derived.

In [8], the authors have proposed a scheme combining transmit-antenna selec-

tion and receiver maximal-ratio-combining (MRC). The exact expressions of outage

probability and average BER have been given for an i.i.d. Rayleigh fading channel.

The simulation results have shown that the performance of the scheme outperforms

some complex space-time codes with the same spectral efficiency. The performance

of receive-antenna selection combining space-time coding has been investigated in

[5]. The conclusion is that the proposed scheme can achieve the full diversity as the

one using all available antenna elements.

For an arbitrary correlated-Rayleigh channel, Yang has studied the performance

of the transmit-antenna selection scheme [98]. Further, a closed-form BER expres-

sion has been derived for the systems with two receive antennas. Later, Wang has

derived accurate BER expressions of transmit-antenna selection over an arbitrarily

correlated Nakagami-m fading channel [95,96]. The theoretical results are also vali-

dated with computer simulations. Unfortunately, the theoretical results derived for
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the arbitrarily correlated channels [95, 96, 98] are intricate and difficult for further

analysis.

1.3 Objective and Organization of the Thesis

Our literature survey has indicated that evaluating the performance of MIMO sys-

tems over a Rician channel analytically remains one of the difficult tasks in the study

of MIMO systems. In this thesis, we aim to evaluate the performance of MIMO sys-

tems analytically, especially over a Rician channel. We will show that the MIMO

Rician model can be well approximated with correlated-Rayleigh channel models in

statistics. In particular, we will evaluate thoroughly the performance of zero-forcing

detector and 2× r V-BLAST detector over i.i.d. Rayleigh, correlated-Rayleigh, and

Rician channels. Further, we will derive the capacity of MIMO systems over a Rician

channel and compared its degradation with that over an i.i.d. Rayleigh channel.

Finally, we will investigate MIMO systems with antenna selection over an intra-

class correlated-Rayleigh fading channel. We will derive the exact bit error rates of

the systems under three different diversity schemes, namely transmit-antenna selec-

tion, receive-antenna selection and full complexity schemes and we will compare the

asymptotic performance of these three diversity schemes analytically. The rest of

this thesis is organized as follows.

Chapter 2 is devoted to the analysis of spatial-multiplexing-based MIMO (SM-

based) systems employing simple zero-forcing detectors at the receiver. Based on the

distribution of the post-detection SNR of the ZF detector, we will derive the BER

expressions for the MIMO system over three types of channels, namely independent

and identically distributed (i.i.d.) Rayleigh channel, correlated-Rayleigh channel,

and Rician channel. In particular, the exponential correlation matrix, which has

been successfully used in many communication problems, will be used to model

16



the correlated-Rayleigh channel. The SNR degradations of the correlated-Rayleigh

channel and the Rician channel compared to an i.i.d. Rayleigh channel will also

be determined in terms of the exponential correlation coefficient and Rician factor,

respectively. Further, simulations will be performed to verify the analytical results.

In Chapter 3, we present a novel analytical approach to studying V-BLAST

systems with two transmit antennas when optimal ordering is used. Based on the

analytical tools and techniques developed in Chapter 2, we will derive the distribu-

tions of the post-detection SNRs of the V-BLAST detector. Closed-form analytical

expressions of the BERs and the diversity orders for the 2×r V-BLAST systems em-

ploying optimal ordering will then be found when subject to i.i.d. Rayleigh fading,

correlated-Rayleigh fading, and Rician fading, respectively. The effect of optimal

ordering on SNR and the diversity order will also be discussed. Further, we investi-

gate the SNR degradation of the detection steps for correlated-Rayleigh and Rician

channels over an i.i.d. Rayleigh channel. Simulation results will also be used to

validate our theoretical analysis.

Chapter 4 studies the capacity of MIMO systems over a Rician channel. We

will first derive a close-form expression for the MIMO channel capacity. During

the process, we will show that the capacity of a MIMO Rician channel can be

well approximated by that of a MIMO correlated-Rayleigh channel. Based on the

solution, the asymptotic capacities at low and high SNR regions will be analyzed.

Also, the asymptotic capacity loss of the Rician channel relative to an i.i.d. Rayleigh

channel will be derived. Further, the analytical findings will be presented together

with the results found by simulations.

Chapter 5 presents our last set of results. In this chapter, we will investigate

diversity-based MIMO systems with antenna selection over an intra-class correlated-

Rayleigh fading channel. In our study, one single transmit or receive antenna with

an aim to maximizing the total received signal-to-noise ratio will be selected for
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transmission or reception, while it is assumed that the other side will use all the

available antennas. Using binary-phase-shift-keying (BPSK) modulation as an illus-

tration, we will derive the exact bit error rates of the systems under three different

diversity schemes, namely transmit-antenna selection, receive-antenna selection and

full complexity schemes. Moreover, we will compare the asymptotic performance of

these three diversity schemes analytically. The effect of correlation among the sub-

channels on the SNR degradation will also be determined in terms of the correlation

coefficient and the number of transmit/receive antennas.

In Chapter 6, we summarize the contributions in this thesis and provide some

future research directions.
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Chapter 2

Performance Analysis Of Zero

Forcing Detectors

Although Rayleigh and Rice fading channels are the most popular models for wireless

channels, much of the research work on the performance of MIMO systems has been

focused on Rayleigh fading channels [6]. The performance of MIMO systems over

a correlated-Rayleigh fading channel using the low complexity zero-forcing detector

has been evaluated in [42,43]. The theoretical and simulated results have shown that

the correlation between sub-branches can cause performance degradation. In [26],

the bit error rate (BER) performance of MIMO systems using ZF detector in both

Rayleigh and Rician fading channels has been evaluated by simulations. Results have

shown that when the signal powers from the non-line-of-sight components remain

the same, the performance of the MIMO system in Rayleigh and Rician fading

channels is almost the same [26]. Yet, there is still a lack of theoretical results for

the performance of MIMO systems over a Rician fading channel.

In this chapter, we start our formal investigations into MIMO systems. To

begin with, we analyse the performance of spatial-multiplexing-based MIMO (SM-

based) systems employing simple zero-forcing detectors at the receiver. Based on the
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distribution of the post-detection SNR of the ZF detector, we derive the BER expres-

sions for the MIMO system over three types of channels, namely independent and

identically distributed (i.i.d.) Rayleigh channel, correlated-Rayleigh channel, and

Rician channel. In particular, the exponential correlation matrix, which has been

successfully used in many communication problems, is used to model the correlated-

Rayleigh channel. The SNR degradations of the correlated-Rayleigh channel and the

Rician channel compared to an i.i.d. Rayleigh channel are also determined in terms

of the exponential correlation coefficient and Rician factor, respectively. Further,

simulations are performed to verify the analytical results.

The rest of this chapter is organized as follows. In Section 2.1, the SM-based

MIMO system model is described and the symbols are defined. In Section 2.2, we

derive the post-detection SNR distribution of MIMO systems with a ZF detector

over fading channels. Moreover, the models for the i.i.d. Rayleigh channel, expo-

nential correlated-Rayleigh channel, and Rician channel are given. The analytical

BER performances of the MIMO system over these channels are also derived and

compared. Finally, in Section 2.3, we show some analytical and simulation results.

2.1 System Model

We consider an SM-based MIMO system (t, r) where t and r denote the number

of transmit and receive antennas, respectively. As shown in Fig. 2.1, the incoming

data stream is first split into t data sub-streams with the same symbol rate. We

assume that the same modulation scheme is used for each data sub-stream and

all the transmitters (1 to t) are operating at the same carrier frequency. Also, data

transmission is organized into bursts and the modulated signals are radiated through

the respective antennas.

Consider the structure of the equivalent baseband system of a single-user link.
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Figure 2.1: A spatial-multiplexing-based MIMO system (Tx: transmit, Rx: receive).

We assume that the transmitted signals encounter flat fading before reaching the

receiving antennas. The impulse response of the channel between the jth (j =

1, 2, . . . , t) transmit antenna and the ith (i = 1, 2, . . . , r) receive antenna is denoted

by hi,j. The received signal can therefore be presented in the following complex

baseband vector form

y = Hd + n (2.1)

where y = [y1 · · · yr]
T is the received signal vector, H is a r × t channel matrix

containing the elements hi,j, d = [d1 · · · dt]
T is the transmitted symbol vector, and

n = [n1 · · ·nr]
T is the noise vector. The elements of H are assumed as circularly

symmetric complex Gaussian (CSCG) random variables [75].

The received signal y will be processed by a detector whose aim is to determine

the received data symbols. In our analysis, it is assumed that the channel matrix H

is known at the receiver but not at the transmitter. We assume that the channel is

random, quasi-static, frequency independent and the signal is corrupted by complex

AWGN. Moreover, the elements of n are taken to be i.i.d. Gaussian random variables

with zero mean and variance σ2.
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2.2 Performance Analysis

The zero-forcing detector is designed to completely eliminate the inter-stream inter-

ference (ISI), but at the expense of noise-level enhancement. Using the equivalent

baseband MIMO system model, the estimated data vector can be obtained by simply

multiplying the received signals with H+, the pseudo-inverse of the channel matrix

[75]. In other words, the estimated data vector, denoted by d̂ is given by

d̂ = H+(Hd + n) = d + H+n. (2.2)

Using H+ = (HHH)−1HH , the post-detection SNR with the ZF detector can be

expressed as [23]

γk =
γo

[HHH ]−1
kk

, k = 1, · · · , t (2.3)

where γo is the normalized received SNR at each receive antenna and is defined as

γo =
E[|dk|2]

σ2
. (2.4)

We assume that there is a large physical separation between the receive anten-

nas, i.e., there is no correlation between any pair of receive antennas. This scenario

corresponds to the uplink channel from the mobile terminal to the base station. In

the case of mobile communications, using the Kronecker correlation model [38] and

defining Σ as the covariance matrix of the channel at the transmitter side, H has a

complex matrix variate normal distribution [22] denoted by H ∼ N c
r,t(M , Ir ⊗Σ),

where M is the mean matrix of H . Defining Z = HHH , Z then follows a com-

plex Wishart distribution [22, 39] denoted by Z ∼ W c
t (r,M ,Σ). Depending upon

M = 0 or M 6= 0, 0 being the all-zero matrix, the complex Wishart distribution

is central or non-central, respectively. In the following, we will simply use complex

Wishart distribution when referring to central complex Wishart distribution.
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The p.d.f. of the non-central Wishart distribution (see (2.47) in Appendix 2A)

includes the hypergeometric function with matrix arguments and is therefore difficult

to analyze [10, 11]. However, the non-central complex Wishart distribution can be

approximated by a complex Wishart distribution [88] by representing non-central

complex Wishart matrix with normal vectors. Suppose we construct a complex

Wishart distribution Ẑ ∼ W c
t (r, Σ̂), where Σ̂ = Σ + 1

r
MHM . Comparing Z ∼

W c
t (r, M ,Σ) and Ẑ, it can be shown that the first order moments of Z and Ẑ are

identical, whereas the second order moments E(ZijZkl) and E(ẐijẐkl) differs by

1
r
[M ik(M jl)

∗+M il(M jk)
∗]. This suggests that we can approximate the distribution

of Z by a complex Wishart distribution with parameters r, t and Σ+ 1
r
MHM , i.e.,

Z ∼ W c
t (r,Σ + 1

r
MHM).

For the case where Z follows a complex Wishart distribution, the p.d.f. of γk

is given by [23,40]

f(γk) =
exp(−γk/γo,k)

γo,kΓ(r − t + 1)

(
γk

γo,k

)r−t

, k = 1, · · · , t (2.5)

where

γo,k = γo/[Σ̂
−1

]kk (2.6)

and Γ(r − t + 1) represents the Gamma function (see (2.32) in Appendix 2A). Also

we can obtain the c.d.f. of γk as

F (γk) =
γ(r − t + 1, γk/γo,k)

Γ(r − t + 1)
(2.7)

where γ(a, z) denotes the incomplete Gamma function (see (2.36) in Appendix 2A).

A unified approach to analyze the performance of digital communication sys-

tems over fading channels has been developed based on the moment-generating-

function (MGF) method [87]. Once we have the p.d.f. of the post-detection SNR,
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i.e., f(γk), we can obtain the MGF associated with γk using

Mγk
(s) =

∫ ∞

0

f(γk)e
sγk dγk. (2.8)

Then, the average SER or BER of the ZF detector can be found through the so-called

unified MGF-based approach for almost all modulation schemes. As an example, we

employ quadrature phase shift keying (QPSK) as the modulation/demodulation

scheme throughout this chapter. We can subsequently obtain the average BER of

the ZF detector as (see Appendix 2B for details)

Pk =
1

2
−

√
γo,k

π
× Γ(r − t + 3

2
)

Γ(r − t + 1)
× 2F1

(
1

2
, r − t +

3

2
;
3

2
;−γo,k

)
(2.9)

where 2F1(a, b; c; z) is the hypergeometric function (see (2.53) in Appendix 2B).

Alternatively, we can make use of (2.5) and (2.55) to obtain

Pk = J(r − t + 1, 1, 2γo,k) (2.10)

where J(n, a, b) is defined in (2.57) in Appendix 2C. Both (2.9) and (2.10) can

be used to calculate the average BER of the ZF detector. As for other modulation

schemes (e.g., M-PSK, M-QAM etc.), the average BER or SER can be obtained using

similar procedures and the corresponding conditional BER or SER expressions.

In the following, we derive the diversity order of the MIMO system under

study. Diversity order has been defined as the absolute values of the slopes of the

error probability curves plotted on a log-log scale at high SNR values [76], i.e.,

De , lim
σ2→0+

log(Pk)

log(σ2)
. (2.11)
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Alternatively, based on (2.4), (2.11) can be expressed as

De = − lim
γo→+∞

log(Pk)

log(γo)
. (2.12)

Substituting (2.10) into (2.12) and making use of (2.61) in Appendix 2C, we arrive

at

De = − lim
γo→+∞

log(J(r − t + 1, 1, 2γo,k))

log(γo)
= r − t + 1. (2.13)

Hence, we conclude that ZF detector achieves a diversity order of (r−t+1) regardless

of the type of channel, which is consistent with the result reported in [23,40,100].

From (2.9), the average BER is dependent on γo,k, i.e., γo/[Σ̂
−1

]kk, for the

given MIMO systems. When Σ̂ = I t, the channel is uncorrelated and corresponds

to an i.i.d. Rayleigh fading channel. Σ̂ 6= I t defines the correlated channel with

correlation at the transmitter side. Therefore, the degradation in effective SNR due

to transmit correlation can be best described with [Σ̂
−1

]kk. In the following, we focus

on the diagonal elements of the inverse matrix Σ̂
−1

that are causing degradation in

performance.

2.2.1 I.I.D. Rayleigh Fading Channel

The Rayleigh distribution is frequently used to model the multipath fading with

no direct line-of-sight (LOS) path between the transmitter and receiver [32, 54, 76].

The channel coefficient of a Rayleigh fading channel is modeled as a zero mean

circularly symmetric complex Gaussian (ZMCSCG) variable x. The distribution of

x is denoted by x ∼ Ñ(0, ξ2) where ξ2 represents the common variance of the real

and imaginary parts of the channel response. Moreover, the envelope of the channel

response follows a Rayleigh distribution. Defining u = |x|, the p.d.f. of u is given
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by

fu(u) =
u

ξ2
exp

(
− u2

2ξ2

)
, u ≥ 0. (2.14)

Further, denoting the square u by v, i.e., v = u2, v will follow an exponential

distribution given by

fv(v) =
1

2ξ2
exp

(
− v

2ξ2

)
, v ≥ 0. (2.15)

The MIMO Rayleigh fading channel is a generalization of the univariate Rayleigh

channel. Each element in the channel matrix H is now ZMCSCG distributed. When

all the transmitted signals suffer from an i.i.d. Rayleigh fading, we have Σ = I t and

M = 0. As a consequence, [Σ̂
−1

]kk = 1 and γo,k = γo. The BER performance of

the MIMO system can then be directly calculated from (2.9) or (2.10).

2.2.2 Rayleigh Fading Channel with Exponential Correla-

tion Matrix

In a realistic environment, correlation may exist between the transmit antennas

and the correlation coefficient [Σ]ij decreases with increasing distance between the

antenna elements. The exponential correlation matrix model, which has been suc-

cessfully used in many communication problems, is a good candidate to model this

scenario (for example, the unitary linear array). The elements of the exponential

correlation matrix are given by [57]

[Σ]ij =





ρj−i, if i ≤ j

(ρi−j)∗, if i > j

|ρ| < 1 (2.16)
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where ρ is the (complex) correlation coefficient of neighboring antennas. In other

words, Σ is represented by

Σ =




1 ρ ρ2 · · · · · · ρt−1

ρ∗ 1 ρ ρ2 · · · ρt−2

· · · · · · · · · · · · · · · · · ·
(ρ∗)t−1 (ρ∗)t−2 · · · · · · · · · 1




. (2.17)

The determinant of Σ is readily shown equal to

det(Σ) = det




1− |ρ|2 0 0 · · ·
ρ∗(1− |ρ|2) 1− |ρ|2 0 · · ·

· · · · · · · · · · · ·
(ρ∗)t−1 (ρ∗)t−2 · · · 1




= (1− |ρ|2)t−1. (2.18)

For the inverse of Σ, i.e., Σ−1, we are only interested in the diagonal elements (refer

to the paragraph before Section 2.2.1 for details), which can be shown equal to (see

Appendix 2D for details)

[Σ−1]kk =





1/(1− |ρ|2), k = 1, t

(1 + |ρ|2)/(1− |ρ|2), k = 2, . . . , t− 1.

(2.19)

Combining the results in (2.9) and (2.19), the SNR degradation due to corre-

lation at the transmitter side compared to an i.i.d. Rayleigh channel (Σ = I t) is

given by

∆γk,corr loss = [Σ−1]kk =





1/(1− |ρ|2), k = 1, t

(1 + |ρ|2)/(1− |ρ|2), k = 2, . . . , t− 1,

(2.20)
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Figure 2.2: Analytical SNR degradation of MIMO systems with a ZF detector under
exponential correlation matrix at the transmit side compared to an i.i.d. Rayleigh
fading channel. |ρ| is the absolute value of the correlation coefficient of neighboring
antennas.

which is plotted in Fig. 2.2. It is apparent that an increase in the value of the

correlation coefficient produces a larger SNR degradation. Based on the exponential

correlation model, we observe that the symbols sent from the first and the last

transmit antennas have smaller SNR degradations compared to the symbols sent

from other transmit antennas.

2.2.3 Rician Fading Channel

In the presence of a purely specular signal or a line-of-sight (LOS) path between

the transmitter and receiver, the channel is modeled as Rician 1 [32, 54, 76]. The

Rician channel model contains two parts [15], namely a deterministic component

corresponding to the LOS path and an uncorrelated fading component. Thus, the

1Rice channel, Ricean channel and Rician channel are exchangeable terms and they have the
same meaning.
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channel coefficient of a Rice channel is modeled by a non-zero mean CSCG variable

x distributed as x ∼ Ñ(µ, ξ2), where µ denotes the mean value of x and ξ2 represents

the variance of each of the real and imaginary components of x. Define the envelope

of the channel response by u, i.e., u = |x|, and |µ|2 = s2. We then have the p.d.f. of

u following Rician distribution, i.e.,

gu(u) =
u

ξ2
exp

(
−u2 + s2

2ξ2

)
I0

(
us

ξ2

)
, u ≥ 0 (2.21)

where I0(·) is the modified Bessel function of the first kind. Note that when s = 0,

the Rice distribution reduces to Rayleigh distribution. Define the Rician factor K as

the ratio of the mean specular or LOS signal power to the mean diffused-scattered

signal power and Ω as the average received power, the Rice distribution in (2.21)

can then be rewritten as

gu(u) =
2u(1 + K)e−K

Ω
exp

(
−(1 + K)u2

Ω

)
I0

(
2u

√
K(1 + K)

Ω

)
, u ≥ 0.

(2.22)

The MIMO Rice channel, being a generalization of the scalar Rice channel, can

be represented by [15]

H =

√
K

1 + K
H1 +

√
1

1 + K
H2 (2.23)

where √
K

1 + K
H1 = E(H) (2.24)

denotes the fixed component and
√

1/(1 + K)H2 represents the uncorrelated fading

part containing i.i.d. ZMCSCG variables. Consequently, the distribution of the
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MIMO Rice channel can be written as

H ∼ N c
r,t

(√
K

1 + K
H1,

√
1

1 + K
I t

)
. (2.25)

Furthermore, using the first antennas at the receiver and transmitter as refer-

ences, the LOS array responses at the receiver and transmitter, respectively, of a

MIMO system with arbitrary antenna array topology can be written as

α = [1 α1 · · · αr−1]
T , |αi| = 1, i = 1, . . . , r − 1; (2.26)

and

β = [1 β1 · · · βt−1]
T , |βj| = 1, j = 1, . . . , t− 1; (2.27)

where the phases of αi (βj) depend on the angle of arrival (departure) and the

antenna spacing in wavelength at the receiver (transmitter). Then, the fixed channel

component can be represented by [15]

H1 = αβH (2.28)

and the approximated covariance matrix Σ̂ for the MIMO Rician channel can be

given as

Σ̂ = (1− ζ)I t +
ζ

r
βαHαβH

= (1− ζ)I t + ζββH

(2.29)

where ζ = K/(1 + K). Based on (2.29), we can conclude that Σ̂ is dependent on

the parameters of the transmitter but is independent of the receiver parameters.
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Figure 2.3: Analytical SNR degradation of a MIMO systems with ZF detector over
a Rician fading channel compared to that over an i.i.d. Rayleigh fading channel. t
is the number of transmit antennas.

Moreover, it can be shown that (see Appendix 2E for details)

[Σ̂
−1

]kk =
(1 + K)[1 + K(t− 1)]

1 + Kt
. (2.30)

Therefore, the effective SNR degradation of the MIMO system over Rice fading as

compared to that over i.i.d. Rayleigh fading equals

∆γk,Rice loss = [Σ̂
−1

]kk

=
(1 + K)[1 + K(t− 1)]

1 + Kt
< 1 + K.

(2.31)

When t becomes larger, ∆γk,Rice loss approaches its upper bound (1+K). Note that

here K is a decimal number (not in dB). In Fig. 2.3, the effective SNR degradation

against K is plotted for different values of t.

In this section, we have found the post-detection SNR distribution of MIMO
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Figure 2.4: Analytical and simulated bit error rate performance of the MIMO sys-
tems over a Rayleigh fading channel. t = 4 and r = 4. |ρ| = 0.707. (uncorr: i.i.d.
fading channel; 1&t: performance of data sent via the first and the last antennas;
others: performance of data sent via other antennas except the first and the last
ones; ana: analytical results; sim: simulation results.)

systems over fading channels using ZF detector. The degradation on the performance

of MIMO systems under exponential correlation matrix is investigated. The effective

SNR degradation of the systems over Rice fading as compared to that over an i.i.d.

Rayleigh fading is also obtained. Moreover, the closed-form BER expression is given.

In the next section, we will present the analytical and simulation findings.

2.3 Results and Discussion

Simulations are performed to evaluate the performance of the MIMO systems with

ZF detector over the i.i.d. Rayleigh, correlated Rayleigh, and Rice fading channels.

QPSK is employed for data modulation/demodulation.

Fig. 2.4 shows the BER results obtained under an exponential correlation ma-
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Figure 2.5: Analytical and simulated outage probabilities (cumulative distribution
functions) of the MIMO systems over Rician fading channel with K = 3 dB and
6 dB. (ana: analytical results; sim: simulation results.)

trix with t = 4 and r = 4. The magnitude of the correlation coefficient between

neighboring transmit elements is set to 0.707. The performance of MIMO systems

over an i.i.d. Rayleigh fading channel is also plotted for comparison. The horizontal

axis represents the spatially averaged SNR defined as 1
r

∑r
i=1 SNRi, where SNRi is

the ratio of received signal power (from all t transmitters) to noise power at the ith

receiver. It can be derived from the graphs that the SNR degradation between the

uncorrelated-paths and correlated-paths cases is about 3 dB (= 10 log 2) for symbol

sequences sent from the first and last transmit antennas. For symbol sequences sent

from other transmit antennas, the SNR degradation is about 4.77 dB (= 10 log 3)

compared to the uncorrelated cases. These results validate our theoretical analysis

in Section 2.2.2.

Fig. 2.5 shows the analytical and simulated outage probabilities of the post-

detection SNR (i.e., the probability that the post-detection SNR γk is less than a
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Figure 2.6: Analytical and simulated bit error rate performance of the MIMO sys-
tems over i.i.d. Rayleigh and Rician fading channels. t = 2 and r = 2. (ana:
analytical results; sim: simulation results.)

certain value, or equivalently the c.d.f. of the post-detection SNR) for a Rice fading

channel with (t = 2, r = 2) and (t = 2, r = 4), respectively. The horizontal

axis represents the ratio of the post-detection SNR to the normalized received SNR

(γ/γo). Results show that the analytical and simulation results are close to each

other. We draw the conclusion that the approximation to the non-central complex

Wishart distribution with complex Wishart distribution is strict. Moreover, when

Ricean factor K = 3 dB, the outage probability is lower than that for K = 6 dB,

implying that the signal at a lower Ricean factor has a higher probability of achieving

a particular SNR, i.e., shows smaller SNR degradation.

Fig. 2.6 shows the analytical and simulated BER results over i.i.d. Rayleigh and

Rice fading channels for the case (t = 2, r = 2). We observe that the analytical and

simulation results are very close. Moreover, for K = 3 dB and 6 dB, respectively, the

SNR degradations for the Rice channel over the i.i.d. Rayleigh channel are 2.5 dB
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Figure 2.7: Analytical and simulated bit error rate performance of the MIMO sys-
tems over Rician and i.i.d. Rayleigh fading channels. t = 2 and r = 4. (ana:
analytical results; sim: simulation results.)

and 4.4 dB. The results are very close to our analytical values plotted in Fig. 2.3.

Fig. 2.7 and Fig. 2.8 show the BER results over Rice fading channel for the

cases (t = 2, r = 4) and (t = r = 4), respectively. Similar phenomenon can be seen

from these graphs. Comparing Fig. 2.6 and Fig. 2.7, the SNR degradations between

Rice fading and i.i.d. Rayleigh fading channels are identical for the same value of

K. It is because the SNR degradation only depends on the Ricean factor and the

number of transmit antennas, as judged from (2.30) and (2.31). In Fig. 2.8, the

SNR degradation is 3.7 dB for K = 3 dB and is 5.8 dB for K = 6 dB. Under a

fixed Ricean factor, the SNR degradation increases when the number of transmit

antennas becomes larger.

35



8 10 12 14 16 18 20 22
10

−3

10
−2

10
−1

10
0

SNR(dB)

B
E

R

i.i.d. Ray.−sim
i.i.d. Ray.−ana
Rice−3dB−sim
Rice−3dB−ana
Rice−6dB−sim
Rice−6dB−ana

Figure 2.8: Analytical and simulated bit error rate performance of the MIMO sys-
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2.4 Summary

In this chapter, we have studied the performance of the MIMO systems with zero-

forcing detector over i.i.d. Rayleigh, correlated Rayleigh, and Rice fading channels.

The closed-form expressions of the average bit error rates have been obtained. Sim-

ulations are then performed to verify the analytical findings. It has been concluded

that the simulation results and the theoretical ones are similar.

Further, the degradation in the performance of MIMO systems with exponential

correlation matrix at the transmit side have been investigated and analyzed. We

observe that an increase in the value of the correlation coefficient produces a larger

SNR degradation and that the symbols sent from the first and the last transmit

antennas have smaller SNR degradations compared to the symbols sent from other

transmit antennas.

36



In addition, the degradation of the systems over the Rice fading channel com-

pared to the i.i.d. Rayleigh fading channel has been derived analytically. We find

that the SNR degradation depends only on the Ricean factor and the number of

transmit antennas. In general, a lower Ricean factor produces a higher probability

of achieving a particular SNR, i.e., shows smaller SNR degradation, and that the

SNR degradation increases with the number of transmit antennas.

In the next chapter, we will continue our study on SM-based MIMO systems.

Instead of ZF detectors, more superior V-BLAST detection algorithm will be em-

ployed at the receiving end. In particular, we will evaluate thoroughly the perfor-

mance of a two-transmit-antenna system when optimal ordering is used.

Appendix 2A: Mathematical Functions and Distri-

butions

Definition 1. The Gamma function is defined by a definite integral as [2]

Γ(z) =

∫ ∞

0

tz−1e−t dt. (2.32)

The Gamma function has the following property

Γ(z + 1) = zΓ(z). (2.33)

Also, for all natural numbers n,

Γ(n + 1) = nΓ(n) = · · · = n! . (2.34)

Definition 2. Let x be a standard Gamma random variable denoted by x ∼ G(α),
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where α is the shape parameter. The probability density function (p.d.f.) of x is

given by [49]

fx(x) =
1

Γ(α)
xα−1e−x, x > 0, α > 0. (2.35)

Definition 3. The incomplete Gamma function2 γ(a, x) is defined by a definite

integral as [2]

γ(a, x) =

∫ x

0

ta−1e−t dt. (2.36)

The complementary incomplete Gamma function3 Γ(a, x) is defined similarly as [2]

Γ(a, x) =

∫ ∞

x

ta−1e−t dt. (2.37)

From (2.32), (2.36) and (2.37), we have the relationship of γ(a, x) and Γ(a, x) as

γ(a, x) + Γ(a, x) = Γ(a). (2.38)

Moreover, the cumulative distribution function (c.d.f.) of a Gamma random variable

x with a shape parameter α can be expressed as

Fx(x) =
γ(α, x)

Γ(α)
= 1− Γ(α, x)

γ(α)
. (2.39)

Definition 4. For a matrix X of size m×n, vec(X) is defined as the mn×1 vector

with stacked columns of X [60], i.e.,

vec(X) =




x1

...

xn




(2.40)

where xi, i = 1, ..., n is the ith column of X.

2In some literatures, it is called “lower incomplete gamma function”.
3In some literatures, it is called “upper incomplete gamma function”.
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Definition 5. A scalar random variable x is said to have a Gaussian (normal)

distribution, denoted by x ∼ N(µ, σ2), with mean value µ and variance σ2, if its

probability density function is given by [49]

fx(x) =
1√

2πσ2
· exp

(
−(x− µ)2

2σ2

)
. (2.41)

Definition 6. A complex Gaussian random variable z = zr + jzi is said to be circu-

larly symmetric complex Gaussian (CSCG) distributed if zr and zi are independent

real Gaussian random variables with equal variance. We write the distribution of z

as z ∼ Ñ(µ, σ2) with mean value µ and variance σ2.

Definition 7. A random vector x = (x1 x2 · · · xp)
T is said to have a complex

multivariate normal distribution, denoted by x ∼ N c
p(µ,Σ), with mean vector µ

and covariance matrix Σ, if its joint p.d.f. is given by [4,25,71]

fx(x) =
etr

[−(x− µ)HΣ−1(x− µ)
]

πp det(Σ)
. (2.42)

Definition 8. For a complex random matrix X of size p× n, if

vec(XT ) ∼ N c
p,n(vec(MT),Σ⊗Ψ), (2.43)

we say that X has a complex matrix variate normal distribution with mean M(p×n)

and covariance Σ ⊗ Ψ, where Σ(p × p) > 0 and Ψ(n × n) > 0). Denote X ∼
N c

p,n(M ,Σ⊗Ψ), the joint p.d.f. of X is given by [4, 25,71]

fX (X) =
etr

[−Σ−1(X −M)Ψ−1(X −M)H
]

πnp det(Σ)n det(Ψ)p
. (2.44)

Definition 9. Let X ∼ N c
p,n(0,Σ⊗In), with p ≤ n. Then S = XXH has a central

complex Wishart distribution denoted as S ∼ W c
p (n,Σ). The joint p.d.f. of S is
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given by [4,25,71]

fS(S) =
det (S)n−petr(−Σ−1S)

Γp(n) det(Σ)n
(2.45)

where the complex multivariate Gamma function Γp(n) is defined as

Γp(n) = πp(p−1)/2

p∏
i=1

Γ(n− i + 1). (2.46)

Definition 10. Let X ∼ N c
p,n(M ,Σ ⊗ In), with p ≤ n. Then S = XXH has a

noncentral complex Wishart distribution denoted as S ∼ W c
p (n, M ,Σ). The joint

p.d.f. of S is given by [4, 25,71]

fS(S) =
det(S)n−p etr(−Σ−1S)

Γp(n) det(Σ)n
× 0F1(n;ΘΣ−1S) (2.47)

where Θ = Σ−1MMH and 0F1 is the hypergeometric function with matrix argu-

ments (Bessel function). The matrix Θ is called the noncentrality parameter matrix.

When Θ = 0, the noncentral Wishart distribution reduces to the central Wishart

distribution.

Appendix 2B: Derivation of the Theoretical Bit Er-

ror Rate

Supposing QPSK is employed as the modulation/demodulation scheme, we can then

express the conditional BER of the kth transmitted signal in terms of the received

SNR γk [76], i.e.,

P (γk) = Q(
√

2γk) (2.48)
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where Q(x) is the Q-function defined as [76, eq.(2-1-97)]

Q(x) =
1√
2π

∫ ∞

x

exp (−t2/2) dt. (2.49)

Alternatively, the Q-function can be written as

Q(x) =
1

2
− 1

2
erf

(
x√
2

)
(2.50)

where

erf(x) =
2√
π

∫ x

0

exp(−t2)dt (2.51)

denotes the error function. Also, the error function can be expressed as [24]

erf(x) =
2x√
π

Φ

(
1

2
,
3

2
,−x2

)
(2.52)

where Φ(a, b, z) is the confluent hypergeometric function of the first order, which is

also denoted as 1F1(a; b; z) [24]. The generalized hypergeometric function is defined

as

pFq(α1, · · · , αp; β1, · · · , βq; z) =
∞∑

k=0

(α1)k · · · (αp)k

(β1)k · · · (βq)k

zk

k!
(2.53)

where the Pochhammer’s symbol (a)k is given by

(a)k = a(a + 1) · · · (a + k − 1) =
Γ(a + k)

Γ(a)
. (2.54)

To obtain the error probabilities when γk is a random variable, we average P (γk)

over the p.d.f. of γk and the average BER of the kth transmitted signal is thus equal
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to

Pk =

∫ ∞

0

P (γk)f(γk)dγk

=
1

γo,kΓ(r − t + 1)
×

∫ ∞

0

Q(
√

2γk)

[
exp

(
− γk

γo,k

)](
γk

γo,k

)r−t

dγk.

(2.55)

Letting γk = γγo,k and substituting (2.50) and (2.52) into (2.55), we obtain

Pk =
1

Γ(r − t + 1)

∫ ∞

0

Q(
√

2γγo,k) exp(−γ)γr−t dγ

=
1

Γ(r − t + 1)
×

∫ ∞

0

[
1

2
−
√

γγo,k√
π

Φ(
1

2
,
3

2
,−γγo,k)

]
exp(−γ)γr−t dγ

=
1

2
−

√
γo,k

π
× Γ(r − t + 3

2
)

Γ(r − t + 1)
× 2F1

(
1

2
, r − t +

3

2
;
3

2
;−γo,k

)
(2.56)

where the last equality is obtained by applying the integral in [24, eq.(7.621.4)].

Appendix 2C: Integration J(n, a, b)

In the study of average error rates in fading channels, the integral

J(n, a, b) =
an

Γ(n)

∫ ∞

0

e−attn−1Q(
√

bt) dt (2.57)

frequently arises where Q(x) is the Q-function defined in (2.49). In particular, it

has been shown that the integral has the closed-form result [87, eq.(5A.2)]

J(n, a, b) =

√
c/π

2(1 + c)n+1/2
× Γ(n + 1/2)

Γ(n + 1)

× 2F1(1, n +
1

2
; n + 1;

1

1 + c
), c =

b

2a
,

(2.58)

where 2F1(p, q; n, z) is the hypergeometric function (see Appendix 2B). When n

is restricted to positive integral values, it has been shown that the integral has a
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closed-form result [76, eq.(14-4-15)]

J(n, a, b) =
1

2

[
1− µ

n−1∑

k=0

(
2k

k

)(
1− µ2

4

)k
]

(2.59)

where µ ,
√

c/(1 + c) and
(
2k
k

)
represents the binomial coefficient. For large b,

J(n, a, b) can be further approximated as [76, eq.(14-4-18)]

J(n, a, b) ≈
( a

4b

)n
(

2n− 1

n

)
. (2.60)

Also, it can be readily shown that

lim
b→+∞

log[J(n, a, b)]

log(b/(2a))
= −n. (2.61)

Appendix 2D: Calculating [Σ−1]kk with Exponential

Correlation Matrix

To calculate the kth (k 6= 1, t) diagonal element of Σ−1, firstly we compute the

determinant of adjoint ¯[Σ]kk. After some equivalent transformations of the determi-

nant (the kth row multiplied by |ρ|2 is subtracted from the (k− 1)th row, the other

rows follow the same transformation as we compute the determinant of Σ), we get

the determinant of adjoint det ¯[Σ]kk in the same way as det(Σ), i.e.,

det[Σ̄kk] = det




1− |ρ|2 0 0 · · · · · · 0

· · · · · · · · · · · · · · · · · ·
· · · · · · 1− |ρ|4 0 · · · 0

· · · · · · · · · · · · · · · · · ·
· · · · · · · · · · · · · · · 1




99K (k − 1)th row. (2.62)
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It is then easily shown that

[Σ−1]kk =
det[Σ̄kk]

det(Σ)
=

(1− |ρ|4)(1− |ρ|2)t−3

(1− |ρ|2)t−1
=

1 + |ρ|2
1− |ρ|2 ; k = 2, ..., t− 1. (2.63)

Consequently, the diagonal elements of Σ−1 equal

[Σ−1]kk =





1/(1− |ρ|2), k = 1, t

(1 + |ρ|2)/(1− |ρ|2), otherwise.

(2.64)

Appendix 2E: Calculating [Σ−1]kk Under Rice Fad-

ing Channel

Here we derive the expression for the diagonal elements of the inverse matrix Σ̂
−1

.

First, we calculate the determinant of Σ̂. Without affecting the value of the de-

terminant, the first column, after multiplying by β∗k−1, is subtracted from the kth

column for k = 2, 3, . . . , t. Then the ith row is multiplied by β∗i−1 and added to the

first row for i = 2, 3, . . . , t. Hence we obtain a lower triangular matrix and

det[Σ̂] = det




1 + ζ(t− 1) 0 0 0

ζβ1 1− ζ 0 0

...
...

...
...

ζβt−1 0 · · · 1− ζ




.

(2.65)

The determinant of Σ̂ thus equals

det[Σ̂] = (1− ζ)t−1[1 + ζ(t− 1)]. (2.66)
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Also, it is readily shown that

[Σ̂
−1

]kk =
det[Σ̄kk]

det(Σ̂)

=
(1− ζ)t−2[1 + ζ(t− 2)]

(1− ζ)t−1[1 + ζ(t− 1)]

=
1 + ζ(t− 2)

(1− ζ)[1 + ζ(t− 1)]

(2.67)

where [Σ̄kk] is the adjoint matrix of [Σ̂]kk. Finally, we substitute ζ = K/(K + 1)

into (2.67) and obtain

[Σ̂
−1

]kk =
(K + 1)[1 + K(t− 1)]

1 + Kt
. (2.68)
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Chapter 3

Performance Analysis of

V-BLAST Algorithms For

Two-Transmit-Antenna Systems

In the previous chapter, the performance of the zero-forcing (ZF) detector in spatial-

multplexing-based (SM-based) MIMO systems, including Vertical Bell LAbs Layered

Space-Time (V-BLAST) architecture and Diagonal-BLAST (D-BLAST) architec-

ture, has been studied both analytically and by simulations over i.i.d. Rayleigh,

correlated-Rayleigh and Rician channels. In this chapter, we focus on the per-

formance of the V-BLAST architecture employing iterative nulling and canceling

detection algorithm. Such an algorithm has been proposed as for use in the original

V-BLAST detector [97]. Compared with the ZF detector, the V-BLAST detect-

ing algorithm has a superior bit error rate performance. The V-BLAST algorithm,

moreover, is a relatively simple algorithm to implement, compared with the diagonal-

BLAST (D-BLAST) algorithm, that can achieve a large part of the MIMO capacity

[97]. Since symbol cancellation is used in the V-BLAST detector, the order of detec-

tion becomes important to the overall performance of the system. In fixed ordering,
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the received data streams are decoded with a pre-defined sequence. To obtain the

optimal performance, however, it has been proved that the order of detection should

be determined based on the post-detection signal-to-noise ratio (SNR) [18,97].

In [59], the V-BLAST detector performance has been investigated based on

some geometrical ideas and equal gain combining. For a t× r system, where t and

r, respectively, denotes the number of transmit and receive antennas, it has been

shown that without optimal ordering, the diversity order at the ith processing step

equals r − t + i under an independent and identically distributed (i.i.d.) Rayleigh

fading channel. In the case of a 2 × r system, outage probabilities and average bit

error rates (BERs) have also been derived when optimal ordering is implemented.

It has further been concluded that implementing optimal ordering in a 2× r system

will increase the first step SNR by 3 dB but will cause no effect to the diversity

order.

In this chapter, we present a novel analytical approach to studying a 2 × r

V-BLAST system when optimal ordering is used. Three types of channel, namely

i.i.d. Rayleigh channel, correlated-Rayleigh channel, and Rician channel, are con-

sidered. Based on the properties of Wishart matrices, we derive the distributions of

the post-detection SNRs. Closed-form analytical expressions of the BERs and the

diversity orders for optimal ordering are then found. The effect of optimal ordering

on SNR and the diversity order are also discussed. Further, we investigate the SNR

degradation of the detection steps for correlated-Rayleigh and Rician channels over

an i.i.d. Rayleigh channel.

The rest of the chapter is organized as follows. In Section 3.1, we describe the

system under investigation and the V-BLAST detector. In Section 3.2, Section 3.3

and Section 3.4, the performance of the V-BLAST detector is studied in detail over

an i.i.d. Rayleigh channel, a correlated-Rayleigh channel, and a Rician channel,

respectively. Analytical results together with simulations are also presented.
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3.1 System Model and V-BLAST Detector

3.1.1 System Model

The system under investigation is the same as the one presented in Section 2.1 and

is shown again in Fig. 3.1. In particular, we apply the V-BLAST mapping strategy,

i.e., the incoming data stream is demultiplexed into a number of blocks and data

from the same block is always transmitted via the same antenna. The definitions of

the symbols are also identical to those in Section 2.1 and are reviewed as follows:

• H : r × t channel matrix containing the elements hi,j, which represents the

impulse response of the channel between the jth (j = 1, 2, . . . , t) transmit

antenna and the ith (i = 1, 2, . . . , r) receive antenna;

• d = [d1 · · · dt]
T : transmitted symbol vector;

• n = [n1 · · ·nr]
T : noise vector with elements taken to be i.i.d. Gaussian random

variables with zero mean and variance σ2;

• y = [y1 · · · yr]
T : received signal vector and equals Hd + n.

3.1.2 V-BLAST Algorithm

The V-BLAST MIMO system was first proposed in [97] and subsequently analyzed in

detail in [18]. In a V-BLAST detector, the received data streams can be decoded with

a pre-defined sequence, also called fixed ordering. Alternatively, the data streams

can be decoded according to the strengths of the post-detection SNRs. In optimal

ordering [18, 97], the data stream with the maximum post-detection SNR is first

detected, reconstructed and subtracted from the received signal. Then, the data

stream with the maximum post-detection SNR among the remaining data streams
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Figure 3.1: A spatial-multiplexing-based MIMO system (Tx: transmit, Rx: receive).

is detected, reconstructed and subtracted from the remaining signal. The same

process is repeated until the last data stream is decoded. In the following, we make

use of the zero-forcing-detector based V-BLAST detection algorithm to illustrate

the major steps — initialization step and recursion step — used in the decoding

process [97].

Initialization Step:

i = 1 (3.1)

yi = y (3.2)

G(i) = HH (3.3)

Z(i) = [HHH ]−1 (3.4)

ki =





i, for fixed ordering

arg minj {Z(i)
jj }, for optimal ordering.

(3.5)
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Recursion Step: During each recursion step, we decode the data stream with the

maximum output SNR.

wki
= (Z(i)G(i))ki

(3.6)

dki
= wki

yi (3.7)

âki
= Quant(dki

) (3.8)

yT
i+1 = yT

i − âki
(HT )ki

(3.9)

F = Λ(H , ki) (3.10)

G(i+1) = F H (3.11)

Z(i+1) = (F HF )−1 (3.12)

ki+1 =





i + 1, for fixed ordering

arg minj 6∈{k1,...,ki} (Z
(i+1)
jj ), for optimal ordering

(3.13)

i = i + 1 when i < t (3.14)

where (X)ki
denotes the kith row of the matrix X, Λ(H , ki) represents a function

that turns all elements in all the k1, . . . , kith columns in X into zeros. Also, in (3.8),

Quant(·) denotes the quantization operation, which is dependent on the modulation

scheme used, and it produces the decoded symbol âki
.

Our study focuses on the detector performance of V-BLAST with two transmit

antennas. We consider the case when optimal detection ordering is used. In the

receiver, the post-detection SNR with a linear zero-forcing detector is expressed as

(see Section 2.2 for details)

γk =
γo

[HHH ]−1
kk

, k = 1, 2 (3.15)

where γo is the normalized received SNR at each receive antenna and is given by
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eq.(2.4). During the first step of the detection algorithm, the data symbol from

the transmit antenna with a higher SNR will be chosen for decoding. Hence, the

probability density function (p.d.f.) of the maximum value of γ1 and γ2 needs to be

obtained first before proceeding to further analysis. In the following, we will analyse

the performance of the V-BLAST detector under 3 different channel conditions,

namely i.i.d. Rayleigh channel, correlated-Rayleigh channel, and Rician channel.

3.2 Performance over an I.I.D. Rayleigh Channel

3.2.1 Performance of the Data Symbol Stream from the

Transmit Antenna with a Higher SNR

We define Z = HHH and W = [HHH ]−1. For an i.i.d. Rayleigh channel, it has

been shown in Section 2.2 that Z follows a complex Wishart distribution [22, 39]

denoted by Z ∼ W c
t (r,Σ), where Σ is the covariance matrix of the row vectors in

H . Thus, W follows an inverted complex Wishart distribution denoted by W ∼
IW c

t (r,Σ) [62] and its p.d.f. is given by [62]

fW (W ) =
(det W−1)r+t

Γt(r) det(Σ)r
exp[−tr(Σ−1W−1)] (3.16)

where Γt(r) denotes the complex multivariate Gamma function (see Appendix 2A).

Assume that the two transmit antennas have equal power. Normalizing each power

to unity, the covariance matrix Σ equals an identity matrix of size 2×2, i.e., Σ = I2.

Under such a condition, we define

W =




w11 w12

w∗
12 w22


 (3.17)
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and substitute W and Σ into (3.16) to obtain the joint p.d.f. of W , i.e.,

fW (W ) = f(w11, w12, w22)

=
(w11w22 − |w12|2)−(r+2)

πΓ(r)Γ(r − 1)
× exp

[
− w11 + w22

w11w22 − |w12|2
]

.
(3.18)

We then map the complex variable w12 to the polar coordinates, i.e., <(w12) =

ρ cos(θ) and =(w12) = ρ sin(θ), and substitute them into (3.18) to obtain

fw11,w22,ρ,θ(w11, w22, ρ, θ) =
(w11w22 − ρ2)−(r+2)

πΓ(r)Γ(r − 1)
× exp

[
− w11 + w22

w11w22 − ρ2

]
× ρ. (3.19)

Using the Cauchy-Schwarz inequality, we have ρ2 = |w12|2 ≤ w11w22. By integrating

(3.19) in the ranges 0 < ρ ≤ √
w11w22 and 0 ≤ θ < 2π, we obtain the joint p.d.f. of

w11 and w22, i.e.,

fw11,w22(w11, w22) =

∫ 2π

0

∫ √
w11w22

0

(w11w22 − ρ2)−(r+2)

πΓ(r)Γ(r − 1)
×exp

[
− w11 + w22

w11w22 − ρ2

]
×ρ dρ dθ.

(3.20)

Denoting ρ =
√

w11w22 sin(φ), 0 < φ ≤ π/2, we also have

fw11,w22(w11, w22) =
2(w11w22)

−(r+1)

Γ(r)Γ(r − 1)

×
∫ π/2

0

sin φ(cos φ)−(2r+3) exp

[
− 1

cos2 φ
(

1

w11

+
1

w22

)

]
dφ.

(3.21)

By defining x1 = 1/w11 and x2 = 1/w22, the joint p.d.f. of x1 and x2 can be shown

equal to

fx1,x2(x1, x2) =
2(x1x2)

r−1

Γ(r)Γ(r − 1)

∫ π/2

0

sin φ(cos φ)−(2r+3) × exp

[
− 1

cos2 φ
(x1 + x2)

]
dφ.

(3.22)

Moreover, it can be readily shown that γ1 = γox1 and γ2 = γox2.

52



Define the c.d.f. of max(x1, x2) as F1(x), which is readily shown equal to

F1(x) = Pr(max(x1, x2) < x) = Pr(x1 < x, x2 < x)

=

∫ x

0

∫ x

0

[
2(x1x2)

r−1

Γ(r)Γ(r − 1)

∫ π/2

0

sin φ(cos φ)−(2r+3) exp[− 1

cos2 φ
(x1 + x2)] dφ

]

dx1 dx2

=
2

Γ(r)Γ(r − 1)

∫ π/2

0

γ2(r,
x

cos2 φ
) sin φ(cos φ)(2r−3) dφ

(3.23)

where γ(r, z) denotes the incomplete Gamma function (see Appendix 2A). Letting

cos2 φ = 1/y and substituting it into (3.23), we obtain

F1(x) =
1

Γ(r)Γ(r − 1)

∫ ∞

1

y−rγ2(r, xy) dy. (3.24)

To obtain the p.d.f. of max(x1, x2), we differentiate F1(x) with respect to x. Also,

by inter-changing the order of derivation and integration, we have

f1(x) =
dF1(x)

dx

=
2xr−1

Γ(r)Γ(r − 1)

∫ ∞

1

exp(−xy) · γ(r, xy) dy.
(3.25)

Moreover, for integral values of r, the incomplete Gamma function can be shown

equal to [24, eq.(8.352.1)]

γ(r, z) = (r − 1)!

[
1− exp(−z)

r−1∑
m=0

zm

m!

]
. (3.26)
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Substituting (3.26) into (3.25), we arrive at the final expression of f1(x) as

f1(x) =
2xr−1

Γ(r − 1)

∫ ∞

1

exp(−xy)

[
1− exp(−xy)

r−1∑
m=0

(xy)m

m!

]
dy

=
2xr−2

Γ(r − 1)

[
exp(−x)−

r−1∑
m=0

Γ(m + 1, 2x)

m!2m+1

] (3.27)

where Γ(m, z) is the complementary incomplete Gamma function (see (2.37) in

Appendix 2A. Using the fact that [24, eq(8.352.2)]

Γ(n + 1, z) = n! exp(−z)
n∑

m=0

zm

m!
, (3.28)

n being an integer, we integrate f1(x) to obtain F1(x) as

F1(x) =

∫ x

0

f1(x) dx

=
2γ(r − 1, x)

Γ(r − 1)
− 22−2r

Γ(r − 1)

r−1∑
m=0

2r−m − 1

m!
γ(r + m− 1, 2x).

(3.29)

Finally, the c.d.f. of the post-detection SNR in the first detection step is found by

replacing x with γ/γo in (3.29).

Once we have the p.d.f. of the post-detection SNR, the average bit error rate

or symbol error rate (SER) for different modulation schemes can be obtained easily

[87]. Suppose quadrature phase shift keying (QPSK) is used. The average BER of

the decoded data can be shown equal to [76]

Pe =

∫ ∞

0

Q(
√

2γ̂1)f(γ̂1) dγ̂1 (3.30)

where γ̂1 is the post-detection SNR and f(γ̂1) is its p.d.f. Substituting γ̂1 = γox and

f(γ̂1) dγ̂1 = f1(x) dx into (3.30), the average BER of the data stream with a higher
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SNR thus equals

Pe1 =

∫ ∞

0

Q(
√

2γox)f1(x) dx. (3.31)

Moreover, putting (3.27) into (3.31) and using the results in Appendices 2B and 2C,

we have

Pe1 = 2J(r − 1, 1, 2γo)

− 22−2r

Γ(r − 1)

r−1∑
m=0

2r−m − 1

m!
× Γ(r + m− 1) · J(r + m− 1, 2, 2γo).

(3.32)

3.2.2 Performance of the Data Symbol Stream from the

Transmit Antenna with a Lower SNR

In the following, we derive the p.d.f. of the signal SNR at the second step after

interference cancellation has been performed. We assume that the symbols have

been correctly decoded during the first step, i.e., error propagation will not be

considered. Denoting Z = HHH as

Z =




z11 z12

z21 z22


 , (3.33)

we have x1 = 1/w11 = |Z|/z22 and x2 = 1/w22 = |Z|/z11. In the first step, the j-th

data stream where j = arg maxj{zjj} has been decoded. Therefore, at the second

step, the remaining data stream is decoded. It is obvious that the c.d.f. of SNR in

the second step is proportional to the distribution of min(z11, z22), i.e.,

F2(x) = Pr(min(z11, z22) < x) = 1− Pr(min(z11, z22) > x)

= 1− Pr(z11 > x) · Pr(z22 > x).

(3.34)
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It is also known that z11 and z22 are chi-squared distributed with 2r degrees of

freedom1, and are independent of each other. Hence, the p.d.f. of zi can be shown

equal to [76]

fzi
(z) =

zr−1e−z

Γ(r)
. (3.35)

Since

Pr(zi > x) =

∫ ∞

x

fzi
(z)dz =

Γ(r, x)

Γ(r)
, (3.36)

we substitute (3.36) into (3.34) to obtain

F2(x) = 1−
[
Γ(r, x)

Γ(r)

]2

. (3.37)

The p.d.f. of min(z11, z22) is then given by

f2(x) =
dF2(x)

dx
=

2

Γ(r)
exp(−2x)

r−1∑
m=0

xr+m−1

m!
. (3.38)

Finally, we have the BER of the decoded data in the second step equal to

Pe2 =
2

Γ(r)

r−1∑
m=0

Γ(r + m)

2r+mm!
× J(r + m, 2, 2γo). (3.39)

The above results are obtained under the assumption of no error propagation.

If error propagation has to be considered in the second step, we can derive the

exact average BER based on the method in [73]. But the final analytical results are

lengthy and tedious. Overall, the total probability of error (at least one error in the

two steps), denoted by P̄e,tot, is tightly upper bounded by the sum of average BER

in the first and second step [59], i.e., P̄e,tot ≤ Pe1 + Pe2.

1We can also say that z11 and z22 have Gamma distributions with shape parameter r.
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3.2.3 Effect on SNR

At high SNR, the BER shown in (3.32) is denominated by the first term 2J(r −
1, 1, 2γo) and the lowest order term in the summation sign. Under the same condi-

tion, the BER expression in (3.39) is denominated by the lowest order term in the

summation sign. The BERs of the decoded data in the first and second steps can

therefore be approximated, respectively, by

Pe1 ≈ 2J(r − 1, 1, 2γo)− 21−r(2− 21−r)J(r − 1, 2, 2γo) (3.40)

and

Pe2 ≈ 1

2r−1
J(r, 2, 2γo). (3.41)

Let P f
e1 be the average BER of the first output using fixed ordering with average

branch SNR γo1 and P f
e2 be the one of the second output with average branch SNR

γo2. Using the results in Section 2.2 ,i.e., (2.10), we have

P f
e1 = J(r − 1, 1, 2γo1) (3.42)

P f
e2 = J(r, 1, 2γo2). (3.43)

Assuming Pe1 = P f
e1, Pe2 = P f

e2 and combining the results in (3.40), (3.41) and

(2.60) in Appendix 2C, we have γo1 = 2γo and γo2 = 2−1/rγo. Therefore, at high

SNR the effect of optimal ordering is to increase the SNR by 3 dB for the first step

and decrease the SNR by (3/r) dB for the second step.

3.2.4 Effect on Diversity Order

In Section 2.2, we have studied the diversity order of a ZF detector. For the V-

BLAST detector under investigation, we apply (3.40) and (2.61) in Appendix 2C to
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the definition in (2.12). It can readily be shown that the diversity order for the data

stream coming from the antenna with a higher SNR equals (r − 1). Similarly, the

diversity order of the data stream coming from the other antenna can be found equal

to r based on (3.41). Since it has been reported that without optimal ordering, the

diversity order at the ith processing step equals r− t+ i for an i.i.d. Rayleigh fading

channel [58, 59], we can, based on our analytical findings, conclude that optimal

ordering has no effect on the diversity order in a 2× r system. Such a conclusion is

also consistent with that reported in [59].

3.2.5 Unbalanced Transmit Powers

Next, we study the performance of the detector in the case of unbalanced transmit

powers. We define Λ = diag[a b] as a diagonal matrix where a and b denote the

transmit power from the first and second antennas, respectively. The total transmit

power is fixed and has been normalized to 2 for simplicity, i.e., a + b = 2. Conse-

quently, we also have 0 < a, b < 2. To include the unbalanced transmit power effect,

we replace the H in Section 3.1 with Ĥ = HΛ1/2. Thus, for the i.i.d. Rayleigh

fading channel, we have a covariance matrix of the row vectors in Ĥ equal to

Σ =




a 0

0 b


 . (3.44)

Substituting (3.44) into the joint p.d.f. of W shown in (3.16), we have

fw11,w12,w22(w11, w12, w22) =
(w11w22 − |w12|2)−(r+2)

π(ab)rΓ(r)Γ(r − 1)

× exp

[
− w11/a + w22/b

w11w22 − |w12|2
]

.

(3.45)

By defining x1 = 1/w11 and x2 = 1/w22 and using similar procedures as in Sec-
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tion 3.2.1, we can obtain the distribution of the max(x1, x2) as

F3(x) = Pr(max(x1, x2) < x)

=
1

Γ(r)Γ(r − 1)

∫ ∞

1

y−r · γ(r, xy/a) · γ(r, xy/b) dy.
(3.46)

Then, the p.d.f. of max(x1, x2) is given by

f3(x) =
dF3(x)

dx
= I1 + I2 (3.47)

where I1 and I2 have the following closed-form solutions:

I1 =
xr−2

arΓ(r − 1)
· 1

Γ(r)

∫ ∞

x

exp(−t/a) · γ(r, t/b) dt

=
1

arΓ(r − 1)

[
axr−2e−x/a − e−2x/(ab)

r−1∑
m=0

xr+m−2

bm−1m!

a/2− (a/2)r−m+1

1− a/2

] (3.48)

I2 =
xr−2

brΓ(r − 1)
· 1

Γ(r)

∫ ∞

x

exp(−t/b) · γ(r, t/a) dt

=
1

brΓ(r − 1)

[
bxr−2e−x/b − e−2x/(ab)

r−1∑
m=0

xr+m−2

am−1m!

b/2− (b/2)r−m+1

1− b/2

]
.

(3.49)

Again we integrate f3(x) to obtain the c.d.f. F3(x) as

F3(x) =

[
γ(r − 1, x/a)

Γ(r − 1)
− (ab/4)r

Γ(r − 1)

r−1∑
m=0

(a/2)m−r − 1

(1− a/2)m!
γ(r + m− 1,

2x

ab
)

]

+

[
γ(r − 1, x/b)

Γ(r − 1)
− (ab/4)r

Γ(r − 1)

r−1∑
m=0

(b/2)m−r − 1

(1− b/2)m!
γ(r + m− 1,

2x

ab
)

]
.

(3.50)

The BER of the decoded data stream coming from the antenna with a higher SNR
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can then be shown equal to

Pe3 = J(r − 1, 1/a, 2γo) + J(r − 1, 1/b, 2γo)

− (b/2)r

Γ(r − 1)

r−1∑

m=0

(a/2)m − (a/2)r

m!(1− a/2)
× Γ(r + m− 1)× J(r + m− 1,

2
ab

, 2γo)

− (a/2)r

Γ(r − 1)

r−1∑

m=0

(b/2)m − (b/2)r

m!(1− b/2)
× Γ(r + m− 1)× J(r + m− 1,

2
ab

, 2γo).

(3.51)

During the second step, after interference cancellation is performed, the c.d.f.

of the SNR is related to the distribution of min(z11, z22), which is given by

F4(x) = 1− Pr(z11 > x) · Pr(z22 > x). (3.52)

Following the procedures as in Section 3.2.2, we can obtain

F4(x) = 1− Γ(r, x/a)

Γ(r)
· Γ(r, x/b)

Γ(r)
(3.53)

and

f4(x) =
1

ar
e−x/axr−1 Γ(r, x/b)

Γ2(r)
+

1

br
e−x/bxr−1 Γ(r, x/a)

Γ2(r)

=
e−2x/(ab)

arΓ(r)

r−1∑
m=0

xr+m−1

bmm!
+

e−2x/(ab)

brΓ(r)

r−1∑
m=0

xr+m−1

amm!
.

(3.54)

Therefore, the BER is readily shown equal to

Pe4 =
(b/2)r

Γ(r)

r−1∑
m=0

(a/2)mΓ(r + m)

m!
· J(r + m,

2

ab
, 2γo)

+
(a/2)r

Γ(r)

r−1∑
m=0

(b/2)mΓ(r + m)

m!
· J(r + m,

2

ab
, 2γo).

(3.55)
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Figure 3.2: Analytical outage probability of the first detection step in the V-BLAST
system with (t = 2, r = 3) over an i.i.d. Rayleigh fading channel.

3.2.6 Results and Discussion

Figure 3.2 plots the analytical outage probability of the first detection step (i.e., the

probability that the post-detection SNR γ is less than a certain value, or equivalently

the c.d.f. of the post-detection SNR) in the V-BLAST system with (t = 2, r = 3).

Both results, namely (3.29) given in Section 3.2.1 and (30) in [59], are shown. It

can be seen that our approach produces the same results reported by as Loyka and

Gagnon [59].

Simulations are also performed to evaluate the performance of the V-BLAST

system with two transmit antennas. Error propagation has not been considered in

the simulations and QPSK is employed for data modulation/demodulation. Fig. 3.3

shows the analytical and simulated outage probability of the post-detection SNR

with (t = 2, r = 3). The horizonal axis represents the ratio of the post-detection

SNR to the normalized received SNR (γ/γo) in the first or the second detection

step. The curves representing different diversity orders are also plotted using the
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Figure 3.3: Analytical and simulated outage probabilities of the V-BLAST system
with (t = 2, r = 3) over an i.i.d. Rayleigh fading channel. (ana:analytical results;
sim: simulation results.)

normalized incomplete Gamma function [γ(m,x)/Γ(m)]. Results show that the

analytical and simulation results are similar. Moreover, when γ/γo is small, the

outage probability of the post-detection SNR at the first step is higher than that at

the second step, implying that the signal at the first step has a lower probability of

achieving the particular SNR. At high γ/γo, the reverse becomes true, i.e., the post-

detection SNR at the second step has a lower probability of achieving the particular

SNR.

Fig. 3.4 presents the BER performance of the V-BLAST system with (t = 2,

r = 3). The horizontal axis represents the spatially averaged SNR defined as

1
r

∑r
i=1 SNRi, where SNRi is the ratio of received signal power (from all t trans-

mitters) to noise power at the ith receiver. It can be observed that the simulation

results and the analytical ones are similar. Also, the first detection step produces a

better BER than the second step at low SNR. When the SNR increases, the BER at

the second step will start outperforming that at the first step at a certain point. The
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Figure 3.4: Analytical and simulated BERs of the V-BLAST system with (t = 2,
r = 3) over an i.i.d. Rayleigh fading channel. (w/o opti: analytical results with
fixed detection ordering; ana: analytical results with optimal detection ordering;
sim: simulation results with optimal detection ordering.)

explanation can be found in (3.31). With an increase of γo, the slope of Q(
√

γox)

with high γo decreases sharply (see Fig. 3.5 for details). From (3.31), we can hence

conclude that for high values of γo, the BER is dominated by the c.d.f. of x (=γ/γo)

when x is small. Conversely, for low values of γo, the BER depends on the c.d.f.

of x when x is large. Based on the c.d.f. curves shown in Fig. 3.3, the relative

BER performance between the first and second steps is then clarified. Moreover,

the asymptotic slope of the BER curve in the first or second steps with optimal

ordering is the same as that with fixed detection ordering , i.e, the diversity order

is the same as that with fixed detection ordering.

In Fig. 3.4, we also observe that at low BER levels, the SNR value of the first

step with optimal ordering is about 3 dB lower than the one with fixed ordering.

Correspondingly, the performance of the second step with optimal ordering is de-

graded by 1 dB (= 3/r = 3/3) comparing with fixed ordering. Both results verify

63



0 0.5 1 1.5 2 2.5 3 3.5 4
10

−120

10
−100

10
−80

10
−60

10
−40

10
−20

10
0

x

γ
o
=6dB 

γ
o
=3dB 

γ
o
=0dB 

Figure 3.5: The value of Q-function with respect to different values of average
received SNR.

our findings in Section 3.2.3. Further, in Fig. 3.6, we plot the BER results of V-

BLAST systems with (t = 2, r = 4). Note that now the second step with optimal

ordering suffers from a 0.75 dB (= 3/r = 3/4) SNR degradation relative to the one

with fixed ordering.

In Fig. 3.7, we show the effect of unbalanced transmit powers on the BER

performance with (t = 2, r = 3). No difference has been observed between the

analytical and simulation results. Hence, only the analytical results are shown for

all a/b values — the ratios of the two transmit powers. The vertical axis represents

the combined average BER of the first and the second detection steps. In Fig. 3.7,

the curves with a/b > 0 dB are not plotted because of the symmetry between a

and b. It is found that equal transmit power produces the best BER performance.

On the contrary, the degradation becomes significant when the ratio of the transmit

powers between the two transmit branches is larger than 6 dB.
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Figure 3.6: Analytical and simulated BERs of the V-BLAST system with (t = 2,
r = 4) over an i.i.d. Rayleigh fading channel. (w/o opti: analytical results with
fixed detection ordering; ana: analytical results with optimal detection ordering;
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3.3 Performance over a Rayleigh Channel with

Correlation at the Transmitter

In a realistic environment, correlation may exist between antenna elements due to

the limited number of scatters, small angular spread, and small separation between

the antenna elements. In this section, we study the performance of the V-BLAST

algorithm when correlation exists at the transmitter. Denoting the correlation co-

efficient between the two transmit antennas by ζ, the covariance matrix of the row

vectors in H then equals

Σ =




1 ζ

ζ∗ 1


 (3.56)

where |ζ| < 1.
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Figure 3.7: Analytical BER of the V-BLAST system with (t = 2, r = 3) for unbal-
anced transmit powers.

3.3.1 Performance of the Data Symbol Stream from the

Transmit Antenna with a Higher SNR

We map the complex variable w12 and ζ to the polar coordinates as

w12 =
√

w11w22ρe−iθ, 0 ≤ ρ < 1; (3.57)

ζ = ae−ib, a = |ζ| and 0 ≤ a < 1 (3.58)

where i =
√−1. Let x1 = 1/w11, x2 = 1/w22 and substitute them into (3.18). We

obtain

fx1,x2,ρ,θ(x1, x2, ρ, θ) =
(x1x2)

r−1ρ(1− ρ2)−(r+2)

π(1− a2)rΓ(r)Γ(r − 1)

× exp

[
−x1 + x2 + 2aρ

√
x1x2 cos(θ − b)

(1− a2)(1− ρ2)

]
.

(3.59)
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Integrating (3.59) with respect to θ in the range 0 ≤ θ < 2π, we have

fx1,x2,ρ(x1, x2, ρ) =
2(x1x2)

r−1ρ(1− ρ2)−(r+2)

(1− a2)rΓ(r)Γ(r − 1)

× exp

[
− x1 + x2

(1− a2)(1− ρ2)

]
× I0

(
2aρ

√
x1x2

(1− a2)(1− ρ2)

) (3.60)

where I0(·) is the zero-order modified Bessel function of the first kind [2] and has

an infinite expansion representation given by [24, eq.(8.447.1)]

I0(z) =
∞∑

k=0

(z2/4)k

(k!)2
. (3.61)

Substituting (3.61) into (3.60) and changing the variable y = 1/(1 − ρ2), we have

the expression of Pr(max(x1, x2)) conditioning on y as

F1,cor(x|y) = Pr(max(x1, x2)|y)

=

∫ x

0

∫ x

0

f1(x1, x2, ρ) dx1dx2

=
(1− a2)r

Γ(r)Γ(r − 1)

∞∑

k=0

a2k

(k!)2
· y−(r+k)(y − 1)k · γ2(r + k,

xy

1− a2
).

(3.62)

We differentiate F1(x) with respect to x, and integrate with respect to y to

obtain the p.d.f. of x as

f1,cor(x) =
2xr−1

Γ(r)Γ(r − 1)

∞∑

k=0

a2k

(k!)2
·
(

x

1− a2

)k

×
∫ ∞

1

(y − 1)k · exp

(
− xy

1− a2

)
· γ

(
r + k,

xy

1− a2

)
dy.

(3.63)

Defining u = x/(1 − a2), we can derive the closed-form expression for the p.d.f. of

u, i.e.,

f̃1,cor(u) =
2(1− a2)rur−2

Γ(r)Γ(r − 1)

∞∑

k=0

a2k

(k!)2
· Γ(r + k)

k∑
p=0

(
k

p

)
(−u)k−p · P (k, p, u) (3.64)
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where

P (k, p, u) =
1

Γ(r + k)

∫ ∞

u

yp · e−yγ(r + k, y) dy

= Γ(p + 1, u)−
r+k−1∑
m=0

Γ(p + m + 1, 2u)

m!2p+m+1

= (p!) exp(−u)

p∑
m=0

um

m!
− exp(−2u)

2p+1

r+k+p−1∑
m=0

ak,p,m · (2u)m

m!

(3.65)

and

ak,p,m =





∑r+k−1
n=0

(p+n)!
n!2n , 0 ≤ m ≤ p

∑r+k−1
n=m−p

(p+n)!
n!2n , m > p.

(3.66)

Integrating f̃1,cor(u), we obtain the c.d.f. of u as

F̃1,cor(u) =
2(1− a2)r

Γ(r)Γ(r − 1)

∞∑

k=0

a2k

(k!)2
· Γ(r + k)×

k∑
p=0

(
k

p

)
(−1)k−p(I3 − I4) (3.67)

where

I3 =

p∑
m=0

p!

m!
· Γ(r + k − p + m− 1, u) (3.68)

I4 =
1

2r+k

r+k+p−1∑
m=0

ak,p,m

m!
· Γ(r + k − p + m− 1, 2u). (3.69)

Finally, the c.d.f. of x can be obtained as

F1,cor(x) = F̃1,cor

(
x

1− a2

)
. (3.70)

Based on the results above, when QPSK modulation is used, the expression for the

average BER can be readily shown equal to

Pe1,cor =
2(1− a2)r

Γ(r)Γ(r − 1)

∞∑

k=0

a2k

(k!)2
· Γ(r + k)×

k∑
p=0

(
k

p

)
(−1)k−p(I5 − I6) (3.71)
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where

I5 =

p∑
m=0

p!Γ(r + k − p + m− 1)

m!
· J(r + k − p + m− 1, 1, 2γo(1− a2)) (3.72)

I6 =
1

2r+k

r+k+p−1∑
m=0

ak,p,m

m!
· Γ(r + k − p + m− 1))

× J(r + k − p + m− 1, 2, 2γo(1− a2)). (3.73)

Further, by comparing (3.71) with (3.32), the SNR degradation (in decibel) due to

transmit correlation can be approximated as

∆γ1,cor (dB) =
1

r − 1
(3r + 10 log(1− a2)) +

1

r − 1

× 10 log

( ∞∑

k=0

(
r + k − 1

k

)
a2k

[
1− 1

2k+1

r+k−1∑
n=0

(
k + n

n

)
1

2n

])
.

(3.74)

In Section 2.2.2, it has been found that when fixed ordering is used, the SNR loss

due to transmit correlation equals −10 log(1 − a2) dB. Combining with the results

obtained in Section 3.2.3 for optimal ordering, we conclude that when transmit

correlation exists, optimal ordering in the first step improves over fixed ordering at

the low-BER region by

∆γ1,opti (dB) = 3−∆γ1,cor − 10 log(1− a2). (3.75)
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3.3.2 Performance of the Data Symbol Stream from the

Transmit Antenna with a Lower SNR

Using (3.33) and defining z1 = z11 and z2 = z22, the joint p.d.f. of z1 and z2 is given

by [50, ch. 2.3]

fz1,z2(z1, z2) =

[
2∏

k=1

1

Γ(r)
zr−1

k exp(−zk)

]{
1 +

∞∑
j=1

ajL
(r−1)
j (z1)L

(r−1)
j (z2)

}
(3.76)

where L
(r−1)
j (x) is the Laguerre polynomial defined as

L
(r−1)
j (x) =

[
Γ(r)Γ(r + j)

j!

]1/2 j∑

k=0

(−1)k

(
j

k

)
xk

Γ(r + k)
. (3.77)

Define F2,cor(x) as the c.d.f. of min(z1, z2). The expression of F2,cor(x) thus equals

F2,cor(x) = Pr(min(z1, z2) < x) = 1− Pr(z1 > x, z2 > x)

= 1−
[
Γ(r, x)

Γ(r)

]2

− 1

Γ(r)

∞∑
j=1

ajΓ(r + j)

j!

[
j∑

k=0

(−1)k

(
j

k

)
Γ(r + k, x)

Γ(r + k)

]2

.

(3.78)

Then, we differentiate F2,cor(x) with respect to x to obtain the p.d.f. of x as

f2,cor(x) =
2

Γ(r)
e−2x

r−1∑

k=0

xr+k−1

k!
+

2

Γ(r)
e−2x

∞∑
j=1

ajΓ(r + j)

j!

×
[

j∑

k=0

(−1)j

(
j

k

)
xr+k−1

Γ(r + k)

]
·
[

j∑
p=1

bj,p · xr+p−1

Γ(r + p)

]

=
2

Γ(r)
e−2x

r−1∑

k=0

xr+k−1

k!
+

2

Γ(r)
e−2x

∞∑
j=1

ajΓ(r + j)

j!

2j∑
m=1

cj,mx2r+m−2

(3.79)

where

bj,p =

j∑
n=p

(−1)n

(
j

n

)
(3.80)
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and

cj,m =

min(m,j)∑

k=max(0,m−j)

(−1)k
(

j
k

)
bj,m−k

Γ(r + k)Γ(r + m− k)
. (3.81)

Integrating f2,cor(x), we have the c.d.f. expression of min(x1, x2) as

F2,cor(x) =
2

Γ(r)

r−1∑

k=0

γ(r + k, 2x)

2r+kk!

+
2

Γ(r)

∞∑
j=1

ajΓ(r + j)

j!

2j∑
m=1

cj,m

22r+m−1
× γ(2r + m− 1, 2x).

(3.82)

Using similar procedures as in previous sections, the average BER using QPSK

modulation can be obtained as

Pe2,cor =
2

Γ(r)

r−1∑

k=0

Γ(r + k)

2r+kk!
· J(r + k, 2, 2γo)

+
2

Γ(r)2

∞∑
j=1

ajΓ(r + j)

j!

2j∑
m=1

cj,mΓ(2r + m− 1)

22r+m−1
· J(2r + m− 1, 2, 2γo).

(3.83)

At high SNR region, the average BER is dominated by the J-function with the

lowest order. In (3.83), the lowest order of the J-function in the first summation

equals r, while that in the second summation equals 2r. Therefore, the second

summation has a negligible contribution to the BER at high SNR region. Since the

correlation coefficient a exists only in the second summation, we further conclude

that transmit correlation has a negligible effect on the performance of the second

detection step in the higher SNR areas. In fixed ordering, the output SNR of the

second detection step is related only to the second column of H (for a 2× r system)

and it has the same distribution whether correlation exists among the 2 transmit

antennas or not. As a consequence, there is no SNR degradation for the second step

due to correlation. Since transmit correlation has no effect on both optimal ordering
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Figure 3.8: Analytical SNR degradation of the first step of the V-BLAST system
due to correlation at the transmitter over a Rayleigh fading channel. t = 2.

and fixed ordering at high SNR region, we conclude that the SNR loss of the second

step in optimal ordering remains at (3/r) dB (see Section 3.2.3) compared with that

in fixed ordering.

3.3.3 Results and Discussion

Fig. 3.8 displays the analytical results of (3.74), plotting the SNR loss of the first

detection step for optimal ordering when transmit correlation exists. The corre-

sponding SNR loss for fixed ordering is also shown for comparison. We observe

that the SNR degradation due to transmit correlation increases with the correla-

tion coefficient. Moreover, the degradation is higher for optimal ordering compared

with fixed ordering. Thus, the advantage of optimal ordering over fixed ordering

diminishes with the correlation coefficient. The same conclusion can also be drawn

in Fig. 3.9, where the SNR gain of the first detection step in the V-BLAST system

(Eq.(3.75)) with optimal ordering over that with fixed ordering is plotted.
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Fig. 3.10 presents the outage probability of the post-detection SNR at the first

step of optimal ordering for (t = 2, r = 3) with transmit correlation. For the

analytical results of fixed ordering, they are calculated using (2.7). We observe

that when the correlation coefficient increases, the outage probability increases,

indicating higher SNR loss due to correlaton.

Fig. 3.11 presents the BER performance of the V-BLAST system for (t = 2,

r = 3) with transmit correlation. We observe that the analytical and simulated

results are close to each other. As has been predicted, the transmit correlation

has no effect on the performance of the second step in optimal ordering. Also, the

gain of optimal ordering in the first step decreases with the increase of correlation

coefficient. The observation is consistent with the result in (3.75).

73



−20 −15 −10 −5 0 5 10
10

−5

10
−4

10
−3

10
−2

10
−1

10
0

γ/γ
o

O
ut

ag
e 

pr
ob

ab
ili

ty

ζ=0
ζ=0.5
ζ=0.7

Figure 3.10: Analytical and simulated outage probabilities of the first step in the
V-BLAST system for (t = 2, r = 3) over a Rayleigh fading channel with transmit
correlation. (Simulated results of optimal ordering are represented by solid lines,
analytical results of optimal ordering are shown with markers, and analytical results
of fixed ordering are displayed with dashed line and markers.)

3.4 Performance Over A Rician Channel

For a Rician channel, it has been shown in Section 2.2.3 that Z follows a non-central

complex Wishart distribution denoted by Z ∼ W c
t (r,M ,Σ) where

M = E(H). (3.84)

Moreover, the non-central complex Wishart distribution can be approximated by a

complex Wishart distribution Ẑ ∼ W c
t (r, Σ̂) with the covariance matrix given by

Σ̂ = Σ +
1

r
MHM . (3.85)

Based on the derivations in Section 2.2.3, the covariance matrix can be written
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as

Σ̂ =
1

1 + K
I t +

K

1 + K
ββH (3.86)

where

β = [1 β1 · · · βt−1]
T , |βj| = 1, j = 1, . . . , t− 1; (3.87)

is defined as the array response of transmit antennas and K is the Rician factor.

For a system with 2 transmit antennas, (3.86) can be further reduced to

Σ̂ =
1

1 + K




1 0

0 1


 +

K

1 + K




1 β∗1

β1 1




=




1 K
1+K

β∗1
K

1+K
β1 1




(3.88)
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with |β1| = 1. Comparing Σ̂ in (3.88) with Σ in (3.56), we observe that the two

covariance matrices are identical when

ζ =
K

1 + K
β∗1 . (3.89)

In other words, the performance of the V-BLAST system over a Rice channel can

be approximated by that over a correlated-Rayleigh channel with the substitution

given in (3.89). Moreover, the analyses in Section 3.3 have shown that only the

magnitude of ζ is required in characterising the system performance. Thus, for a

given Rician factor K, the performance of a two-transmit-antenna MIMO system

over a Rice fading channel can be obtained by modifying the |ζ| in the correlated-

Rayleigh channel model in Section 3.3 to |Kβ∗1/(1 + K)| = K/(1 + K).

As K increases from−∞ to∞, |ζ| changes from 0 to 1. For example, K=−∞ dB,

0 dB, 3 dB and 6 dB, corresponds to |ζ| =0, 0.5, 0.67 and 0.8, respectively. Therefore,

based on the performance curves of the V-BLAST system over a correlated-Rayleigh

channel, i.e., Fig. 3.8 to Fig. 3.11, we can deduce the performance of the V-BLAST

system over a Rician channel. In fact, observations made for the correlated-Rayleigh

channel are applicable to the Rician channel as |ζ| increases monotonically with K

(so does K increase monotonically with |ζ|).

For instance, from Fig. 3.8 and Fig. 3.9, we can conclude that for a Rician chan-

nel, (i) the SNR loss of the first detection step for optimal ordering increases with

the Rician factor K; (ii) the degradation is higher for optimal ordering compared

with fixed ordering; and (iii) the advantage of optimal ordering over fixed ordering

diminishes with the Rician factor K. Also, Fig. 3.11 implies that the Rician factor

has no effect on the performance of the second step in optimal ordering.

Finally, Fig. 3.12 compares the analytical and simulated outage probabilities of

the post-detection SNR at the first step for (t = 2, r = 3) over a Rician channel. We
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Figure 3.12: Analytical and simulated outage probabilities of the post-detection
SNR at the first step in the V-BLAST system for (t = 2, r = 3) over a Rician
fading channel. (Simulated results of optimal ordering are represented by solid
lines, analytical results of optimal ordering are shown with markers, and analytical
results of fixed ordering are displayed with dashed line and markers.)

can see that both results are very close, further verifying that the correlated-Rayleigh

channel model is a good approximation of the Rician model.

3.5 Summary

In this chapter, we have studied thoroughly the performance of the V-BLAST system

with two transmit antennas when optimal ordering is used. Three types of channel,

namely i.i.d. Rayleigh channel, correlated-Rayleigh channel, and Rician channel,

have been investigated. The exact SNR distributions of the system in the first and

second detection steps have been derived and the closed-form expressions of the

BERs have been obtained. Simulations have been performed and they are found to

be very close to the theoretical ones.
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For an i.i.d. Rayleigh channel, our study concludes that optimal ordering has

no effect on the diversity order compared with fixed ordering. Also, at high SNR, we

find that optimal ordering increases the SNR by 3 dB for the first step and decreases

the SNR by (3/r) dB for the second step as compared to fixed ordering. Further, we

conclude that equal transmit power from the two antennas produces the best BER

performance.

We have also approximated the performance of the V-BLAST system over

a Rician channel by that over a correlated-Rayleigh channel. Simulation results

have shown that the approximation is very accurate. As a consequence, obser-

vations made for both types of channels are very similar. We find that for the

correlated-Rayleigh/Rician channel, the SNR loss of the first detection step for op-

timal ordering increases with the transmit-correlation coefficient/Rician factor. In

addition, the degradation is higher for optimal ordering compared with fixed or-

dering and the advantage of optimal ordering over fixed ordering diminishes with

the transmit-correlation coefficient/Rician factor. Finally, the transmit-correlation

coefficient/Rician factor has been found to have no effect on the performance of the

second step in optimal ordering.

Having evaluated the performance of MIMO systems in this and the previous

chapters, we will switch to investigating the capacity of MIMO systems in the next

chapter. In particular, we will study the asymptotic capacities at both low and high

SNR regions and derive the asymptotic capacity loss of Rician channels relative to

i.i.d. Rayleigh channels.
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Chapter 4

Capacity Of MIMO Channels

In the last two chapters, the performances of the MIMO systems have been studied

in terms of the bit error rate. In this chapter, we investigate the capacity of the

MIMO systems over a Rician fading channel. Under an independent and identically

distributed (i.i.d.) flat Rayleigh fading environment and in the high signal-to-noise

ratio (SNR) regime, it has been shown that the capacity of MIMO systems increases

almost linearly with the number of transmit antennas or the number of receive

antennas, whichever the smaller [91]. However, the capacity diminishes over a Rician

channel [12,34,37,53,66,67,70,78].

In [37], based on the numerical integration method, it is found that the line-of-

sight signal component in the Rician channel reduces the MIMO channel capacity

as a consequence of the lack of scattering. Asymptotic analysis also shows that

the capacity for a MIMO system over a Rician channel decreases with the Rician

factor and approaches the capacity of its scattered component when the numbers

of antennas are large and the specular matrix has a unit rank [53]. However, the

exact capacity of a MIMO channel has not been derived as a closed-form expression,

rendering the asymptotic analysis at low and high SNR regions not possible.
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In this chapter, we evaluate the capacity of the MIMO Rician channel. First, in

Section 4.1, we derive a close-form expression for the channel capacity. During the

process, we show that the capacity of a MIMO Rician channel can be well approxi-

mated by that of a MIMO correlated-Rayleigh channel. Based on the solution, the

asymptotic capacities at low and high SNR regions are analyzed in Section 4.2. Also,

the asymptotic capacity loss of the Rician channel relative to an i.i.d. Rayleigh chan-

nel is derived. Finally, in Section 4.3, the analytical findings are presented together

with the results found by simulations and by the numerical integration method.

4.1 Capacity of MIMO Rician Channels

In our analysis it is assumed that perfect channel information is known at the re-

ceiver but not at the transmitter. Under this scenario, we adopt the uniform power

allocation scheme and the mutual information (MI) is then given by [17]

I = log2

(
det

(
Ir +

Ω

tσ2
HHH

))
(4.1)

where Ω denotes the total transmitted power, σ2 is the noise power, H is the channel

matrix as defined in Section 2.1, t and r represent the number of transmit and receive

antennas, respectively. It is readily shown that the MI can also be expressed as

I = log2

(
det

(
I t +

Ω

tσ2
HHH

))
. (4.2)

The channel capacity, denoted by C and defined as the mean of mutual information,

i.e., C = E(I), is critical in the performance evaluation of MIMO systems. In the

following, we assume that r ≥ t and make use of (4.2) to evaluate the performance

of MIMO under a Rician channel. In the reverse case where r < t, the procedures

are similar but the starting point would be (4.1) instead.
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It is clear that the probability density function (p.d.f.) of the channel matrix H

determines the channel capacity. As for the elements of H , they are always assumed

to be circularly symmetric complex Gaussian random variables (ZMCSCG). Thus,

the distribution of the channel matrix H can be modeled as a complex matrix

variate normal distribution [25]. Same as in Section 2.2, we define

Z = HHH (4.3)

and

M = E(H). (4.4)

If the row vectors of H are independent (no receive correlation) with identical

covariance matrix Σ, then Z follows a complex Wishart distribution denoted by

Z ∼ W c
t (r, M ,Σ). It is known that a non-central complex Wishart distribution

Z ∼ W c
t (r, M ,Σ) can be approximated by a complex Wishart distribution with

covariance matrix (see Chapter 2 for details)

Σ̂ = Σ +
1

r
MHM . (4.5)

Based on the Rician channel model and the derivations in Section 2.2.3, we can

approximate the distribution of Z by an approximated Wishart distribution with a

covariance matrix equal to

Σ̂ = (1− ζ)I t + ζββH (4.6)

where

β = [1 β1 · · · βt−1]
T , |βj| = 1, j = 1, . . . , t− 1; (4.7)

is defined as the array response of transmit antennas, and ζ = K/(1 + K), K
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being the Rician factor. In addition, it can be readily shown that the only non-zero

eigenvalue of the matrix ββH equals t. Therefore, the eigenvalues of Σ̂, denoted by

φk (k = 1, 2, . . . , t), are given by

φ1 = · · · = φt−1 = 1− ζ, φt = 1 + (t− 1)ζ. (4.8)

In another study that investigates the capacity of MIMO correlated-Rayleigh

channels with r ≥ t [36], it has been shown that if the covariance matrix equals

[Φ]i,j =





1, if i = j

ζ, if i 6= j

(4.9)

with 0 < ζ < 1 being the correlation between any pair of transmit antenna elements,

i.e., the correlation belongs to the intraclass correlation model1, the eigenvalues of

the matrix are the same as those in (4.8). We can therefore conclude that the

covariance matrix of the approximated Wishart distribution corresponding to the

MIMO Rician channel (Σ̂) and the covariance matrix of a MIMO Rayleigh channel

under the intraclass correlation model (Φ) have the same eigenvalues.

It has been found in [9, 36] that for a correlated-Rayleigh fading channel, the

channel capacity depends only on the eigenvalues of the covariance matrix. Thus,

we conclude that the capacity of a MIMO Rician channel with Rician factor K

is equivalent to that of a MIMO Rayleigh channel under the intraclass correlation

model with a correlation coefficient ζ = K/(1 + K). Detailed derivations of the

channel capacity of MIMO Rayleigh channels under intraclass correlation model

can be found in [36]. Moreover, it is clear that the geometry of the antenna arrays

has no effect on the MIMO Rician channel capacity. For the sake of completeness,

1This model can be used to approximate the case when the correlation between antenna elements
are close to each other.
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we will present the closed-form expression for the capacity of Rician channels in the

following.

We define P = Ω/(σ2t) as the transmit SNR per branch, a = 1 − ζ and

b = 1 + (t− 1)ζ. We further denote t different t× t matrices by Ψ(k), k = 1, · · · , t

with elements given by

[Ψ(k)]i,j

=





(−1)j−1
∫∞
0 ln(1 + Py)yr−i+j−1e−y/a dy, i = 1, · · · , t; j = 1, · · · , t− 1 and j = k

(−1)j−1ar−i+jΓ(r − i + j), i = 1, · · · , t; j = 1, · · · , t− 1 and j 6= k

∫∞
0 ln(1 + Py)yr−ie−y/b dy, i = 1, · · · , t; j = t and k = t

br−i+1Γ(r − i + 1) i = 1, · · · , t; j = t and k 6= t.

(4.10)

Note also that the integrals in (4.10) can be evaluated directly from the complemen-

tary incomplete gamma function and hence no numerical integrations are needed

[35]. Finally, the capacity of the MIMO Rician channel can be shown equal to [36]

C =
Γ(t)

∑t
k=1 det(Ψ(k))

ln(2)ar(t−1)br
(

1
b
− 1

a

)t−1 ∏t
i=1 Γ(r − i + 1)Γ(t− i + 1)

. (4.11)

4.2 Asymptotic Capacity of Rician Channel

In this section, we analyze the asymptotic capacities of MIMO Rician channels. We

first relate the SNR to the bit-energy-to-noise-spectral-density ratio at the receiver,

i.e.,

Eb

N0

=
rtP

C
(4.12)

where rtP relates to the total received SNR at the receiver and C represents the

maximum information flow achieved.
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4.2.1 Low SNR Region

The minimum Eb/N0 required for a reliable communication can be obtained using

[68] (
Eb

N0

)

min

= lim
P→0

rtP

C
= rt lim

P→0

1

∂C/∂P
= ln(2) = −1.59 (dB) (4.13)

where the third equality is found based on (4.11). This result is consistent with

the so-called lower bound Eb/N0 for communication systems in AWGN channel

explicated by Shannon capacity [84]. We also observe that the minimum Eb/N0 is

independent of the Rician factor K.

4.2.2 High SNR Region

As P approach infinity, the slope of the channel capacity with respect to SNR is

found as

lim
P→∞

C

10 log P
=

t log2(10)

10
= 0.33t (bps/Hz/dB), (4.14)

where the first equality is obtained based on (4.11). The result indicates that every

3 dB increase in SNR can provide an extra t bps/Hz of capacity at the high SNR

region. We therefore conclude that the capacity of MIMO Rician channels increases

linearly with t in the high SNR region, irrespective of the Rician factor.

4.2.3 Capacity Loss of Rician Channels

Let CRay denote the capacity for i.i.d. Rayleigh channels (K = 0) and CRic denote

the one for Rician channels. Applying

∫ ∞

0

ln(1 + Py)yn−1e−y/c dy = cn

∫ ∞

0

ln(1 + Pcy)yn−1e−y dy (4.15)
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and

lim
P→∞

ln(1 + Pcy) ≈ ln(Pcy) = ln(P ) + ln(c) + ln(y) (4.16)

to (4.10), the capacity loss of Rician channels relative to i.i.d. Rayleigh channels at

high SNR can be found as

Closs = lim
P→∞

(CRay − CRic) = −(t− 1) ln(a) + ln(b)

ln(2)
= t log2(1 + K)− log2(1 + tK)

(4.17)

where CRay has been calculated from [37, eq.(29)]. Clearly, the capacity loss is

independent of the number of receive antennas. Defining the capacity loss of Rician

channels per transmit antenna as Closs/Tx, we have

Closs/Tx = log2(1 + K)− 1

t
log2(1 + tK). (4.18)

Fig. 4.1 and Fig. 4.2 plot the capacity loss of MIMO Rician channels per transmit

antenna at high SNR values versus the Rician factor and the number of transmit

antennas, respectively. It can be observed that the capacity loss compared to an

i.i.d. Rayleigh channel increases with both the Rician factor K and the number of

transmit antennas t. Also, the loss approaches the upper-bound log2(1 + K) as t

goes to infinity. Note also that as K approaches infinity, the channel degenerates to

a non-faded AWGN channel and the analyses in Section 4.2.2 and 4.2.3 do not hold

anymore.

4.3 Results

Simulations are performed to verify our analytical method that evaluates the ca-

pacity of MIMO Rician channels. In Fig. 4.3, we plot the capacity for the case

(t = 3, r = 3) with different Rician factors. The results found using the numeri-
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Figure 4.1: Loss of channel capacity per transmit antenna at high SNR values in
MIMO Rician channels relative to i.i.d. Rayleigh channels. The upper bound of the
loss is represented by circles.

cal integration method in [37] are also plotted for comparison. From the curves, it

can be observed that the results produced by the three different methods are very

similar. Thus, we conclude that the methods developed for computing the capacity

of correlated MIMO Rayleigh channels (under intraclass correlation model) can be

applied to evaluate the capacity of MIMO Rician channels. From the graphs, it is

apparent that an increase in the Rician factor produces a larger capacity loss com-

pared to the i.i.d. Rayleigh channels. But the slopes of the capacity curves with

respect to normalized SNR are the same at high SNR values, irrespective of the

Rician factor.

Fig. 4.4 plots the capacity of MIMO Rician channels with K = 3 dB. Again,

the capacities found using our analytical method, simulations and the numerical

integration method in [37] are very consistent. As expected, when the number of

transmit or receive antennas increases, higher capacity gain is accomplished. More-
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Figure 4.2: Loss of channel capacity per transmit antenna at high SNR values in
MIMO Rician channels relative to i.i.d. Rayleigh channels. The upper bounds of
the loss are displayed with dashed-dotted lines.

over, for a fixed number of transmit antennas (t = 3) and at high SNR values, the

slopes of the curves corresponding to different number of receive antennas remain

the same. This phenomenon is also consistent with the result found in (4.14).

4.4 Summary

In this chapter, we have shown that the capacity of MIMO Rician channels can be

well approximated by that of correlated-Rayleigh MIMO channels under an intra-

class correlated model. Based on the approximation, we have derived a closed-form

expression for the MIMO Rician channel capacity. Moreover, the analytical results

are found to be very close with those obtained using simulation.

In addition, based on the expression for the MIMO Rician channel capacity, we

have been able to study the asymptotic behavior of the channel capacity. We find
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that at low SNR region, the minimum Eb/N0 required for a reliable communication

equals −1.59 dB and is independent of the Rician factor K. At the high SNR region,

for every 3 dB increase in SNR, an extra t bps/Hz of capacity will be achieved. We

can therefore conclude that the capacity of MIMO Rician channels increases linearly

with t in the high SNR region, irrespective of the Rician factor. Finally, compared

to an i.i.d. Rayleigh channel, the capacity loss of a MIMO Rician channel is found

to increase with both the Rician factor K and the number of transmit antennas t.

But the loss is upper-bounded by log2(1 + K) as t goes to infinity.

This chapter concludes the study of spatial-multiplexing-based MIMO system.

In the next chapter, we will look into the diversity-based MIMO systems. In par-

ticular, we will investigate thoroughly the performance of diversity-based MIMO

systems with antenna selection over an intra-class correlated channel.
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Chapter 5

MIMO Diversity-Based Systems

with Antenna Selection

In the last three chapters, we have studied the error performance and capacity of

spatial-multiplexing MIMO systems. In this chapter, we aim to investigate thor-

oughly the performance of diversity-based MIMO systems with antenna selection

over a specifically correlated Rayleigh fading channel, namely an intra-class corre-

lated channel. In this model, the correlations between any pair of correlated antenna

elements are equal. It is used to describe the scenario when the antenna elements

are closely placed with correlations between any two elements almost identical.

In our study, for the transmit-antenna/receive-antenna selection (TAS/RAS)

scheme, we assume that all the available receive/transmit antennas are used at

the receive/transmit side, whereas only one single transmit/receive antenna will be

selected for transmission/reception with an aim to maximizing the received SNR.

We will derive the exact BERs of MIMO systems under an intra-class correlated

Rayleigh channel with three different selection schemes, namely TAS, RAS and

the full complexity (FC) schemes. Then, the asymptotic SNR degradations due

to correlation are quantified in closed forms expressed in terms of the correlation
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coefficient and the number of antennas. We also compare the SNR requirements

of the different selection schemes at low BER regions. Further, we evaluate the

diversity orders of the three schemes and their relationships with the numbers of

transmit and receive antennas. Finally, we verify and compare the theoretical BER

performances of the three antenna selection schemes using computer simulations.

We conclude that the TAS scheme, in which the transmit side is provided with

a small amount of feedback information from the receiver, can achieve the best

performance.

The rest of this chapter is organized as follows. We briefly describe the models

of MIMO systems with antenna selection in Section 5.1. The analytical performances

of the three different antenna selection schemes, namely TAS, RAS and FC, under

an intra-class correlated Rayleigh fading channel are then derived and compared in

Section 5.2. The diversity orders and the SNR degradations due to correlation are

also investigated in the same section. Finally, in Section 5.3, we plot and discuss

the analytical and simulation results.

5.1 System Model

Consider a MIMO diversity system with t transmit antennas and r receive anten-

nas. We define H as the channel matrix with element hij representing the channel

impulse response between the jth (j = 1, . . . , t) transmit antenna and the i-th

(i = 1, 2, . . . , r) receive antenna. In our study, it is assumed that the channel matrix

H is known at the receiver, but not at the transmitter. We also assume that the

channel is random, quasi-static, frequency independent and that the transmitted

signals are corrupted by complex additive white Gaussian noise. At the receiver

side, the incoming signal will be processed with an aim to recovering the received

data symbols. Denote the total transmit signal power by P and the channel noise
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Figure 5.1: A MIMO system with transmit-antenna selection (RF: radio frequency
components).

power by σ2. We define

λo =
P

σ2
(5.1)

as the transmit signal-to-noise ratio (SNR). In the following, we briefly derive the

output SNR at the receiver for each of the TAS, RAS and FC schemes.

5.1.1 Transmit-Antenna Selection (TAS)

Fig. 5.1 depicts the architecture of a MIMO system using TAS. In the TAS system,

some information from the receiver side is feedback to the transmitter for selecting

an appropriate RF chain at the transmit end. Here, we assume that there is no error

or delay for the flow of such feedback information. Also, unlike RAS which requires

orthogonality between signals from different transmit antennas, TAS does not have

such a mandatory requirement because only one transmit antenna is active during

data transmission. Corresponding to the jth (j = 1, . . . , t) transmit antenna, we
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define

νj =
r∑

i=1

|hij|2 (5.2)

where νj denotes the j-th element of ν. Then the transmit antenna that maximizes

the received SNR is selected as the target in the TAS scheme. Alternatively, the

kth transmit antenna will be chosen where

k = arg max
j
{νj}. (5.3)

Hence, for the TAS scheme, the (maximized) output SNR at the receiver is given by

λTAS = λoνk. (5.4)

5.1.2 Receive-Antenna Selection (RAS)

Figure 5.2 shows the architecture of a MIMO system using RAS. In order to sep-

arate the signals radiated by different transmit antennas on the receiver side, a

modulation approach with transmit diversity must be used. In general, modula-

tions using orthogonal pulses for different transmit antennas are adopted because

the orthogonality allows the receiver to separate the contributions of different an-

tennas and to apply maximum ratio combining. Corresponding to the orthogonal

signals, matched filters are used at the receiver. For example, in a code-division-

multiple-access system, different orthogonal spreading sequences should be assigned

for different transmit antennas. For the ith (i = 1, . . . , r) receive antenna, we define

µi =
t∑

j=1

|hij|2 (5.5)

where µi denotes the i-th element of µ. In the RAS scheme, only the receive antenna

with the maximum SNR is selected for use in the reception. In other words, the kth
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Figure 5.2: A MIMO system with receive-antenna selection (RF: radio frequency
components).

receive antenna is chosen where

k = arg max
i
{µi}. (5.6)

Finally, for the RAS scheme, the (maximized) output SNR at the receiver is given

by 1

λRAS =
λo

t
µk. (5.7)

5.1.3 Full Complexity (FC)

In the FC scheme, all available transmit antennas and receive antennas will be

used. Moreover, the received signal powers from all sub-channels will be combined

together. The post-processing SNR at the receiver is therefore given by

λFC =
λo

t

t∑
j=1

νj =
λo

t

t∑
j=1

r∑
i=1

|hij|2, (5.8)

1The total transmit power P is equally distributed to the t transmit antennas. Thus the transmit
SNR per branch equals λo/t.
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or equivalently,

λFC =
λo

t

r∑
i=1

µi =
λo

t

r∑
i=1

t∑
j=1

|hij|2. (5.9)

5.2 Performance of MIMO systems with antenna

selection

From the results in the previous section, it can be observed that the performances

of the MIMO systems with antenna selection are determined by the distributions of

the output SNRs, which in turn are governed by the characteristics of the channel

matrix H . In our study, we consider a MIMO correlated-Rayleigh channel, where

correlation exists either at the transmitter or at the receiver, but not at both sides

[31,86]. Moreover, we use the intra-class correlation model to describe the correlation

at the transmit side or the receive side [87]. With such assumptions, we can denote

the covariance matrix of H by Φ, in which the elements are readily shown equal to

[Φ]i,j =





1, if i = j

ρ, if i 6= j

(5.10)

where ρ ∈ (0, 1) denotes the correlation coefficient between any pair of transmit

antennas or receive antennas. In addition, based on the properties of complex normal

variables, it can be shown that the elements of ν and µ follow multivariate Gamma

distributions [50]. Incidentally, for a conventional diversity system over a Nakagami-

m fading channel, the instantaneous SNRs of the branches are also found to be

multivariate gamma variables. Thus, we can envisage that the analysis of MIMO

systems with antenna selection over an intra-class correlated Rayleigh fading channel

is similar to that of a diversity system over an equally correlated Nakagami-m fading

channel (see Appendix 5 for details).
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In the following, we will derive and compare the performance of FC, TAS and

RAS schemes when correlation exists at the transmitter and receiver, respectively.

We will also evaluate the diversity order for such systems. As an illustration, we

apply BPSK as the modulation/demodulation technique. Systems using other mod-

ulation/demodulation can be easily evaluated following similar procedures.

5.2.1 Correlation at the Transmitter

Firstly, we consider the case where correlation exists at the transmit side. The

performance of TAS, RAS and FC schemes will be investigated based on the system

model in Section 5.1. Since the analysis of FC scheme can be used to provide a

foundation for the study of TAS and RAS schemes, we begin with the performance

evaluation of FC scheme.

5.2.1.1 Performance of FC Scheme

To calculate the probability density function (p.d.f.) of the output SNR for the FC

scheme, we re-write (5.8), the FC output SNR, as

λFC-TxCor =
λo

t

t∑
j=1

νj , λo(1− ρ)

t
x. (5.11)

Since the elements of ν are correlated multivariate Gamma variables, we can ap-

ply (5.55) in Appendix 5, namely the result characterizing the output SNR of the

maximal ratio combiner (MRC) for a diversity system over an equally correlated

Nakagami-m fading channel, to determine the p.d.f. of x. It can be readily shown

that the p.d.f. of x is equal to

fFC-TxCor(x) =

(
1− ρ

1 + (t− 1)ρ

)r ∞∑

k=0

(
r + k − 1

r − 1

)(
tρ

1 + (t− 1)ρ

)k
xrt+k−1e−x

Γ(rt + k)

(5.12)

96



where Γ(·) represents the Gamma function.

Assuming QPSK modulation is used, the BER can be evaluated using [76,

eq.(14-3-4)]

Pe =

∫ ∞

0

Q(
√

2u)fλ(u) du (5.13)

where Q(x) is the Q-function defined as (2.49) in Appendix 2B, and fλ(u) denotes

the p.d.f. of the output SNR. Using (5.11), (5.12) and the integration results in

Appendix 2C, the BER expression in (5.13) can be re-written as

Pe,FC-TxCor =

(
1− ρ

1 + (t− 1)ρ

)r

×
∞∑

k=0

(
r + k − 1

r − 1

)(
tρ

1 + (t− 1)ρ

)k

J(rt + k, 1, 2λo(1− ρ)/t)

(5.14)

where J(n, a, b) is defined in (2.59). In general, with the p.d.f. of the FC output SNR

available, the BER or symbol error rate (SER) for different modulation schemes, e.g.,

M -ary PSK and QAM, can be readily obtained by modifying (5.13) and using the

results in [87].

At high SNR region, the BER shown in (5.14) is dominated by the first term in

the summation series, i.e., the term with k = 0. Under a such condition, the BER

can be approximated by

Pe, FC-TxCor ≈
(

1− ρ

1 + (t− 1)ρ

)r

J(rt, 1, 2λo(1− ρ)/t). (5.15)

Next, considering an independent and identically distributed (i.i.d.) Rayleigh fading

channel, we denote the transmit SNR by λo,ind and the corresponding BER of the

FC scheme by Pe, FC-ind. When SNR is large, we consider the case when the BERs

97



for i.i.d. and correlated fading channels are identical, i.e.,

Pe, FC-ind = Pe, FC-TxCor. (5.16)

Using the approximation in (2.60), we can show that at high SNR region, the asymp-

totic SNR degradation of FC scheme due to transmit correlation equals

∆λo,FC-TxCor (dB) = 10 log

(
λo

λo,ind

)
= 10 log

(
1

1− ρ

)
− 1

t
10 log

(
1− ρ + tρ

1− ρ

)
.

(5.17)

It can also be concluded that when the number of transmit antennas (t) is sufficiently

large, the asymptotic SNR degradation converges to the upper bound given by

10 log(1/(1− ρ)).

5.2.1.2 Performance of TAS Scheme

We re-write (5.4) as

λTAS-TxCor = λoνk , λo(1− ρ) x (5.18)

where k is determined by (5.3). Since the elements of ν are correlated multivariate

Gamma variables, the performance of TAS scheme with transmit correlation can be

obtained by referencing to that of a diversity system using a selective combiner (SC)

under an equally correlated Nakagami-m fading, which is detailed in Appendix 5.

Therefore, using (5.68), it can be shown that the p.d.f. of x equals

fTAS-TxCor(x) =

[
1− ρ

1 + (t− 1)ρ

]r
e−tx

Γ(r)

∞∑

k=0

xrt+k−1[(rt + k)ck(t, r, ρ)− tck−1(t, r, ρ)]

(5.19)

where ck(t, r, ρ) is defined as in (5.66) and (5.69) .

Combining (5.13), (5.18), (5.19) and (2.59), the analytical BER of TAS scheme
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with BPSK modulation can be found as

Pe,TAS-TxCor =

[
1− ρ

1 + (t− 1)ρ

]r
1

Γ(r)

∞∑

k=0

[(rt + k)ck(t, r, ρ)− tck−1(t, r, ρ)]

× Γ(rt + k)

trt+k
J(rt + k, t, 2λo(1− ρ)).

(5.20)

Moreover, at high SNR region, the BER is well approximated by the first term in

the summation series in (5.20), i.e.,

Pe,TAS-TxCor ≈
(

1− ρ

1 + (t− 1)ρ

)r
(rt)!

trt(r!)t
J(rt, t, 2λo(1− ρ)). (5.21)

Applying (2.61) into (5.21) and following similar procedures as in the previous sec-

tion, it can be readily shown that the SNR degradation of TAS due to transmit

correlation equals

∆λo,TAS-TxCor (dB) = 10 log

(
1

1− ρ

)
− 1

t
10 log

(
1− ρ + tρ

1− ρ

)
, (5.22)

which is identical to that of the FC scheme, as shown in (5.17).

Next, we compare the asymptotic performance of TAS and FC when the chan-

nels are intra-class correlated. Assume that the correlation coefficients for both

schemes are identical and that λo,TAS and λo,FC are the transmit SNRs required to

obtain the same BERs for TAS and FC, respectively. Comparing the results in

(5.15) and (5.21), it can be seen that at low BER region, TAS outperforms FC by

∆λo,TAS−FC (dB) = 10 log

(
λo,FC

λo,TAS

)
= 10 log t+

1

r
10 log(r!)− 1

rt
10 log(rt)! . (5.23)
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5.2.1.3 Performance of RAS Scheme

We define

λi =
λo

t
µi, i = 1, . . . , r (5.24)

which is the received SNR at the ith receive antenna. Since correlation exists only

at the transmit side, the received SNRs at the receive antennas are i.i.d. variables.

For each λi, its distribution is equivalent to that of the FC scheme with one receive

antenna. Further defining

λi =
λo(1− ρ)

t
z (5.25)

and using the results in (5.12), the p.d.f. of z is readily shown equal to

f(z) =

(
1− ρ

1 + (t− 1)ρ

)
e−z

∞∑

k=0

(
tρ

1 + (t− 1)ρ

)k
zt+k−1

Γ(t + k)
. (5.26)

Integrating (5.26), the cumulative distribution function (c.d.f.) of z can be found as

F (z) =

(
1− ρ

1 + (t− 1)ρ

) ∞∑

k=0

(
tρ

1 + (t− 1)ρ

)k
γ(t + k, z)

Γ(t + k)
(5.27)

where γ(·, ·) denotes the incomplete Gamma function (see Appendix 2A). Since both

t and k are non-negative integers, we can substitute the expression of the incomplete

Gamma function shown in (5.59) into (5.27) and obtain

F (z) = e−z

∞∑

k=0

zt+k

(t + k)!

[
1−

(
tρ

1 + tρ− ρ

)k+1
]

. (5.28)

Re-write the output SNR for the RAS scheme, i.e., (5.7), as

λRAS-TxCor =
λo

t
µk , λo(1− ρ)

t
x (5.29)

where k is determined by (5.6). Then applying the knowledge of order statistics
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[13], the c.d.f. of the output SNR for the RAS scheme is found to be

F (λRAS-TxCor) = [F (λi)]
r (5.30)

where F (λi) denotes the c.d.f. of λi. Combining (5.25), (5.28), (5.29) and (5.30),

the c.d.f. of x can be readily shown equal to

F (x) = e−rx

∞∑

k=0

ak(r, t, ρ)xrt+k (5.31)

where

ak(r, t, ρ) =
∑

(i1,··· ,ir)
0≤i1···≤ir≤k
i1+···+ir=k

(
r

l1, . . . , lq

) r∏
j=1

1−
(

tρ
1+tρ−ρ

)ij+1

(t + ij)!
(5.32)

with (l1, . . . , lq) representing the number of equal elements in (i1, . . . , iL) (see Ap-

pendix 5 for an example). The p.d.f. of x can then be obtained using

f(x) =
dF (x)

dx
= e−rx

∞∑

k=0

((rt + k)ak(r, t, ρ)− rak−1(r, t, ρ))xrt+k−1 (5.33)

with a−1(r, t, ρ) = 0. Finally, using (5.13), (5.29) and (5.33), the analytical BER of

the RAS scheme with BPSK modulation can be readily shown equal to

Pe,RAS-TxCor =
∞∑

k=0

Γ(rt + k)

rrt+k
((rt+k)ak(r, t, ρ)−rak−1(r, t, ρ))J(rt+k, r, 2λo(1−ρ)/t).

(5.34)

Furthermore, at high SNR region, the BER can be approximated by the first

term in (5.34), i.e.,

Pe,RAS-TxCor ≈
(

1− ρ

1− (t− 1)ρ

)r
(rt)!

rrt(t!)r
J(rt, r, 2λo(1− ρ)/t) (5.35)
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in which we have made the following substitution

a0(r, t, ρ) =

(
1− ρ

1− (t− 1)ρ)

)r
1

(t!)r
. (5.36)

Following similar procedures as used in the FC and TAS schemes, it is readily shown

that the SNR degradation of RAS due to correlation is equal to

∆λo,RAS-TxCor (dB) = 10 log

(
1

1− ρ

)
− 1

t
10 log

(
1− ρ + tρ

1− ρ

)
. (5.37)

Comparing (5.37) with the results for the FC and TAS schemes, we conclude that the

asymptotic SNR degradations due to correlation at the transmit side are identical

for FC, TAS and RAS schemes.

We further compare (5.35) and (5.15), and observe that at low BER region,

FC outperforms RAS by

∆λo,FC−RAS (dB) =
1

rt
10 log(rt!)− 1

t
10 log(t!). (5.38)

Also, for a finite r and a very large t, applying Stirling’s formula n! ≈ √
2πe−nnn+1/2

[61, eq.(1.11)] shows that (5.38) is upper-bounded by 10 log r.

5.2.2 Correlation at the Receiver

Based on the results in the previous section where correlation exists at the transmit

side, we can easily deduce the performances of FC, TAS and RAS schemes when

correlation exists at the receive side. In this section, we will simply present the

results without giving too much detail on the derivations.
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5.2.2.1 Performance of FC Scheme

We make use of (5.9) to calculate the output SNR of FC scheme. In (5.9), the

elements of µ follow correlated multivariate Gamma distribution. Following the

procedures as in Section 5.2.1.1, a BER expression similar to (5.14) will be obtained,

except that the roles of r and t need to be exchanged and that λo has to be replaced

by rλo/t. In other words, the BER expression becomes

Pe,FC-RxCor =

(
1− ρ

1 + (r − 1)ρ

)t

×
∞∑

k=0

(
t + k − 1

t− 1

)(
rρ

1 + (r − 1)ρ

)k

J(tr + k, 1, 2λo(1− ρ)/t).

(5.39)

Moreover, at high SNR region, the analytical BER can be approximated as

Pe, FC-RxCor ≈
(

1− ρ

1 + (r − 1)ρ

)t

J(tr, 1, 2λo(1− ρ)/t) (5.40)

and the asymptotic SNR loss due to receive correlation can be readily derived as

∆λo,FC-RxCor (dB) = 10 log

(
1

1− ρ

)
− 1

r
10 log

(
1− ρ + rρ

1− ρ

)
. (5.41)

5.2.2.2 Performance of TAS Scheme

The analysis in this case is similar to that in Section 5.2.1.3, except that the roles of

t and r are exchanged and that λo is replaced by rλo. Thus the BER can be shown

equal to

Pe,TAS-RxCor =
∞∑

k=0

Γ(tr + k)

ttr+k
((tr + k)ak(t, r, ρ)− tak−1(t, r, ρ))J(tr + k, t, 2λo(1− ρ)).

(5.42)
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Further, at high SNR region, the analytical BER can be approximated as

Pe,TAS-RxCor ≈
(

1− ρ

1− (r − 1)ρ

)t
(tr)!

ttr(r!)t
J(tr, t, 2λo(1− ρ)) (5.43)

and the SNR degradation due to receive correlation can be shown to be the same

as that for the FC scheme, i.e., the expression given by (5.41). Judging from the

results in (5.43) and (5.40), it can also be deduced that at low BER region, TAS

outperforms FC by the expression shown in (5.23). In other words, TAS outperforms

FC with the same value when correlation exists at either the transmit end or the

receive end.

5.2.2.3 Performance of RAS Scheme

The analysis of RAS scheme when correlation exists at the receive side is similar

to that of TAS scheme with transmit correlation. All we need are to exchange the

role of r and t, and to replace λo with λo/t. Therefore, making the aforementioned

changes to (5.20), the analytical BER of RAS scheme can be obtained as

Pe,RAS-RxCor =

[
1− ρ

1 + (r − 1)ρ

]t
1

Γ(t)

×
∞∑

k=0

[(tr + k)ck(r, t, ρ)− rck−1(r, t, ρ)]
Γ(tr + k)

rtr+k
J(tr + k, r, 2λo(1− ρ)/t).

(5.44)

Moreover, at high SNR region, the BER expression can be approximated as

Pe,RAS-RxCor ≈
(

1− ρ

1 + (r − 1)ρ

)t
(tr)!

rtr(t!)r
J(tr, r, 2λo(1− ρ)/t) (5.45)

and the SNR degradation due to receive correlation is found to be the same ex-

pression given in (5.41). We therefore conclude that with receive correlation, the

asymptotic SNR degradations are the same for FC, TAS and RAS schemes. Fur-
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thermore, when we compare the results in (5.45) and (5.40), we observe that at

low BER region, FC is superior to RAS with the same value as that shown (5.38).

Alternatively, we can conclude that FC outperforms RAS with the same value when

correlation exists at either the transmit end or the receive end.

5.2.3 Diversity Order

In this section, we investigate the diversity order of the MIMO systems employing

FC, TAS and RAS schemes. The diversity order, denoted by De, is defined as the

absolute value of the slope of the error probability curve plotted on a log-log scale

at high SNR region [76], i.e.,

De , − lim
λo→+∞

log(Pe)

log(λo)
. (5.46)

Substituting the approximated BERs obtained at the high SNR region in the previ-

ous sections into (5.46) and by applying (2.61), we find that the diversity orders for

all cases are identical and are equal to tr. The results conclude that the diversity

orders of MIMO systems employing FC, TAS and RAS schemes are the same and

are not affected by the correlation among the transmit antennas, or the correlation

among the receive antennas.

5.3 Results and Discussions

5.3.1 Asymptotic SNR Degradation

Recall that when transmit correlation exists, the asymptotic SNR degradations of

FC, TAS and RAS schemes are identical (refer to (5.17), (5.22) and (5.37)) and the
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Figure 5.3: The asymptotic SNR degradation of FC, TAS and RAS schemes over
an intra-class correlated Rayleigh fading channel. Correlation exists at the transmit
side.

degradation is given by

∆λo,TxCor (dB) = 10 log

(
1

1− ρ

)
− 1

t
10 log

(
1− ρ + tρ

1− ρ

)
. (5.47)

In Fig. 5.3, we plot the degradation versus the correlation coefficient for different

number of transmit antennas (t). The curves indicate that the SNR loss increases

with the number of correlated (transmit) antennas and the correlation coefficient

(ρ). But the SNR degradation is not affected by the number of uncorrelated (re-

ceive) antennas. When the correlation coefficient is small, say less than 0.5, the

asymptotic SNR degradation is within 3 dB compared to the case when the chan-

nels are independent (correlation coefficient equals 0). However, when ρ is larger

than 0.9, a small increase in ρ will cause a large increase in SNR degradation.

Similarly, when receive correlation exists, the SNR degradations for all antenna
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Table 5.1: Asymptotic SNR Losses of TAS, RAS and FC Schemes Due to Transmit
or Receive Correlation

Condition ρ = 0.5 ρ = 0.7 ρ = 0.9
t = 2, r = 3 with transmit correlation 0.62 dB 1.46 dB 3.60 dB
t = 2, r = 3 with receive correlation 1.00 dB 2.22 dB 5.18 dB

t = 3, r = 2 with transmit correlation 1.00 dB 2.22 dB 5.18 dB
t = 3, r = 2 with receive correlation 0.62 dB 1.46 dB 3.60 dB
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)

t={2,3,4,...,8}

Figure 5.4: Difference in SNR value between TAS and FC over an intra-class corre-
lated Rayleigh fading channel at low BER values. Correlation exists at the transmit
side or the receive side.

selection schemes have been shown equal to

∆λo,RxCor = 10 log

(
1

1− ρ

)
− 1

r
10 log

(
1− ρ + rρ

1− ρ

)
. (5.48)

Because the only difference between (5.47) and (5.48) is that t has been replaced by

r, arguments valid in the transmit-correlation case are applicable here. In Table 5.1,

some values of the SNR losses due to transmit or receive correlation are presented.
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Figure 5.5: Difference in SNR value between FC and RAS over an intra-class corre-
lated Rayleigh fading channel at low BER values. Correlation exists at the transmit
side or the receive side.

Table 5.2: SNR Performance Difference Between TAS and FC, and Between FC and
RAS at Low BER Values

Condition ∆λo,TAS-FC ∆λo,FC-RAS

t = 2, r = 3 with transmit correlation 0.84 dB 3.26 dB
t = 2, r = 3 with receive correlation 0.84 dB 3.26 dB

t = 3, r = 2 with transmit correlation 1.51 dB 2.17 dB
t = 3, r = 2 with receive correlation 1.51 dB 2.17 dB

5.3.2 Performance Comparison Between FC, TAS and RAS

Schemes

As shown in (5.23), (5.38) and Section 5.2.2, when the BER is low, the differences

in SNR performance between FC, TAS and RAS schemes are not related to the

transmit/receive correlation coefficient, but dependent upon the number of transmit

antennas (t) and the number of receive antennas (r). In Fig. 5.4, we plot (5.23),

the SNR value by which TAS outperforms FC at low BER values over an intra-class

correlated Rayleigh channel, versus the number of receive antennas (r) for different

108



number of transmit antennas (t). The results indicate that TAS outperforms FC all

the time, and the discrepancy is increasing with the number of transmit antennas

and is decreasing with the number of receive antennas. In Fig. 5.5, we further plot

the SNR difference between FC and RAS at low BER values. Results show that

FC always outperforms RAS. The discrepancy also increases with the number of

transmit antennas and the number of receive antennas. In Table 5.2, some SNR

differences between TAS and FC, and between FC and RAS are given. In fact, we

observe that TAS always outperforms FC which in turn outperforms RAS over all

transmit SNR values. The reasons of which will be presented in the next section.

5.3.3 BER Curves

We have performed computer simulations to evaluate the BERs of MIMO systems

with antenna selection over an intra-class correlated Rayleigh fading channel. More-

over, we calculate the analytical BER results derived in Section 5.2 using truncated

series with a relative error tolerance of 0.02. Both simulated and analytical BERs

are then plotted in Fig. 5.6 and Fig. 5.7 for (t = 2, r = 3) and (t = 3, r = 2), re-

spectively. The results corresponding to the i.i.d. Rayleigh fading channel are also

plotted for reference.

First, we observe that in all cases, the analytical BERs are very close to the

simulation results, indicating that our analyses can accurately predict the BER

performances of the MIMO systems with antenna selection. Second, correlation

at the transmit end or receive end is found to degrade the BER performance of

the systems under study, which is consistent with our understanding that higher

correlation leads to lower diversity and poorer performance.

Also, among the antenna selection schemes under study and over all SNR

values, the TAS scheme achieves the best performance, whereas RAS scheme is the
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worst. The reasons are as follows. In contrast to RAS and FC scheme without

feedback information where the transmit power is equally distributed to all the

transmit antennas, the TAS scheme supplies all the transmit power to a single

transmit antenna which has been selected because of its best channel response.

Hence, in the TAS scheme, no power has been wasted in transmitting signals over

less favorable channels, making TAS superior to both FC and RAS. In FC, all the

receive antennas are used to capture the transmitted signal as compared to RAS

which only selects one receive antenna for reception. Thus, FC can achieves a larger

receive SNR and thus better performance than RAS.

Furthermore, at low BER regions, the asymptotic SNR degradations due to

correlation are found to be close to the theoretical values. For example, in Fig. 5.6(a),

at a BER of 10−8, the SNR degradation for ρ = 0.7 is approximately 1.4 dB,

regardless of the antenna selection schemes being used. This value is close to the

theoretical value shown in Table 5.1. Note that the same degradation can be seen

in Fig. 5.7(b) at a BER of 10−8. Also, in Fig. 5.6(b) and Fig. 5.7(a), an asymptotic

SNR degradation of about 2.2 dB is observed for ρ = 0.7, which is close to the

theoretical value shown in Table 5.1.

In Fig. 5.6, for the same value of ρ and at a BER of 10−8, when we compare

the transmit SNRs for different antenna selection schemes, we observe that TAS

outperforms FC by about 0.8 dB while FC has a 3.3 dB advantage over RAS. These

values are close to the asymptotic differences shown in Table 5.2. Finally, when we

measure the slopes of the curves in Fig. 5.6 and Fig. 5.7 at low BER regions, they

all produce

slope , − log(Pe)

10 log(λo)
= 0.6, (5.49)

which equals tr/10 and fits exactly into our derivations in Section 5.2.3.
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Figure 5.6: Simulated and analytical BERs of MIMO diversity systems using TAS,
RAS and FC schemes with equal correlation and (t = 2, r = 3). Results under
an independent and identically distributed (i.i.d.) Rayleigh fading channel are also
plotted for comparison. Simulated results are represented by markers and analytical
results are shown with lines (FC: solid lines; TAS: dotted lines; RAS: dashed-dotted
lines). Correlation at (a) transmit side; and (b) receive side.
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Figure 5.7: Simulated and analytical BERs of MIMO diversity systems using TAS,
RAS and FC schemes with equal correlation and (t = 3, r = 2). Results under
an independent and identically distributed (i.i.d.) Rayleigh fading channel are also
plotted for comparison. Simulated results are represented by markers and analytical
results are shown with lines (FC: solid lines; TAS: dotted lines; RAS: dashed-dotted
lines). Correlation at (a) transmit side; and (b) receive side.
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5.4 Summary

In this chapter, we have studied the performances of MIMO diversity systems using

antenna selection over an intra-class correlated Rayleigh fading channel. The bit er-

ror rate (BER) expressions of 3 antenna selection schemes, namely transmit-antenna

selection (TAS), receive-antenna selection (RAS) and full complexity (FC) schemes,

for correlation at the transmit side or receive side have been derived analytically.

The analytical BERs are found to be very close to the simulation results, indicat-

ing that our analyses can accurately predict the BER performances of the MIMO

systems with antenna selection.

In addition, the asymptotic performances of the three schemes have been eval-

uated and compared. We find that the diversity orders of MIMO systems employing

FC, TAS and RAS schemes are identical (equal to tr) and are not affected by the

correlation among the transmit antennas, or the correlation among the receive an-

tennas. When correlation exists at the transmit (or receive) side, the asymptotic

SNR degradations of FC, TAS and RAS schemes are also the same. Further, the

SNR loss increases with the number of correlated (transmit or receive) antennas

and the correlation coefficient (ρ), but is not affected by the number of uncorrelated

(receive or transmit) antennas.

Among the 3 antenna selection schemes, TAS has been found to provide the

best performance over all transmit SNR values, followed by FC, while RAS always

performs worst. Moreover, at the low BER region, the differences in SNR perfor-

mance between FC, TAS and RAS schemes are not related to the transmit/receive

correlation coefficient, but dependent only upon the number of transmit antennas

(t) and the number of receive antennas (r). In particular, the discrepancy in perfor-

mance between TAS and FC has been found to increase with the number of transmit

antennas and decrease with the number of receive antennas. But between FC and
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RAS, the discrepancy increases with both the number of transmit antennas and the

number of receive antennas.
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Appendix 5: Diversity Systems over Nakagami-m

Fading

We consider a diversity system (L,m) where L denotes the number of diversity

branches and m the fading parameter of the Nakagami-m channel. We assume

that m is an integer. Suppose the transmitted signal undergoes a flat, quasi-static

fading before reaching the receiver side. For the kth diversity branch, the equivalent

complex baseband signal sampled at the nth interval equals

yk(n) = hk(n)e−jφk(n)d(n) + nk(n), k = 1, . . . , L. (5.50)

Here, hk(n) and φk(n), respectively, denote the random channel gain and the phase

shift due to multipath effect; d(n) is the transmitted symbol with an average energy

2Es, and nk(n) is a zero-mean complex white Gaussian random processes with two-

sided power spectral density 2N0. Moreover, the channel gains h1(n), . . . , hL(n)

are assumed to be equally correlated Nakagami-m random variables with the same

fading parameter m, whereas the noise samples n1(n), . . . , nL(n) are taken to be

independent and identically distributed (i.i.d.) Gaussian random variables. Such

an equally correlated model is always used to approximate the correlation between

branches for closely placed antenna arrays [7, 63].

The received signals y1(n), y2(n), . . . , yL(n) will be processed to determine the

transmitted symbol. For simplicity, we remove the sample index n from this point

forward. Define

λk = h2
k

Es

N0

(5.51)

as the instantaneous SNR at the kth branch. The p.d.f. of λk is then given by [72]

fλk
(λk) =

1

Γ(m)

(
m

λ̄ok

)m

λm−1
k exp

(
−mλk

λ̄ok

)
, λk ≥ 0, (5.52)
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where Γ(·) represents the Gamma function, and λ̄ok = E(λk) = E(h2
k)

Es

N0
is the

average SNR of the kth branch with E(·) denoting the expectation operator. Then,

λk(k = 1, . . . , L) are multivariate Gamma distributed [50]. Since the Nakagami-m

channels are assumed to be equally correlated, we can denote the common correlation

coefficient between any pair of λk and λl (k 6= l) by ρλ.

Maximal-Ratio Combiner

Furthermore, when maximal-ratio combiner is used at the receiver, the output

SNR equals

λMRC =
L∑

k=1

λk. (5.53)

Define

λMRC , λ̄o(1− ρ)

m
u (5.54)

where ρ denotes the square root of correlation coefficient, i.e., ρ =
√

ρλ, and λ̄o

represents the average SNR of all the L branches, i.e., λ̄o = λ̄ok (k = 1, . . . , L).

Then, the p.d.f. of the variable u can be shown equal to [1, eq.(12)]

fMRC(u) =

(
1− ρ

1 + (L− 1)ρ

)m ∞∑

k=0

(
m + k − 1

m− 1

)(
Lρ

1 + (L− 1)ρ

)k
umL+k−1e−u

Γ(mL + k)
.

(5.55)

Selective Combiner

The cumulative distribution function (c.d.f.) of the selective combiner (SC)

output with L diversity branches in an equally correlated Nakagami-m fading chan-

nel with identical average branch SNR can be shown as [7]

Fλsc(x) =
1

Γ(m)

∫ ∞

0

[
1−Qm

(√
2ρz

1− ρ
,

√
2mx

λ̄o(1− ρ)

)]L

zm−1e−z dz (5.56)
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where Qm is the mth order Marcum Q-function defined as [87, eq.(4.33)]

Qm(α, β) =
1

αm−1

∫ ∞

β

ym exp

(
−y2 + α2

2

)
Im−1(αy) dy (5.57)

and Im(·) is the mth order modified Bessel function of the first kind. Although a

closed-form expression, in terms of an infinite incomplete Gamma function series,

has been obtained for Fλsc(x) in [7, eq.(29)], it is still difficult to obtain an explicit

closed-form solution for the average symbol error rate. In the following, we attempt

to derive the p.d.f. of the SC output based on (5.56).

Replacing Im(·) by an infinite series [24, eq.(8.445)], and using the property

Qm(a,∞) = 1, we re-write (5.56) as

Fλsc(x) =
(1− ρ)m

Γ(m)

∫ ∞

0

zm−1 exp(−[1 + (L− 1)ρ]z)

[ ∞∑

k=0

zkρk

k!

γ(m + k, mx
λ̄o(1−ρ)

)

Γ(m + k)

]L

dz

(5.58)

where γ(a, z) denotes the incomplete Gamma function (see Appendix 2A). Moreover,

for integral values of n, the incomplete Gamma function can be shown equal to

[24, eq.(8.352.1)]

γ(n, z) = (n− 1)!

[
1− exp(−z)

n−1∑
i=0

zi

i!

]
. (5.59)

Substituting (5.59) into (5.58) and letting

u , m

λ̄o(1− ρ)
x, (5.60)

we obtain the c.d.f. of u as

Fλsc(u) =
(1− ρ)m

Γ(m)

∫ ∞

0

zm−1 exp(−[1 + (L− 1)ρ]z)e−Lu

[ ∞∑

k=0

uk+m

(k + m)!
ek(ρz)

]L

dz

(5.61)
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where the exponential sum function ek(v) is defined as

ek(v) =
k∑

q=0

vq

q!
. (5.62)

The power sequence in the integral of (5.61) can be further written as

[ ∞∑

k=0

uk+m

(k + m)!
ek(ρz)

]L

=
∞∑

k=0

uLm+k
∑

(i1,i2,...,iL)
0≤i1,...,iL≤k
i1+···+iL=k

L∏
p=1

eip(ρz)

(m + ip)!
.

(5.63)

Moreover, the product in (5.63) can be expanded into

L∏
p=1

eip(ρz)

(m + ip)!
=

L∏
p=1

1

(m + ip)!

k∑
n=0

(ρz)n
∑

(r1,...,rL)
0≤r1≤i1

...
0≤rL≤iL

r1+···+rL=n

L∏
j=1

1

rj!
. (5.64)

Next, substituting (5.63) and (5.64) into (5.61), and performing the integration, we

have

Fλsc(u) =

[
1− ρ

1 + (L− 1)ρ

]m
e−Lu

Γ(m)

∞∑

k=0

ck(L,m, ρ)umL+k (5.65)

where ck(L,m, ρ) is defined as

ck(L,m, ρ) =
∑

(i1,i2,...,iL)
0≤i1,...,iL≤k
i1+···+iL=k

L∏
p=1

1

(m + ip)!

k∑
n=0

ρnΓ(m + n)

[1 + (L− 1)ρ]n

∑

(r1,...,rL)
0≤r1≤i1

...
0≤rL≤iL

r1+···+rL=n

L∏
j=1

1

rj!

=
∑

(i1,i2,...,iL)
0≤i1≤···≤iL≤k

i1+···+iL=k

(
L

l1, ..., lq

) L∏
p=1

1

(m + ip)!

k∑
n=0

ρnΓ(m + n)

[1 + (L− 1)ρ]n
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×
∑

(r1,...,rL)
0≤r1≤i1

...
0≤rL≤iL

r1+···+rL=n

L∏
j=1

1

rj!
. (5.66)

In (5.66), the multinomial coefficient
(

L
l1,...,lq

)
is defined as

(
L

l1, ..., lq

)
=

L!

l1! . . . lq!
(5.67)

and (l1, . . . , lq) represents the number of equal elements in (i1, . . . , iL). For example,

suppose k = 6 and L = 4. If (i1, . . . , iL) = (0, 1, 1, 4), then (l1, . . . , lq) = (1, 2, 1).

We then differentiate Fλsc(u) with respect to u to obtain the p.d.f. of u, i.e.,

fλsc(u) =
dFλsc(u)

du

=

[
1− ρ

1 + (L− 1)ρ

]m
e−Lu

Γ(m)

∞∑

k=0

umL+k−1[(mL + k)ck(L,m, ρ)− Lck−1(L,m, ρ)]

(5.68)

with

c−1(L,m, ρ) ≡ 0. (5.69)

Finally, based on (5.60), the p.d.f. of the SC output can be obtained.
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Chapter 6

Conclusions

In this concluding chapter, we summarize the major contributions of this piece of

work and discuss some possible future work.

6.1 Contributions of the Thesis

6.1.1 Zero-Forcing Detector

In Chapter 2, we have derived the closed-form bit error rate (BER) expressions for

MIMO systems with zero-forcing detector over correlated-Rayleigh and Rice fading

channels. Based on the exponential correlation matrix at the transmit side, we

observe that an increase in the value of the correlation coefficient produces a larger

SNR degradation and that the symbols sent from the first and the last transmit

antennas have smaller SNR degradations compared to the symbols sent from other

transmit antennas.

In addition, the degradation of the systems over the Rician fading channel

compared to the i.i.d. Rayleigh fading channel has been derived analytically. We

find that the SNR degradation depends only on the Rician factor and the number of
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transmit antennas. In general, a lower Rician factor produces a higher probability

of achieving a particular SNR and that the SNR degradation increases with the

number of transmit antennas.

6.1.2 V-BLAST Detector

Chapter 3 has evaluated thoroughly the performance of the V-BLAST system with

two transmit antennas when optimal ordering is used. The exact SNR distributions

of the system in the first and second detection steps have been derived and subse-

quently the closed-form expressions of the BERs have been obtained. For an i.i.d.

Rayleigh channel, our analytical study concludes that optimal ordering has no effect

on the diversity order compared with fixed ordering. Also, at high SNR, we find

that optimal ordering increases the SNR by 3 dB for the first step and decreases the

SNR by (3/r) dB for the second step as compared to fixed ordering.

We have also approximated the performance of the V-BLAST system over

a Rician channel by that over a correlated-Rayleigh channel. Simulation results

have shown that the approximation is very accurate. As a consequence, obser-

vations made for both types of channels are very similar. We find that for the

correlated-Rayleigh/Rician channel, the SNR loss of the first detection step for op-

timal ordering increases with the transmit-correlation coefficient/Rician factor. In

addition, the degradation is higher for optimal ordering compared with fixed or-

dering and the advantage of optimal ordering over fixed ordering diminishes with

the transmit-correlation coefficient/Rician factor. Finally, the transmit-correlation

coefficient/Rician factor has been found to have no effect on the performance of the

second step in optimal ordering.
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6.1.3 Capacity

In Chapter 4, we have shown that the capacity of MIMO Rician channels can be

well approximated by that of correlated-Rayleigh MIMO channels under an intra-

class correlated model. Based on the approximation, we have derived a closed-form

expression for the MIMO Rician channel capacity, which is further exploited for

studying the asymptotic behavior of the channel capacity. We find that at low SNR

region, the minimum bit-energy-to-noise-power-spectrum-density ratio (Eb/N0) re-

quired for a reliable communication equals −1.59 dB and is independent of the

Rician factor K. At the high SNR region, for every 3 dB increase in SNR, an ex-

tra t bps/Hz of capacity will be achieved, where t denotes the number of transmit

antennas. We can therefore conclude that the capacity of MIMO Rician channels

increases linearly with t in the high SNR region, irrespective of the Rician factor.

Finally, compared to an i.i.d. Rayleigh channel, the capacity loss of a MIMO Rician

channel is found to increase with both the Rician factor and the number of transmit

antenna. But the loss is upper-bounded by log2(1 + K) as t goes to infinity.

6.1.4 Antenna Selection

Finally, in Chapter 5, we have studied the performances of MIMO diversity systems

using antenna selection over an intra-class correlated Rayleigh fading channel. The

BER expressions of 3 antenna selection schemes, namely transmit-antenna selec-

tion (TAS), receive-antenna selection (RAS) and full complexity (FC) schemes, for

correlation at the transmit side or receive side have been derived analytically. The

analytical BERs are found to be very close to the simulation results, indicating that

our analyses can accurately predict the BER performances of the MIMO systems

with antenna selection.

In addition, the asymptotic performances of the three schemes have been eval-
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uated and compared. We find that the diversity orders of MIMO systems employing

FC, TAS and RAS schemes are identical (equal to tr) and are not affected by the

correlation among the transmit antennas, or the correlation among the receive an-

tennas. When correlation exists at the transmit (or receive) side, the asymptotic

SNR degradations of FC, TAS and RAS schemes are also the same. Further, the

SNR loss increases with the number of correlated (transmit or receive) antennas and

the correlation coefficient, but is not affected by the number of uncorrelated (receive

or transmit) antennas.

Among the 3 antenna selection schemes, TAS has been found to provide the

best performance over all transmit SNR values, followed by FC, while RAS always

performs worst. Moreover, at the low BER region, the differences in SNR perfor-

mance between FC, TAS and RAS schemes are not related to the transmit/receive

correlation coefficient, but dependent only upon the number of transmit antennas

(t) and the number of receive antennas (r). In particular, the discrepancy in perfor-

mance between TAS and FC has been found to increase with the number of transmit

antennas and decrease with the number of receive antennas. But between FC and

RAS, the discrepancy increases with both the number of transmit antennas and the

number of receive antennas.

6.2 Future Work

In this thesis, it has been shown in several occasions that the Rician channel can

be represented by a correlated-Rayleigh channel in statistics. As a consequence,

various MIMO systems over Rician channels can be evaluated analytically. Such a

technique should be further exploited to study analytically the performance of other

MIMO systems over Rician channels.

Moreover, we assume a flat fading channel throughout our work. For MIMO
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systems over frequency selective fading channel, inter-symbol interference will occur

and cause performance degradation. The performance of BLAST systems over such

a channel will require further investigation.

Also, channel estimation is another important research area in MIMO systems.

In our analysis, it is assumed that the characteristics of the channel are known

perfectly at the receiver. In case the estimated channel characteristics differ from the

actual ones, there would be performance degradation. Hence, the effect of imperfect

channel estimation on the performance of MIMO systems should be investigated.

Finally, we have evaluated the performance of V-BLAST algorithms for MIMO

systems with two transmit antennas over correlated Rayleigh and Rician fading

channels. For V-BLAST detectors with multiple transmit antennas, our proposed

technique needs multiple integrations which cannot be evaluated easily. Therefore,

we should explore other techniques to study V-BLAST algorithms with an arbitrary

number of transmit antennas, which is still an open problem.
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