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Abstract

The thesis investigates the thermomechanical ptiepeof ferromagnetic
body-centered cubic iron under various external metg field strengths, using
spin-lattice dynamics (SLD) simulations implementeith graphics processing
units, emphasizing the external field effect on thagnetic phase transition
around the transition temperature regime. Simulatiesults are presented in
terms of ensemble averages of thermodynamic qiesmntind their derivatives,
together with the spectra derived from lattice @pih motions. Then, three
major perspectives are sought to analyze the eadtéaid effect: classical spins,
magnons, and spin-lattice coupling. From the amalg$ classical spins, the
simulation results show that an external field eamforce the long range
magnetic ordering reflected by the atomic magngtma and can increase the
magnetic phase transition temperature. In additiosapplication of an external
field allows the SLD magnetization to emulate theam field magnetization
because spin precession modeled by SLD is thenressggd. According to the
magnon analysis, an external field inhibits magnwgnon interaction and
maintains the spin stiffness, whose effects areenudiscernible around the
transition temperature regime. Finally, an extefieddl has an insignificant effect
on spin-lattice coupling, originated from the mbemonic interatomic potential
adopted in our simulations, which cannot reprodtice structural phase-
transition from BCC to FCC at 1183K, thus showirtgf dattice vibration.
However, both the variation of transition temperatand the magneto-volume
effect are observed more prominently around thicatiregion. As a result, it



can be said classically that an external magneeid fvaries the separation
dependence of the interatomic potential, which detw the reduction of the
atomic volume. Alternatively in quantum physics, external field alters the
atomic volume because it alters the magnon-magmi@naiction, bringing about
the change in phonon scattering by phonon-magntanaiction. In short, SLD
can model the magneto-volume effect of ferromagnetaterials under an
external field, and can help to estimate the ragutransition temperature due to

the increased magnetic ordering and inhibited magnagnon interaction.
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Chapter 1: Introduction

Chapter 1. | ntroduction

11 M otivation

Magnetic materials are playing an increasingly ingoat role in modern
industry. Magnetic data storage requires magne#terials to control the bit to
save. Electric machinery requires magnetic maget@kontrol its output power,
and the list goes on. In addition to their usedaanmn temperature environment,
materials in the magnetic phase, such as ferrigels, are also employed as
structural materials in high temperature environtnsach as nuclear fusion and
fission reactors, because of their ability to stat@image due to neutron
bombardment. Yet, phase changes lead to drastingekaof their physical

properties and adversely affect the applicabilityheir designed function.

Magnetic materials are characterized by the magpéiase transition across
the ferro/paramagnetic (FM/PM) phase boundary, kidefines the transition
temperature. The transition temperature is detexthlyy the thermal excitations
of the spin and lattice subsystems in terms of gpid lattice waves and the
associated interaction. Physically, the interachetween the two systems comes
from the quantum exchange interaction that couples electron spins of
neighboring atoms. Accordingly, changes in the spibsystem affect the lattice

subsystem, leading to changes of the lattice pti@ser

The behavior of thermomechanical properties obfaagnetic iron under an
external applied magnetic field is an interestingpjsct, both in terms of its

scientific merit and technical use. We are paréidyl interested in the
1



Chapter 1: Introduction

temperature regime around the transition tempegatavestigations of this type
can be carried out using the lately developed $pitice dynamics (SLD)

simulation [1],[2], which is what we shall attempithis thesis.

1.2  Natureof Electron Spin

Magnetism in materials comes from the electron.spie spin of an atom of
a transition metal originates from the electronstied incompleted-shells, in
which a maximum magnetic moment is establishedrdaog to the Hund’s rule.
Given an isolated iron atom as an examplé;éectrons has to be put inda
shell of 5d-electronic orbitals with 10 spin-polarized eledimstates. By Pauli’'s
exclusive principle, 5 of the @-electrons are put in eachorbital with an up-
spin, and the remaining one irdarbital with a down-spin. Since each electron

has a magnetic moment @f;, , where 1, is the Bohr magneton, the net
magnetic moment of an isolated iron atom#jg, after cancelling up and down
spin states in one of the orbitals. However, tlmmatin a crystalline iron solid
has a magnetic moment of judt2,, as a result of the exchange coupling

between intra-atomial-electrons and the hybridization betweed &nd 4

electrons.

In a spin-polarized solid, atomic spins interacamum mechanically via the
exchange correlation effect, which is associatetl Whie overlap of the electronic
wave-functions. Readers may refer to texts aboomdlensed matter physics, such

as the one by Blundell [3], for a better understagaf this topic.
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Suppose there are two atoms, each with one electbnile the atomic
spacing is sufficiently close, the overlap of tHec&onic orbitals forces the
electrons in these two atoms to stay in the sanb@&abrwith opposite spin
directions, according to Pauli’'s exclusion prineipin this case, the material is

non-magnetic macroscopically, as shown in Fig.ak.A schematic diagram.

o4le

Fig. 1.1 — Spin alignment (black arrows) in antigdkel configuration when two atoms (red dots)

get close to each other.

On the other hand, if the same atoms are put fagway from each other,
the electrons would keep a larger distance to ma@melectron-electron
repulsion. Since the two electrons no longer staji@ same orbital, their spins
simply align in parallel to achieve the lowest @yerA material is ferromagnetic
if the spins are parallel, and long range magnetiter is established. Fig. 1.2

illustrates this condition schematically.

t e ot

Fig. 1.2 — Spin alignment (black arrows) in palatienfiguration when two atoms (red dots) are

far apart.
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The spins interact via the exchange interaction dascribed by the

Heisenberg Hamiltonian:

H=-2Y 3,505, (LD

%]

where J; is the exchange integral an§ is the spin of atom , whose
magnitude is determined by the magnetic moméMt=9.,S , where

g =2.002% is the electronig-factor. It is noted that the directiav; is opposite

to that ofS. All spins would align in parallel at the grounthte, but thermal
fluctuation would disrupt the spin orientation tepart from perfect alignment,
so thatM, (T) < M (0) = 2.2, . Further thermal fluctuation due to an increasing
temperature can completely destroy the long ranggnetic ordering, and the
FM/PM phase transition occurs. Conversely, an appiagnetic field forces the
atomic spins to align in the same direction andospp the randomness due to

thermal fluctuation. Accordingly, the magnetic marneis a function of

temperature and external field strength.

1.3  Magnetic Effect dueto External Field

Once an external fieldd® is applied on a magnetic material, spin
alignment is enhanced leading to a larger magrteiizaAlso, the energy

contribution by magnetism includes one more term twuthe external field, with

a value ofg,uBHex‘DZSI . Many authors have investigated the effect of the

external field on the magnetic phase transition atrdctural transformation.

Thus, Holsten and Primakoff [4] formulated the Hiwomian of a ferromagnetic
4



Chapter 1: Introduction

material in domain scale by considering the exchangeraction between
magnetic atoms. Wojtowicz and Rayl [5] provided eam-field analysis of the
external field dependence of magnetization and tegadcity in a toroid of cubic,
isotropic and ferromagnetic materials, from whichiacrease of the transition
point with the applied field was deduced. Chkoial. [6] applied the mean field
theory and the field-induced magnetization of ixarder a field of decades of
Tesla, and then confirmed the increase in temperatfi the austenite/ferrite
phase transition when an applied magnetic fielétexiKoch [7] reviewed that
the phase transition temperature of lron-baseyalb®tween the FCC and BCC
phases is a few Kelvins per Tesla of field streragthlied. He also suggested that
the application of an external field helps to cohthe desired structure of a

material.
1.4  Spin-Lattice Coupling

It can be inferred from the Heisenberg exchange iaman that the

strength of the distance-dependent exchange iti@mnad, (Rj ) determined by

the degree of atomic orbital overlap, determines gpin stiffness that dictates
the collective vibration of the spins, the Curienpeerature, and the dynamics of
the spin system. In fact, it also determines ttigcka dynamics through spin
correlationS [5; using the exchange integral, leading to the cogpbf spin
and lattice subsystems, from which the free ensrgiequired for atomic

processes would carry contributions from spin sysas well as from spin-lattice

coupling, especially near the FM/PM transition.
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Through the years, researchers have strived topocate the effect of spins
on the lattice degrees of freedom by diverse amme® so that a dynamic
system of particles can reflect magnetic beha@specially at the FM/PM phase
boundary. For example, Antrop@t al. [8] attempted to model both spins and
lattices by usingab initio molecular dynamics and spin dynamics based on the
local spin density approximation (LSDA). Stoketsal. [9] improved the model
of Antropov et al. [8], which is restricted to ground states, byadticing non-
collinear spin states using the constrained localment (CLM) method.
Kérmannet al. [10] calculated the vibrational, electronic, anégnetic free
energy separately, with the first and second onsdoby finite-temperature
density-functional theory (DFT) under quasi-harncoapproximation, and the
third one by many-body Heisenberg Hamiltonian ine thmean-field
approximation. Sandovadt al. [11] investigated phonon softening during the
Bain transformation by using the Meyer-Entel patdngenerated by the
embedded-atom method, in which both effects ofteda density and effective
charges are considered, yet no magnon contribigiarcluded explicitly in this
potential. To further study the same transformatiokatovet al. [12] adopted
the projected augmented waves (PAW) and the genedal gradient
approximation (GGA) in the electronic density fuoogl, together with the spin
spirals (SS) model to represent the varying magnetder, and with the
disordered local moments (DLM) method to descrila@amagnetic states of
spins, respectively. To model the same transfoonatiavrentievet al. [13]
attempted the magnetic-cluster-expansion (MCE) moabose Hamiltonian
includes non-magnetic interaction parameters updcecond nearest neighbors

and magnetic interaction parameters up to the fiitfarest neighbors, all of
6
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which are obtained by fitting to DFT calculatio®som the above treatments, it
is noted that explicit magnon contributions aréeitcontained separately from
the lattice subsystem or simply not existent, negnihat real spin-lattice

coupling has not yet been modeled at elevated teatpes.

Spin-lattice coupling under a magnetic field wasoadtudied. Matthews and
LeCraw [14] measured the magneto-elastic coupliogst@ant in single-crystal
yttrium iron garnet by pulse-echo method, and deduthat magnon-phonon
interaction was responsible for this coupling. Paant& [15] succeeded in

exciting spin waves by using microwave phonons withsame frequency.

To achieve real coupling of spin and lattice degrefefreedom in atomistic
simulation, Ma, Dudarev and Woo (MWD) [16] develdpthe spin-lattice
dynamics (SLD) simulation scheme, whose main idethe distance-dependent
exchange interaction through which Ilattice subsgstéridges the spin
counterpart. Indeed, the notion of the distancesddpnt exchange interaction is
confirmed by Wangpt al.[17], who suggested a complex functional formiad t
exchange interaction determined by the pair ortemtaof spins resulting from
many-body effects instead of from pairwise contidiu With SLD, the
magnetic effects of materials can be modeled testigate phonon-magnon
interaction with temperature, especially at the ratary of magnetic phase
transition. This method is also useful for analgzithe free energy of
ferromagnetic materials, which is believed to beetelent on the proper
treatment of spin-lattice coupling, particularly regs the magnetic phase

boundary.
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One consequence of spin-lattice coupling is the matmgvolume effect,
which is the structural deformation, isotropic @isatropic, in response to the
change of magnetization followed by spontaneoudoored magnetic phase
transition due to the effect from electrons throygffonon-magnon interaction
[18]. In fact, according to Takahashi and ShimizQ][ it is the thermodynamic
relations obtained by minimizing the free eneffgyin terms of the number of

electronsN , the total magnetic momei , and the volum# , i.e.,

6F(N,M,V)_O
oM
1.2
6F(N,M,V)_O (12
o

that determine the equilibrium configuration argsiftom the magneto-volume
effect. Disordered invar alloy such as the quencRE€€ FesNiss [20] is an
application of this effect because its thermal exgan coefficient is nearly zero

in a certain temperature range due to phonon sicefteagnetic excitations.

Many research workers support the notion of spiticka coupling leading to
the effect. Donaldson [21] suggests that the exghamteraction depends on the
material volume that further alters the dependesfceemperature on both the
magnetic order and the specific heat, despite laimmcthat his derivation is just
useful at or below the Curie temperature. Tanji [@dimed experimentally that
it is the change of the magnetic exchange forcéh@derivative of the exchange

interaction with respect to interatomic distanad/dr , that leads to the

anomalous volume behavior. Oomi andrM[23] conducted an experiment to
understand the effect in invar alloys under higbspure, which can induce a

8
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change in magnetization, but have not mentioneticgritly the effect at the
magnetic phase transition. Mikhailov and Kazantg4] conducted a neutron
scattering experiment to show that low-energy magmcitation in the form of

longitudinal spin fluctuations affects the magnetdume effect.

In summary, it can be seen from the foregoing disicun that magnetic and
mechanical effects at elevated temperatures, negudtom an external magnetic
field, is not completely understood. The accompagyinagneto-volume effect
also needs studying at the atomistic level. Moreexpected to be done to
understand the contribution of an external magrfegid on both spin and lattice
properties in ferromagnetic materials, and to itigase the effect originated
from an external magnetic field, especially by atmgimulation approach that

considers spin-lattice coupling.

1.5 Objective

Based on the shortcomings in the existing workheneffect on the external
magnetic field, the thesis adopts the SLD simufatio study the effects of
external field on magnetic ordering in BCC ironedtvated temperatures. In
addition, the temperature dependence of magnetonaitic effect is also

investigated.

The thesis is organized as follows. Chapter 2 piewia preliminary
discussion of statistical thermodynamics, as thesbi@ analyze the forthcoming
computer experiment results. It also mentions fgiice dynamics as a tool to
investigate atomic behavior under a magnetic fi€ldhis chapter finally

illustrates the necessity and implementation ofommuter system relying on
9
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graphics processing units when one wants to solgkecular-level problems.
Chapter 3 describes the methodology of the studyedins with the simulation
settings for the study, followed by collection armhalysis of data for
interpretation. The final section of this chapteplains the method of finding
data averages, phonon and magnon spectra, andatidexs/ of observables.
Chapter 4 discusses the temperature dependencagofetic ordering realized by
SLD simulation. This issue is analyzed by magn&bma spin correlation
coefficients, spin temperature, and magnon speditany of them can
demonstrate the change of the transition temperaiturthe presence of an
applied field. It also discusses the effect of dpitice coupling, which can be
observed by the magneto-volume effect, by mearm @nalysis of the resulting
volume change. It can be regarded that it is thempromise between the
temperature and the external field strength thderdenes the equilibrium
volume of a piece of ferromagnetic material. Chafieis the summary and

conclusion of the thesis.
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Chapter 2: Background Knowledge

21  Thermodynamics Quantities
1. Statistical Thermodynamics

Classical thermodynamics studies macroscopic theymamic quantities in
equilibrium states via the laws that govern theindvior and the relations among
them, without the linkage to their microscopic aist origin. Through the
brilliant works of Boltzmann, Einstein, Gibbs, anthny others, statistics was
found to be able to provide the missing link betwethe macroscopic
thermodynamics properties and microscopic atomistiormation. Interested
readers may refer to texts such as the ones by IMahdind Reif [2] for a
preliminary understanding of this topic. In thigsrs, statistical thermodynamics
will be the basis of our methodology, through whigke obtain the thermo-
mechanical properties of a ferromagnetic metal fitbe dynamics of the spin

and lattice degrees of freedom of the atoms olddirmen atomistic simulations.

A microstate of a system of particles is a specdiiate defined by the
particle conditions and controlled by their proligpiof occurrences. Within the
phase space concept, each microstate is repredgntegoint in the phase space
of nN dimensions, constituted by particles each havinghn degrees of
freedom. For example, in an Einstein solid with atoms vibrating ad\
independent harmonic oscillators with a unique dspy, the phase space has

6N dimensions, and each oscillator is described by6tldegrees of freedom of
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its positionr, and momentump,. A microstate is then regarded as a point
s=({ri},{ |q}) in the phase space determined by the positionesfggdc and

momentum spac{sp,}. The time series of the phase space points isccdfie

phase trajectory ({r}.{p}).

In contrast, a macrostate is a set of all the rsiates representing a
particular probability of occurrences. A statisticensemble is the set of
microstates that belong to the same macrostaté, asiavith the same volume
and energy. It can be regarded as a collectioheophase-space points belonging

toa given macrostate.

Observables are used as a general description afoahs, implemented by

ensemble averaging. Suppose that a physical gudrag a certain probability

distribution P({r}.{p}). The ensemble average of an observablis defined

using the distribution as

(2.1)

_Ja']d"nA({c} {n}) P({r} {r})

P
C(OREH) - Jd'rfd*nP({r} {n})

However, if the system is ergodic, i.e. if everggible phase space coordinate is
accessible as is assumed in atomistic simulatibesensemble average is equal

to the time average, i.e.,

<A({ i} n})>time = lim = [ A{r}.{n})dt, (2.2)

fops =2 tobs 0
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with t_, . being the time period of observation. In fact, dimverages are often

used in molecular simulations to evaluate an oladdev

Two common ensembles are availalN/E and NVT ensembles. If the
system has a fixed number of atormNsat constant volum& and constant
energy E, a microcanonical NVE) ensemble is specified. This ensemble is
isolated since it does not allow material or energychange with the
surroundings. Statistical thermodynamics assumast @éhch microstate has an
equala priori probability, which means that every microstategsally likely to

occur. Therefore, the probability of occurrenceaainacrostate depends on the

statistical Weigth(N,V, E), which is the number of microstates in that

macrostate. In statistical thermodynamics, theesirgprobability of occurrence
belongs to the equilibrium state having the largestistical weight. The entropy

S of theNVE ensemble is defined as

S(N,V,§= kInQ( NV §, (2.3)

where k; is the Boltzmann constant. From this definitioneoamum entropy

occurs at equilibrium with the largest number otrostates. From the foregoing,
the linkage between the microscopic and macrosdogh@aviors of a system is

established.

When a system interacts with its environment, enesigd momentum
exchange occurs. In thermal equilibrium the sysé#tains the same temperature
and/or pressure as its environment. Such a systealled a canonical ensemble,

in which the number of atoni¥, the volumeV and the temperaturk are kept
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fixed and are well-defined quantities, but nottdatal energyE. In a canonical

ensemble, the probabiliti? of a macrostate with ener@y obeys the Boltzmann

distribution, i.e.
P=e’5/Z, (2.4)

where B=1/k;T is the temperature parameter, wkh being the Boltzmann

constant, and is so-called the partition function,

2=y e, (2.5)

which can be treated as the normalized factor, ﬁm:lhz P =1. The entropy is

given by

S:—I%Z Pin P, (2.6)

which is regarded as a generalization of Eq. (BP&)ause the probability of

occurrence of a state no longer has to be equiadiy|

Due to the heat transfer between the system anehitsonment, the total
energy of a canonical ensemble in thermal equilibrifluctuates around a
specific value, so that the average total energgumlly defined to correspond to

the internal energy in thermodynamics, i.e.

E:ZRE:%Ze‘ﬂE E:—aé”ﬁz. 2.7)
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2. Vibrational Energy

Energy added to a system of atoms produces excitatn their collective
vibratory motion, in the form of additional compane from higher-frequency
modes. The result is an increase of the energytemg@erature of the system.
However, the energy supplied to the system doesexassarily all go to excite
the atoms, because part of it might have to beredgekin doing work in relation
to the volume change of the system due to the amdracity of restoring forces

experienced by atomic displacements.

Indeed, the total energy of the system is the stitheostatic energy of the

atoms due to the interatomic potential plus thestiicnenergy from the atomic

vibrations (vibrational energyE™ . The thermodynamic meaning of these
mechanical energies can be understood by refetwitige phase diagram in Fig.
2.1, which describes a thermal expansion procedsrisiress-free condition. An

infinite number of thermodynamic paths are avaikabd achieve thermal

expansion from state A 4T,,V,) to state B afT,,V,), whereT, <T, andV, <V,.

Specifically, the curly path in Fig. 2.1 descrilibs reversible process in which

L C(Th. 17) B (T1. 1)

Fig. 2.1 — Phase diagram explaining
the definition of vibrational energy.
The heat absorbed during process
CB is the vibrational energy at
constant volume from temperaturg

to T,.

A (To, Vo)

L
I-..;l
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both the temperature and volume are simultaneookbBnged under quasi-
equilibrium conditions. The process can be decomgbasto two processes as
represented in Fig. 2.1, by straight lines AC am] @spectively, where C is the

intermediate state at temperatdieand volumeV,. The vertical line AC is the
constant-temperature process associated with thd& wone by the system

W(\, - V,) when its volume changes frowy to V,. The horizontal line CB is

the constant-volume process associated with threase of the amount of heat

Q(Tl—'lg) in the system associated with the change in entidye to the
relaxation of microstates when the temperaturenised fromT, to T,. Taking
(TO,VO) as the reference state, the stress-free totatjgmertemperaturd* and

atomic volumeV*®* can be written as

E(T,ved) = Q[ T2+ W( V4. (2.8)

One may equate the isotherm@&l to the change in static energy, and the

isovolumetricQ with the change in vibrational energy. The spediatC, (T)
of the system at this state is the temperatureignadf the vibrational energy,

rather than the total energS/(Teq,Veq) , .e.,

G (T)= (3—?1 - (a;b jv - (2.9)
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2.2 Hamiltonian and For mulations

A ferromagnetic crystal in an external magnetiddfis classically regarded
as a dynamical system & atoms with & degrees of freedom from their
instantaneous momenta, positions and spins. Theltdaran can be written as

[3-4]

H=S o tU(R)-5Z 9 (R)s S +aur™Xs @10

P
2m

where J; ({ R}) is the exchange field depending on the atomictijposspace of

theN atoms{ R} . m is the mass of ator, p is its momentum an@, its spin.

In this thesis, we assume th&t has a fixed magnitude corresponding to a

magnetic moment df. 1z, (BCC iron). H® is the external field, and ({ R}) is

the interatomic magnetic potential.

The corresponding equations of motion can be dérifrem classical

mechanics:
d op. m '
dp, _ oH _ ouU ({ R}) 1 9
TR 5 i AR - 2.12

dt R R, 2aRkiZj:Ju (R)(ss), (2.12)
dS l eff

o g C9keH 2.13
dt h I g:uB ( )
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We remind that although the equations of motiodesved classically, spin and
spin-spin interaction via the exchange field aregalantum concepts. In Eq.

(2.13), 7 is the reduced Planck constant, and

L 3§ —H™ (2.14)

H_eff —
L O 5

is treated as the effective magnetic field expeeeinby an atom due to the
external field and the internal interaction fielg meighboring spins. It is noticed
that the equations of motion of momenta and pasit@low the conventional
MD approach. Exchange interaction due to spinsnigedy a phenomenon of

guantum mechanics, so its equation of motion must sblved quantum

mechanically by applying the Poisson Bracl{ets} to the Hamiltonian due to

spin dynamics
spin 1 ex
12230, (R)) S 15+ ouH DS, 215)
i i

and obtain the equation of motion of spin in Eq182, using

dSI —_ i spin
E'IE[H p ,S.] (2.16)

The effect of an external field on spin-lattice pting can be realized from

the equations of motion. According to Eq. (2.18g external fieldH ® changes
the norm of the effective magnetic field and thglarbetween the external field

and the spins, in order that the spin motion isratt. The resulting spin vectors
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are substituted to Eq. (2.12) to change the partmabtion, which further changes

the atomic separation found by Eq. (2.11).
2.3  Spin-Lattice Dynamics (SLD)
1. Introduction

Conventional molecular dynamics simulation is basedattice dynamics,
and fails to model magnetic materials due to theadyical effects of spin-lattice
interaction, even with the help of a magnetic ptoéérdeveloped by Chiesa,
Derlet and Dudarev [5]. In view of this problem, M&oo and Dudarev [3-4]
developed the SLD scheme that treats lattice amd spbsystems on equal

footing, which is discussed in this section
2. Hamiltonian and Equations of Motion

The SLD algorithm we used assumes a constant nugigniof the atomic
spin, and it just focuses on the spin orientatRather than implementing Eq.

(2.10), the SLD algorithm simply process the Haomian as

1]

H :Ziw ({R})—%Zj“ ({R})e = +g,uBSHeX‘DZi:e; (2.17)

where j; ({ R}) =], ({ R})S2 is the exchange integral subsuming the magnitude
S of both spind and j. After the spin magnitudes are absorbed, eachispin
now treated as a unit spin vec®rwith 2 spin degrees of freedom, from which

the magnetic energy of each atordue to neighboring sping is defined. In
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SLD, the exchange integral considers the firstsgmbnd nearest neighbor atoms;

effects due to farther atoms are ignored.

The equations of motion used in SLD are then esge terms of the unit

spin vectors as

dR  _oH _ b (2.18)
dt  op. m’
dp, . aH _ oU({R}) 1 0 «.
= - = - +— . R (& y 2.19
&R m aom 2(R)eE) (2.19)
de 1 &
—l="ax HE .y 2.20
dt h i g/'[B i ( )
with
1
He = Je —H (2.21)
WQZ:'J
3. Integration Algorithm

The phase trajectory is obtained by solving theaégos of motion, in
which the Suzuki-Trotter decomposition (STD) is dis®r integrating the
position, velocity, and spin velocity operators gitaneously in SLD scheme.

Suppose that the generalized coordirates related to the Hamiltonian operator

H in Eq. (2.10) by

gézﬁx. (2.22)
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A

If we setHx :(I5+|3+ )x, whereP, F, andS are operators resulting the

solutions to the momentum, force, and spin origanatrespectively, such that

Px

3o

= el@ (2.23)

Fy=_0Y 1 dJij({R})( ),
R 24 oR

é(sex( 1 24q—Heth

i
then according to the general solutionxto
x(t+At):e'qu(t), (2.24)
and STD, we have
elix (1) = e(mm)mx(t): Slavz) [PFla &8y ( y+ C()A 3t). (2.25)

Since motion of a spin depends on neighboring spiresspin velocity operator

can be expressed as the sum of all individual spérators:

A

S=§+ S+t Bt & (2.26)
The spin motion is thus found, according to STD, by

eémx(t) - eél(mlz) eS(A ) ég_l(a 19)

(B0 g8a(812) | S(a12) cga /tz)x( )+ CéA 3t) (2.27)
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4. Temperature Control

SLD simulation adopts the Langevin thermostat oa litice and spin
subsystem, governed by the fluctuation-dissipatibaorem [6], which is
justified for modeling the physical phenomenon @taflic ions and electrons. In
essence, the Langevin thermostat models the stichasure of atomic motions
instead of using the deterministic equations ofiomin Eq. (2.18) to Eq. (2.20).
In metals, free electrons leave the atoms and meovéomly around the positive
ions remaining. In this case, the free electromslmaregarded as providing the
random forces to the positive ions, which dissiptteir energy due to the
electron ‘viscosity’. Under thermal equilibrium,etfexchange of energy by this
way is stabilized, and the temperature reaches mastaot value. The
implementation of Langevin thermostat is to replémeedeterministic equation of
motion stated in Eqs (2.12) and (2.13) by the Laimgequation. The equation

for the lattice subsystem is rewritten as

m—=-"——p+f (1), (2.28)

wherev is the velocity of an atom, and is the total potential including both
lattice and spin contributions. The first term b tright hand side of Eq. (2.28)
represents the interatomic force provide by thenatopotential, whereas the

second term is the frictional force with coeffidiesf friction ), and the third

term is the random forcé with a delta-correlation,

(f(t)F (1) = po(t-tY). (2.29)
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Here, i is the amplitude of this random force. The randongce increases the
kinetic energy while the frictional force decreagesiowever, these two forces
would balance finally at a preset temperature whiem system reaches a
thermodynamic equilibrium state. To find the redatbetween the coefficient of
friction, the random force amplitude, and tempegtone may map Eq. (2.29)
into a Fokker-Planck equation. Under thermal efjuidim, as the system follows

Gibbs distribution,z, y andT should satisfy such a relationship

U= 6pk,T. (2.30)

The absolute temperature at equilibrium is thugemened. In other words, the
friction and fluctuation properties determine thenperature; one simply controls

these properties to maintain the desired temperatur

Similarly, for the spin subsystem, the temperatae be controlled within
the corresponding Langevin thermostat, where thegéan equation for spin

dynamics is written in the form

dd_S;:%[Sk x(HEﬁ+hk)—qSkx(Sk><Hiﬁ)] (2.31)

wherer is the damping coefficient of friction for disstpan purpose, andh, is

the fluctuation of the effective fielth ", which is delta-correlated with random

noise amplitude as

(h (t)hy (t*)) = &g a(t-t"). (2. 32)

1)
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Here, g, is the Kronecker delta. The spin Langevin theratosiases on the
fluctuation-dissipation theorem, and permits thehexge of spin energy and
angular momentum with the system. To determinerdnelom noise amplitude,
Eq. (2.32) is mapped to the Fokker-Planck equatiorthermal equilibrium of

spin subsystem, Gibbs distribution is establislaed, we map the distribution to

the mapped equation to obtain the random noiseiatelas
&=2Mn,k; T, (2.33)
wherell, is the spin angular momentum.

5. Stress Control

SLD employs the Berendsen barostat [7], which seetally a pressure bath
and the volume is slowly scaled to the desired witle fluctuations of volume
being introduced, which improves simple volume isgalin SLD scheme, the
atomic stress experienced by an atom derived according to the virial theorem

[8] as,

O-(ilﬂ :é(mva\é?+%z TjairﬂJ’ (234)

iZ]

wherea and f represent Cartesian componen{sjs the atomic volumey,

and v, are the velocitiesf.

ija

Is the atomic force component between atom
and j alonga direction, andr;, is the atomic separation between atoand

j alonga direction. To scale the average atomic stl<ez§,§> to the desired
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stresss,, in barostat alongr direction, the box siz§L,} is multiplied by a

factor y, at each time stefit,

LLII :XHLH
)g' =Xx)g , (235)
Yi = XY
Z = X3
with
— _18(: At _ i
X, =1 ?ﬂ(sﬂ" (0:))- (2.36)

Here, G5, is the compressibility of the bulkt, is the relaxation time

characterizing the stabilizing rate of the barostat

2.4 Parallel Processing and Graphics Processing Units (GPUS)

1. Practical Values of GPUs

Computational power has been a bottleneck of atamssmulations. For
example, early computers for molecular dynamicsutations could only process
hundreds of atoms. However, in recent years, laaggtems can be implemented
in view of the rapid development of computationhtemlogy. Novel parallel
computation implementations have been breakingeberd of processing speed.
For example, in 2011, Tianhe-1 supercomputer om&hias been capable of
computing the interactions between 110 billion atosimultaneously at 1.87

petaflops. During the period of rapid developmguatrallel computation can be
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regarded as a promising approach due to its utdizaof memory dedicated to
computation process. In this process, the computasl is speeded up by
organizing a big computation problem into a numbeérthreads, which are
processed concurrently. The value from each thiedlden summed up for the

final answer to a problem.

It has to be addressed that large-scale compusatiothe last decades have
been taken part in CPU constrained by the expertsigche memory and by the
required sequential processing. Moreover, CPU caatipm has exhibited its
physical limit, as the size of a CPU has alreadyched the quantum limit.
Fortunately, the first GPU developed by NVIDIA i®99 could tackle the
problems in CPU by employing parallel computing atafties. Together with
the GPU-specific parallel programming language CURB#nched in 2006, the

true power of parallel computation was realizedvoyldwide GPU developers.

The advantage of using GPU is that more memoryuress are devoted to
computations, rather than to the communication betwvarious computation
chips. Also, the power efficiency of GPU is supefi@cause such a chip can
generate computations of gigaflops per Watt. Acomlg, GPU is employed as

a popular tool for atomistic simulations, as is eamthe thesis.

In fact, independence for parallel computation banachieved in SLD by
considering partitions of atom groups accordingh® cut-off distance of spin
and lattice interactions, such that each of thesags shows no effect on others

[9]. The whole phase space is then changed acgbydah each time step after all
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groups are computed concurrently, and parallel etatijpn continues in the

next time step.

Readers may consult Kirk and Hwu [10] for the kewnttires of a GPU,
which is briefly discussed briefly in Sections 2daB below. Section 4 will

demonstrate a method to build a GPU server for coatipnal purposes.

2. Hardware Structure

Because more transistors are devoted to compusatiorGPU than in a
central processing unit (CPU), while those for @aa&nd control units are
reduced, GPUs are suitable for parallel computati@ccording to the
architecture. This design is advantageous becawsesthanced computation
power is enough to cover the rise of memory latedag to fewer memory
resources. After all, GPU advocates data-paraltelcgssing on each core;

communication among the cores by cache and meradegs important.

NVIDIA GPU adopts the Single Instruction Multiple a2 (SIMD)
architecture. All 8 cores in a multiprocessor perfadhe same instruction, but
calculate on different sets of data. All these 8esohave attached their own
register for processing data quickly, and commugisgith each other by the
same shared memory in the multiprocessor. All mrdtessors in a GPU chip

use the same device memory. Fig. 2.2 shows thistacture schematically.
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Fig. 2.2 — Key features of hardware configuratiomn NVIDIA GPU multiprocessor.

3. Programming Structure

The author will adopt NVIDIA hardware in this thesso Compute Unified
Device Architecture (or CUDA) is relied on, whichthe programming language
for such computational hardware units. In this paogming architecture, a
process is divided into a number of computationalugs called threads, and
CUDA handles all these threads concurrently to eehispeedup. CUDA is
scalable in that thread blocks of a program arecated to each GPU core
automatically. Therefore, the run time for a giyengram is reduced by using a

GPU with more cores.

In CUDA, the heterogeneous programming model igptath in which the
host (CPU) controls the device (GPU) by means ohéds. In this model, the

CPU instructs the GPU to allocate memory for fasthtng data, and commands

30



Chapter 2: Background Knowledge

the GPU to execute threads concurrently. The CRld ttopies the data to the
GPU for computation. GPU executes the computatiepssand saves the results
in GPU memory. Lastly, the CPU would copy the ressil the GPU memory to
the CPU memory. In this regard, the programmertbatetermine the program
sections which allow and disallow parallel procegsiThose permitting parallel
processing go to the GPU, and those forbiddinglighnarocessing go to the
CPU. As a reminder, the host accepts C and C++@nmaging language, while

the device accepts CUDA only.

GPU programming involves handling of threads in s@redefined order in
the programming stage, achieved by defining a nurobgrids which store a
number of independent blocks, each containing atrh@®24 threads [11]. Fig.
2.3 shows the organization of threads allowed inDBUIn this figure as an
example, there is a grid with 4 blocksxitirection and 2 blocks ig-direction,
respectively. In each of the blocks, there are réatis inx-direction and 5
threads iry-direction, respectively. The programmer just insts the GPU cores
to loop over every thread by traversing every blackevery grid and by
executing a kernel on each thread. To ensure thalhraads in a block have
completed a task before continuing further, we msg__synct hr eads()
command in the kernel. In turn, to ensure that ghann the global memory and
shared memory are visible to all threads in a grde may use

__threadfence() command in the kernel.
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Fig. 2.3 — Thread block organization in a grid.
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4. Assembly and Configuration of GPU System

Although dedicated GPU servers are obtainable froamy IT solution
companies at a prohibitive cost for ordinary pepme can still build a GPU
server on our own, according to our budget and :1\€Bais section describes the

way of building a GPU server in tens of thousandsodlars.

In the first step, choose NVIDIA GPU cards to execCGUDA. One may
refer to the specifications of the cards at the DIV official website [12], and
purchase the cards that fit the budget and thdttkai computational needs.
NVIDIA GeForce series is the most popular graple&s] category in the public,
readily available in computer stores. The most paweseForce single-GPU
card to date is GTX 680, comprising a GPU chip vifh36 CUDA cores. GTX

580 cards are used as a demonstration in thisoaaostead.

Then, select a motherboard that supports 2 CPW@ngd 4 pieces of 2-slot
GPU cards, so that the server can undertake margwations concurrently
while performing other tasks by CPU during GPU camgon. Tyan
S7025WAGM2NR motherboard is of such a type becausemainly used in

Servers.

Given the selected Tyan motherboard, take 2 pieE€PU for controlling
the server system. Intel Xeon E5620 is the choamabse it is the cheapest CPU
for server-class computers to date, which has #scelach. So a server has
altogether 8 CPU cores. A CPU core is requiredaistrol one GPU chip, so
there are still 4 CPU cores remaining for other €#ded tasks when all 4 GPU

chips are performing computations. We bear in ntimat CPU just helps to
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bridge GPU with the operating system, so it is weseary to rely on it directly
for GPU computations, so the choice of CPU is tlass important in a GPU

server configuration in a tight budget.

Reserve enough random access memory (RAM) for #mees To the
author’'s experience, a GPU should have 4 GB of agandccess memory for
efficient data transfer between CPU and GPU, sbdhserver of 4 GPU cards
should have at least a total of 16 GB memory foodyacomputational
performance. Note that error-correcting code (E@@mory is needed for
server-grade computers. In view of the memory megoent in GPU
computation, an operating system of 64-bit versioould be installed in order to

utilize the 16 GB memory.

Assemble two hard drives for providing enough gjeraspace. MD
simulations involve generating phase space coadiebrat each time step to find
their time average, so it is worth spending moren@yoon storage. The server
uses 2 pieces of Hitachi 2 TB hard drives. A setlres contains 4 GB of storage;
only a small portion goes to the operating systafter the operating system is
installed on one hard drive, remember to mountotiher drive to the operating

system.

Adopt a power supply unit (PSU) capable of drivalgGPU cards as well
as other computer components. Check the powerresfjfior each component
from their manuals beforehand to estimate the fmdaler required at full load.
To the author’s experience, the PSU should be efhighest wattage one can

find in an ordinary computer store. A 1500 W PSu, éxample SilverStone
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Strider 1500W, is one of the most powerful PSU'silable in conventional
computer stores to date. For safety, we must uketba power cords provided
by the PSU in the assembly because they are mpableaof withstanding the

high current provided by the PSU.

Fig. 2.4 shows the bench test settings of the natecomponents. The
components except the computer case are fully pedpand connected. The
bench test is useful to inspect the functionalityth® components in an easier
way. Otherwise the components have to be fixed rtaemoved from the

computer case during functionality checking.

Fig. 2.4 — Bench testing of components before asgeam the computer case.

Beware of ventilation of GPU cards, especially wlere wants to install
multiple GPU cards in a single server. The easiastto ensure good ventilation
is use a computer case with more fans. Cooler MaBg&-X is such an example
to date because it contains a big fan on the glerdhat cools down the GPU

cards. Fig. 2.5 shows the additional fans on theand the side cover of the
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computer case, which are the key features of emthocoling proposed by the
Cooler Master HAF-X. In fact, an aluminum computase is another choice in
assembling a GPU server, as it can further remaat by conduction. Fig. 2.6

shows the components assembled inside a comper ca

Fig. 2.5 — Two additional fans on the top and liwoithl fan on the side cover to ensure

satisfactory cooling.

Fig. 2.6 — A GPU server with hardware componergtaited.
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Install a free Linux operating system after assgmbb date, Ubuntu 12.04
LTS (64-bit version) is recommended because itasamommodate 4 GPU cards
with minimum tuning, according to the author’s esipece. Another reason for

using Ubuntu is its technical support from worldevdevelopers.

Download the required CUDA installers after thetatlation of Ubuntu
12.04 at CUDA Zone [13]. The whole set of instaleshould include the
developer driver, CUDA toolkit, and CUDA GPU Systddevelopment Kit
(SDK). The toolkit version to date is CUDA 4.2. Gsteould install the developer
driver first, followed by the toolkit and finalljhe SDK. Remember to confirm
the completion of installation at the end by emgra commandvcc -V in the
shell prompt. The version number of the CUDA toblkistalled would be
displayed. A complete set of instructions detailthg installation steps can be
found on the internet [14]. Fig. 2.7 is a set @&BU servers, each with 4 double-
slot GPU cards, connected by a KVM switch. Altogettihere are 12 GPU cards,

allowing 12 computation tasks concurrently with maxm performance.

One may check the temperature of each GPU cardirainre by typing
nvi di a-sm - a in the command prompt. The GPU cards should baxbBD
°C in idle time, and around 90 °C in execution tirffehe cards are too hot in

execution time, one should consider storing theesan an air-conditioned room.
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Fig. 2.7 — The complete set of GPU servers.
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Chapter 3: M ethodology

3.1  Simulation settings

In the following, the interatomic interaction in Bdron is described by the
magnetic many-body potential developed by ChiesaldDand Dudarev (CDD)
[1], based on the embedded atomic method (EAM)ifR{vhich the spins are all
parallel at the ground state. In this regard, thteratomic potential in the

Hamiltonian of ferromagnetic iron,

H=Y U ((RY) 520 (R))e & romsi™ Be, @

i)

Is implemented by

U({R})zucoD({R})_(_%iZj:jij{R}j’ (3.2)

to remove the ground state energy of the spin stiésy at absolute zero
temperature, so that is solely responsible for the lattice subsystetme $pin
energy contribution to the Hamiltonian would the@me from the spin vectag .

By doing so, the interatomic forces can be definedectly at absolute zero

temperature [3]. Therefore, the Hamiltonian becomes

H = Z_+UCDD( }+ Zlu( )(1_6@).

_|_quBS_|ext@eI

(3.3)
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To investigate the temperature dependence of mageigtct in spin-lattice
coupled system, the cubic simulation cell contajrs4000 iron atoms with spins
was built up by a box of 30x30x30 BCC unit cellsabbut 85x85x85 A with
periodic boundary conditions [4] applied to avdié surface effects. The degrees
of freedom of spin and lattice in the system warigalized at zero Kelvin by
exposing the bulk to a fixed magnetic field along aixis, whose magnitude
ranges from O T to 1000 T. Later on, the system thasmalized at a given
temperature, ranging from 300 K to 1400 K by Langetiermostat [5] applied
on both lattice and spins subsystems [3]. Suzuditdr decomposition (STD)
algorithm [6-11] was used for solving the equatiohsnotion with the time-step

being 1 femtosecond (fs), in order to obtain thagehspace trajectory.

To determine the equilibrium atomic volume at aegivemperature under
non-stressed condition, ttdPT ensemble was adopted with Berendsen barostat
[12] and Langevin thermostat [5] respectively maiiméd at zero pressure and at
a pre-set temperature. The thermalization time sedsat least 2 ns, in order to
allow the critical slowing down relaxation [13-1df| the spin subsystem to occur
near the ferro/paramagnetic (FM/PM) phase bounatly, the time-step of 1 fs.
After obtaining the equilibrium spin and lattice nfigurations, the atomic
volume was calculated by ensemble average witlensimpling time of 1 ns,

from which the thermal expansion coefficient watedained.

In the calculations of magnetization and the relatequilibrium
thermodynamic quantities, i.e. energy etc., ¥M¥T ensemble was adopted,
where the atomic volume was chosen as the equilibrone at the given

temperature range mentioned above. The relaxaitio® &nd sampling time in
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obtaining the statistical stationary data was siméls mentioned above to ensure

the completion of the critical slowing down of sgin
3.2  Data Collection and Processing

1. Thermodynamic Properties

(1) Atomic Volume

Under the stress-free condition, the system isntabzed at a given
temperature and applied external magnetic fieldyhich the equilibrium atomic
volume is the result arising from the free energyimized. In practice, the

equilibrium atomic volume 5 derived from the redat

Veq(T,He“)={a(T, Hex‘)}3/2 for BCC crystal structure [ 15 ], where

a(T, Hex‘) is the equilibrium lattice parameter as the fumctof temperaturd

and external fieldH®'. After equilibrium in theNPT ensembles, the lattice
constanta of the bulks were obtained from the bulk dimensidor different
temperatures and external magnetic field strengyghdividing the box length by

the number of unit cells forming the BCC structure.
(i) M agnetization and Energy

The atomic magnetization allows us to inspect spofiinearity, which
relates to long range magnetic ordering. If there¢omagnetization approaches
zero, long range magnetic ordering tends to vaarsth the bulk turns to the
paramagnetic state. Also, the spin-spin correlationctions and effective

magnetic field strength per atom represent thetstzorge magnetic ordering
43



Chapter 3: Methodology

around an atom, which would drop with decreasing sprrelation. On the other
hand, the magnetic energy is a quantity specifyiregresponse of spins to the
external field, which changes the value of the spim correlation function

& [&, and the atomic magnetization.

The atomic magnetization is determined by

1
M= , (3.4)

(o)

ARsAYAL

where the angle bracke¢s > represent the ensemble average obtained at

Teayea
equilibrium temperaturd®® and equilibrium volumé&/®*, N is the number of
atoms in a systemS is the magnitude of a classical spin, afdis the z-
component of the unit spin vector of atamOn the other hand, the atomic

magnetic energy from the Hamiltonian &t and V** has the form of an

ensemble average as

magnetic 1 1 H ex
Shat :N<_§zjij ({R})q (& + gty H t@¢> ' (3:5)
i, i Ted v ed
Again, bear in mind that the spin has an oppositection to the magnetic

moment.

In summary, the ensemble averages were obtained thhe time averages,
so that the magnetization and spin-spin correlatiorctions could be derived
from the phase-space trajectories obtained from Slifdulations after the

equilibrium spin and lattice configurations are iagkd.
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(i) Vibrational Energy

The heat capacity can be derived from the vibrali@nmergy at constant
volume, which is associated with the heat absonha&thg the corresponding
thermodynamic process. The ensemble average ofvihrational energy is

derived in two steps, according to its definitionGhapter 2. First we obtained

the total energ;E(Teq,Veq) at equilibrium from theNPT ensembles in terms of

ensemble averaging. In the Hamiltonian used hbeetdtal energy per atom can

be written as

> 2 (R
E(Teq,veq):% %21 i (RD(-e®) (3.6)

+g,UBS_I e><t|£eI

ARSAYAL

static

The static energye™™ per atom is equal to the total energy of an atam a

equilibrium vqumeE(O,Veq) and absolute zero temperature,

= o) = L [RY)- i 84 1. @7

Where{ RO} is the lattice configuration with all the lattibeing frozen at their

lattice sites a¥*?, and S is the magnitude of the spin vector. In this regéne
defined vibrational energy is associated with timergy increase due to the
thermal fluctuations of the degrees of freedompofh &ind lattice in the coupling

system, expressed as
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Evib — Etot _ Estatic= E( -I-eq, Vec) _ E(O, Ver). (38)
2. Quantities Related to Derivative

The thermal expansion coefficient comes from timepterature derivative of
volume, whereas the heat capacity from that ofatibnal energy, both of which
are solved numerically from simulation results. Heer, numerical
differentiation is sensitive to fluctuation of dgpaints, which could lead to a
large variation of the trend of the derivativestd&amoothing is thus necessary
to interpolate more data points and to provide aengentle transition between
successive data points; a smoother yet reliabtedtod the derivative would be

obtained afterwards.
0] Heat Capacity

Temperature dependence of the heat capacity caaatbaze the second-
order phase transition by identifying the tempeamataf abrupt change or of

divergence.

The heat capacity at constant pressRreknown asC,, was found by [16]

cpz(d_Qj :(GEMJ | (3.9)
ar ), Lot ),

whereQ is the heat absorbed, aidis the absolute temperature, obtained from

the derivative of the vibrational energy with respdo temperature. In

determining the heat absorbed at equilibrium volutne vibrational energyg "™
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is used instead. There are as many such curvégeasitmber of magnetic field

strength attempted.

(i) Thermal Expansion Coefficient

Just as the atomic volume can realize the magedffiict of materials on
temperature and field strength, the thermal expansoefficient is another such
quantity. This coefficient is a derivative whichadtes us to visualize the volume
change more clearly than using the atomic volumeg the peaks on the
derivative curve also indicate the transition terapge at which the magnetic

ordering is no longer varied by temperature.

The thermal expansion coefficieat at constant pressui® was evaluated

as [17], i.e.
azl(ﬂj | (3.10)
vV dT ),

whereV is the instantaneous volume at temperafurand P =0 throughout
the simulations in the thesis. The coefficient wasnd by first finding the
atomic volume against temperature, and then byuatialy the derivative of the
atomic volume with respect to temperature. Aftaatthhe derivative obtained
was divided by the atomic volume at its correspongdiemperature. There are

also as many such curves as the number of madredtis attempted.
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3. Thermal Excitations Spectra

(1) Magnon Density of States

When a classical spin rotates about its axis @itiant at a finite temperature,
it generates a spin wave, whose quantization Iscca magnon. Fig. 3.1 shows
the generation of a spin wave of one wavelengthg Ity collective spin

precession.

Fig. 3.1 — Spin wave formation. The orange linerespnts a spin wave generated by collective

spin precession.

The solution to the spin equation of motion in odienension can be

obtained as below. The energy of a classical §pimvith indexn is
E,=-2J5,[{S,,+S,.), (3.11)

where J is the exchange integral. Since the magnetic mormew, = -g;S,,

the above equation is rewritten as

-2J
E =- —(S,4+S,.) |- 3.12
n Hy [EQ,UB ( n-1 1)} ( )
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By comparing withE, =—u, [HE", whereH" is the effective magnetic field
on S,, one may get

-2J

Heff -
B )74

(Spa* Sha)- (3.13)

The equation of motion of classical spins is

~2J
—guS x——
gy, (

B

Sy1* Spa) (3.14)
—Z—JS *X(S,4+ Spa)-
h
Approximation is necessary for solving it. First \J&BolveSn into Cartesian

components as

$=2g( % 8)- o ses)]. (315)

§=-2g(%.+ 8)- g 5+ 3] (3.16)
h

$=22s(9.+8)- g 5+ 9] (3.17)
h

Here, S’ is the Cartesian component 8f (a =X, Y, z). Then we assume that
only small excitation exists, i.&57, § < & Then we haves’ = S, and ignore

the cross terms due & and S! . So,
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§ =225 $u- 8., 318)
§=-225- .- 8] 319)
S’ =0. (3.20)

We expect a wavelike solution to it again as
Si = Aexp| i(nga-w)]; S = Bexp i( nga-w}], . (3.21)

where q is the wave-vectorA and B are constantsw is the spin wave

frequency,t is time,i is the imaginary unit, and is the lattice constant. By
substituting the wavelike solutions in Eq. (3.21fpi Eqgs. (3.18) and (3.19), two

expressions are obtained:

—iwA = %8[2— exp(-iga) - exq{iqa) | B

s (3.22)
= ?(1— cosga) B;
—iaB = —ZLS[Z— exp(-iga) - exgiga) | A
4315 (3.23)
= —7(1— cosga) A.
We again require non-trivial solutionsAcandB, so
iw A4S (1- coxa)
h =0, (3.24)
4JS .
—7(1— cosqa) iw
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or
hw=4JS(1- cosqy . (3.25)

Eq. (3.25) returns the dispersion relation of spiaves. When only long

wavelengths existga< 1. The dispersion relation reduces to
nw=(23sd) d, (3.26)

which can be expressed as

w=Dg*; D :g. (3.27)
Here, D is called the spin wave stiffness, characterizing tendency of the
classical spin to deviate from perfect alignmenthigh value ofD shows that
the spin tends to stay aligned with its easy dectIn fact, the above
derivations apply to a cubic lattice by considermgarest-neighbor interactions
[18], forming the basis of the discussions of badwytered cubic (BCC) lattices

in later chapters.

To indicate the amplitude of the spin waves ateddht frequencies, the
power spectrum of magnons, known as the magnortrepgccan be obtained
from the time-dependent autocorrelation functiohef spin moment. In practice,

the normalized autocorrelation function is
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ot0-{200)

(3.28)

This is similar to understanding the lattice wawdose quantization is
called a phonon, using a phonon spectrum generfted the normalized

velocity autocorrelation function (VACF) expressesl

|%/elocity (t) = <<—
(3.29)

wherev, is the atomic velocity of ator.

The power spectrum generated by this way is aldedcthe density of states
(DOS), which represents the relative strengths babnpn and magnon
frequencies, or energy levels, available in theetirarying phonon and magnon

waves, respectively.

Readers may refer to signal processing texts sactha by Proakis and
Manolakis [19] for a detailed mathematical expositof power spectra. Here,
just a brief idea of the method in calculating g®non and magnon spectra is

presented. The autocorrelation function of a tirepethdent stochastic signal

x(t) representing some vibrational quantity, such asngt velocity and spin

wave amplitude, is defined as
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R(r)=[" x(1) ¥ t+7)dt, (3.30)

which gives the information about the similaritytlween the values ot at time

t and at timer later. According to Wiener-Khintchine theorem [20]e Fourier

transform ofR(r) returns the power spectral density or the powectspm

G(w) of x(t) as

G(w)=[ R(r)édt, (3.31)

wherei is the imaginary unit, showing the signal powea aertain frequency.

In the thesis, the autocorrelation of spin momeay mot fluctuate around
zero at finite temperature in the ferromagneticsghat which the spin waves
exhibit stronger long range ordering, and henceam@elr spin correlation.
However, we are concerned about the time-varyingpmment of spin waves in
the physical point of view. In this regard, the mag spectrum should have the
direct current (DC) component removed, which repmés the shift of the
waveform value in time domain to zero on averagbjeved by subtracting the
average value of the autocorrelation under the itimae-time curve from the

instantaneous amplitude.

After the shifted amplitude-time curve was obtairtbeé DOS was generated
using the Fast Fourier transform (FFT) algorithm2ifi= 16384 points, which
should be enough to analyze the spectral behav¥iepia waves. According to

the simulation results, an FFT in over 16384 poh@s no further improvement
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in the resulting spectra; a higher frequency rdswluis unnecessary in the

current work.
(i) Magnon Dispersion Relations

A magnon dispersion relation shows the magnon gregginst wave-vector,
which is measured on the reciprocal lattice esthablil by the Fourier transform

of the direct lattice in the spatial domain. Exgegsin the reciprocal domain, a

quantity n(r) in the direct lattice with translation symmetryetekrmined by

positionr , has the form

n(r)=> nyexp(iGt), (3.32)

G

where G is a reciprocal lattice vector for a given struetuandn, is the

complex coefficient of Fourier series for edashin the reciprocal lattice. The
wave-vectors to be mentioned in the derivation lné imagnon dispersion

relations are simply th& ’s in the reciprocal domain.

In addition, the reciprocal lattice is usually repented by the first Brillouin
zone, defined as the Wigner-Seitz cell of a re@alrdattice point, bounded by
the perpendicular planes in the midway betweengbatt and each neighboring
reciprocal lattice point. It is known that the stard primitive vectors in the
direct BCC lattice, expressed in Cartesian cootdsasing the lattice constant

a, are

1 1 1 1 1
-|-ZaZa-al a=/-a--a-al a.=[-a-a--al (3.33
a ( a,— a, aj a, ( a 2a zaj a, (Za 2a 2aj( )
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expressed in Fig. 3.2.

a
-
e
>
Fig. 3.2 — Primitive lattice vectors of a BCC sture.
Then, the primitive vectors in the reciprocal BG@isture, defined by
bl:2n'a2—xa3, b2:2n'a3—xa1’ b3:2]7'alx—a2’ (334)
a, [a,x & a, [a,x g a,[a,x a,
become
11 1 1 11
=2m 0~ —|, b =21 ~-,0~1, b=2m —,—,0]. 3.35
O e L L P I
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For a BCC structure, there are four major pointghenfirst Brillouin zone:
I" being the origin, H being the edge on [100] dittP being the edge on [111]
direction, and N being a point in [110] directidrhe directionA represents that
from I to H,A fromT to P, and fromI" to N. Other high symmetry points and

directions of a BCC reciprocal lattice are giveTable 3.1.

Cartesian Range of
Label Lattice Coordinates
Coordinates X
2ir
r ?(o,o,o) 0 N/A
H 2(0,1,0 Lib-b,+b,) N/A
a 2
T 1
P 5(1, 1, Z(bl +b, +b,) N/A
T 1
11 =
N a( 1,0 5 N/A
2r 1
A ?(o,x,o) Ex(bl—b2+b3) 0<x<1
P 2(x(2-%.9 %((2—x)b1+(3x— b, +(2-X)b;) | 0<x<1
A g(x, X, X) %x(bl+b2+b3) 0<x<1
)y g(x,x,o) %xb3 0<x<1
D E(llx) 1(xbl+xb +(2-X)b,) 0<x<1
a 3 =y 4 2 3

Table 3.1 — High symmetry points in a BCC reciptdatiice.

Fig. 3.3 shows the first Brillouin zone containipgints and directions in

Table 3.1.
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Ly

Fig. 3.3 — First Brillouin zone of a BCC structure.

The reciprocal lattice is helpful to obtain therspiiffness for various field
strengths, which are represented by the magnoremdism relation. For a
description of the method of obtaining dispersielations, one may refer to the
text by Kittel [21] and Dove [22] for the theory Hied it. Below is a brief

discussion of the concept.

For an atomm, the spin waveS], along thex-component can be expressed

in a reciprocal lattice by
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Si(9=>] %(q)exp[ (qﬁfm—a)qt)] (3.36)

q

whereS,ﬁ(q) is the amplitude of the spin wave of atemwith frequencyw),
and wave-vector along thex-componenty, is the position vector of atom,

andt is time. Inverse Fourier transform of the recigladomain is applied to Eq.

(3.36) to obtain
Sh(a) =%i S\ Yexp(- at,~ 9, (3.37)

where N is the total number of atoms in a system.

By the definitions of the reciprocal lattice vedpthe smallest interval of a

wave-vector for each Cartesian direction is

_ar

21T
"N )

(10,0, Aq, =m(0,1,0) , Ag, =2—”(0,0,J). (3.38)

A
. Na

X

Then the wave-vectors along the three major dmasti\, A, andX are

27T

A: g, :N—a(o,k,o) for 1 =0,1,2;-- N ; (3.39)
27T N
AN:Ag =—(k k k) for1 =0,1,2;- —: 3.40
q Na( ) 5 (3.40)
27T N
>:Agq =—(k, kO) for| =0,1,2;-- —. 3.41
q Na( ) 5 (3.41)

58



Chapter 3: Methodology

Since a BCC lattice has an isotropic structures just necessary to inspect
the magnon dispersion relation on, for example[100] direction on a Brillouin

zone A in Fig. 3.3) which can basically describe the vehstructure.

In practice, the dispersion relation graph couldgeeerated from a given
DOS by locating the frequency (i.e. energy) at Whice peaks exist. We then

transformed the peak indices as the wave-vectosndpy

q=— |—1,|—2,|—3 : (3.42)
alN N, N,
where N, N,, and N, are unit cell dimensions i, y-, and z-directions,
respectively, and,, |,, andl, are positive integers smaller th&f, N,, and N,.

For example, in a cubic box of 30 unit cells al@agh dimension, the first six

peaks in the magnon spectrum have the wave-vectors

2r _am

_ 4T _ e _ 21T
ql_soa(lsoyo)l q2 3%(111)0)1 q3 30a(1!1)j)|
_2r _2m _2m
q4 - Boa(z’o'o)’ q5 30a(2’1'0) ! qG Boa(zlll:l) . (3.43)

The magnitude of the wave-vectors can be foundlliiiese values ofj’s. After

that, the magnon energy against the norm of theewaetors were plotted to

obtain the dispersion relations.
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Chapter 4. Results and Discussions

4.1 I ntroduction

This chapter considers the effect of an externagmatc field on the
magnetic properties in the coupled spin and latsiggtem, i.e. BCC iron, by
performing large-scale spin-lattice dynamics (Sldulations. The discussion
starts from the external field effect on the loagge magnetic ordering and the
transition temperature, which exhibit a direct msge to an external field. Then,
the resulting transition temperatures should helpinvestigate the reduced
temperature dependence of magnetization, and tw stsorelation with the
applied field strength. The analysis of long raonggering helps to demonstrate
the drawback of the mean field theory (MFT) to mog®und state magnetic
energy and reduced magnetization. Similarly, thertstange magnetic ordering
is another direct response to an external fieldclvican be represented by the
spin-spin correlation functions and the effectivagmetic field strength. Next,
the discussion goes to the external field effectmaignons, in an attempt to
analyze the magnetic ordering by considering magnagnon interaction and
by interpreting the magnon density of states aedihgnon dispersion relations.
In addition, temperature dependence of the spifnetis and of the uniform
precession mode, both derived from the magnon digpe relations, help to
illustrate the field-induced magnetic ordering. Gf@s in magnetic ordering
would result in the magneto-volume effect causedh®yspin-lattice coupling,
which is discussed in the last section of this tela@emperature dependence of

the heat capacity and thermal expansion coefficntined from the magneto-
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volume effect, are used to demonstrate the extdieldl effect. An explanation
of the field-induced magneto-volume effect is preed finally by integrating the

observations in this chapter.

4.2  Effectson Classical Spins

1. Long Range Magnetic Ordering

The long range magnetic ordering refers to thegmes of correlation in the
atomic spin alignment at large distances. The orders high if the spins
separated by a large distance are still aligneal similar direction. However, if
the ordering is low for a large separation, theesysis disordered. In a bulk of
ferromagnetic iron, the long range magnetic ordgns represented by the
macroscopic magnetization. It is common to exptassoverall magnetization
using the mean field theory (MFT), which is a metho treat the interaction
between atomic spins, called the exchange field¢amsing from an external
magnetic field. The idea of MFT is to simplify theany-body interactions, with
each atom experiencing an effective field, to a-lboéy problem characterized
by just a mean field. Since there is only one mizd, MFT has ignored the
spin correlation along the directions other thaa #pin precession direction,
making this approximation less accurate. Fortugat8LD has already been
developed as a tool to improve the shortcoming BfNdecause SLD essentially

considers spin motions including those along proadirections.

In the following, we first provide a brief introdiien of MFT. Then we then

present the results of SLD and compare it with ghedictions of MFT, in an
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attempt to analyze the cooperative effect of spiie temperature dependence
of magnetization will be adopted as a measure of I81.D and MFT for a

comparison with the resulting Curie temperatures.

MFT assumes that each atom is exerted by an exeHald B. related to

the magnetizatiorM proportionally as

B, =AM, (4.1)

where A is a temperature-independent mean field constdhe magnetic

susceptibility ¥ can then be related tb and current temperatuiie by

= , (4.2)

where T, =CA is the Curie temperature. Herd,®™ is the external magnetic

field strength, andC is the Curie constant depending on the material.

According to MFT, the connection between the exgeantegralJ and the

Curie temperature in quantum mechanics is given by

3k T

) 2z8( S+1)° *-3)

where z is the number of nearest neighbor atokysis the Boltzmann constant,

and S is the spin quantum number. It can be understomd £q. (4.3) that the
magnetic energy experienced by each atom can lkmedelto the Curie

temperature by
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2J9 Sr1)== k J. (4.4)

N w

The left hand side of Eq. (4.4) represents the etanagnetic energy because it
is the sum of the magnetic energ§ = zJJ S-1) for all z neighbor atoms.
The proportionality constant between the atomic meig energy andr.,

according to MFT, is thu8k; / 2.

In addition, under MFT, the temperature dependesfcenagnetization in

ferromagnetic materials can be derived from theeauhr field [1-3]. Suppose
that an atom experiences the effective magnetid trengthH " along thez-
component, whose magnitude K% . Then the normalized mean field
magnetizatione” = M(T)/ M(0) is obtained by iteration starting from an initial
guess of 1, using

L o0(0)+ ex(=¢) 1
xp(¢) - ex{-0) ¢

: (4.5)

where ¢ = gu, H*" /k, T with H*" :iezz J, = H>, until convergence is
Qs

attained. For BCC iron, the exchange integral m effective field experienced

by atom j, ZJ” (ﬁ ) dependent on lattice separatiB), is determined by

>3 (R)=84 (\/éa/z)+6n]("’) (4.6)
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where 8J; («/éa/ 2) represents the integral due to first nearest egl{lnn)

atoms andsJ; (a) the integral due to second nearest neighbor (@iam)s.

Similar to MFT, SLD is another method to evaluate ttemperature
dependence of average magnetization by simulatiogomic level. Based on
the Curie temperature expression for MFT in Eg4)it is possible that the

magnetic energy at absolute zero temperature,dctile ground state magnetic
energy E;°, from SLD calculation should also be able to foatleast an

empirical relation to the transition temperature.

This section will compare the SLD simulation resulwith the MFT
counterpart by observing the temperature dependeoicefield-induced
magnetization to obtain the corresponding transittemperature. Then the
section compares the atomic magnetic energy andeitheced magnetization
found by both methods. After the analysis, it iBeyed that the ability of SLD to
model ferromagnetic iron more closely to experiraémésults comes from its
consideration of spin precession in forming théemive spin wave, which is not

so in MFT.
(1) M agnetization

Magnetization, related to long range magnetic onderis about the
collinearity of the spins microscopically. As isdun, the magnetization in zero-
field ferromagnetic iron is temperature-dependemthich vanishes at
ferro/paramagnetic (FM/PM) phase boundary. In @oiditthe external field also

affects the magnetization. Fig. 4.1 shows the teatpee dependence of atomic
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magnetizationM in 4, under various external fields ranging from 0 TL@G®O T.

The overall magnetization for all field strengthsoms with increasing

temperature, starting witB.24, at 0 Kelvin, but a stronger field results a higher

magnetization, whose effect is found to be moreasgt at higher temperature
range attempted. One may observe the inflexiontdithe magnetization curve
by inspection, at which the curve changes its crityeto represent the phase
transition temperatures [4-5] and to understancthiange due to the external
field. The inflexion points observed from Fig. 4fe about 1020 K at 0 T, 1025
Kat10 T, 1050 K at 50 T, 1090 K for 100 T, andldayond 1400 K at 1000 T. In
fact, the inflexion point of the zero-field magregtiion occurs at the temperature
where long range magnetic ordering vanishes, hdreeonventional definition
of the Curie temperature of the zero-field conditi®ince the inflexion point
from the zero-field magnetization is close to theri€ temperature of body-
centered cubic (BCC) Fe at 1043 K, it is believieat the points of inflexion for
other field-induced magnetization curves should atdate to their respective

FM/PM phase transition, which will be discusseéiat
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Fig. 4.1 — Atomic magnetization along the z-compurfer various magnetic fields tried. The

transition temperatures, determined as the poiritglexion, increases with the field.

Instead of using Fig. 4.1, the overall effect oé texternal field can be

visualized more clearly in Fig. 4.2, which shows treduced magnetization

M (T)/M (0) against the reduced temperatdiyd. for various external fields

attempted (0 T, 10 T, 50 T, and 100 T), wh@ges are the corresponding
inflexion points. Experimental data under zerodigondition by Crangle and
Goodman [6] are also presented as a comparisois. ribted that the SLD
simulation results are departed from the experial@esult because the quantum
spins are treated classically in the SLD formula{ié]. First, one can notice that
the reduced magnetization has nearly the same tatope dependence below

~0.9T. , meaning that the external field has little effeamrt the reduced
magnetization below the transition temperaturegrdahed this way. On the
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other hand, the effect of the external field onuaEll magnetization starts to
become more prominent near the beginning of tlieakiregion at aroun®.9T_,

at which the magnetization is maintained above Zardhe presence of an
external field. Besides, a stronger external figtwuld retard the abrupt drop of
magnetization in the critical region more effeclyveéComparing to the trend of
the zero-field reduced magnetization, because fiedd-ihduced reduced
magnetization starts to drop more abruptly aroureTt’s determined above,
the role of the inflexion points on the field-incdhet magnetization curves to

represent the transition points is supported.

1.0 , . , : , : :
: Crangle and Goodman
i —a—0T
0.8} e 10T i
. —a—50T
—~ - —v—100T
S 0.6} - 1 s
=
~—~
— 04} i
=
0.2} i
0.0 : ' :
0.0 0.5 1.0 15 2.0 2.5
T/TC

Fig. 4.2 — Reduced magnetization againgtT. showing the beginning of the abrupt change near
the critical region a =0.9T.. The experimental result comes from Ref. [6]. Arenabrupt

variation of reduced magnetization occurs nearttiiesition temperature regime, justifying the

location of the transition temperature by the ixifb@ points.
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(i) Atomic M agnetic Energy

Once the transition temperature can be determinam the temperature
dependence of magnetization, its relation to thereal field strength is to be
found, from which the extent of a magnetic field $bift the transition

temperature can be understood, using the groutel rei@gnetic energy.

According to Hamiltonian of the SLD system in EQ.1(), the atomic

a

magnetic energy at ground state with an extere#l fE; ., is written as

, 4.7)

mKag(H ext):_%; jij _gluBS‘Hext

where N is the number of atoms in a magnetic system, hadlirection ofH **

is opposite to that 08. In Eq. (4.7), the termﬁz j; represents the ground
i

state atomic magnetic energy per atom, and is fearme about -0.175 eV from

SLD simulation using CDD potentiaf][ Fig. 4.3 shows the simulated value of

Egc® for various‘H o

attempted in SLD simulations. It can be seen fiEim

4.3 thatE;° is linearly dependent o{rh-l e

, as expected in Eq. (4.7).
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Ol
0176k N mag 1 o b o -
- : L5 ]
0178 NG Eox N gﬂB o
E 0.482F A | -
g x g Y- /1 NS WS WSSO SRS S NUUUE SRS N
01861 NG -
LOLLBB - N

o190
0 20 40 60 80 100

HeXt (T)

Fig. 4.3 — Ground state magnetic energy agaiekt ftrength according to Eq. (4.7), showing a

linear relationship between these two quantities.

Following the location of the inflexion points faarious field strengths
shown in Fig. 4.1, it is possible to speculateredr relationship between the

external field and the transition temperature by

mKag :ka'Iz:' (48)

where y is a proportionality constant to be estimated tmanectsg;,’® and T, .

Combining Eq. (4.7) and (4.8), we have

y

1 . ex
VkBTc:_{_2 zjij _g/JB‘H t
N ij

, (4.9)
S

1 : ex
:ﬁ;hj +g:uB‘H t

from which we may further reduce it to
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T =P +Q|H™, (4.10)
where P’ :iiz ] andQ':ig/J S are the intercept and the slope of
Vg 2N e

the linear equation in Eq. (4.10), respectivelyteAfiinear fitting forP' and Q'
by means of the observdd’s and the applied fieldgy is found to be around
2.00 from bothP" andQ'. Fig. 4.4 shows the fitting results, and verifibe

linearity speculation, which is reasonable becathge ground state magnetic
energy in Fig. 4.2 also varies linearly with apgligeld strength. It is thus

possible to suggest that=2.00 could demonstrate the linear relation between

‘H ext

andT.. The proportionality constart=2.00is larger from the quantum

mechanical calculation of 1.5 for the zero-fieldse€aSee Eq. (4.4)), which
should result from the absence of spin correlatilmmgx andy components in

MFT calculations.
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Fig. 4.4 — Linear external field dependence oftthesition temperature. The choice jof 2.00

is suggested according to Eq. (4.9), with the ghtdine showing the fitting results fgr = 2.00.
(i) Reduced M agnetization

Since SLD is already known for accurately estintatine zero-field Curie
temperature by considering the correlationxofind y spin components, as
opposed to MFT, it is interesting to further realthe extent of an external field

for MFT to emulate SLD.

The MFT reduced magnetization in Eqg. (4.5) is uaedn indicator of the
deviation between MFT and SLD. Note that the lattonstantsa used in Eq.
(4.6) to obtain Eqg. (4.5) come from SLD simulaticatselevated temperatures
and field strengths. It is noticed that the caltata results of the reduced

magnetization from SLD are departed from the ptexhs of MFT, as shown in
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Fig. 4.5. It is seen that the inflexion points o&gnetizations calculated from
SLD simulations occurs at a lower temperature tin@npredictions of MFT. In
addition, the Curie temperature of the zero-fiefd@iron found by SLD (1020
K) is closer to the experimental value of 1043 karththe MFT result with
thermal expansion does (1250 K). Accordingly, astefor the external field
strengths considered, MFT provides an underestifatiee abruptly decreasing
trend of magnetization, such that generally a hidbeeperature is required by
MFT to result in the magnetization value that Siipmach already achieves at
a lower temperature. This happens probably becausMFT there is no
correlation betweer andy components of a spin vector, which is involvedha
three dimensional Heisenberg model used in our $aldulations. In another
perspective, one may realize that a strong magtietid allows the reduced
magnetization from SLD to approach that from theTMffoser by comparing the
dots and lines belonging to that field strengthcdwse the external field
contribution to the total effective field becomesmn significant than the andy
spin components. This interpretation confirms thsignificance of the spin

correlation along andy components in MFT.
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Fig. 4.5 — Temperature dependence of reduced miagtieh from both SLD and MFT at varying
volume. Dots represent the SLD results, whereadiriks represent the MFT results. The MFT
generally results in a higher transition tempemathan SLD does, probably due to the negligence

of the correlation along the precession component4-T.

Even though the SLD results are departed from tRh& Bhe, it is possible to
define a scale for describing the effect due toretations withx andy
components, such that the calculated results ofnetagation by MFT can be
consistent with the corresponding SLD results ig. E.1. This idea can be
realized by adjusting the scale of the effectietdfiused in the mean field theory,

such that

eZ
H = A J - HX, (4.11)
(gus Z ‘ j

75



Chapter 4: Results and Discussions

where A is the scaling factor, and put this scaled eféectield in the MFT

equation in Eq. (4.5) for iteration.

The scaling factorA could be determined by fitting the scaled MFT hesu
to those found by SLD, such that the mean field metigation curves show little
discrepancy with the SLD simulation results. Thalieg factors in Table 4.1 rely
on three methods as the convergence criteria: (e} @pproximate integration
area under curve, (b) least algebraic sum of rassdand (c) least squared sum
of residuals. Here, the residual refers to theedsfice between iterated MFT
magnetization and the SLD magnetization. The vabfethe scale factor show
that A increases with the external field strengths attechghere for all three
convergence criteria, and the field strength depece of the scaling factor
indicates the increasing resemblance of MFT to Sldder strong fields, in
which case the uncorrelated portion of the effectifield dominates the
molecular field. The fact thaf <1 implies that the mean field should reduce its
effect on thez-component and instead make more contributioneo #imdy spin

components, in order to make MFT more consisteSiLiD.

Table 4.1 — Scaling facték of the effective field in the mean field theoryrwatch the

SLD results in different convergence criteria.

Field (Tesla) 0 10 50 100

A (approximate area 0.81801  0.84303 0.89546 0.92311

A (algebraic residual 0.81855 0.84271  0.88856 a911

A (squared residual) 0.81805 0.83801 0.88477 0.90609
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If the scaling factors are plotted against the mefield strength, as is
done in Fig. 4.6, one can determine the scalingofaat any field strength
between O T and 100 T along the curves, such thHaf ban emulate SLD. All
three methods return similar scaling factors. dutl be noted from Fig. 4.6 that
the scaling factor is associated with the strengjttexternal field. It is also
reasonable to expect that an external field muelatgr than 100 T is needed to
let the MFT results conform to the SLD one, sucat th equals 1, at which

condition the spin-uncorrelated part of the effexfield contributes most.

00—
[ —s—Area
0.925r —e— Signed residual e
Squared residual :
< 0.900- | T -
e °
a
. 0.875r .
o
=
< 0.850r .
&)
)]
0.825}- s
0.800L— s I s I s I s I s I
0 20 40 60 80 100
Hext (T)

Fig. 4.6 — Scaling factor of the effective field MFT to resemble the SLD results, as shown in
Eq. (4.11). A larger value of the scaling factonéeded for a stronger external field, such that th

SLD results resemble the MFT counterpart withoutsidering precession.

Fig. 4.7 shows the fitting results for each scalfagtor used in Table 4.1
graphically, with those three fitting criteria memed above, showing that the

fitting is satisfactory over the temperature raaggempted regardless of the field
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strengths applied, and supporting the idea thatdtbagreement in normalized
magnetization between SLD and MFT could be modéledn external-field-

dependent scaling factor.

From the above discussion, the scale fa&tatan be loosely regarded as the

proportion of the mean field that should be conii@dl to the external field

direction, Whereaﬁl— A) can be treated as the mean field responsiblepior s

precession. By introducing\, the MFT can resemble SLD.

In summary, the external magnetic field maintaims long range magnetic
ordering, especially beyond the transition tempgeat Also, this section has
suggested an empirical relation to determine thesition temperature from the
ground state magnetic energy and the external, fiehdl has compared SLD
magnetization with the MFT counterpart, addressitng importance of
considering spin correlations in an atomistic setioh method to model zero-
field or field-induced magnetization more pertingnto meet experimental

results.
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Fig. 4.7 (b)
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Fig. 4.7 — Individual fitted results of the scaksftective field in MFT, compared with SLD, in (a)
approximate area approach, (b) algebraic residuaidoach, and (c) squared residual approach,

respectively.

2. Short Range Magnetic Ordering

Short range magnetic ordering, similar to the loagge counterpart, is
another perspective resulting from the classicaisspl'wo quantities can reflect
the short range ordering: spin correlation functi@md the effective magnetic
field strength, because they depend on the neigidspins but not on all spins

in a given bulk.
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The spin correlation functiom &, acts as an indicator of short range

magnetic ordering, from which their dependence emperature and field
strength can be noticed. It is expected that thereal field effect on the short
range ordering exhibits a similar trend as the loagge counterpart because
short range orderings also come from spin collitygawhich can be controlled

by an external field. Fig. 4.8 (a) and (b) showes énsemble average of the spin-

spin correlation functioni,eI ®j>, due to the first and second nearest neighbors

of BCC Fe atoms, respectively. The graphs showthligaexternal field maintains
the spin-spin correlations, just as it maintaire akomic magnetization, and that
the applied field increases the transition tempeeatietermined by the inflexion
points, whose values are similar to those from Bid. The agreement of the
transition temperatures in these two graphs indgcaihe consistency of long-
range and short-range magnetic ordering in refigctthe temperature
dependence of magnetic behavior. The non-zero sabfethe correlation

functions far beyond the transition temperatureciaig the existence of short

range ordering that can hardly be removed compiéyethermal excitations.
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Fig. 4.8 — Spin-spin correlation function of BCC Wwéhin (a) the first nearest neighbors (1nn)

and (b) the second nearest neighbors (2nn) agengierature under various magnetic fields
tried. Both graphs can indicate the increase irtridngsition temperature with the applied field as

the temperature dependence of magnetization does.
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The total effective magnetic field is also charaste of the short-range
magnetic ordering because it depends on the spamtation of the nearest
neighbor spins. In fact, it can be shown that tieceve magnetic field has the
same purpose on spin dynamics as the force corst@st on lattice dynamics.

Note that the atomic spin motion has the form

as 1
—L==S xgu,H", 4.12
i 94z H, (4.12)

and the lattice motion has the form

dp __

where k is the force constant of atom. By comparison with these two

equations, the effective magnetic field can betée@as an operator on the spin
that governs the spin stiffness, just as the fawestant can be treated as an

operator on the displacement that governs thedattiasticity.

For an understanding of the external field effetttioe effective field, Fig.

4.9 is prepared to show the temperature dependehdke z-component of
effective magnetic fieldH*" in eV along thez-axis, which is the direction of the

applied field. From this graph, the atomic effeetfield can be strengthened by
the applied magnetic field, which gives the minimdree energy after its

alignment with spins. On the other hand, the ttarsitemperatures found on
this graph, recognized again by the inflexion pmittave comparable values to
those found from Figs. 4.1 and 4.8, suggestingttieaexternal field shifts up the

transition temperature, in response to the decredsshort range magnetic
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ordering. From Fig. 4.9, it is possible to obsetlve converging trend of the
effective field strength to around 0.08 eV at sudntly high temperature,
showing that the short range ordering cannot beveh completely by thermal
excitation, as is already found in Fig. 4.8, eviethé temperature is far beyond

the transition temperature determined by the indlexoints.

04577777

0351 T

0.30F

0.25F ]
0.20} -

H*" (eV)

0.15F

0.10

oo5L——t v
0O 200 400 600 800 1000 1200 1400 1600
T(K)

Fig. 4.9 —zcomponent of average atomic effective magnetitd fit elevated temperatures,

which reflects similar temperature dependence @soting range ordering does.

It can be realized that the applied external fleda little contribution to the
effective magnetic field, which can be understoodhie following explanation.

Considering the definition of the effective field,

eff _ 1 ex
H; = ok 2,38 —H™, (4.14)
B ]
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the quantity is composed of the internal magnégicl fgiz J;S; , contributed
Hg =

by the temperature-dependent spin mom8nt and the external fieldH et

Therefore, the resultant norm depends on both thength of each field
component and the value of the included angle batviee internal and external

fields. Fig. 4.10 shows schematically the vecttatren.

H eff

\

HEX‘L .-____.r’ i »

Atom

Fig. 4.10 — Vector sum of the molecular and extefietds to form an effective magnetic field,

showing that the external field can do little t@aohe the norm of the effective field.

It is possible to understand how small the effé¢he external field on BCC
Fe is from Figs. 4.9 and 4.10, which shows #hemponent of the atomic

effective field against temperature. From this grapghe effective field
components are df0" order of eV regardless of the external field sytan

Given that Table 4.2 showd " in eV for various external fieldég,uBSHeﬂ),

together with the vector relation in Eq. (4.14), deduce that the internal field
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componentiz\]” S, should have a much larger magnitude comparedato th
B ]
due to the external field, regardless of the inethdngle size. We can recognize
from Table 4.2 and Eqg. (4.14) that it is only tix¢éeenal field component of 1000
T that is possible to change the resultant effecli®ld vector to a larger extent.
As a result, the external field generally has aigmificant contribution to spin
dynamics of BCC Fe at elevated temperatures atempegardless of the
included angle between the internal and exterredtdi Indeed, the internal
magnetic field estimated here is already modeled\gyss’s molecular field
theory, which determines the magnetic field duspim interactions that is strong

enough to achieve magnetization in the absence ekternal field [9].

Table 4.2 — Norm of the external field ®* in eV.

Field (T) 0 50 100 1000

He (eV) 0 0.00636 0.0127  0.127

In summary, the external magnetic field maintalms short range magnetic
ordering, but for the temperatures and fields tegthas an insignificant effect of

altering the effective magnetic field.

4.3 Effects on Magnons

A magnon can be considered as a collective exaitatf spins, which can be
regarded as a quantized spin wave. Since it is krtbat the magnetic energy is
changed by an external field, one may realize tlexteof an external field on

the magnon energy by observing the magnon progetiBCC iron.
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1. Magnon Spectra

Fig. 4.11 shows 4 stacked magnon spectra at etbvatéernal fields,
keeping the temperature constant at 300 K, 800 ®&G01K, and 1200 K,

respectively.

It is observed in each graph of Fig. 4.11 thatapplied field brings about
the collective shift of peaks to higher frequenciedich is due to the spin
hardening effect with the applied magnetic field. the magnetic field increases,
the spins further reinforce their alignment by @esing the azimuthal angle
between the spin vector and the external magnietit, reducing the moment of
inertia of the classical spins about an axis par&tl the external field. Then, the
spin rotation speed increases when the momentediandecreases, according to
the conservation of angular momentum. The spin whus has more energy

according to the Heisenberg exchange interactidgin(1.1).
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Fig. 4.11 — Mangon spectra for BCC iron at (a) 80(@b) 800 K, (c) 1050 K, and (d) 1200 K,
respectively, under various magnetic fields. Theageof magnetic ordering can be demonstrated

by the diminishing linewidth and the prominenceta low-frequency peaks.
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On the other hand, the applied field slightly irages the spacing between
any two successive peaks, known as the linewidtlengthe same temperature.
In fact, this is the evidence that an externaldfighhibits magnon-magnon
interaction that lead to more magnon frequenciesilae. When the
temperature is further increased while fixing tix¢eenal field strength (i.e. we
focus on spectra of the same color), the energg ga@ diminished due to the
vigorous magnon-magnon interaction at high tempegathat generates more
mangons of varying frequency, leading to magnomtesgtag such that magnetic
phase transition is identified. In fact, the colapof the peaks at elevated
temperatures can also reflect the disappearanctheoflong range magnetic

ordering and the prominence of the remaining staorge ordering.

2. Magnon Dispersion Curves

Shown in Fig. 4.12, the variation of the magnompdision relations with the
applied magnetic field strengths are plotted atouesr temperatures in each sub-
figure, i.e. 300 K, 900 K, 1000 K, and 1100 K, resfpvely. The curvature of the
lines in each graph represents the spin stiffngstermined by fitting the data

points with the dispersion relation for small waxeetor being

hw=NA+Dg?, (4.15)

where 71 is the reduced Planck constamt, is the magnon energy) is the
deviation of the magnon dispersion from zero enevglue, D is the spin

stiffness to be fitted, and is the norm of the wave-vector. It is found by

inspection that at a temperature below 1000 K, Wwiscstill below the magnetic
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phase transition temperature of 1043 K, the apgladd strength just varies the
curvature of the lines indicating the spin stiffnesappreciably. However, by
observing the increasing curvature of the fittespdrsion curves with increasing
field at the transition temperature range (i.e.QLl80and 1100 K for Fig. 4.12(c)
and (d)), the applied magnetic field is able tdigeathe spins appreciably, such
that magnetic ordering can be recovered and the stjgfness is increased. It is
noted that the deviation of the magnon energy pdmind at 1000 K and 1100
K with the fitted trend results from the difficultpcating the peak frequency
from the magnon spectra of each corresponding waeesr manually, where
random error of the peak frequencies is more prentiin the magnetic phase
transition boundary with greatest magnon-magnoeraation. The scattering of
the magnon energy plot also indicates the disappear of the long range
magnetic ordering and the prominence of the slaorge ordering, as the magnon

DOS can show us.
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Fig. 4.12 — Magnon dispersion relations under wariexternal magnetic field strengths, given
constant temperature. Further maintenance of thgnete ordering can be achieved by an

applied field of increasing strength.

Fig. 4.13 exhibits the temperature dependence of sfiffnessD over a
wide temperature range, obtained by the magnoredigm curves such as those
presented in Fig. 4.12, following the relation sinow Eq. (4.15). The deviation
of the spin stiffness points with the fitted tremelyond the critical region results
from the strong scattering of magnons at this teatpee range. In this figure,

the stiffness at room temperature is in agreeméht tve ab initio result in You

02 02
et al.[10] of 237meV A and Liechtensteint al.[11] of 294meV A . Then the

spin stiffnessD generally begins with a linearly decreasing traademperature

02

increases, with the value of 2/eV A at 300 K, and starts to vanish in the PM

phase. The falling trend of the temperature depereleesembles those for long
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and short range magnetic ordering. At temperatiaebower than the transition
point found in Chapter 4.2, the external field nasappreciable contribution to

the spin stiffness, as is the cases of magnetierimgl in Figs. 4.1, 4.8 and 4.9.

02
Instead, the spin stiffness tends to converge @irar 25meV A for all field

strengths attempted here. The possible reasomdbra convergence value in the
PM phase is that there is still short range magra&tilering contributing to the
spin waves (see Fig. 4.8 (a) and 4.8 (b)). In shedg may claim that the
application of an external magnetic field is helgfumaintain the spin stiffness,
especially at temperatures around the transitiontpdowever, the maintenance

is weakened beyond the transition temperature.

2501
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D (meV- &)
S g

50

O+~
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Fig. 4.13 — Spin stiffness at elevated temperatuga®en constant applied field strength. The

trend lines are obtained by fitting with the caéted D values. The temperature dependence of

D can also be an indicator of magnetic ordering.
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It can be seen from each sub-figure of Fig. 4.2 the magnon energy at
zero wave-vectorf, indicated by the intercept at the ordinate axisgs with
the applied magnetic fields attempted. It seems feach sub-figure that a given
external magnetic field shifts up the whole setwives, such thah should be
more dependent on field strength than on temperaBy noting that the zero

e : 2m
wave-vector corresponds to an infinite wavelength c according tdq| ==

which exists in an infinite bulk, we may incorpad to the magnon dispersion

relation in [12] to become
haw=NA+43S(1- cosqq, (4.16)

which returns the energy value Af for a zero-vector agg=0. In addition,

according to the Cartesian spin wave componentsifgy Eq. (4.16), the spin

wave atg=0 would have the same phase for all time [12]. Adecagly, this

field-dependent energy refers to the uniform preioesmode, in which all the

spins precess at the same frequency and the sase [I8-14].

Fig. 4.14 plots the uniform precession mdtlat elevated temperatures for
various field strengths. In general, the appliedynedic field can bring about a
larger A than without its presence, as in the case of asm@ magnetic ordering

by an external field. Sincé simply comes from one of the spin wave

components(q= O) in a bulk, it follows thatA also exhibits the characteristics

of magnetic ordering, especially the overall treofl spin precession. At
temperatures below the transition point found ire@br 4.2,A drops slightly

for all field strengths tested. However, a suddealide of this energy value is
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inspected starting from the critical region at ab800 K, followed by some
fluctuations at even higher temperatures, sugggstiat A can be treated as an
indicator of magnetic phase transition by showilgh$ temperature dependence.
It is noted that some negative values of this gnatd T should come from the
fitting error, which is also the consequence ofd@n error in locating the peak
frequency in a scattered magnon spectrum aftemémgnetic phase transition has

been reached.
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Fig. 4.14 — Uniform precession mode energwt elevated temperatures, given constant applied
field strength. Data points represent the simutatesults, and the lines represent their predicted

trends. Temperature dependenc@adan indicate magnetic ordering as well.

Guirreiro and Rezende [15] suggested that thisrdepg A has an

approximate relation to the applied fiettl as
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A=E, =hw
= hx g;'llB xHext' (4]_7)

:gﬂBHeXt

according to quantum theory without considering gerature effect. By EQ.
(4.17), the theoretical values &f at elevated applied field strengths ignoring
temperature effect are those listed in Table 4.8 shown from the table that,
below the transition point of each field, obtained from the simulations seems
to be about 2 meV larger than those from theory dach external field
considered, but is consistent with each other attémperature near the critical
region at around 1000 K. The discrepancy of 2 meighinbe due to the

capability of SLD to consider temperature effeetgpecially before the transition

point.
Table 4.3 — Theoretical uniform precession modegne
He (T) 0 10 20 50 100
A (meV) 0 1.158 2.135 5.788 11.577

In summary, we understand that the applied magtietid increases spin
stiffness by constraining spin precession and Wybiting magnon-magnon
interactions. The spin stiffness and the uniforacpssion mode can also serve

as the indicator of magnetic phase transition bélia
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4.4 Effects on Spin-L attice Coupling

1. Phonon Spectra

In a magnetic system, the equations of motion iapgfér 2 suggest that the
external field changes spin precession originallyhie zero-field case, which in
turn varies the atomic configuration by spin-laticoupling. This section
investigates the contribution of the applied fimddhe coupling effect, especially

that revealed in the magnetic phase transition.

Fig. 4.15 shows the phonon spectra at a fixed teatpee and varying
magnetic field strengths, serving as a tool of &l&ing collective lattice
vibrations. In each graph, the external field hadianges the phonon spectrum
at a given temperature. In other words, the apphadnetic field has little use of
altering lattice vibration, at least for the termgdares and field strengths tried.
Indeed, this observation complies with that by ottesearchers. For example, a
similar remark has been given by Sabiryanov andvdb§l6] on BCC Fe,
according to their numerical simulations. Also, gaé and Ulner [17] also
believe that spin-lattice coupling is hard to exhits effect on lattice vibration.
The observation here seems to indicate that the@hmagnon interaction in
BCC Fe is insignificant, at least according to &pproach of SLD simulations.
However, this might happen because of the more ¢rignnteratomic potential
used here, which fails to model the anharmonic partinently. The potential
used in the simulations is too stiff or too harnwrsince the structural phase-

transition from BCC to FCC at 1183K cannot be rejueed [18]. Excited
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Fig. 4.15 — Phonon spectra for BCC iron at (a) BQ@b) 800 K, (c) 1050 K, and (d) 1200 K,
respectively, under various magnetic fields frorfi @ 1000 T. The phonon spectra are almost
invariant with the application of an applied fiekhowing that the spin-lattice coupling is limited

if the current interatomic potential is used.

magnons are then too hard to interact with the phsnto change phonon

vibration frequencies.

2. Vibrational energy and heat capacity

As stated in Chapter 2, the vibrational energ\elated to the heat absorbed
at constant volume from the ground state to théexstate, from which the heat
capacity at constant volume can be derived for stdeding the temperature
dependence of the magnetic phase transition. Fit6 4s the plot of the

temperature dependence of equilibrium atomic vibnal energy for various
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magnetic fields, which exhibits more appreciableraaly around the critical
region. It seems that the applied field is gengrafiable to alter the temperature
dependence of vibrational energy, except aroundcttitieal region between 800
K and 1200 K in which a stronger field further stggses the increase in the
vibrational energy slightly. The graph confirms ttispin-lattice coupling can

only be found more prominently around the critiegion.

0.6———

0.0

0 400 800 1200 1600
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Fig. 4.16 — Ensemble average of field-induced atoritirational energy at elevated temperatures.

The vibrational energy can exhibit magnetic phaaesition around the critical region.

On the other hand, Fig. 4.17 is a plot of the lcagicity at constant pressure

of zero,C, , determined by the temperature dependence ofetjulibrium
vibrational energy. In faciC,’s were evaluated as the equilibrium-volume heat
capacityC, at respective temperatures under stress-free td:(mm‘ﬂP = O) . Note

that curve smoothing has been performed on Fid #dt for the production of
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Fig. 4.17, so that a more decent trend of heataifgpean be presented from a
limited number of data points shown in Fig. 4.18). B.17 exhibits the rise of
the transition temperature, located at the poirdlotipt change as the magnetic
field strength increases, together with the sumioesof the heat capacity value
with increasing field strength, so that the maximhgat capacity value decreases
with the applied magnetic field strength. In aduhti the transition temperatures
determined by the abrupt changes in Fig. 4.17 anemlly consistent with those
values found in graphs describing the magnetic rorgeand by the empirical

relation in Eq. (4.10) witly =2.00. The C, graph is attributed by the decreased

entropy due to the applied field, which limits t@n orientations and hence the

spin energy to be absorbed from the heat reservoir.

gL . . . T
0 400 800 1200 1600
T(K)

Fig. 4.17 — Fitted ensemble average of field-indulceat capacity at constant pressure of zero at
elevated temperatures. This graph shows the higfhiéirof the transition temperature with the

external field.
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3. Magneto-volume Effect

Magnetic effect that alters the atomic volume isniafied during thermal

expansion. Fig. 4.18 shows the temperature depeerdeh the stress-free
(P=0) atomic volume under various magnetic fields, givins an intuitive

understanding of thermal expansion under magnegidst Note that isotropic

volume change was obtained during simulation bexthes exchange integrd]

employed in SLD is isotropic. The figure shows tha atomic volumé/

atom

03
increases roughly linearly with temperature despiteffset of about 11.8. at

0 K, regardless of the applied field. The offsenézar the value found in Fridt

03
al. [19] and Ekmaret al.[20], which is 11.72A from ab initio calculations and

78.15 (a.u3 or 11.58,&3, respectively. The zero-field SLD result is abte t
return a Curie temperature similar to the experi@emeasurements of the zero-
field atomic volume of BCC Fe derived from the zésdd lattice constants

measured by Ridley and Stuart [21]. Accordingly, applied field serves for

suppressing the rising trend of all the curveslavated temperatures, with a
stronger field suppressing the increase in atorolarme more severely, so that
the anomaly at the transition temperature is lessedhible. Except the 1000 T
case, such suppressions are merely more promietneén 800 K and 1300 K,
but are less pronounced beyond this temperaturgerdn addition, this graph

confirms that the phonon-magnon interaction is igdge except around the

critical region, which is consistent with the expeental results.
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Fig. 4.18 — Temperature dependence of stress-frami@volume of BCC iron on temperature
under various magnetic fields. The experimentaultesderived using the lattice constants
measured by Ridley and Stuart [21] in orange aesl s a comparison. The SLD results can

simulate the anomaly of the trend around the alitiegion.

Derived from Fig. 4.18, Fig. 4.19 shows the fittedlumetric thermal
expansion coefficientsr of BCC Fe at elevated temperatures under a nuofber
magnetic field strengths (0 T, 10 T, 50 T, 100 T0Q T), so that the magneto-
volume effect can be visualized more clearly. Theeeimental thermal
expansion coefficients were derived by the thestha, according to the atomic
volume in Fig. 4.18 from Ref. [21]. Again, the nuenlof simulated data points

are far from sufficient to provide a smooth derivatof V,, ., with respect tar ,

tom
so curve smoothing is adopted on the thermal expansoefficients here to
provide a possible trend of this quantity at eledaemperatures. From the graph,

one may note the similarity of the phase transitemperature from the zero-
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field SLD result to that from Ref. [21], corrobadrag the validity of the SLD

technique in estimating the transition temperatililee simulatedr ’s for various

field strengths at room temperature (300 K) areuaB36x10° K™, close to the
experimentally derived value in zero-field conditiby Ridley and Stuart [21].
From the graph, one can observe similar valuesaofttion temperature to those
found by magnetic ordering in Figs. 4.1, 4.8, anfl, 4ll of which indicate
roughly the same transition temperatures. Simitartite case of magnetic
ordering, an external field hardly changesif the temperature is below the
critical region. In addition, the magnetic fieldcneases the temperature of abrupt
change and suppresses the rise of the coeffici@loes compared to the zero-
field case, as is the case of heat capacity in&i.. As a minor point, the rising
trend of a derived from Ref. [21] after about 1,050 K is dte the
corresponding rising trend of the atomic volume drely that temperature (see
Fig. 4.18). Compared to the experimental resultatomic volume and thermal
expansion coefficient, it appears that the magnmitential used in the thesis can
only stress the magnetic phase transition, buslacksideration of the condition

beyond the transition.
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Fig. 4.19 — Temperature dependence of the fittddmetric thermal expansion coefficient of

BCC iron under various magnetic fields. The experital results derived from [2121] were
plotted in orange as a comparison. This graph ¢sm iadicate the increase in the transition

temperature with the applied field.

The external field effect on the equilibrium atormmume can be explained
as follows by summarizing the previous results disgussions, in terms of both

classical and quantum mechanics.

A classical explanation is given first. A magndigld maintains the long
and short magnetic ordering shown in Fig. 4.1 ai&] d4nd then increases the
spin precession frequency and energy, accordirigespin equation of motion
in Eqg. (2.20). After that, the reinforced magneticlering comes into the
momentum equation of motion in Eqg. (2.19), and tbeareases the magnitude
of the restoring force among atoms, leading to réduced lattice separation

according to the position equation of motion in E2.18). Consequently, the
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bulk shrinks. As the lattices get closer, the ergeainteractionJ; increases due

to the increased electron wave-function overlag #re spin orientations are
maintained further. The shrinkage process will eepe the above order, until the
competition between thermal expansion and mageetitraction is balanced to
arrive at the equilibrium volume. It can be summedl that the external field
changes the separation dependence of the inte@tpotential, e.g. CDD
potential [8] in this case, especially of the ammamicity portion responsible for

thermal expansion, such that the equilibrium separaf atoms is decreased.

A brief quantum explanation is given below. An extd magnetic field
inhibits magnon-magnon interactions and increakesmagnon frequency, as
demonstrated in the increased linewidth in Fig.14.Besides, increase in
magnon frequency can also be reflected by the ased spin stiffness and
uniform precession mode in Fig. 4.13 and 4.14,aetsyely. Increase in magnon
frequency further inhibits phonon-magnon interawioand hence phonon
scattering, though the external field effect isyontore apparent around the
critical region. With inhibited phonon scatteringedto the external field, thermal

expansion is suppressed.

In summary, the applied magnetic field can onlyngrabout little effect on
the phonon-magnon interactions, so the resultingnei®-volume effect is not
apparent except around the critical region, whiemn ®e reflected by the

temperature dependence of heat capacity and thespahsion coefficient.
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Chapter 5: Summary and Conclusion

Ferromagnetic materials have shown an increasimpitance in our daily
lives, whose area of interest is the ferro/pararaigrphase transitions at the
transition temperature due to the exchange couplgtgreen atomic spins. On
the other hand, the external magnetic field efigicferromagnetic materials,
realized by enhancement of the magnetic orderiagits scientific and technical
value. One consequence of the application of aareat field is the magneto-
volume effect. However, no suitable mathematicagdrapches can describe the
magneto-volume effect due to spin-lattice couplmchieved by a distance-
dependent exchange integral, until the recent dewednt of spin-lattice
dynamics (SLD) simulation. It is the purpose ofsthihesis to realize the
contribution of an external magnetic field on fenagnetic iron in body-centered

cubic (BCC) structure by using SLD simulation.

The background knowledge needed for understartimgxternal magnetic
field effect has been introduced. First, statistiteermodynamics has been
briefly discussed in an attempt to obtain thermaudyit properties from an
ensemble of atoms. The Hamiltonian of a systenewbmagnetic iron atoms are
stated, together with the equations of motionshef position, momentum and
spin degrees of freedom. The SLD method follows,icivhinvolves the
integration algorithm, temperature and pressuretrabnParallel computing
basics using graphics processing units (GPU) has bdroduced, followed by

the assembly and configuration of a GPU serveriegpio the computation
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processes in the thesis for an efficient treatméméns of thousands of atoms in

simulations.

Next, simulation settings for the thesis has beentioned, by means of the
magnetic Chiesa-Derlet-Dudarev potential in the Haman. Data collection
and processing steps have been discussed, incltltBngvaluation of ensemble
averages of energies and magnetization, the nuaheaéculations of derivatives,
and the determination of thermal excitation speeral magnon dispersion

relations.

By SLD simulation of BCC iron, the effect of an extal magnetic field can
be analyzed in three perspectives: classical spimagnons, and spin-lattice
coupling. First, an external field reinforces bate long and short range
magnetic ordering, and from such maintenance anrigaprelation between the
external field strength and the magnetic phasesifian temperature is
determined. In addition, the shortcoming of the mdéald theory (MFT) in
modeling spin precession can be understood by congpahe scaled MFT
magnetization with the SLD counterpart. Second, eaternal field inhibits
magnon-magnon interaction and stiffens the claksipms, whose effects are
more pronounced in the critical region, accordioghe derived spin stiffness
and the uniform precession mode. Finally, an exfefield can lead to the
magneto-volume effect but it is only more discelmilat the critical region,
according to the temperature dependence of thedagaicity and of the thermal
expansion coefficients. The limited magneto-volueffect observed could be
attributed by the stiff interatomic potential usadhe simulations. The resulting

magneto-volume effect happens because the extelththanges the separation
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dependence of the interatomic potential, especddliyhe anharmonicity part, so
that the atomic volume in equilibrium is reducedtefatively, the magneto-
volume effect is attributed to the inhibited phofmaagnon interaction originated
from the field-induced magnon-magnon interactiogading to a decreased

equilibrium atomic volume.

In conclusion, the thesis studies the external m@gnfield effect of
ferromagnetic BCC iron lattices using SLD. It issebved that an external field
reinforces the magnetic ordering, and it is believbat the correlation in
longitudinal spin precession is crucial for a maquertinent modeling of
ferromagnetism. Besides, an external field inhibisgnon-magnon interactions
that result in an increased value of spin stiffn@sd uniform precession mode.
The inhibited magnon interactions would bring abitvét magneto-volume effect
by means of the weak effect of phonon-magnon iotenas around the critical
region, though changes in the transition tempegatan still be observed. The
cause of the magneto-volume effect should be thagd of distance dependence

of the interatomic potential due to an external nedig field.
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