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Abstract 

 

Small signal stability analysis (SSSA) is one of the most significant tools for 

evaluating the rotor angle stability issue of power system operation and control, 

especially in interconnected power networks. Due to the rapid increase of 

renewable energy sources, especially wind power, integration of these new kinds 

of generations result in new impacts on dynamic stability of power system; these 

effects need to be considered and estimated by SSSA more carefully. The 

mainstreaming devices adapted in wind farms are fixed-speed induction 

generator (FSIG) and double-fed induction generators (DFIG) based wind energy 

conversion systems (WECS), which have controllability by a bidirectional 

converter, thus providing flexible operation.  

This thesis is devoted to study the damping performance of power system 

impacted by WECS and also damping enhancements from WECS. As the 

mechanical torque oscillations from wind turbine model were not taken into 

account before, impacts from wind shear and tower shadow are focused upon and 

relevant estimations are made first. A damping enhancement with neural network 

and adaptive fuzzy control theory is proposed to improve the operational 

performance with such oscillations.  

By taking advantage of the controllable type WECS, a power oscillation 

damper (POD) has been implemented in the decoupled control system of DFIG. 
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Parameters of the POD are optimized by a widely used algorithm, which with 

shorter optimization time can provide higher quality solutions, i.e. the modified 

particle swarm optimizer (MPSO). Its performance has been evaluated by 

eigenvalues of electro-mechanical oscillation modes in the system from SSSA 

and also transient simulations for observing the power angle differences and 

electrical power torque of synchronous generators.  

However, wind power is acknowledged as a stochastic source. The power 

output of a wind farm is undispatchable and difficult to be completely and 

accurately predicted. An analytical method based probability theory for 

probabilistic SSSA is proposed in this thesis for accounting for the variation of 

wind farm power output when designing damping controllers for DFIG-based 

WECS. The coordination with other damping controllers in the system such as 

power system stabilizers (PSS) for synchronous generators also has been studied. 

Case study results confirm that damping control scheme by the proposed method 

can consistently enhance system stability with synchronous machines and 

DFIG-based WECSs, under a wide range of operating conditions of DFIG.  

Recently, with the fast development of plug-in electric vehicles (PEVs) and 

large rating chargers allocated in charging stations, the potential storage 

capability of battery based PEVs is planned to work in coordination with wind 

farms. The joint effects of these two new establishments on rotor angle stability 

are intended to be studied. Similar to wind power, PEV is also a kind of 

stochastic source. It is significant to consider stochastic effects of both on power 
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system stability. In this thesis, a simulative method with high efficiency, quasi 

Monte-Carlo (QMC) based probabilistic SSSA method is proposed to evaluate 

the damping impacts. Negative damping effect found in the system, from PEVs, 

is proven by both the study of different scenarios and individual analysis. 

Compared to commonly using simulative method Monte Carlo simulations 

(MCS), QMC can provide a more reliable result with a shorter computational 

time. 
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Chapter 1  Introduction 

 

1.1  Background 

Since the world-wide energy crisis in the 1970s, environmental pollution 

and energy shortages have become perennial problems for the modern civilized 

society. With the growing environmental awareness and the sense of crisis, 

governments are making efforts to develop their own energy policies, resulting in 

new opportunities in areas such as wind, solar, tidal and geothermal energy. 

These developments have been reshaping the electric power industry in a manner 

that is giving rise to new opportunities, as well as challenges, mainly in terms of 

the need for development of sustainable energy. Since the mid-1980s, application 

of wind energy conversion technology has attracted universal attention. With 

rapid development of modern science and technology, new types of wind 

turbines like aerodynamics, aerospace technology and high capacity power 

electronics, besides Wind Energy Conversion Systems (WECS) have 

considerably developed in the past three decades.  

According to official data, wind power capacity has grown at an average 

annual rate of 22% from 1990s onwards. From 1997 to 2002, worldwide installed 

capacity of wind power reached 32,039 GW of which 7,231 GW of new capacity 

was added in 2002 alone. At the end of 2011, worldwide nameplate capacity of 

wind-powered generators was 238 GW, representing a growth of 41 GW over the 
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preceding year. 

The majority of WECS are erected with an extended electricity grid such as 

substations and transmission lines, in order to be connected to the power grid. 

Wind power penetration in modern power systems has significantly increased. 

The behavior of power systems is largely determined by the behavior and 

interaction of the types of generators that are connected to it. When a large 

number of WECS are connected to a system and they replace a substantial 

fraction of the output of conventional synchronous generators, they start to affect 

various aspects of the system’s behavior.  

In WECS, generators are different from the conventional synchronous 

generator traditionally used in power plants. Other types of generators such as 

Squirrel Cage Induction Generator (SCIG), Doubly Fed Induction Generator 

(DFIG) and Direct Drive Synchronous Generator (DDSG) are grid coupled by a 

power electronics converter. For normal operation of an electric power system, it 

is essential that generation and load are balanced and the small signal stability of 

the system is assured. Therefore, much attention has been paid to WECS impact 

on power system’s small signal stability.  

The future technologies related to Hybrid Electric Vehicles (HEV) or 

Electric Vehicles (EV) constitutes the most feasible alternatives to reduce 

greenhouse gases emissions from automobiles. Plug-in Hybrid Electric Vehicles 

(PHEV) or Electric Vehicles (PEV) and Vehicle-to-grid (V2G) concepts are the 

recent inventions. Financial and environmental implications of advancements in 
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technologies for battery and hybrid-electric power and concerns related to energy 

security have resulted in increasing interest in these concepts. It is expected that 

by 2030, the penetration of PEVs will be 25%, which would represent a large 

additional load on power systems [Hadley, 2007]. According to the Electric 

Power Research Institute (EPRI), PEVs would be recharged during off-peak 

hours overnight. Total power generation needs to be increased by 60% to fulfill 

the extra load demand if 50% of all vehicles on the roads are replaced with EVs 

by 2050. With increase of penetration level of PEVs, demand management of 

power systems may not be so simple as to accommodate networks which do not 

have automatic controls and enough spare capacity. The related topic of V2G 

integration is worth further research. 

1.2  Literature Review 

1.2.1  Damping Performance Influenced by WECS 

Prof. Kundur [Kundur, 1994] efficiently applied Small Signal Stability 

Analysis (SSSA) to power system. This work is extended to study the impact of 

large-scale wind power generation on system oscillation [Slootweg, 2003]. The 

effect of wind power on oscillations is investigated by gradually replacing power 

generated by the synchronous generators by power from either constant or 

variable speed wind turbines, while observing the motion of eigenvalues through 

the complex plane. It is concluded that in most cases, an increase in frequency 

and damping of power system oscillations was observed. This observation is 
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caused by a relative reduction in size of synchronous generators which engage in 

power system oscillation. Further, it also shows that Constant Speed Wind 

Turbine (CSWT) damps oscillation more than Variable Speed Wind Turbine 

(VSWT) due to the damping effect of the SCIG utilization.  

Modal characteristics of oscillation modes of a two-area, four-machine 

power system, when a wind farm replaces one of the generators, have been 

analysed [Sanchez-Gasca, 2004]. The results of this investigation are in 

accordance with Slootweg’s results and show that the modal characteristics were 

not influenced by WECSs since the inherent characteristic of WECSs lead to the 

absence of speed and angle state variables associated with local mode and 

inter-area mode. 

Factors like grid configuration, load and wind power integration are also 

considered [Mendoça, 2005]. An automatic algorithm is used to search the space 

formed by such parameters and generate a representative set of possible 

operational conditions. The oscillation modes are then calculated for each 

operation point. Some of these points of operation are subjected to a deeper 

analysis and the movement of oscillation modes on the complex plane is 

revealed.  

SCIG for CSWT is investigated with infinite bus to illustrate its 

characteristics [Lopez, 2008]. Under the conditions of changes of wind and load 

demand, it shows no oscillation behavior and the CSWT system is stable.  

The impact of increase in output of WECS on the damping performance of 
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the New Zealand power system was assessed [Vowles, 2008]. A comparison is 

made between two scenarios: the original base case having no WECS and after 

replacing synchronous generators with an equivalent WECS. Then the sensitivity 

of the system damping performance to the type of WECS technologies, type of 

voltage control, variation in wind farm output and level of system loading is 

assessed.  

A large test system representing the Midwestern portion of the U.S. 

interconnection was used, converting the DFIG machines into equivalent 

conventional synchronous machines, to evaluate the sensitivity of eigenvalues 

with respect to inertia [Gautam, 2010]. The results indicated both detrimental and 

beneficial impacts of increased DFIG penetration for small signal stability related 

performance, which actually depends on the point of common coupling of DFIG 

into the network.  

1.2.2  Damping Performance Enhanced by WECS 

A novel control scheme for a DFIG was first proposed and has since been 

implemented to provide support in power system operation [Huges, 2005]. It 

shows that this controller provides a DFIG-based wind farm with operational and 

control compatibility with conventional power stations, the ability to contribute 

to voltage support and recovery following network faults, the ability to provide a 

Power System Stabilizer (PSS) capability that improves overall system damping, 

and the capability of contributing short-term frequency support following loss of 
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network generation. Later, they proposed a more standard PSS for a wind turbine 

employing a DFIG [Huges, 2006]. It is claimed that this PSS from DFIG can 

significantly make a contribution to system damping, i.e. a DFIG-based wind 

farm can make to enhance network damping. The performance capabilities are 

even superior to those provided by synchronous generator with Automatic 

Voltage Regulation (AVR) and PSS. Then when the DFIG-based wind farm is 

subjected to mechanical power variations due to tower shadow and wind 

turbulence, the relative capabilities of PSS based on stator power, rotor speed and 

network frequency as input signal, are investigated via simulation studies [Huges, 

2008].  

Power systems with high penetration of wind power usually require 

long-distance transmission to export wind power to the market. Inter-area 

oscillation is an issue in long-distance transmission. Extant research has 

concentrated on damping of the inter-area mode in interconnected power system. 

A variable speed windmill control system has been proposed to damp inter-area 

power system oscillations [Ledesma, 2007]. Frequency deviation signal has been 

implemented as PSS input and designed for a variable-speed wind power 

converter for damping oscillations [Gallardo, 2008]. A two-area system that 

suffers from poor inter-area oscillation damping along with a wind farm in the 

area that exports power is investigated. A control scheme is developed for the 

DFIG with Rotor Side Converter (RSC) to damp inter-area oscillations [Miao, 

2009].  
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The existing control system applied in DFIG is also considered to enhance 

system damping. It is stated that under certain penetration levels of wind power 

in the system (not necessarily large), for which the voltage control loop of DFIG 

will reduce damping. Then the modulation of active power generation of wind 

turbines is a powerful tool to introduce additional damping to inter-area 

oscillations through a simple wind PSS design [Tsourakis, 2009]. The general 

trend for increased oscillation damping is verified in the case of a large 

interconnected system encompassing Southeastern Europe for a projected high 

level of wind penetration in Greece. For the same system, it is also shown that 

low-damping voltage oscillations are possibly introduced by the voltage control 

mode of DFIG, which can be adequately damped by properly adjusting control 

parameters.  

Coordinated tuning of the original DFIG system controller and damping 

controller to enhance the damping of oscillatory modes is presented using 

bacterial foraging technique [Mishra, 2010]. The results of both eigenvalue 

analysis and the time-domain simulation studies are presented to elucidate the 

effectiveness of the tuned controllers in the DFIG system. Later, they focus on 

the impact of a damping controller on super-synchronous/sub-synchronous 

modes of operation for the DFIG-based WECS. It is observed that when the 

tuning of the controllers is done at any sub-synchronous speed, the system is 

stable for all modes of operations. However, as this study is based on Single 

Machine Infinite Bus (SMIB) DFIG system, conclusions cannot be extended to 
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multi-machine DFIG-based WECS system. Recently, the method of 

eigenstructure assignment has been proposed for the design of a controller for a 

WECS scenario in Northern Scotland [Kshatriya, 2010]. The designed controller 

serves the combined purpose of a conventional PSS and an active damping 

controller in order to contribute to both network and shaft damping.  

1.2.3  Damping Performance Influenced by EV Charging 

The usage of PEV has been recognized as a promising means not only to 

reduce emissions by automobiles but also to relieve operational problems caused 

by the intermittent characteristic of wind energy [Kempton, 2005]. In [Li, 2012], 

a hierarchical control algorithm which integrates PEV charging and wind energy 

scheduling is presented. This work has explored the controllable nature of PEV 

charging to accommodate the intermittent wind energy. Besides, the possibility of 

applications of PEVs to system frequency regulation and stability enhancement 

has been validated [Yang, 2012; Han, 2010 and 2011]. Due to various advantages 

of PEVs, its large-scale application is under consideration in America [Patten, 

2011] and Denmark [Larsen, 2008].  

Modeling of battery for PEV is a significant concern before making analysis. 

[Ceraolo, 2000; Barsali, 2002] have been presented about models of 

electrochemical batteries suitable for use in electrical engineering, especially for 

analysis of electric power systems with batteries. A genetic battery model using 

only state-of-charge as a state variable is chosen in order to accurately reproduce 
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the manufacturer’s curves for the four major types of battery chemistries: 

Lead-Acid, Lithium-Ion (Li-Ion), Nickel-Cadmium (NiCd) and 

Nickel-Metal-Hydride (Ni-MH) [Tremblay, 2007]. For Li-ion batteries, new 

equivalent-circuit model is found by the method of electrochemical impedance 

spectroscopy [Buller, 2005], but it is more suitable for power electronic 

applications. For Ni-MH battery, one basic equivalent-circuit model structure 

including hysteresis voltage is presented [Feng, 2008], which can be applied for 

the estimation of battery state-of-charge. Based on a remapped variant of the 

well-known Randle’s lead-acid model, [Gould, 2009] presented a novel adaptive 

battery model which allowed improved modeling capabilities and estimates 

parameter of dynamic circuit parameters accurately. For accounting all dynamic 

characteristics of the battery, from open-circuit voltage, current, temperature, 

cycle number and storage time-dependent capacity to transient response, a 

comprehensive electrical battery model is proposed [Chen & Rincon-Mora, 

2006].  

As PEVs will be an important part of future power systems, effects of EV 

charging on stability and control need full investigation. Prof. Islam analyzed the 

impact of dynamic PHEV loads in a SMIB system through SSSA and 

time-domain simulation [Islam, 2010]. Prof. Das modeled power demand of 

PHEVs as a constant power load (CPL) and showed the possibility of reducing 

damping and causing instability due to the increasing penetration of PEVs [Das, 

2008]. 
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1.3  Motivation of This Research Work  

1.3.1  Handling Stochastic Characteristic of Wind 

Wind power has its own peculiarities. Generation is variable, relatively 

non-dispatchable and less predictable than most other types of generation. Wind 

velocity is a stochastic phenomenon that is continuously changing in direction 

and speed. It is important to note that wind adds both variability and uncertainty 

to the net power balance of a power system, the power load flow thus operating 

conditions.  

The conventional methodology to assess SSSA is to study only the worst 

scenario or a few scenarios. However, the basic weakness of this deterministic 

analysis is that it cannot respond to, nor reflect, the stochastic nature of power 

system behavior introduced caused by wind power integration. With a high level 

of wind power penetration, a single power flow solution can no longer describe 

the possible system states in a representative way. To fulfill the requirement of 

small signal stability under different operating conditions, research works have 

attempted to account for the uncertainties. From the viewpoint of engineers and 

system planners, the assessment of this variability is necessary for planning of 

system stability enforcements such as PSSs tuning for conventional synchronous 

generators.  

Moreover, the operational modes of a DFIG-based WECS, including 

sub-synchronous, normal and super-synchronous, are determined by wind 
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velocity. It is necessary to study the efforts of damping controller under different 

modes and optimize it to achieve the best performance.  

1.3.2  Damping Control Coordinate with Other Controllers 

Besides PSSs for conventional power plants, Flexible AC Transmission 

Systems (FACTS) devices with Supplementary Damping Controller (SDC) are 

also applied to enhance system stability. Particularly in multi-machine system, 

when conventional power plants with PSSs are shut down and replaced by newly 

built wind farms, the remaining damping controllers may not provide sufficient 

damping for inter-area oscillations. PSS for DFIG-based WECS erected in wind 

farms may be one of the useful solutions.  

However, with application of DFIG equipped with PSS, every PSS may 

affect all electro-mechanical oscillation modes to some extent. Sequential 

addition of new stabilizers disturbs previously assigned eigenvalues and that may 

cause destabilization due to lack of coordination, especially in multi-machine 

systems. To improve overall system performance, the coordination between PSSs 

for different types of generators needs to be studied. Computational intelligence 

algorithm or linear/nonlinear programming may be appropriate for conducting 

this work.  

1.3.3  Stability Analysis Including EV Charging 

Integration of WECSs and PEVs result in new impacts on system stability 
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these need to be investigated carefully. DFIG affects the dynamic behavior of the 

systems [Gautam, 2009]. Besides, PEV chargers have rectifiers to provide 

regulated dc voltage supply at a fixed load. Since considering PEV as a constant 

impedance or constant power load may not be sufficient for analysis, it is clear 

that an urgent research on detailed PEV modeling for SSSA is needed. 

Wind is known as a stochastic source; power output of wind farm is thus 

undispatchable. On the other hand, usage of vehicles also shows stochastic 

characteristics due to the different driving times and distances [Qian, 2011] and, 

therefore, state-of-charge of the battery is a random factor when the PEV plugs 

into the grid. Under these randomized nodal injections, load flow and operational 

state vary from time to time, so a method is needed to account for their stochastic 

behavior in system analysis. 

Probabilistic methodologies are well suited to study stochastic problems and 

they have been successfully used in rotor angle stability studies. However, power 

output of a wind farm is a mixed random variable which is continuous between 

values of zero and the rated power, but discrete at values of zero and rated power. 

Analytical methods such as convolution calculation [Villanueva, 2011], point 

estimate method (PEM) [Su, 2005] and first-order second-moment method 

(FOSMM) [Chung, 2003] cannot be applied to this profound nonlinearity 

problem with different combinations of variables. Among the simulative methods, 

quasi-Monte Carlo (QMC) is proved to handle probabilistic problems with higher 

efficiency than Monte Carlo simulations (MCS) [Singhee, 2010]. Compared to 
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MCS, deterministic data are sampled by Sobol sequences in QMC, which is 

advanced over pseudorandom sequences in MCS. Based on the randomized 

model representing nodal power injections of PEVs and WECSs, and a new 

sampler formed by QMC with Sobol sequences, a novel probabilistic small 

signal stability analysis (PSSSA) method is proposed. 

1.4  Thesis Organization 

Chapter 1 provides the background of the small signal stability issues in 

power systems with wind power integration and EV charging. New 

methodologies proposed in this thesis are also introduced.  

Chapter 2 proposes an adaptive neuro-fuzzy controller for SVC, used in 

power networks integrated with WECS. Due to wind shear and tower shadow, a 

periodic pulse reduction in mechanical torque captured from wind energy results 

in WECS active power oscillations. The proposed method can address this 

oscillation problem.  

Chapter 3 presents a method to design a POD for DFIG-based WECS, 

operating with voltage control loop. Modified PSO is used to tune all parameters 

of damping controller to achieve the desired performance.  

Chapter 4 proposes a novel control design method for coordination and 

synthesis of damping controllers for conventional synchronous generators and 

DFIG-based WECS in multi-machine power systems to alleviate the impacts of 

stochastic WECS on stability performance. 
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Chapter 5 proposes a QMC-based PSSSA method to estimate the entire 

dynamic effects on power system from new establishments including PEVs 

charging stations and wind power generation. 

Chapter 6 presents overall conclusion of the work in this thesis and future 

research directions.  
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Chapter 2  Adaptive Neuro-Fuzzy 

Controller for SVC to Damp Out Wind 

Energy Conversion System Oscillation 

 

2.1  Introduction 

Previous studies [Slootweg, 2003; Sanchez-Gasca, 2004; Mendonca, 2005] 

have shown that grid integration of wind power generation does not bring much 

negative impact to power network. However, characteristics of three-blade wind 

turbines such as wind shear and tower shadow produce a cyclical pulse reduction 

in torque as each blade passes the support tower, called 3p oscillation [Thiringer, 

2001; Dolan, 2006]. For example, in the case of a normal synchronous speed 

induction generator, the 3p frequency can be calculated as: 

3∙2ωs/rp≈10.59rad/s=1.69Hz. In this case, 3 is the number of turbine blades, ωs 

is 2π50 in Europe, r is 1:44.5 and p is four. Current rotational speeds of three 

blade turbines induce the frequency of these pulses within a range close to the 

local area mode oscillation frequency of a power network, which induces power 

oscillation of synchronous generators [Cidras, 2002]. 

The influence of torque oscillation from three-blade WECSs have been 

investigated by [Larsson, 2002; Hughes, 2008; Fadaeinedjad, 2009], who 

concluded that wind shear and tower shadow affect the generated power and 

voltage, thus possible remedies should be found to maintain the performance. A 
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mathematical model of 3p oscillation induced by wind shear and tower shadow 

will be established, which is suitable for time-domain simulation. However, since 

the relationship with rotational speed of wind turbine blade is not constant, the 

oscillation frequency changes with time. For example, WECSs’ initial angles are 

different and the oscillation frequency varies between 3p and 3np, where n is the 

number of WECSs in wind farm. Also, DFIG-based WECSs are equipped with a 

Maximum Power Point Tracking (MPPT) controller to capture the maximum 

wind energy, which means the rotation speed varies according to stochastic wind 

speed. 

Generally SVC provides voltage support to wind farm, especially when the 

FSIG-based WECS is used, which absorb a large amount of reactive power from 

the system and then lead the low voltage problem at the point of common 

coupling. The artificial intelligence-based methods have been implemented to 

design adaptive supplementary damping controller. Especially theory about fuzzy 

logic shows good potential in enhancing the damping condition of system, when 

the controller is tuned by neural network. Previous studies show the adaptive 

control theory has been successfully used in power system dynamic control, such 

as PSS and FACTS. [You, 2003] applied adaptive neuro-fuzzy theory to design a 

novel PSS for a multi-machine system. [Mohagheghi, 2007] proposed a 

neuro-fuzzy external controller for STATCOM using in a 12-Bus system. This 

online tuning of controller parameters strategy was proven effective in providing 

damping control to power system. The design of present controller is based on 
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the linearized transfer function model at a particular operating point, it may not 

provide a satisfy performance over a wide range of operating conditions. As in 

this chapter, the controller is design for a local SVC and wind farm, due to the 

random nature of wind, oscillation content includes magnitude and frequency are 

vary. In consideration of previous problems, this chapter proposes an adaptive 

neural network theory to implement a damping controller for the wind farm’s 

SVC. Firstly, for simpler topology and the capability for faster learning (than 

feed-forward networks), Radial Basis Function (RBF) neural network has been 

applied to provide the predicted value of input signal and to help online tuning of 

controller parameters [Ramakrishna, 2007]. Then the Adaptive Neuro-Fuzzy 

Inference System (ANFIS) theory [Jang, 1993] is used to implement a controller 

which provides a damping signal in the SVC internal control system to damp the 

oscillations.  

2.2  Mathematical Models 

2.2.1  Concepts of Wind Shear and Tower Shadow 

Distribution of wind speed over the swept area of turbine blade is generally 

assumed to be constant. But actually wind velocity profiles closest to the ground 

level are different from those at the top of the blade travel, which alternately 

produce corresponding air flow and power effects on the turbines. Fig. 2.1 

illustrates variations caused by different heights; from lowest level to top of 

blade travel, there is a gap of about 4.4m/s when wind speed is about 14m/s at 
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the turbine hub height. Wind velocity usually rises with height and this type of 

variation is termed as wind shear [Heier, 1998]. 

In addition to the vertical speed gradient, tower shadow also causes 

fluctuations in torque and hence power during blade rotation. As demonstrated in 

Fig. 2.2, wind blows in front of the tower, it is redirected and then total power 

capture drops when the blades pass the tower. Therefore, the mechanical torque 

from wind turbine is presented as an oscillation behavior. This effect depends 

upon the number of blades, height of the turbine and positioning of the rotor, i.e. 

upwind or downwind of the tower [Heier, 1998]. 

  

The mechanical torque variation due to wind shear and tower shadow is 

illustrated in Fig. 2.3.  
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It can be found that the effort of tower shadow is more dominant than wind 

shear. The total effect reduces the mechanical torque by almost 0.12 p.u. at the 

worst situation. The most harmful situation is that tower shadow and wind shear 

influence on turbine torque can excite the turbine at a frequency close to power 

network natural oscillation. Mathematical model of wind shear and tower 

 

Fig. 2.3 Torque variation due to wind shear and tower shadow 
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Fig. 2.2 Tower shadow effects on wind turbines 
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shadow can be modified for time domain simulation; the equivalent wind speed 

is represented as follows: 
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2.2.2  Wind Turbine (Aerodynamic) Model 

By using models mentioned in 2.2.1, 3p oscillations can be taken into the 

conventional aerodynamic model of wind turbine. The mechanical torque capture 

from wind is generally expressed as: 

31
/ ( , ) /

2
M M T H TT P AC V                         (2.3) 

Therefore, the new normalized equivalent mechanical torque, combined 

with the effects of tower shadow and wind shear, is as follows: 
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                 (2.4) 

Eq. (2.1)-(2.4) could be used in the time-domain simulation. Then the total 

effect of all WECSs in the same wind farm must be considered. 

2.2.3  Synchronization of WECSs 

To a wind farm, synchronization of WECSs does not mean running at 

network synchronous speed ωs, which indicates that WECSs operate at exactly 
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the same rotor speed. Rather, when the torque oscillation is studied here, 

synchronization means blades of WECSs pass in front of the tower 

simultaneously (Fig. 2.4).  

 

Synchronization seems possible when the wind turbines are identical and 

operate under similar conditions. If these conditions are given and different wind 

turbines work at the same speed, then after a very short time, their blades will 

tend to pass in front of the towers at the same time. This phenomenon is already 

observable in complex simulations [Cidras, 2002]. Data analyses of turbines also 

show that the motion of the turbine blades is not strictly random and turbines do 

synchronize [McSwiggan, 2008]. Considering WECSs are operating 

continuously, except when the winds stop blowing, synchronization should be the 

main situation most of the operating time. 

Therefore, the 3p oscillation effect on the wind farm’s power output is 

amplified by the synchronization of the WECSs. This situation is most harmful 
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Fig. 2.4 Synchronization and non-synchronization phenomenon of WECSs 
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for power system operation since the frequency is close to natural frequency of 

the system. In this chapter, WECSs in the wind farm are assumed to be running 

under synchronization and the initial azimuthal angle of different WECSs’ blades 

is assumed to be the same in the simulation.  

2.3  Control System Design 

The structure of the proposed control system shown in Fig. 2.5 consists of 

two subsystems: identifier for the system and ANFIS controller. The system 

identifier is represented for a third-order ARMA model of the system and 

feedback the input at time step t+1 to tune the parameters of the ANFIS 

controller. 
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Fig. 2.5 The schematic diagram of control loop 
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2.3.1  Residue Method 

In this chapter, the parameters of lead/lag compensator, used for comparison 

with the proposed control system, are adjusted by the residue method [Pagola, 

1989; Yang, 1998]. An electrical network is a high-order nonlinear system. In 

order to obtain a linearized system for analysis, linearization has been applied 

when the model operates at the steady-state point. Thus, the linearized model of 

power network can be described by the following state equations: 
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                   (2.5) 

Fig. 2.5 shows the transfer function of the close-loop system, where: 

1( ) ( )G s C sI A B                            (2.6) 

is the open-loop system transfer function (for description of SVC internal 

controller please refer to [Kundur, 1994]) ; and 

1

2

1
( )

1 1

n

w

w

T sT s
H s K

T s T s

 
  
 


  

 
                      (2.7) 

is the transfer function of lead/lag compensation; parameters are decided by the 

residue method and modal sensitivities since the residue method can allow 

measurements of observability and controllability. Details of the design approach 

for adjusting K, T1, T2 and n can be found in [Pagola, 1989; Yang, 1998]. 

2.3.2  Identification 

The form of the identifier model is as follows: 

( 1) ( ) ( ) ( )y t t t e t                               (2.8) 
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where θ(t) = [a1 a2 a3 b1 b2 b3] is the parameter vector which can be updated by 

the network, ψ(t) = [y(t) y(t-1) y(t-2) u(t) u(t-1) u(t-2)]
T
 is the variable vector, y is 

the candidate input signal of different time steps, u is the output of the controller 

and e(t) is the error. A RBF network is applied for identification. As shown in Fig. 

2.6, the network consists of two layers: one hidden layer comprising radially 

symmetric basis functions and an output layer. The hidden layer nodes consist of 

a parameter vector called centers. Each node calculates the Euclidean distance 

between the center and the network input vector and then the result is passed 

through a Gaussian function. The overall input-output sequence of the RBF 

network is given by: 
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The Widrow-Hoff learning algorithm is used to update the centers and 

weights simultaneously during the training [Demuth, 1998]. The RBF hidden 

node is added at a time when the network’s mean square error satisfies the 
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Fig. 2.6 The structure of RBF neural network 
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minimum value. The following steps are repeated until error e(t) is minimized: 

Step a)  The input vector is fed in the network and then error is found after 

each period;  

Step b)  Add a new hidden node with center equal to that vector; 

Step c)  The linear weights are updated using Widrow-Hoff algorithm. 

RBF network is trained to represent the nonlinear model of the system, 

especially when WECSs operate under non-synchronization condition; fast 

tracking ability of RBF is needed for the higher frequency oscillation. 

2.3.3  ANFIS Control 

The fuzzy inference system having two inputs y1, y2 and one output u is 

considered. For a zero-order Sugeno fuzzy model, Fig. 2.7 illustrates the 

corresponding equivalent ANFIS architecture, where functions of nodes in the 

same layer are similar, as described below. 
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2( ) exp{ [( ) / ] }i i iw y y c m                         (2.10) 

In other words, outputs of this layer are the degree to which the given y 

satisfies either linguisitc label Ai or Bi. In layer 2 every node is a fixed node; label 

Π means multiple inputs and sends the product out. 

1 2( ) ( )i BiAiw y y                            (2.11) 

In layer 3 each node is a fixed node labeled N, to normalize firing strengths. 

The ith node calculates the proportion of the ith rule’s firing strength to the total 

of all rules’ firing strengths: 
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In layer 4 every node is an adaptive node with a function: 

i i iu w f                             (2.13) 

The output of the controller is the sum of output of every node in layer 4. 

Thus an adaptive network has been constructed, which acts as an adaptive 

controller. 

2.3.4  Training Algorithm 

In the proposed control system, parameters of the fuzzy controller, such as 

membership functions (ci, mi) and the consequent parameters (fi) are adjusted on 

the basis of the performance. The objective of renewing parameters inside the 

fuzzy inference system is to minimize a cost-to-go function: 

2 21
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Here parameters are adjusted by a gradient descent learning algorithm; each 
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of them is updated in the negative gradient direction of the objective function J(t), 

taking ci as example: 
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In Eq. (2.16),  ( 1) / ( )y t u t    can be obtained by the system identifier: 
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where i means ith membership function; j means ith membership function 

participates in jth fuzzy rule, and mi and fi, have similar rules and change the last 

term of Eq. (2.16) by the following: 
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The whole control system training steps are as follows: 

Step a)   Sample y(t) and u(t) with initial ANFIS controller;  

Step b)   Update parameter vector θ(t) of the identifier;  

Step c)   Obtain predicted value of y(t+1) by the identifier, tune the 

membership functions and the consequent parameters in the ANFIS controller 

through (2.15)-(2.18). 
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2.4  Simulation Result 

To validate the proposed damping controllers, a simulation study was 

performed on a two-area four-machine system [Kundur, 1994] with a wind farm, 

shown in Fig. 2.8.  

 

Each equivalent generator represents a group of strong couple, operating at 

similar condition generators. synchronous generators are provided with standard 

governor and excitation control. Both G2 and G4 were equipped with Prof 

Kundur’s Δω PSS and thus the original system is stable. Parameters of this 

system can be found in Appendix. G4 has an original capacity of 900MVA and is 

reduced to the rating of 360MVA, replaced by a wind farm; therefore, wind 

power penetration is about 10% of total power network capacity. The random 

nature of wind speed is represent by wind turbulence then its effect on the 

mechanical torque is taken into account in the simulations. The parameters of 

G1 G2 G3G4

1 2 34

5 6 78

9 11 12 1013

Wind Farm

14

15

Area1 Area2

Fig. 2.8 The diagram of modified two-area four-machine system 
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WECSs are given below. A SVC is employed for reactive power compensation to 

the wind farm, connected at Bus 8. In this way, effects of the 3p oscillation from 

wind farm on other generators and effectiveness of the proposed control system 

can be investigated. 

 

Time-domain simulations with MATLAB Simulink are performed on the 

test system. Fig. 2.9 illustrates the response of 4-machine in the system. Due to 

the wind farm torque oscillation, low frequency oscillations of local modes have 

been induced. It should be noted that when the simulation comes to about 80s, 

the power angle of G1 versus G4 turned to be 180 degree, the system became 

unstable (simulation stopped). The oscillations cannot be restrained by PSS 

installed; their influence on generators is not less than those without PSS, as 

Table 2.1 Parameters of wind farm 

Wind shear and tower shadow parameters: 

α 0.3 

R 20(m) 

H 40(m) 

a 0.85(m) 

x 2.9(m) 

Wind Energy Conversion System parameters: 

Nominal capacity 60 (MVA) 

Line-to-line voltage 575(V) 

Nominal system frequency 60(Hz) 

Stator resistance 0.004843(p.u.) 

Stator leakage inductance 0.1248(p.u.) 

Rotor resistance 0.004377(p.u.) 

Rotor leakage inductance 0.1791(p.u.) 

Magnetizing inductance 6.77(p.u.) 

Inertia constant 5.04 

Friction factor 0.01 

Number of poles 4 
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shown in Fig. 2.9. 

 

Then a supplementary control scheme is used to improve this phenomenon. 

Initially the input signal of damping controller is determined as active power of 

wind farm Pwf, which shows good controllability and observability from residue 

calculation. According to residue method, in order to enable the weak damping 

mode eigenvalue to be more negative, parameters of lead/lag compensation 

controller based on signal ΔPwf can be calculated as: 

2
10 1 0.5

( ) 0.2
1 10 1 0.0507

s s
H s

s s

 
 
 


  

 
                   (2.19) 

Fig. 2.10 illustrates the dynamic response of synchronous generators and 

wind farm under SVC combined with lead/lag compensation. From the plots, it 

 

Fig. 2.9 Influence of wind farm variation without damping controller 
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can be observed that additional control can keep the system operation stable.  

 

Then the effectiveness of adaptive neuro-fuzzy control can be explored. Fig. 

2.11 shows the speed deviation of synchronous generators under synchronous 

operation of WECSs. It demonstrates that the proposed controller can effectively 

decrease the speed deviation from wind farm output oscillation faster than 

lead/lag compensation. In Fig. 2.12, the injected reactive power from SVC and 

the controlled bus voltage are further confirm the performance of proposed 

method. 

 

Fig. 2.10 Influence of wind farm variation with lead-lag compensation 
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Fig. 2.12 Controlled bus voltage and reactive power of SVC 

 

Fig. 2.11 Influence of wind farm variation with proposed controller 
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2.5  Summary 

Wind shear and tower shadow cause torque oscillation of WECSs and then 

become active power oscillation of wind farm, which can induce low frequency 

oscillation modes of power system. The influence is extreme and becomes 

greater when WECSs in the wind farm operate at synchronization. Simulation 

results prove that without proper remedies the system becomes unstable.   

An adaptive neuro-fuzzy controller is proposed for damping control. Radial 

basis function neural network is used for representing a third-order ARMA 

system model, and predicting the next time step input for online parameter tuning. 

The adaptive neuro-fuzzy inference system based controller is proposed to 

stabilize the output power and the system. Simulation results show that the 

proposed controller can damp WECS oscillation more effectively, compared to 

conventional lead/lag compensation. 
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Chapter 3  Design of a Power 

Oscillation Damper for DFIG-based 

Wind Energy Conversion System Using 

Modified Particle Swarm Optimizer 

 

3.1  Introduction 

Nowadays, DFIG has been widely used in WECS due to efficient power 

generation form wind, besides, the low cost and flexible control. The use of 

DFIG improves the phenomenon of absorbing reactive power from power grid 

[Akhmatov, 2005] and achieves some network support such as providing voltage 

support and damping control. DFIG with PSS or POD is proven to contribute to 

system dynamic and transient stability. Robust control theory and intelligent 

algorithms can be applied to improve performance of PSS for DFIG.  

In PSS design, a parameter usually participates in more than one oscillation 

mode and, therefore it is difficult to define the specified gradient information for 

the parameters during the process of optimization. Genetic Algorithms (GA) 

have been widely used as optimization tools since they do not require gradient 

information of an objective function, only its value and hence they are easily 

implemented. GA has been applied in [Bomfim, 2000; Zhang, 2000] to 

simultaneously tune damping controllers in power systems. However, when 
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handling the highly epistatic objective functions, in which optimized parameters 

are strongly correlated, efficiency of GA deteriorates. Also GA cannot avoid the 

shortcoming of premature convergence which reduces its search ability. Unlike 

GA, Particle Swarm Optimization (PSO) [Eberhart, 1995; Kennedy, 1995] has 

reinforced global and local exploration abilities and has been found to be 

efficient when applied to complex optimization problems [Abido, 2002]. The 

nonlinear and noncontinuous optimization problems with continuous variables 

can be easily solved by PSO. It is considered robust to control parameters and 

computationally efficient. In a shorter calculation time, this technique generates 

high-quality solutions and has more stable convergence characteristics than other 

stochastic methods [Zhao, 2005]. Moreover, a Modified Particle Swarm 

Optimizer (MPSO) was proposed by [Shi, 1998], which has been widely applied 

and has been cited over 400 times. Therefore, in this chapter, the parameters of 

POD for DFIG are intended to be optimized by MPSO. 

3.2  Mathematical Model 

3.2.1  DFIG Model 

The variable speed constant frequency generator has a structure similar to 

the wound rotor induction generator. During operation, the rotor and stator 

currents are considered as outputs, instead of inputs. Both active and reactive 

power are assigned positive values if they are fed into the network. The transient 

model decoupled in the reference frame using direct (d) and quadrature (q) axis 
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representation in per unit can be obtained as in [Ekanayake, 2003; Almeida, 

2004]. In these equations, subscripts r and s stand for rotor and stator, 

respectively:  

s s qsds ds ds

qs s qs s qsds

v R i w

v R i w

 
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
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where v is the voltage, Rs and Rr are stator and rotor resistance, respectively, i is 

the current, ws is the stator electrical speed, wr is the generator rotor speed, and ψ 

is the flux linkage. Since stator transients are very fast, it is possible to neglect 

the last terms of (3.1a). When the q-axis is assumed to be 90° ahead of the d-axis 

for the generator at synchronous speed and the q-axis is chosen to align with the 

stator voltage vector, flux linkage can be defined as 

s mds ds dr

qs s qs m qr

L i L i

L i L i




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
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                       (3.2a) 
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where Ls and Lr represent the self-inductance of the stator and rotor windings, 

respectively, and Lm is the mutual inductance between stator and rotor windings. 

The transient voltage can be written by the terms of rotor flux linkage ψqr and ψdr. 

s m
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s m
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                        (3.3) 

where ed and eq are the direct and quadrature axis voltage behind the transient 
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reactance, respectively. Then, by substituting flux linkage formulas (3.2) and (3.3) 

into (3.1) to eliminate rotor currents (idr and iqr), the relationship between stator 

current and transient voltage can be obtained as: 

0

0

1
[ ( ) ] ( )

1
[ ( ) ] ( )

s qsds ds d

qs s qs qds
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       (3.4) 

where X is the open circuit reactance equal to wsLs, X is the transient reactance 

equal to ws(Ls-Lm
2
/Lr), and T0 is rotor open circuit time constant equal to Lr/Rr. 

Similar to synchronous generator, the swing equation is given by 

1
( )

2r m ew T T
H


                        (3.5) 

where 2H is the moment of inertia, Tm is the mechanical torque and Te is the 

electrical torque calculated as 

e q qs d dsT e i e i                         (3.6) 

Finally, the DFIG can be represented by the third-order dynamic model in 

(3.4)-(3.5). 

3.2.2  Wind Turbine Model 

The mechanical torque in the wind turbine is given by the following 

equation 

31
( , ) /

2
m

m w t
t

P
T AV C w

w                       (3.7) 

where Pm is the mechanical power, wt is the wind turbine rotor speed, ρ is air 

density, Vw is the wind velocity, A is the area swept by the blades, Cρ is power 
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coefficient of the wind turbine, which is a function of tip speed ratio λ and pitch 

angle of blades θ. The tip speed ratio is defined as 

t

w

w R

V
                           (3.8) 

where R is the length of the blade. It can be noted in (3.7) that the mechanical 

power captured from wind can reach the highest efficiency if Cρ is maximized. 

3.2.3  Control System 

A general schematic of the DFIG, bidirectional converter and controllers is 

illustrated in Fig. 3.1.  

 

The RSC (C1) controls injected rotor voltage so that electromagnetic torque 

of the DFIG can follow the reference speed. It can also provide voltage support 

and reactive power control. The GSC (C2) keeps the dc link voltage constant. 

C1

DC/ACAC/DC

C2

VDC

Controller 2 Controller 1

Pg + jQg

vs

is wr

va

vr

ia

ig

ir

 
Fig. 3.1 Basic configuration of DFIG-based WECS 
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Here, converter C1 is considered as a voltage source injected into the rotor; and 

converter C2 is modeled as a current source. To realize the rotor speed and 

terminal voltage, decouple control of converter C1 operates in a stator-flux d-q 

axis reference frame controlled by Controller 1 (Fig. 3.2). The control loops are 

with the PI controllers, where Kpx and Kix are proportional and integral gains, 

respectively. 

 

Rotor speed is controlled by the q component of injected voltage vqr. The 

reference turbine rotor speed is obtained by a MPPT controller, as illustrated in 

Fig. 3.2a. Many MPPT techniques have been developed and a look-up table 

based algorithm is commonly used. One commercially employed look-up table 

MPPT is Tip-Speed Ratio Control (TSRC) which typically requires 

kp1 + ki1/s kp2 + ki2/s

vw

Wind speed

Maximum power point 

tracking controller

iqr

iqref
vqrwref

wr

- -

 
(a) Speed control loop 

kp1 + ki1/s

|vs|

-
|vs|ref

1+sT3

1+sT4

1+sT1

1+sT2

sTw

1+sTw

K 

FilterGainLead/lag Compensation

ΔPe

kp2 + ki2/s

idr

idref
vdr

-

Limiter
  

(b) Voltage control loop 

 

Fig. 3.2 Speed and voltage control schemes for DFIG 
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measurements of wind speed Vw. By using a look-up table of optimal tip-speed 

ratio, which is pre-determined from experimental simulations, reference 

generator rotor speed wref can be obtained when Vw is measured by an 

anemometer. The rotor speed error (deviation between the desired and the actual 

value) passes through PI controllers to get the desired iqr and finally vqr.  

The terminal voltage control is as shown in Fig. 3.2b. Similar to speed 

control, terminal voltage error passes through PI controllers to get the desired idr 

and finally vdr. The voltage controller may get saturated due to its limited ability 

to regulate power factor of wind farm. One solution is provision for external 

power factor compensation such as a capacitor bank, to enhance power factor 

regulation capability. Also, On-Load Tap Changer (OLTC) can be used to 

improve the dynamic range of DFIG itself. OLTC of a local transformer can be 

coordinately used to ensure the DFIG rotor current is controlled within a defined 

operating range: when idr is negative and has been limited, the tap is up; when idr 

is positive and has been limited, the tap is down [Cartwright, 2004]. This can 

reduce the possibility of exceeding a control limit in the event of a change in 

system operating condition. 

3.2.4  Power Oscillation Damper 

The basic configuration of POD consists of three blocks: a signal washout 

block (filter), a gain block and a phase compensation block. The signal washout 

block serves as a high-pass filter. When time constant Tw is high enough, steady 
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changes of input signal do not modify the terminal voltage. The gain K 

determines the improvement of damping by the PSS and phase compensation 

block is used to achieve the desired phase compensation. Stabilizer output limits 

are also needed and set as ±0.2 p.u. to prevent the PSS from countering the 

normal action. Since WECSs are far from load areas in general, variations in 

their terminal voltages have only a slight effect on bus voltage of loads. 

Therefore, although terminal voltages of WECSs may deviate slightly from their 

reference values due to integration of PSS into the voltage control loop, their 

impacts on voltage of load buses are limited. This is analogous to the principle of 

PSS for synchronous generator. Therefore, in this work, the POD is integrated 

into the voltage control loop (Fig. 3.2b). In a typical POD, the parameters are as 

follows: 

 K: Gain of the compensation, typically K is in the range of 0.1 p.u. to 

100 p.u.; 

 Tw: time constant of wash-out filter, typically selected as 10s; 

 T1, T2: time constants of phase compensation, and T3=T1, T4=T2, 

typically they are in the ranges of 0.1s to 1s and 0.001s to 0.1s respectively. 

Stator electrical power has been widely used for PSS of synchronous 

generator so DFIG stator electrical power is employed as its input signal. 

Moreover, compared to other candidate signals such as slip or network frequency, 

it can avoid the impact of wind shear and tower shadow (as mentioned in Chapter 

2) and maintain regular performance [Huges, 2008]. Therefore, stator electrical 
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power is the most suitable input signal for POD of DFIG. 

3.3  Optimization Procedure 

This section explains the application of PSO to solve problems related to 

tuning of for POD parameters. This chapter describes tuning of gain K and time 

constants T1 (T3) and T2 (T4) of POD for DFIG in order to explore the best 

performance for the system damping control. 

3.3.1  Problem Formulation 

Small signal stability is generally understood as the ability of a power 

system to restore to original stable operation condition, after being subjected to 

disturbance that leads to a gradually increasing change of one or more of the state 

variables of the power system. In this chapter, small signal stability problems for 

DFIG-based WECS and its influence on the whole interconnected power system 

is investigated with SSSA [Kundur, 1994]. SSSA makes good use of linear 

techniques to find useful information about the inherent dynamic characteristic of 

WECS.  

Eigenvalues obtained by SSSA in complex forms must exist as a pair of 

conjugate eigenvalues, in the form of  

k k kj                           (3.9) 

where the suffix k denotes the kth mode and each pair belongs to a corresponding 

electromechanical oscillation mode. Moreover, it is known that the real part of 
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the complex conjugate denotes the damping effect in that oscillation mode, while 

the imaginary part gives oscillation frequency in that mode. Frequency and 

damping ratio ζ of each oscillation are given by: 

2
k

kf



                        (3.10) 
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To summarize, eigenvalues in complex forms are the major concern in 

SSSA. In this chapter, a tuned POD is applied in the DFIG-based WECS to 

improve damping ratios and real parts of eigenvalues related to 

electromechanical oscillatory modes so that the overall system stability can be 

enhanced. In other words, with the application of POD, real parts of complex 

eigenvalues should be shifted to be as negative as possible to improve damping 

ratios of damped oscillations. At the same time, no complex eigenvalues with 

positive real parts are allowed to survive in the system because all oscillation 

modes must be surely damped and none of them should be swinging in 

increasing amplitude with respect to time. 

The optimization problem is a composite set of two eigenvalue-based 

objective functions, comprising the desired real part and damping ratio of lightly 

damped and undamped electromechanical modes, as follows: 

ζk ≥ ζs: Acceptable damping ratio ζs, which ensures that the kth eigenvalue 

with damping ratio (ζk) has sufficient damping and considerable stability margin;  

αk ≤ αs: αk, the real part of the kth eigenvalue, should be placed in the 

region that lies on the left-side of a specified value, αs. 
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Therefore, the objective function can be represented as follows: 

  1 2

1 1

min
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l l
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where PF1 and PF2 stand for the penalty factors and l is the total number of 

electromechanical oscillation modes. 

3.3.2  Modified Particle Swarm Optimizer Algorithm 

PSO is a population-based optimization technique where the population 

comprises particles (solutions in this case). The system is initialized with a 

population of random solutions and each solution is assigned a randomized 

velocity, as follows: 

( ) ( )( ) ( )
1, 2,

( ) ( ) ( ) ( )
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[] [ , , ]

[] [ , , ]

n nn n
m m m m
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m t m t mk m

x K T T

v v v v




                    (3.13) 

where ( )[]n
mx  stands for the position of mth particle during nth iteration ( (0)[]mx  

stands for initial population). ( )[]n
mv  stands for velocity of the mth particle during 

nth iteration ( (0)[]mv  stands for initial velocity). The fitness of each position is 

defined as fit(). The objective function in (3.12) is used as the fitness function in 

PSO optimization with SSSA. Each particle keeps tracking its coordinates in 

hyperspace and its best value (i.e. the best fitness it has achieved so far) is called 

pbest. The global version of PSO keeps tracking the overall best value and its 

position, obtained by any particle(s) in the population, called gbest [Eberhart, 

1995; Kennedy, 1995]. Until the best solution is found or iterations are 

completed, the velocity and position of particles is adjusted by the following 
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formula: 

( 1) ( ) ( ) ( )
1 1
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Acceleration parameters c1 and c2 determine how far a particle will move 

during one iteration. randi() is a random number between 0 and 1. For different 

problems, the balance between local and global search ability is different. 

Considering this, an inertia weight or momentum was brought into Eq. (3.14a) by 

[Shi, 1998], as shown in Eq. (3.15):  

( 1) ( ) ( ) ( )
1 1

( ) ( )
2 2
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n n n n
m m m m

n n
m m

v v c rand pbestx x
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             (3.15) 

where w plays the role of balancing global and local search. It can be a positive 

constant or even a positive linear or nonlinear function of time. Then the 

objective function in (3.12) is used as the fitness functions in MPSO optimization 

with SSSA. 

3.3.3  Solution 

Tuning of parameters of POD may be done as follows (the flowchart is 

shown in Fig. 3.3):  

Step 1) Select the initial position (0)[]mx  and velocity (0)[]mv  for each 

particle. The initial position (0)[]mx  should be within a reasonable region for the 

SSSA as described in Section 3.2.4. Velocities (0)[]mv  are selected randomly. 

Step 2) The position of each particle ( )[]n
mx , i.e. all parameters of POD, is 
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fed into the SSSA to obtain the specified eigenvalue λk=αk+jβk, the real part for 

each oscillation mode and its damping ratio ξk. Fitness value from (3.12) 

determines the local best position ( )_ []n
mpbest x  and the global best 

( )_ []n
mgbest x  for each particle. The best position is defined as the best particle 

with the smallest fitness achieved so far. 

Step 3) Update the local best position ( )_ []n
mpbest x  and global best 

position ( )_ []n
mgbest x  at each iteration, as follows: 
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( 1) ( ) ( 1)
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






         (3.16) 

Global best position ( )_ n
mgbest x  is the local best position having the 

smallest fitness. Then the positions and velocities are updated by (3.15) and 

(3.14b), for all particles.  

Step 4) Repeat Steps 2) and 3) until total iterations are completed or the 

stability constraints are not violated. 

Stop optimization when total iteration is complete or global best position 

have zero fitness, and choose values at the global best position as the final values 

of parameters of POD. 
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3.4  Case Study 

[Kundur, 1994] proposed the system shown in Fig. 3.4, consisting of two 

similar areas connected together by two transmission lines. All synchronous 

generators are identical with a common rating of 900 MVA, using the standard 
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Fig. 3.3 Optimization procedure of POD parameters 
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third-order model. In Area 1, a DFIG-based WECS wind farm with rated 

capacity of 200MW is connected to the network while load of system is 

increased 200MW. The parameters of 2MW DFIG-based WECS can be found in 

Table 3.1. 

 

 

Table 3.1 Parameters of DFIG-based WECS 

Symbol Meaning Value 

R Blade length 75m 

- Blade number 3 

ρ Air density 1.225kg/m
3
 

H Inertia constant 3s 

r Gearbox ratio 1:89 

Rs Stator resistence 0.01p.u. 

Rr Rotor resistence 0.01p.u. 

Xm Magnetizing reactance 3p.u. 

Xs Stator reactance 0.1p.u. 

Xr Rotor reactance 0.08p.u. 

p Number of poles 4 

Kp Proportional gain 10 

Ki Integral gain 0.1 

K Gain of POD 0.8208p.u. 

T1 Time constant 0.5402s 

T2 Time constant 0.2328s 

 

G1
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G3

G4
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5
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Wind Farm
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Fig. 3.4 Two-area four-machine system 
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3.4.1  Small Signal Stability Analysis 

According to the objective function Eq. (3.12), the common acceptable 

damping ratio defined for optimization is 0.1 and the real part is -0.5. During the 

optimization, MPSO is implemented with MATLAB. The number of particles 

used in MPSO is 50 and a total of 50 iterations are executed. Values of 

parameters used in MPSO are: c1=1.2, c2=0.12 and w=0.9. There are three 

parameters to be optimized: gain K and time constants T1 (T3) and T2 (T4).  

The finalized parameters of POD are listed in Table 3.1. Table 3.2 

summarizes the system eigenvalues of inherent electromechanical oscillations. It 

shows three pairs of conjugate eigenvalues based on SSSA under the situation of 

DFIG-based WECS without installation of POD. Obviously, there is an inter-area 

mode oscillation with frequency around 0.57Hz in which generators in Area 1 

swing against those in Area 2. Moreover, two local modes appear in the system 

with frequency close to 1Hz in which generators swing against each other in the 

same area.  

 

It can be noticed that POD drives the system to a more steady state 

Table 3.2 Eigenvalues of electromechanical modes 

No Mode Eigenvalues f(Hz) Damping ratio (%) 

Without POD 

1 Inter-area -0.2013 ± 3.5654i 0.57 5.6 

2 Local (Area 1) -0.7492 ± 6.3684i 1.01 11.7 

3 Local (Area 2) -0.6315 ± 6.6736i 1.06 9.4 

With POD 

1 Inter-area -0.7673 ± 3.3590i 0.53 22.3 

2 Local (Area 1) -0.7384 ± 6.3676i 1.01 11.5 

3 Local (Area 2) -0.6372 ± 6.6697i 1.06 9.5 
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effectively by improving damping of inherent electromechanical oscillations, 

especially in terms of suppressing inter-area oscillation, and the damping ratio of 

inter-area mode is raised significantly from 5.6% to 22.3%, which is within 

acceptable levels. 

3.4.2  Transient Stability Analysis 

In order to obtain more information and to further investigate the 

performance of the tuned POD on improving system stability, transient stability 

simulation by software Power System Analysis Tool (PSAT) [Milano, 2005] is 

also used for evaluation. As the system illustrated in Fig. 3.4, at t=1s, a 100ms 

three-phase fault is applied at Bus 13. Fig. 3.5 demonstrates the relative power 

angle dynamics relationship between synchronous generators with Generator 1 as 

the reference. Obviously, the relative power angle oscillations in the system with 

the POD (see Fig. 3.5b) can settle down at a much faster rate than in the system 

without POD (see Fig. 3.5a).  
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Active power supply by all interconnected generations further validates the 

effectiveness of the proposed POD. It can be observed that with the 

implementation of POD, fluctuations in active power of the generation are less 

(Figs. 3.6a and 3.6b). To conclude, POD can guarantee more reliable and stable 

power supply in the power system.  

 
a) Without POD 

 

b) With POD 

Fig. 3.5 Transient response of generator power angle 
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To sum up, the above results prove that the tuned POD controller applied in 

the DFIG-based WECS performs effectively to damp undesirable oscillations in 

post-fault period. As the oscillations are well-damped, transient stability of the 

system can be ensured. 

 
(a) Without POD 

 
(b) With POD 

Fig. 3.6. Transient response of generator active power 
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3.5  Summary 

Based on the eigenvalue analysis and transient stability results, it can be 

said that the application of MPSO to optimize parameters of the POD is highly 

efficient and the tuned POD used in the DFIG-based WECS is an effective 

measure to ensure dynamic performance of the interconnected system.  

With the increasing penetration of DFIG-based wind farms into the power 

network, controllable DFIG-based WECS is necessary for enhancing stability.  
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Chapter 4  Coordinated Damping 

Control Design for DFIG-Based Wind 

Generation Considering Power Output 

Variation 

 

4.1  Introduction 

Wind energy is a kind of stochastic energy, implying that the output of wind 

farm varies in a certain range due to unstable wind characteristic. Therefore, the 

operating point of the power system changes from time to time because of 

integration of wind power. Deterministic SSSA cannot provide adequate security 

information and so it is necessary to consider the impact of variation of wind 

farm output in SSSA. The probabilistic theory has been successfully applied to 

select parameters of PSS, considering a large range of operating conditions 

[Chung, 2002 & 2003]. Through representing nodal voltage and nodal injection 

by normal distribution, comprising their expectations and covariance values, 

probabilistic SSSA can obtain the range of variation of system eigenvalues. 

Power output of wind farm is a mixed random variable, which is continuous 

between values of zero and the rated power, but discrete at values of zero and 

rated power. Therefore, probabilistic SSSA has been further extended in this 

chapter for handling this kind of distributed variables.  



55 
 

With application of DFIG equipped with PSS, every PSS may affect all 

electro-mechanical oscillation modes to some extent. Sequential addition of new 

stabilizers disturbs previously assigned eigenvalues and that may cause 

destabilization due to lack of coordination, especially in multi-machine systems. 

Therefore, in this chapter, PSSs for DFIG and conventional synchronous 

generator are coordinated by MPSO introduced in Chapter 3 which later has been 

standardized and termed as PSO, while wind farm power output variation is 

considered by means of probabilistic SSSA. 

4.2  Probabilistic Small Signal Stability Analysis 

Incorporating with Uncertain Wind Generation 

Consideration of a wide range of operating points becomes necessary in 

SSSA due to wind power integration. This section proposes a probabilistic SSSA 

incorporating uncertain wind generation. 

4.2.1  Weibull Distribution for Wind Speed 

Generally Weibull distribution is used to describe wind speed probability 

distribution by two components, shape parameter and scale parameter [Jain, 

2011]. Therefore, the PDF and Cumulative Distribution Function (CDF) of wind 

speed can be obtained by (4.1) and (4.2), as follows: 

1

( ) , 0

K
wVK

Cw
w w

VK
f V e V

C C

 
 
 
 

  
 
 

                 (4.1) 
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

                  (4.2) 

where constants K and C are shape and scale parameters of Weibull distribution, 

respectively. 

4.2.2  Power Curve of WECS 

The power curve model p=g(Vw) needs to be determined to realize the 

conversion from PDF of Vw to PDF of power output p. Firstly, the candidate 

models should fit the real statistical data provided by WECS manufacturers as 

well as possible, and secondly, during the change of PDF variable from Vw to p, 

both inverse function Vw=g
-1

(p) and derivative equation g(Vw) are needed. Then, 

PDF of p can be obtained by: 

1
' 1

1
( ) ( ( ))

( ( ))
f p f g p

g g p




                   (4.3) 

In this study, power curve of WECS is modeled with seven widely used 

mathematical models. In Table 4.1, prated is the rated power, Vci denotes cut-in 

speed, Vrs is rated speed, Vco denotes cut-off speed and ai are regression constants 

identified by curve fit tools. Measurements of goodness of fit from M1 to M7 in 

the range of Vci to Vrs are illustrated in Fig. 4.1. Polynomials of M6 and M7 have 

better goodness of fit, but they cannot provide inverse function to realize the PDF 

conversion and thus they are not considered to model the power curve. Also, M2 

and M5 are eliminated due to the mathematical difficulties in PDF conversion. 

Between M1, M3 and M4, M1 is the most suitable equation, as the power curve 
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model.  

 

 

 
Fig. 4.1 Comparison of real and model power curves 

Table 4.1 Comparison of power curve models 

No. Equations PDF conversion 
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Therefore, the relationship between wind velocity and active output of a 

WECS can be represented by the following equations: 

0, 0 ,

,

,

w w coci

w ci
w rscirated

rs ci

rs w corated

V V V V

V V
p p V V V

V V

p V V V
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

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   

  




  


   



 

（ ）

（ ）

（ ）

               (4.4) 

All parameters are related to specified features of a WECS, which vary with 

the manufacturer and the turbine type. 

4.2.3  Probabilistic Model for WECS 

An aggregated model of a wind farm is preferred when investigating 

short-term dynamic stability because this simplification can reduce the 

complexity and time of computation, and it has already included adequate details 

to represent the dynamics of WECSs [Wang, 2011; Gautam, 2011]. Hence, this 

section also models the dynamics of a wind farm by a single machine equivalent, 

i.e. all WECSs operate identically and have the same initial operational state. 

Besides, a uniform wind speed distribution in the wind farm, i.e. WECSs are 

receiving similar incoming winds, which is a commonly used assumption for 

power system studies [Banzo, 2011; Karki, 2010], is also adopted here. For 

example, a typical 2MW WECS with the following parameters is considered: 

shape parameter K=2; scale parameter C=20; Vci=4m/s; Vco=25m/s; and 

Vrs=16m/s. If the wind speed distribution and characteristics of WECS (i.e. 

power curve) are known, power output distribution of WECS can be obtained by 
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Monte-Carlo Simulation (MCS). Then the total power output of a wind farm can 

be considered as the power output of a WECS, multiplied by the number of 

WECSs in the wind farm. Fig. 4.2 illustrates the actual distribution of output of a 

wind farm comprising 100×2MW-WECSs, derived by carrying out MCS 10,000 

times.  

 

The distribution can be split into three parts, as follows. 

1) Generated power at zero 

The probability of the power output being zero is the sum of the probability 

of wind speed being lower than Vci and higher than Vco. Values of these 

probabilities are shown as follows: 

( / )( ) 1
K

ciV C
w ciP V V e                   (4.5a) 

( / )( )
K

coV C
co wP V V e                    (4.5b) 

2) Generated power at prated 

 
Fig. 4.2 Distribution of wind farm power output 
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The probability of the power output being equal to prated is the probability of 

wind speed being between Vrs and Vco: 

( / ) ( / )( )
K K

rs coV C V C
rs w coP V V V e e              (4.6) 

3) Generated power between zero and prated 

The probability of the power output being between zero and prated is the 

probability of wind speed being between Vci and Vrs: 

( / ) ( / )( )
K K

rsciV C V C
w rsciP V V V e e                (4.7) 

In this case, estimation of generated power distribution is approximated and 

considered as normal distribution represented by expectation μ and variance σ
2
, 

as follows: 

( )p f p dp
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where f(p) is the PDF converted from f(Vw) by (3.3), described as: 
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           (4.8d) 

4.2.4  Probabilistic SSSA 

All nodal voltages (V), nodal injections (S) and eigenvalues (λ) are regarded 

as random variables. The objective is to determine expectationλ and covariance 

values Cλ of system eigenvalues. Since the subset of S (expectationS and 

variance matrix CS) corresponding to synchronous generators and wind farms is 

known, it can be used to solve probabilistic power flow instead of conventional 
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power flow to obtain voltage expectationV and covariance matrix CV. When 

calculating the power flow, wind power generators are considered as PV nodes 

[Padron, 2010]. The probabilistic SSSA procedure is described in detail herein 

below. 

Step 1) Based on an initial set ofV values, mismatches between the 

specifiedS0 . (this vector includes nodal injections of synchronous generators 

and wind farms; values for wind farms should be 0, prated,  μ for zero power 

output, rated power output and output between zero and rated value, respectively) 

and calculated values ofS atV are called S


 , the same as in conventional load 

flow.  

Step 2) Equation (4.9a) is used to compute a correction V


  and (4.9b) is 

used to compute a voltage covariance matrix. 

1
VV J S


                            (4.9a) 

_________ ________
1 1 1 1( ) ( )T T T T

V V V V VSC V V J S S J J C J                  (4.9b) 

where JV is the conventional jacobian matrix calculated atV. Cs includes values 

of 0, 0, σ
2
 for zero power output, rated power output and output between zero and 

rated value, respectively. These values are returned to conventional load flow and 

the probabilistic power flow is thus iterated until convergence.  

Step 3) It is now possible to calculate expectation valuesλk and covariance 

matrix Cλ of the eigenvalues. If matrix A is the coefficient matrix of the 

linearized system’s dynamics equations, its expectation valueA can be written as  
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And                    T
VC J C J                        (4.11) 

whereA0 is determined atV and Jλ is the first order derivative matrix ik V   

of eigenvalue λ, with respect to voltages, computed atV.  

Step 4) The expectation of a specified eigenvalue k k kj     can be 

obtained from conventional calculation of A and variance from diagonal values 

of matrix Cλ. In practical calculations, variation of the imaginary part of 

eigenvalues is sufficiently small to be neglected, so Cλ will be the covariance 

matrix of the real part Cα. Then the expectation of damping ratio of λk can be 

obtained by 2 2/k k k k       and its variance by 
64( , ) / ( , )k kC k k C k k    . 

According to the previous descriptions, PDF and CDF of system 

eigenvalues can be obtained by applying SSSAs to three parts of the probabilistic 

model for WECS in (4.6)-(4.8), respectively, and then combining them together. 

When there are N wind farms in a system, the calculation should be done 3
N 

times; compared to MCS, computational cost of the optimization process will be 

reduced. 

4.3  PSS Parameters Optimization by PSO 

This section describes the problem formulation and the solution method for 

PSS coordinated tuning. 
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4.3.1  Problem Formulation 

The coordination problem is concocted into an optimization problem of a 

composite set of two eigenvalue-based objective functions, comprising the 

desired real part and damping ratio of lightly damped and undamped 

electromechanical modes, as follows: 

P(ξk ≤ ξs): The percentage of unacceptable damping ratio ξs, which 

represents that the kth eigenvalue with damping ratio (ξk) has not sufficient 

damping and considerable stability margin.  

P(k ≥ s): The percentage of unsatisfied k , the real part of the kth 

eigenvalue, should not be placed in the region that lies on the right-side of a 

specified value, s. 

For probabilistic SSSA, the objective function includes CDF of stability 

constraints, represented as: 

1 2
1 1

min ( ( )
l l

s sk k
k k

J PF P PF P   
 

      ）         (4.12) 

The gain and lead-lag time constants of PSS to be coordinated (Fig. 3.2b) 

are limited by their following physical constraints:  
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                  (4.13) 

where i=1,2,3,…,npss; and npss is the total number of PSSs. Ki is in the range of 

0.1 p.u. to 100 p.u., so as to increase the damping of electromechanical modes 

while avoiding making exciter mode unstable; T1i is 0.1s to 1s and T2i is 0.001s 
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to 0.1s as suggested [Sauer, 1998]. 

4.3.2  Solution 

The optimization is still executed by PSO algorithm as described in detail in 

Section 3.3.2. Objective functions in (3.12) and (4.12) are used as the fitness 

functions in PSO optimizations with deterministic and probabilistic SSSA, 

respectively.  

The optimization procedure is similar to Section 3.3.3. Instead, in step 2), 

all parameters of PSSs, is fed into the deterministic or probabilistic SSSA. Then 

it is possible to obtain the specified eigenvalue λk=αk+jβk or CDF F(α) of the real 

part for each oscillation mode, and its damping ratio ξk or CDF F(ξ). Fitness 

value from (3.12) or (4.12) determines the local best position ( )_ []n
mpbest x  and 

the global best ( )_ []n
mgbest x  for each particle. 

4.4  Case Study 

New England Ten-Generator 39-Bus system is used to validate the 

effectiveness of the proposed method. This is a widely used test system [Padiyar, 

1996]. As shown in Fig. 4.3, three wind farms with aggregate rated capacity of 

200MW are connected at Buses 34, 36 and 37, respectively. synchronous 

generators, except for the equivalent external generator G2 connected at Bus 2, 

are installed with PSS. 
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4.4.1  Operational Conditions 

In order to evaluate the performance of these damping controllers, 

deterministic SSSA is conducted under different operating conditions of WECS. 

A DFIG-based WECS can transmit power to the network through both the 

generator stator and the rotor, with a bidirectional converter, which has a rating 

typically around 25% of the WECS’s rated capacity, simply called the rotor 

circuit here. Active power of the stator is always supplied to the power grid, 

independent of wind speed. However, the rotor circuit is able to operate with 

power flow in both directions (i.e. power absorbing from or injecting into grid), 

which depends on the variation of wind speed. 

3

2

1

 
Fig. 4.3 New England ten-generator 39 bus system 
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1) Sub-synchronous mode: 

In light winds, the wind turbine rotor is slow-rotating and slip is positive in 

sub-synchronous operation; active power is absorbed by the rotor circuit from the 

power grid. Here wind speed Vw=5m/s is considered.  

2) Normal mode: 

Active power of the stator is always supplied to the power grid and the rotor 

circuit does not exchange power with the grid through the converter. Wind speed 

is assumed to be Vw=8m/s. 

3) Super-synchronous mode: 

In strong winds, the rotor rotates faster than the synchronous speed and slip 

is negative in super-synchronous operation of the rotor. Active power is then 

supplied from the rotor circuit to the power grid and the power output is 

increased. The wind speed is assumed to be Vw=12m/s. 

4.4.2  Control Design 

Initially, gains and time constant parameters of PSSs for synchronous 

generator and WECS (Table 4.2) are determined by the residue method [Pagola, 

1989] at normal operation, without coordination. The related eigenvalues are 

chosen in results of probabilistic SSSA according to frequencies within the 

typical range of 0.1 to 2.0Hz. To further classify the oscillatory modes obtained, 

participation factor analysis has been applied to identify dominating states, 

including deviations of rotor speed and power angle of machines affecting a 



67 
 

given mode or eigenvalue. This system has 9 modes with frequencies ranging 

from around 0.6Hz to 1.2Hz; eigenvalues associated with different WECS 

operating conditions are listed in Table 4.3. In this thesis, ξs and s are chosen to 

be 0.1 and -0.5, respectively. It is clear that three of these modes do not satisfy 

these criteria (Modes 3, 4 and 7 are highlighted with boxes), especially when 

wind power penetration is increasing, i.e. changing from sub-synchronous mode 

to super-synchronous mode. Therefore, the scenario of wind farm at maximum 

output is chosen as the worst situation for optimization. 

During the optimization, the PSO algorithm is implemented with MATLAB. 

The number of particles used in PSO is 50 and a total of 50 iterations are 

executed. Values of parameters used in PSO are: c1=1.2, c2=0.12 and w=0.9. 

There are 60 parameters to be optimized, the time constant Tw is set to be 10s. 

Firstly, in the condition of maximum output, the deterministic SSSA is applied 

for optimization and the objective function is Eq. (3.12). Then the method 

proposed with Eq. (4.12) is used to conduct optimization again. The final values 

of optimized parameters of damping controllers are listed in Table 4.2. 
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Table 4.2 Parameters of PSS in ten-generator 39-bus system 

PSSs without coordination 

 K T1 T2 T3 T4 

G1 35 0.3469 0.0557 0.3469 0.0557 

G3 4 0.3442 0.0731 0.3442 0.0731 

G4 22 0.3104 0.0667 0.3104 0.0667 

G5 20.5 0.2934 0.0456 0.2934 0.0456 

G6 5 0.3833 0.0422 0.3833 0.0422 

G7 25 0.2866 0.0506 0.2866 0.0506 

G8 27 0.3083 0.0484 0.3083 0.0484 

G9 5.5 0.3277 0.0841 0.3277 0.0841 

G10 19.5 0.3124 0.0871 0.3124 0.0871 

WECS 1 20 0.5187 0.0391 0.5187 0.0391 

WECS 2 20 0.4007 0.0568 0.4007 0.0568 

WECS 3 20 0.4020 0.1989 0.4020 0.1989 

PSSs coordinated at maximum output 

 K T1 T2 T3 T4 

G1 16.1 0.4661 0.0681 0.4661 0.0681 

G3 51.3 0.9744 0.0518 0.9744 0.0518 

G4 5.2 0.6243 0.0654 0.6243 0.0654 

G5 24 0.8587 0.0714 0.8587 0.0714 

G6 33.4 0.4999 0.0703 0.4999 0.0703 

G7 13.3 0.3765 0.0669 0.3765 0.0669 

G8 18.8 0.8840 0.0692 0.8840 0.0692 

G9 10.3 0.4454 0.0935 0.4454 0.0935 

G10 34.5 0.1686 0.0019 0.1686 0.0019 

WECS 1 37.2 0.5418 0.0276 0.5418 0.0276 

WECS 2 35.3 0.1286 0.0342 0.1286 0.0342 

WECS 3 31.7 0.1607 0.0535 0.1607 0.0535 

PSSs coordinated by proposed method 

 K T1 T2 T3 T4 

G1 21.6 0.7885 0.0683 0.7885 0.0683 

G3 25.4 0.2609 0.0176 0.2609 0.0176 

G4 27.6 0.4214 0.0643 0.4214 0.0643 

G5 9.2 0.3614 0.0732 0.3614 0.0732 

G6 41.4 0.3287 0.0914 0.3287 0.0914 

G7 23.6 0.3139 0.0553 0.3139 0.0553 

G8 34.3 0.3612 0.0347 0.3612 0.0347 

G9 17.7 0.3438 0.0855 0.3438 0.0855 

G10 23.3 0.5067 0.0231 0.5067 0.0231 

WECS 1 29.5 0.4329 0.0551 0.4329 0.0551 

WECS 2 10.4 0.6192 0.0462 0.6192 0.0462 

WECS 3 33.8 0.2057 0.0427 0.2057 0.0427 
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4.4.3  Small Signal Stability Analysis 

First accuracy of the proposed Probabilistic SSSA is tested. Results obtained 

by the proposed method are compared with MCS (10,000 times), as shown in Fig. 

4.4, the real parts of three poor damping modes 3, 4 and 7 under PSSs without 

coordination. Effectiveness of the proposed method in handling variation of wind 

power is clearly confirmed. 

Table 4.3 Eigenvalues of electromechanical modes 

 
Sub-synchronous 

mode 
Normal mode 

Super-synchronous 

mode 

PSSs without 

coordination 

-1.7083 ± 8.3401i 

-1.4532 ± 7.9104i 

-0.4149 ± 6.9432i 

-0.4751 ± 6.5406i 

-0.7709 ± 6.5985i 

-1.4578 ± 6.5795i 

-0.9888 ± 5.0515i 

-1.8415 ± 3.9942i 

-0.8624 ± 3.4328i 

-1.7797 ± 8.1490i 

-1.4623 ± 7.9279i 

-0.4023 ± 6.9266i 

-0.4949 ± 6.5562i 

-0.7118 ± 6.5210i 

-1.4805 ± 6.4887i 

-0.8402 ± 5.0829i 

-1.8873 ± 4.0017i 

-0.9445 ± 3.5550i 

-1.6944 ± 7.8205i 

-1.4071 ± 8.0388i 

-0.3839 ± 6.9296i 

-0.2904 ± 6.6139i 

-0.7219 ± 6.4788i 

-1.5515 ± 6.4561i 

-0.3407 ± 4.8044i 

-1.9133 ± 4.0255i 

-0.9360 ± 3.8753i 

PSSs 

coordinated 

at maximum 

output 

-1.3039 ± 6.4188i 

-0.8592 ± 6.0804i 

-2.2110 ± 5.6696i 

-1.2551 ± 4.4878i 

-0.6303 ± 4.3324i 

-1.6819 ± 4.1474i 

-1.7239 ± 3.9333i 

-0.1265 ± 3.2409i 

-0.8347 ± 2.6559i 

-1.3239 ± 6.4286i 

-0.8864 ± 6.0739i 

-2.2083 ± 5.6630i 

-1.2819 ± 4.4644i 

-0.6309 ± 4.3539i 

-1.8298 ± 4.3135i 

-1.7279 ± 3.9420i 

-0.3621 ± 3.6065i 

-0.8337 ± 2.5963i 

-1.3239 ± 6.4906i 

-0.9120 ± 6.0939i 

-2.2035 ± 5.6430i 

-1.2361 ± 4.4464i 

-0.6339 ± 4.3825i 

-1.9414 ± 4.5218i 

-1.7171 ± 3.9487i 

-0.5135 ± 3.4445i 

-0.7938 ± 2.5780i 

PSSs 

coordinated 

by proposed 

method 

-0.8957 ± 8.4534i 

-1.3013 ± 7.3279i 

-2.0108 ± 6.5203i 

-0.8148 ± 6.5195i 

-0.9697 ± 4.8431i 

-1.4259 ± 4.0813i 

-1.6263 ± 3.9721i 

-0.7258 ± 3.8152i 

-0.6504 ± 2.9486i 

-0.9897 ± 8.3607i 

-1.3502 ± 7.1023i 

-2.0477 ± 6.8036i 

-0.9525 ± 6.4533i 

-1.0646 ± 4.8375i 

-1.5789 ± 4.0337i 

-1.3906 ± 4.0361i 

-0.8821 ± 3.7840i 

-0.6461 ± 2.8856i 

-1.0004 ± 8.3554i 

-1.3383 ± 7.0299i 

-1.9883 ± 7.0485i 

-1.0158 ± 6.4472i 

-1.1152 ± 4.8295i 

-1.5604 ± 4.1233i 

-1.3521 ± 4.0426i 

-0.9385 ± 3.7327i 

-0.6069 ± 2.8598i 
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Performance under different WECS operating modes is investigated. It can 

be seen from Table 4.3 that one of the system eigenvalues still lies outside the 

predefined area (i.e. Mode 8, highlighted with box), when WECS operates in 

normal or sub-synchronous mode. Also, system eigenvalues distribution results 

provided by MCS, as shown in Fig. 4.5, confirm that the optimization process at 

one operating condition cannot shift all eigenvalues to the specified region. On 

the contrary, both system eigenvalues listed in Table 4.3 and results from MCS 

confirm that the proposed approach is able to shift all eigenvalues to the 

predefined area. 
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a. Mode 3 

 
b. Mode 4 

 
c. Mode 7 

Fig. 4.4 PDF of real part of eigenvalues 
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a. PSSs without coordination 

 

b. PSSs coordinated at maximum output 

 

c. PSSs coordinated by proposed method 

Fig. 4.5 Eigenvalues distribution under different cases by Monte-Carlo simulation 
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4.4.4  Transient Stability Simulation 

To evaluate the effectiveness of coordinated damping controllers, system 

transient responses are also considered. Time-domain simulations are carried out 

by software package PSAT. For time-domain simulations, at t=1s, a 100ms 

three-phase fault close to Bus 13 is applied at the transmission line between Bus 

12 and Bus 13. The fault is cleared by tripping of the faulted line 12-13. The 

performance of the proposed PSSs is compared to that of the original under 

sub-synchronous operation of WECS. The power angles compared to G2 under 

different cases are shown in Fig. 4.6. Transient stability simulation confirms that 

the system with the proposed coordinated PSS reaches steady state in the shortest 

time. 
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a. PSSs without coordination 

 
b. PSSs coordinated at maximum output 

 
c. PSSs coordinated by proposed method 

Fig. 4.6 Transient response of generators (WECS operates under sub-synchronous mode) 
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Besides, transient responses of WECS operating in sub-synchronous with or 

without proposed PSS are compared in Fig. 4.7. As shown in Fig. 4.7a, while 

active power output drops in both conditions, extra reactive power supply can be 

obtained from WECS to prevent voltage collapse after the fault (Fig. 4.7b). Fig. 

4.7c indicates that PSS adds an additional terminal voltage reference signal in 

voltage control loop, controlling the d-axis rotor current (Fig. 4.7d). WECS has 

current limiters and their limits are selected depending on the capacity of 

generators and rating of converter. As shown in Figs. 4.7e and 4.7f, excessive 

variations of q-axis rotor and stator currents do not occur and then avoid 

activating the current limiters. The PSS implementation leads to a damping 

torque which results in slightly increased variation of electrical torque while it is 

providing damping to the system (Fig. 4.7g). It can be observed from Fig. 4.7h 

that additional signal will not lead to WECS causing extra loading, i.e. power 

exchange to the converter rating. After oscillations, WECS can recover to the 

pre-fault operating state. 
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4.5  Summary 

The proposed method, based on the probabilistic theory, for coordinating the 

PSS for DFIG and synchronous generators, has been presented in this chapter. 

Due to the stochastic characteristic of wind farm output, the system operates 

under varying conditions. Eigenvalue distribution (PDF or CDF) can be obtained 

by extended probabilistic SSSA, while considering this stochastic characteristic. 

Then considering the real part and damping ratio of some lightly-damped 

 
 

Fig. 4.7 Transient response of WECS 
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oscillation modes, the objective function and the optimization problem can be 

established. PSO is used to search the best combination of PSS parameters; 

computational results and time-domain simulations have proven the efficiency of 

the proposed method. 

This chapter demonstrates that the proposed damping control scheme can 

consistently enhance network damping with synchronous machines and 

DFIG-based wind power generation over a range of operating conditions, 

including sub-synchronous and super-synchronous operating states, depending 

upon whether the wind farm has encountered light or adequate wind speeds. 

Application of the proposed method can avoid difficulties of forecasting wind 

speed accurately. It is also worth recognizing that DFIG can provide an effective 

network damping control with conventional power generators. 
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Chapter 5  Quasi-Monte Carlo Based 

Probabilistic Small Signal Stability 

Analysis for Power Systems with Plug-in 

Electric Vehicle and Wind Power 

Integration 

 

5.1  Introduction 

This chapter presents a new QMC based PSSSA method to assess the 

dynamic effects of PEVs and WECSs in power systems. The detailed dynamic 

model of PEVs is first proposed for stability study. To account for the stochastic 

behavior of PEVs and WECSs in load flow studies, the randomized model and 

PDF representing their nodal power injections are developed. Then with these 

models, their stochastic injections are sampled by Sobol sequences and the 

distribution of system eigenvalues can then be obtained by the PSSSA. The 

proposed QMC-based PSSSA is tested on the modified New England 

10-generator 39-bus system. Results show the necessity of modeling of PEVs 

and WECSs, and efficiency of the proposed QMC is also validated. 
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5.2  Dynamic Models of PEVs and DFIG-Based WECS 

5.2.1  Plug-in Electric Vehicle 

The model for a PEV is divided into three parts: the rectifier of the PEV 

charger, a decoupled controller and the battery of PEV.  

 

5.2.1.1  Rectifier of PEV Charger 

The voltage-source type pulse-width modulation (PWM) rectifier is 

illustrated in Fig. 5.1. Here, ea, eb and ec represent the source voltages and R and 

RX
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1) Rectifier of PEV Charger 3) Battery
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Fig. 5.1 Circuit and control of PEV charger 
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X are resistance and reactance, respectively. The system differential equations in 

d-q axis are as follows: 

qd d d

q q q d

e v Ri Xi

e v Ri Xi





  

  
                        (5.1) 

3
( )

2
dc

q qdc dc b d d

dU
CU U i v i v i

dt
                    (5.2) 

where ed, eq and id, iq denote input voltages and input currents in the synchronous 

rotating frame (SRF) and vd, vq are the controlled inputs, denoted by average 

voltage at the rectifier input in the SRF. Eq. (5.2) represents the power balance 

between the dc side and the ac side of the rectifier and ib is the input current of 

battery. Therefore, the model of the rectifier is represented by (5.1) and (5.2) [Yin, 

2009].  

5.2.1.2  Decoupled Controller 

Due to the strong coupling in the three-phase source, a decoupled control 

scheme is applied. The controllers in Fig. 5.1 are realized based on the direct 

current control (DCC) algorithm [Bai, 2011]. First, the magnitude and phase 

angle of the three-phase alternating current need to be measured directly; second, 

a d-q transformation is used to get the decoupled variables; third, the two 

decoupled variables are controlled by typical proportional-integral (PI) 

controllers, as follows: 

* 1
1

* *2
2

* *3
3

( ) ( )

+ ( )+ ( )

+ ( ) ( )

I
Pd dc dc dc dc

I
q Pd d d d d

I
q q q q qPd

K
i K U U U U

s
K

v Xi K i i i i
s
K

v Xi K i i i i
s

    

  

    

                 (5.3) 
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where id
*
 and iq

*
 are the reference values for the decoupled current variables, iq

*
 

is zero for unity power factor control; Udc
*
 is the reference value for dc side 

voltage; KPx and KIx are gains in PI controllers. And finally the inverse d-q 

transformation is applied based on the controller output and then PWM to 

generate the IGBT gate signals for the rectifier. 

5.2.1.3  Battery of PEVs 

An accurate battery model is to reflect the chemical reaction inside, which is 

highly nonlinear [Zhang, 2010]; also, the model should indicate characteristics of 

battery performance with varied temperature. In SSSA, the model should 

comprehensively reflect the dynamic characteristics of battery. Therefore, a 

third-order model of lead-acid batteries has been developed and validated for 

analysis of electrical system in [Ceraolo, 2001]. 

 1
1

1 1

1
( )b

di
i i

dt C R
                        (5.4a) 

e
b

dQ
i

dt
                              (5.4b) 

( )1
[ ]a

s
d

P
dt C R 

  
                     (5.4c) 

where i1 is current flowing in the resistor R1 and C1R1 is time constant in (5.4a); 

in (5.4b), Qe is the extracted charge; in (5.4c) θ is electrolyte temperature, θa is 

ambient temperature, Cθ and Rθ are the battery thermal capacitance and 

resistance, and Ps is the thermal power generated internally in the battery.  
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5.2.2  DFIG-Based WECS 

The DFIG is controlled by the bidirectional converter, which can be divided 

into GSC and RSC. The GSC keeps the dc link voltage constant. RSC realizes 

the decoupled control of rotor speed ωr and terminal voltage vs, by series PI 

controllers. Dynamics of the DFIG can be represented by a third-order model and 

has been widely used for stability analysis, including transient response of 

decoupled voltage behind transient reactance ed and eq, and electromagnetic 

torque. Detailed descriptions can be referred to Chapter 3, Section 3.2. 

5.3  Randomized Model for Nodal Injection 

Randomized models of nodal injections, including thermal plants, load 

demands, WECSs and PEVs and loads are developed in this section for QMC 

simulation. Different types of PDF are determined to represent all kinds of power 

injections. 

5.3.1  Thermal Plant and Load 

Nodal injections from thermal plants and loads are regards as having normal 

distribution [Chung, 2003]: 

12 (2 1)P PP erf r                         (5.5) 

where μP is expectation selected from data of base case and σP is standard 

deviation, erf
-1

 is the inverse error function and r is uniformly distributed 

variable. Reactive power of thermal plant and load have similar representation. 
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5.3.2  Charging Station for PEVs 

For a 400V/63A charger, the power demand and related battery 

state-of-charge of t PEV is shown in Fig. 5.2. In order to determine the power 

demand of PEVs charging, the initial SOC of PEV is required.  

 

According to the general information of vehicles, the probability 

distribution of daily driving distance D (in miles) is assumed to have normal 

distribution and its PDF can be expressed as: 

2

2

( )

21
( | , )

2

D

f D e



 





                   (5.6) 

where μ is expectation value and σ is standard deviation; their typical values are 

54.1 miles and 15.2 miles, respectively. As normal distribution has tail parts 

which produce unreasonable values for our study, to avoid this possibility, D 

have been restricted in the range of zero and maximum distance Dmax.  

Second, assuming that the SOC of battery declines with increase in traveling 

 
Fig. 5.2 Charging characteristic of PEV 
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distance, with a linear relation, then SOC at the beginning of a recharge cycle can 

be assessed by [Qian, 2011]: 

max

SOC (1 ) 100%
D

D
                        (5.7) 

where a typical value for Dmax is 80 miles. 

Third, PEVs may arrive at the charging station at different times. In other 

words, the serviced time ts of each customer is equal to the time after arrival, 

which follows exponential distribution with mean Tμ [Li, 2012].  

 
1

( | )

st
T

sf t T e
T








                        (5.8) 

where Tμ is selected as 1 hour.  

Fourth, as the initial value of SOC and the serviced time ts are determined, 

instant power demand PEV,i from the network can be obtained in accordance with 

the charging characteristic (Fig. 5.2). 

Finally, total effect of all PEVs in the charging station should be discussed. 

The number of customer arrivals follows Poisson distribution with expected 

value λμ (900 if the charging station can accommodate a maximum number of 

1,000 customers, as an example) and the PDF can be formulated as 

[Vlachogiannis, 2009]: 

( | )
!

N

p N e
N








                      (5.9) 

where N is actual number of PEVs in service.  

Demand of each PEV can be calculated by (5.7) to (5.9) and demand curve 

of the charger in Fig. 5.2. The instant power demand of a charging station is the 
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sum of all PEVs’ demand. Total demand distribution is then fitted by a normal 

distribution. Fig. 5.3 shows comparison of the fitted curve and the original 

samples. Therefore, similar to thermal plant, the total power demand of a 

charging station can be obtained by (5.5), according to μP and σP values of the 

fitted curve. 

 

5.3.3  Wind Farm 

Commonly Weibull distribution is used to describe wind speed probability 

distribution, by shape and scale parameters [Jain, 2011]. Therefore, PDF of wind 

speed can be obtained by (5.10), as follows: 

1

( ) , 0

k
wVk
cw

w w
Vk

f V e V
c c

 
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 
 

  
 
 

                 (5.10) 

where Vw is wind speed, constants k and c are shape and scale parameters, 

respectively, of Weibull distribution. Then power output of a WECS or a wind 

 
Fig. 5.3 Comparison of original and fitted distribution 
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farm, equivalent to one WECS, can be determined by the power curve in (5.11), 

which is a cubic mathematical model with adequate goodness-of-fit [Huang, 

2012]. Therefore, distribution of the wind farm’s nodal injection can be 

calculated by (5.10) and (5.11). 

3 2
1 2 3 4

0, 0 ,

( ),

,

w w coci

w w w w rscirated

rs w corated

V V V V

P P a V a V a V a V V V

P V V V









  

      

 

（ ）

（ ）

（ ）

          (5.11) 

where Prated is the rated power, Vci denotes cut-in speed, Vrs is rated speed, Vco 

denotes cut-off speed and ai are regression constants identified by curve fit tools. 

5.4  Quasi-Monte Carlo Based Probabilistic Small 

Signal Stability Analysis 

5.4.1  Sobol Sequences in Quasi-Monte Carlo Simulation 

QMC simulation is the traditional MCS but using deterministic sequences, 

i.e. low discrepancy sequences (LDS), instead of pseudorandom numbers. The 

overall idea is to fill the multi-dimensional unit hypercube with points that are as 

geometrically and homogeneously equidistant as possible, rather than random 

sampling. These sequences are used to sample representative data from the 

inversed CDF of variables that are simulated in the specified problem, as 

illustrated in Fig. 5.4.  
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The concept of low discrepancy is associated with the property that 

successive numbers are added in a position as far away as possible from other 

numbers, to avoid clustering. This is the main challenge for LDS in handling 

high-dimensional problems. Halton, Faure and Sobol are the best known LDSs. 

Halton sequences become unsatisfactory after dimension 14; Faure sequence 

sampling is slower than Halton and Sobol sequences and suffers degradation at 

approximately 25 dimensions problem; in Sobol sequence, there is a 

computational time advantage due to the shorter cycle length, and it outperforms 

both Faure and Halton sequences for large dimensions problems. 

Sobol sequence uses base 2 for all dimensions and starts using van der 

Corput sequence to represent any decimal number n [Fox, 1999]: 
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                       (5.12) 
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Fig. 5.4 Sampling procedure by QMC 
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where M is the lowest integer that makes M≥log2(n), ak(n) is either 0 or 1. To 

generate the nth point in a Sobol sequence, a primitive polynomial of some 

degree needs to be chosen as F=x
d
+h1x

d-1
+h2x

d-2
+…+hd-1x+1, where hj 

(j=1,2,…,d-1) is either 0 or 1 and integer d should be selected for solving 

problems with different dimensions, according to the matching table. A sequence 

of positive integer mk (k=1,2,…,M, M>d) are defined by the recurrent relation: 

2
1 21 22 2 2d

k k k k d k dm h m h m m m                 (5.13) 

where  is the bit-by-bit exclusive-or operator. The initial value m1, m2,… can 

be chosen freely, such that each mk (1≤k≤d) is odd and less than 2
k
. The nth point 

in a Sobol sequence is given by 

1 1 2 2( ) ( ) ( ) ( )k kn a n v a n v a n v                (5.14) 

where vk (k=1,2,…,M) is the so-called direction number and is equal to mk/2
k
. 

For a general problem with multi-dimensions, different primitive 

polynomials F are chosen for the dimension of each case, and Sobol sequences 

for each case can also be obtained. For the simulation study reported in Section 

5.5, there are maximum 55 dimensions, d is chosen as 10 to contain 60 (>55) 

primitive polynomials for producing sequences according to the matching table 

[Fox, 1999]. To avoid high-dimensional cluster problem, after producing the low 

discrepancy points, two procedures are accessed before use in QMC simulations: 

a) Skipping: dismiss the length l of contiguous points in the original 

sequences, this is can be simply achieved by using an alternative start point l+1 

on each sequence (e.g., producing vector as Θj,l+1, Θj,l+2, …); 
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b) Leaping: fetch each point with a reasonable interval l from the original 

sequences (e.g., producing vector as Θj,l+1, Θj,2l+1, …). 

5.4.2  Probabilistic Small Signal Stability Analysis 

After nodal injections are prepared by the sampler in QMC, the load flow 

analysis is performed to determine the steady state of variables for linearized 

system models. Fast decoupled load flow (FDLF) [Stott, 1974] method is 

employed. In our study, PEV is considered as PQ bus with zero reactive power 

consumption and wind farm as PV bus. Then, the state matrix of the power 

system is formed by linearized model of each component, including synchronous 

generators with models in [Kundur, 1994], PEVs and WECSs introduced in 

Section 5.2. After formulation of state-space equations, eigenvalues λi and 

corresponding left/right eigenvectors Φi/Ψi can be obtained. 

Right eigenvector Φi of ith mode gives the mode shape, its angle element 

gives the phase displacements of state variables (rotor speed ∆ωk in this chapter) 

with regard to the mode and thus groups of dominators against each other can be 

revealed. Participation factor (PF), i.e. PFki=Φki∙Ψik is a measure of the relative 

participation of the kth state variable in the ith mode, and vice versa. In this 

chapter, the joint application of normalized PFki and angle of Φik have been used 

to determine eigenvalues for specified modes.  

When the conjugate eigenvalue λi=αi±jωi belonging to ith mode is obtained, 

its damping ratio in (5.15) is used to evaluate the degree of stability: 
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As ςi is selected as a variable computed by QMC-based PSSSA, CDF of ςi 

F(ςi) will be acquired. Refer to [Rueda, 2009], probabilistic eigenvalue index Si 

is formed according to ςi,s, where ςi,s is an predefined damping threshold. 

Distribution of specified modes can be displayed by different fractions: 1) 

Negative damping or unstable; 2) Lightly damped; 3) Satisfied damped, the 

relative probability is given by (5.16) respectively: 
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             (5.16) 

These indices directly reflect the degree of stability and instability of 

oscillation modes in the system. 

5.4.3  Procedures 

The proposed method can be executed following: 

Step 1) Data of nodal injections are completely sampled by Sobol 

sequences in QMC;  

Step 2) Acquire one set of nodal injections for each iteration (in 

MCS-based PSSSA, data will be sampled by pseudorandom sequences 

randomly);  

Step 3) Magnitude and phase of nodal voltage are calculated by FDLF, 

and form the network admittance matrix;  
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Step 4) Initial (or steady state) values of devices variables are 

computed, proposed dynamic models in Section 5.2 are applied to formulate 

the system state-space matrix; 

Step 5) Eigenvalues λi and left/right eigenvectors Ψi/Φi can be obtained 

and identified for further analysis;  

Step 6) Go back to Step 2) until iterations are finished, otherwise go to 

Step 7);  

Step 7) Real and imaginary parts of eigenvalues, αi  and ωi are 

handling by (5.15) and (5.16) according to selected damping threshold ςi,s. 

5.5  Case Study 

5.5.1  Test System 

The proposed methodology is applied on the New England ten-generator 

39-bus system, which is widely used in small signal stability study. The diagram 

and data for this system are taken from [Padiyar, 1996]. Damping enhancement 

by power system stabilizers (PSS) is neglected here and loads are modeled as 

constant impedances. As nodal injections are considered as variables, data with a 

total of 55-dimensions and 10,000-iterations are advance sampled by QMC for 

scenarios used in Section 5.5.2. The programs are run on a PC with Intel Core2 

2.4GHz CPU and 2GB RAM. 
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5.5.2  Probabilistic Small Signal Stability Analysis 

5.5.2.1  Scenario 1: without new establishments 

In Scenario 1, assessment is conducted to provide referenced results for 

identifying dynamic effects from the new establishments. The QMC-based 

PSSSA is applied to investigate the variation from thermal plants and loads by 

(5.5).  

There are 9 oscillation modes in the system, and related information is listed 

in Table 5.1.  

 

To illustrate the impacts of the proposed models, ratio of 3% is selected as a 

damped threshold used in (5.16). The overall stability performance is determined 

by QMC-based PSSSA (Table 5.2). It can be found that except the system 

inter-area mode 3, which involves all generators in this system, rest of the modes 

are almost entirely stable. 

Table 5.1 Electro-mechanical modes properties 

No. Model type Mean frequency (in rad/s) Dominated generators 

1 Local mode 1 8.4577 G6G7 

2 Local mode 2 8.4774 G1G8
 

3 Local mode 3 8.6084 G4G5 

4 Local mode 4 7.0883
 

G2G3 

5 Local mode 5 7.0413 G1G8G9 

6 Local mode 6 7.0869 G4, 5G6, 7 

7 Inter-area mode 1 6.1768 G2, 3G4, 5, 6, 7 

8 Inter-area mode 2 6.0066 G2 ,3G4, 5, 6, 7G1, 8, 9 

9 Inter-area mode 3 3.6845 G2, 3G4, 5, 6, 7G1, 8, 9G10 
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5.5.2.2  Scenario 2: with wind farms and PEVs modeled as 

constant power load 

In Scenario 2, three wind farms consisting of 100×2MW DFIG-based 

WECS are integrated at bus 27, 28 and 29 in the test system. And five charging 

stations for PEVs, including 1000×400V/63A chargers are connected at bus 22 to 

26. The penetration rates of WECS and PEVs are around 10% and 5%, 

respectively. Firstly, in this scenario, the dynamic model of PEV is represented 

by a constant power load in the PSSSA.  

Similarly, results from the proposed method are obtained and listed in Table 

5.2. It can be noted that inter-area mode 2 and 3 are obviously getting worse in 

this scenario. In this interconnected power system, power loading of the tie-lines 

between different areas has been increased by the new establishments. Thus, 

inter-area mode oscillations become more active in the stressed system in 

Scenario 2. 

Table 5.2 Probabilistic eigenvalue indices 

No. 
Scenario 1 Scenario 2 Scenario 3 

Si,ND Si,LD Si,SD Si,ND Si,LD Si,SD Si,ND Si,LD Si,SD 

1 0 48.1 51.9 0 49.8 50.2 24.9 63.1 12.0 

2 0 100
 

0 0 100 0 0 100 0 

3 0 77.9 22.1 0 77.2 22.8 25.2 74.8 0 

4 0
 

100 0 0 100 0 1.6 98.4 0 

5 0 100 0 0 100 0 3.4 96.6 0 

6 0 99.6 0.4 0 99.7 0.3 31.3 54.6 14.1 

7 3.7 96.3 0 3.0 97.0 0 8.0 92.0 0 

8 0 100 0 44.2 55.8 0 7.5 92.5 0 

9 74.9 25.1 0 100 0 0 25.5 74.5 0 
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5.5.2.3  Scenario 3: with wind farms and detailed PEVs model 

In Scenario 3, the original system is also with new establishments 

mentioned in Scenario 2. Here, the dynamic model of PEVs is represented by the 

detailed one proposed in Section 5.2.  

It can be found that unlike previous results in the two scenarios, just three 

inter-area modes have disparate degrees of instability. In this scenario, all 

oscillation modes except local mode 2 demonstrate different degrees of 

possibility of being unstable. Therefore, PEVs with dynamic behavior can be 

marked as devices with negative damping effects, which has been illustrated. 

Moreover, referring to Scenario 2, the proposed detailed model can simulate the 

impacts of PEVs in PSSSA but constant power load model cannot. 

5.5.3  Individual Analysis of PEV Model 

In order to further clarify the causes of negative damping efforts from PEV, 

individual SSSA is taken in the proposed detailed model. Assuming that the 

charging station is fully-loaded with maximum number of customers, all PEVs 

begin with zero SOC (to achieve the maximum load demand condition). Then 

eigenvalues and PFs of all modes are obtained in Table 5.3.  

 

Table 5.3 Oscillation modes of PEV 

Mode No. Eigenvalue Participation factor 

1 0.3792 ± 4.3350i UDC, id
*
 

2 -166.12 ± 7.8075i id, iq
 

3 -0.0002 i1 

4 -0.0000926 θ 
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It can be seen that the low frequency oscillation mode, mode 1 with 

negative damping (-8.7% by (5.15)) which appeared in this analysis, is associated 

with dc voltage controller This is consistent with results in Section 5.5.2 above 

that controlling dc voltage to be constant over a fixed load causes instability to 

the system. The other mode with conjugate eigenvalues is the controller mode, 

with adequate damping and does not affect the system. 

5.5.4  Comparison of QMC and MCS 

First the real part αi of all modes in Scenario 1 is selected as data. The errors 

calculated by (5.17) and (5.18) are adopted to indicate the accuracy of random 

variables in the problem.  
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In (5.17), x are μ, σ, s and k, denoting expectation, standard deviation, 

skewness and kurtosis respectively, which are the measures of probability 

distribution have been widely used. The results from MCS-based PSSSA with 

enough time of iterations (50,000 here), are assumed to the correct values 

xαi,correct. Finally, the average errors by (5.18) are defined to indicate the rate of 

convergence of random variables in the whole system.  

As data of MCS-based PSSSA are sampled randomly by pseudorandom 

sequences, the errors are illustrated as a range with minimum and maximum 
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values but results of QMC-based PSSSA are totally deterministic. In Table 5.4, 

indices show that with an identical number of iterations, which are relative small 

but good in observing the convergent rate [Yu, 2009], PSSSA based on QMC can 

provide more reliable results than MCS-based one which can be concluded.  

 

Fig. 5.5 shows the distribution of real part of mode 5, which also confirms 

the accuracy and efficiency of proposed method.  

Table 5.4 Computation error comparison 

Indices 

(%) 

Sample 

size 

MCS-based PSSSA QMC-based 

PSSSA Minimum Maximum 

μ,α 

250 1.5986 2.2258 0.9491 

500 0.9142 1.0632 0.7953 

1,000 0.9247 1.4208 0.7737 

σ,α 

250 4.8625 6.9909 2.7853 

500 2.9641 5.3660 2.5086 

1,000 2.6318 4.4971 3.1315 

s,α 

250 48.3534 79.6226 43.8561 

500 31.0411 51.3518 36.1795 

1,000 30.1070 36.8863 29.7711 

k,α 

250 13.8221 30.2599 19.0636 

500 12.3088 23.3579 13.9130 

1,000 12.0336 16.8399 11.8529 

μ,ς 

250 3.2258 8.3621 5.2724 

500 2.4509 4.4173 5.5156 

1,000 2.5015 3.9117 2.2266 

σ,ς 

250 6.4402 20.8749 11.0486 

500 5.2905 13.0155 6.0148 

1,000 3.6140 7.9883 1.8245 

s,ς 

250 39.1135 313.0415 78.3527 

500 21.7417 177.6281 45.4231 

1,000 33.5091 111.6761 39.0674 

k,ς 

250 15.1995 73.5185 32.6975 

500 13.0632 52.9816 12.8820 

1,000 8.2142 36.1229 13.8514 
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Also, another important variables damping ratio ςi of all the modes in 

scenario 3 is selected to handle with same procedures. The results listed in Table 

5.4 further confirm that QMC is advance over MCS in application with PSSSA.  

In the tests, computation time of the two methods did not show a significant 

gap (Table 5.5). The concerns of complex rules in sampling by Sobol sequences 

do not increase computational time much over the simulations. 

 

 

Table 5.5 Computation time comparison (in second) 

Sample Size MCS-based PSSSA QMC-based PSSSA 

N=250 52 54 

N=500 114 117
 

N=1,000 260 253 

 

 
Fig. 5.5 Comparison of MCS and QMC-based PSSSA results. (a. MCS-based PSSSA 

with sample size N=50,000; b. QMC-based PSSSA with sample size N=250). 
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5.6  Summary 

From this chapter, the need for detailed modeling of PEV has been proven 

by both the different scenarios and individual analysis. The results show that 

relevant enhancements for stability control are worth further study since more 

PEVs are likely to come in the future power system. 

Compared to other commonly used simulative methods like MCS, this 

chapter shows the high efficiency of QMC under an identical sampling size, i.e., 

it obtained a more reliable result with a shorter computational time. This 

superiority implies that QMC has the potential for use in iterative optimization 

algorithm with probabilistic problems, which cannot be handled by analytic 

methods. 
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Chapter 6  Conclusion and Future Work 

 

6.1  Conclusion 

Operating conditions of power systems and the way they are controlled has 

changed because of increased proportion of renewable energy and PEVs in the 

systems. This thesis contributes to work on stability and control issues in power 

systems with renewable energy and fluctuating loads. New methods with 

advanced intelligent algorithm and probabilistic theory are proposed to enhance 

the designed damping controller performance and stability of the power system. 

The following are the conclusions drawn from the work reported in this thesis:  

1) Due to the effects of wind shear and tower shadow on mechanical torque 

of wind turbine, oscillatory behavior in power systems is induced by the 

WECS itself. By time-domain simulations, the designed controller in 

SVC with an adaptive theory is shown to have efficiency higher than the 

conventional lead/lag compensation method.  

2) DFIG-based WECS is with high controllable ability and its feasibility of 

damping enhancement is validated. Advanced optimization algorithms 

or probabilistic theory are useful approaches to determine the control 

parameters for enhancing overall system performance. 

3) As the proportion of load demand of PEVs in the total demand is 

increasing, its impact on damping is investigated. The probabilistic 
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theory is used to extend SSSA and the results reveal that PEVs tend to 

increase the possibility of instability of power systems. On the other 

hand, QMC is validated as a sampling tool with higher efficiency 

compared with pseudorandom MCS. This superiority implies that QMC 

has the potential for use in iterative optimization algorithm with 

probabilistic problems, which cannot be handled by analytic methods. 

6.2  Future Work 

The research work in this thesis is an attempt to develop new methodologies 

for studying the impact of wind power integration and PEVs. The following 

issues should be further explored: 

1) Charging a large number of PEVs requires large power supply and 

scheduling wind power is not trivial because of its intermittency. The 

related coordinated control algorithm is proposed for scheduling PEVs 

charging and wind power integration. Due to the strong controllability of 

V2G with bi-directional charger, reasonable scheduling of PEVs 

charging to accommodate intermittent wind energy should be explored. 

2) Measurement and damping control of a power system can be redesigned 

to achieve better coordination of wind power integration and PEVs and 

enhance system performance in rotor angle, frequency and voltage 

stabilities. 
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Appendix: System Data 

 

Data Format:  

Bus.con Configuration of bus data 

SW.con Configuration of slack generator data 

PV.con Configuration of PV generator data 

PQ.con Configuration of PQ load data 

Line.con Configuration of alternative line data 

Syn.con 
Configuration of synchronous machine 

data 

Pl.con Configuration of ZIP load data 

Exc.con Configuration of exciter data 

Tg.con Configuration of turbine governor data 

Fault.con Configuration of fault data 

Breaker.con Configuration of breaker data 

 

Data Format of Each Configuration 

Bus.con = [ ... 

1.Bus number  2.Voltage base  3.Voltage amplitude initial guess  

4.Voltage phase initial guess]; 

 

SW.con = [ ... 

1.Bus number  2.Power rating  3.Voltage rating  4.Voltage magnitude   

5.Reference angle   6.Maximum reactive power    7.Minimum reactive power    

8.Maximum voltage  9.Minimum voltage  10.Active power guess    

11.Loss participation coefficient]; 

 

PV.con = [ ... 

1.Bus number  2.Power rating  3.Voltage rating   4.Active power   

5.Voltage Magnitude 6.Maximum reactive power   7.Minimum reactive power  

8.Maximum voltage 9.Minimum voltage       10.Loss participation coefficient]; 

 

PQ.con = [ ... 

1.Bus number  2.Power rating  3.Voltage rating  4.Active power   

5.Reactive power    6.Maximum voltage  7.Minimum voltage]; 

 

Line.con = [ ... 

1.From bus     2.To bus   3.Power rating  4.Voltage rating   

5.Frequency rating     6.Resistance  7.Reactance   8.Susceptance]; 

 

Syn.con = [ ... 

1.Bus number  2.Power rating  3.Voltage rating 4.Frequency rating   
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5.Machine model    6.Leakage reactance Armature resistance   

7.d-axis synchronous reactance  8.d-axis transient reactance  

9.d-axis subtransient reactance   10.d-axis open circuit transient time constant 

11.d-axis open circuit subtransient time constant  12.q-axis synchronous reactance  

13.q-axis subtransient reactance    14.q-axis open circuit transient time constant  

15.q-axis open circuit subtransient time constant      16.Mechanical start time 

17.Damping coefficient  18.Speed feedback gain  19.Active power feedback gain 

20.Active power ratio at node     21.Reactive power ratio at node  

22.d-axis additional leakage time constant     23.First saturation factor   

24.Second saturation factor           25.Center of inertia number]; 

 

Pl.con = [ ... 

1.Bus number   2.Power rating   3.Voltage rating     4.Frequency rating 

5.Conductance     6.Active current   7.Active power  8.Susceptance   

9.Reactive current      10.Reactive power    11.Initialize after power flow]; 

 

Exc.con = [ ... 

1.Generator number   2.Exciter type     3.Maximum regular voltage  

4.Minimum regular voltage    5.Amplifier gain   6.Amplifier time constant 

7.Stabilizer gain  8.Stabilizer time constant     9.Field circuit time constant  

10.Measurement time constant 11.1
st
 ceiling coefficient    12.2

nd
 ceiling coefficient]; 

 

Tg.con = [ ... 

1.Generator number   2.Turbine governor type     3.Reference speed    4.Droop 

5.Maximum turbine output   6.Minimum turbine output   

7.Governor time constant   8.Transient gain time constant]; 

 

Fault.con = [ ... 

1.Bus number  2.Power rating   3.Voltage rating    4.Frequency rating   

5.Fault time   6.Clearance time  7.Fault resistance    8.Fault reactance]; 

Two-Area Four-Machine System 

Bus.con = [ ... 

   1        1     1.06        0; 

   2        1    1.045 -0.08692; 

   3        1     1.01   -0.222; 

   4        1    1.019  -0.1801; 

   5        1     1.02  -0.1532; 

   6        1     1.07  -0.2482; 

   7        1    1.062  -0.2334; 

   8        1     1.09  -0.2334; 

   9        1    1.056  -0.2609; 

  10        1    1.051  -0.2635; 

  11        1    1.057  -0.2583; 

  12        1    1.055  -0.2632; 

  13        1     1.05  -0.2646; 

  14        1    1.038    -0.28]; 

 

SW.con = [ ... 
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   1      100        1     1.06        0       10      -10        0        0     2.32  1];  

 

PV.con = [ ... 

   2      100       22        7     1.01        5       -2      1.1      0.9  1; 

  11      100       22     7.16     1.03        5       -2      1.1      0.9  1; 

  12      100       22        7     1.01        5       -2      1.1      0.9  1; 

 101      100      500        0     1.05       99      -99      1.5      0.5  1];  

 

PQ.con = [ ... 

   4      100      115     9.76        1     1.05     0.95  0;   

  14      100      115    17.67        1     1.05     0.95  0];  

 

Line.con = [ ... 

   1   10     100      22      60       0  0.09565        0   0.0167        0        1        0        0; 

   2   20     100      22      60       0  0.09565        0   0.0167        0        1        0        0; 

   3   20     100     500      60        0    2.174    0.001     0.01   0.0175        1        0        0; 

   3  101     100     500      60        0        0    0.011     0.11   0.1925        1        0        0; 

   3  101     100     500      60        0        0    0.011     0.11   0.1925        1        0        0; 

  10   20     100     230      60        0        0   0.0025    0.025   0.0437        1        0        0; 

  11  110     100      22      60        0  0.09565        0   0.0167        0        1        0        0; 

  12  120     100      22      60       0  0.09565        0   0.0167        0        1        0        0; 

  13  101     100     500      60        0        0    0.011     0.11   0.1925        1        0        0; 

  13  101     100     500      60        0        0    0.011     0.11   0.1925        1        0        0; 

  13  120     100     500      60        0    2.174    0.001     0.01   0.0175        1        0        0; 

 110  120     100     230      60       0        0   0.0025    0.025   0.0437        1        0        0]; 

 

Syn.con = [ ... 

   1      900       22       60    6      0.2   0.0025      1.8      0.3     0.25        8     0.03      1.7     

0.55     0.25      0.4     0.05       13        0        0        0        1        1        0; 

   2      900       22       60    6      0.2   0.0025      1.8      0.3     0.25        8     0.03      1.7     

0.55     0.25      0.4     0.05       13        0        0        0        1        1        0; 

  11      900       22       60    6      0.2   0.0025      1.8      0.3     0.25        8     0.03      1.7     

0.55     0.25      0.4     0.05       13        0        0        0        1        1        0; 

  12      900       22       60    6      0.2   0.0025      1.8      0.3     0.25        8     0.03      1.7     

0.55     0.25      0.4     0.05       13        0        0        0        1        1        0]; 

 

Pl.con = [ ... 

   4      100      115       60        0       50        0        0        0        0  1; 

  14      100      115       60        0       50        0        0        0        0  1]; 

 

Exc.con = [ ... 

   1    2      2.5     -2.5       46     0.06      0.1        1        0     0.46     0.01   0.0006      0.9; 

   2    3      10     -10    7.04     6.67        1        0        0        0        0        0        0; 

   3    3       5      -5     200       0        0        0        0        0     0.01        0        0; 

   4    2     4.95     -4.9      300     0.01      0.1    0.675        0     1.33     0.01   0.0006      0.9]; 

 

Tg.con = [ ... 

   1    1        1     0.04        1        0      0.1      0.5        0     1.25        5; 

   2    1        1     0.04        1        0      0.1      0.5        0     1.25        5; 

   3    1        1     0.04        1        0      0.1      0.5        0     1.25        5; 

   4    1        1     0.04        1        0      0.1      0.5        0     1.25        5]; 

 

Fault.con = [ ... 

3      100      500       60      0.1      0.2        0        0]; 

New England Ten-Generator 39-Bus system 

Bus.con = [ ... 

   1   1.00  1.048   -0.1646   1 1;  

   2   1.00  1.0505  -0.1203   1 1;  

   3   1.00  1.0341  -0.1698   1 1;  

   4   1.00  1.0116  -0.1838   1 1;  

   5   1.00  1.0165  -0.1637   1 1;  

   6   1.00  1.0172  -0.1515   1 1;  

   7   1.00  1.0067  -0.1892   1 1;  

   8   1.00  1.0057  -0.1979   1 1;  

   9   1.00  1.0322  -0.1946   1 1;  
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  10   1.00  1.0235  -0.1101   1 1;  

  11   1.00  1.0201  -0.1243   1 1;  

  12   1.00  1.0072  -0.1246   2 1;  

  13   1.00  1.0207  -0.1225   3 1;  

  14   1.00  1.0181  -0.1511   4 1;  

  15   1.00  1.0194  -0.1581   5 1;  

  16   1.00  1.0346  -0.1337   6 1;  

  17   1.00  1.0365  -0.1510   7 1;  

  18   1.00  1.0343  -0.1656   8 1;  

  19   1.00  1.0509  -0.0531   9 1;  

  20   1.00  0.9914  -0.0777   1 1;  

  21   1.00  1.0337  -0.0918   1 1;  

  22   1.00  1.0509  -0.0143   2 1;  

  23   1.00  1.0459  -0.0178   3 1;  

  24   1.00  1.0399  -0.1316   4 1;  

  25   1.00  1.0587  -0.0962   5 1;  

  26   1.00  1.0536  -0.1182   6 1;  

  27   1.00  1.0399  -0.1532   7 1;  

  28   1.00  1.0509  -0.0571   8 1;  

  29   1.00  1.0505  -0.0089   9 1;  

  30   1.00  1.0475  -0.0780   1 1;  

  31   1.00  0.9820        0   1 1;  

  32   1.00  0.9831   0.0284   2 1;  

  33   1.00  0.9972   0.0380   3 1;  

  34   1.00  1.0123   0.0129   4 1;  

  35   1.00  1.0493   0.0723   5 1;  

  36   1.00  1.0635   0.1192   6 1;  

  37   1.00  1.0278   0.0220   7 1;  

  38   1.00  1.0265   0.1143   8 1;  

  39   1.00  1.0300  -0.1913   9 1]; 

   

SW.con = [ ... 

  31 100.0   1.00  0.98200   0    8.00000  -5.0000 1.1 0.9  2 1]; 

   

PV.con = [ ... 

  30 100.0   1.00  2.5000   1.0475  8       -5      1.1 0.9 1; 

  32 100.0   1.00  6.5000   0.9831  8       -5      1.1 0.9 1; 

  33 100.0   1.00  6.3200   0.9972  8       -5      1.1 0.9 1; 

  34 100.0   1.00  5.0800   1.0123  4       -3      1.1 0.9 1; 

  35 100.0   1.00  6.5000   1.0493  8       -5      1.1 0.9 1; 

  36 100.0   1.00  5.6000   1.0635  8       -5      1.1 0.9 1; 

  37 100.0   1.00  5.4000   1.0278  8       -5      1.1 0.9 1; 

  38 100.0   1.00  8.3000   1.0265  8       -5      1.1 0.9 1; 

  39 100.0   1.00  10.000   1.0300  15     -10      1.1 0.9 1]; 

   

PQ.con = [ ... 

   1 100.0   1.00  0.0000   0.0000  1.1 0.9 1; 

   2 100.0   1.00  0.0000   0.0000  1.1 0.9 1; 

   3 100.0   1.00  3.2200   0.0240  1.1 0.9 1; 

   4 100.0   1.00  5.0000   1.8400  1.1 0.9 1; 

   5 100.0   1.00  0.0000   0.0000  1.1 0.9 1; 

   6 100.0   1.00  0.0000   0.0000  1.1 0.9 1; 

   7 100.0   1.00  2.3380   0.8400  1.1 0.9 1; 

   8 100.0   1.00  5.2200   1.7600  1.1 0.9 1; 

   9 100.0   1.00  0.0000   0.0000  1.1 0.9 1; 

  10 100.0   1.00  0.0000   0.0000  1.1 0.9 1; 

  11 100.0   1.00  0.0000   0.0000  1.1 0.9 1; 

  12 100.0   1.00  0.0850   0.8800  1.1 0.9 1; 

  13 100.0   1.00  0.0000   0.0000  1.1 0.9 1; 

  14 100.0   1.00  0.0000   0.0000  1.1 0.9 1; 

  15 100.0   1.00  3.2000   1.5300  1.1 0.9 1; 

  16 100.0   1.00  3.2900   0.3230  1.1 0.9 1; 

  17 100.0   1.00  0.0000   0.0000  1.1 0.9 1; 

  18 100.0   1.00  1.5800   0.3000  1.1 0.9 1; 

  19 100.0   1.00  0.0000   0.0000  1.1 0.9 1; 

  20 100.0   1.00  6.2800   1.0300  1.1 0.9 1; 

  21 100.0   1.00  2.7400   1.1500  1.1 0.9 1; 

  22 100.0   1.00  0.0000   0.0000  1.1 0.9 1; 

  23 100.0   1.00  2.4750   0.8460  1.1 0.9 1; 
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  24 100.0   1.00  3.0860   -0.922  1.1 0.9 1; 

  25 100.0   1.00  2.2400   0.4720  1.1 0.9 1; 

  26 100.0   1.00  1.3900   0.1700  1.1 0.9 1; 

  27 100.0   1.00  2.8100   0.7550  1.1 0.9 1; 

  28 100.0   1.00  2.0600   0.2760  1.1 0.9 1; 

  29 100.0   1.00  2.8350   0.2690  1.1 0.9 1; 

  39 100.0   1.00  11.040   2.5000  1.1 0.9 1]; 

   

Line.con = [ ... 

   1    2   100.00   1.00 60 0  0.00  0.00350  0.04110  0.69870  1.00000  0.00000 0    0.000    0.000; 

   1   39   100.00   1.00 60 0  0.00  0.00100  0.02500  0.75000  1.00000  0.00000 0    0.000    0.000; 

   2    3   100.00   1.00 60 0  0.00  0.00130  0.01510  0.25720  1.00000  0.00000 0    0.000    0.000; 

   2   25   100.00   1.00 60 0  0.00  0.00700  0.00860  0.14600  1.00000  0.00000 0    0.000    0.000; 

   2   30   100.00   1.00 60 0  1.025 0.00000  0.01810  0.00000  1.02500  0.00000 0    0.000    0.000; 

   3    4   100.00   1.00 60 0  0.00  0.00130  0.02130  0.22140  1.00000  0.00000 0    0.000    0.000; 

   3   18   100.00   1.00 60 0  0.00  0.00110  0.01330  0.21380  1.00000  0.00000 0    0.000    0.000; 

   4    5   100.00   1.00 60 0  0.00  0.00080  0.01280  0.13420  1.00000  0.00000 0    0.000    0.000; 

   4   14   100.00   1.00 60 0  0.00  0.00080  0.01290  0.13820  1.00000  0.00000 0    0.000    0.000; 

   5    8   100.00   1.00 60 0  0.00  0.00080  0.01120  0.14760  1.00000  0.00000 0    0.000    0.000; 

   6    5   100.00   1.00 60 0  0.00  0.00020  0.00260  0.04340  1.00000  0.00000 0    0.000    0.000; 

   6    7   100.00   1.00 60 0  0.00  0.00060  0.00920  0.11300  1.00000  0.00000 0    0.000    0.000; 

   6   11   100.00   1.00 60 0  0.00  0.00070  0.00820  0.13890  1.00000  0.00000 0    0.000    0.000; 

   7    8   100.00   1.00 60 0  0.00  0.00040  0.00460  0.07800  1.00000  0.00000 0    0.000    0.000; 

   8    9   100.00   1.00 60 0  0.00  0.00230  0.03630  0.38040  1.00000  0.00000 0    0.000    0.000; 

   9   39   100.00   1.00 60 0  0.00  0.00100  0.02500  1.20000  1.00000  0.00000 0    0.000    0.000; 

  10   11   100.00   1.00 60 0  0.00  0.00040  0.00430  0.07290  1.00000  0.00000 0    0.000    0.000; 

  10   13   100.00   1.00 60 0  0.00  0.00040  0.00430  0.07290  1.00000  0.00000 0    0.000    0.000; 

  10   32   100.00   1.00 60 0  1.07  0.00000  0.02000  0.00000  1.07000  0.00000 0    0.000    0.000; 

  12   11   100.00   1.00 60 0  1.006 0.00160  0.04350  0.00000  1.00600  0.00000 0    0.000    0.000; 

  12   13   100.00   1.00 60 0  1.006 0.00160  0.04350  0.00000  1.00600  0.00000 0    0.000    0.000; 

  13   14   100.00   1.00 60 0  0.00  0.00090  0.01010  0.17230  1.00000  0.00000 0    0.000    0.000; 

  14   15   100.00   1.00 60 0  0.00  0.00180  0.02170  0.36600  1.00000  0.00000 0    0.000    0.000; 

  15   16   100.00   1.00 60 0  0.00  0.00090  0.00940  0.17100  1.00000  0.00000 0    0.000    0.000; 

  16   17   100.00   1.00 60 0  0.00  0.00070  0.00890  0.13420  1.00000  0.00000 0    0.000    0.000; 

  16   19   100.00   1.00 60 0  0.00  0.00160  0.01950  0.30400  1.00000  0.00000 0    0.000    0.000; 

  16   21   100.00   1.00 60 0  0.00  0.00080  0.01350  0.25480  1.00000  0.00000 0    0.000    0.000; 

  16   24   100.00   1.00 60 0  0.00  0.00030  0.00590  0.06800  1.00000  0.00000 0    0.000    0.000; 

  17   18   100.00   1.00 60 0  0.00  0.00070  0.00820  0.13190  1.00000  0.00000 0    0.000    0.000; 

  17   27   100.00   1.00 60 0  0.00  0.00130  0.01730  0.32160  1.00000  0.00000 0    0.000    0.000; 

  19   33   100.00   1.00 60 0  1.07  0.00070  0.01420  0.00000  1.07000  0.00000 0    0.000    0.000; 

  19   20   100.00   1.00 60 0  1.06  0.00070  0.01380  0.00000  1.06000  0.00000 0    0.000    0.000; 

  20   34   100.00   1.00 60 0  1.009 0.00090  0.01800  0.00000  1.00900  0.00000 0    0.000    0.000; 

  21   22   100.00   1.00 60 0  0.00  0.00080  0.01400  0.25650  1.00000  0.00000 0    0.000    0.000; 

  22   23   100.00   1.00 60 0  0.00  0.00060  0.00960  0.18460  1.00000  0.00000 0    0.000    0.000; 

  22   35   100.00   1.00 60 0  1.025 0.00000  0.01430  0.00000  1.02500  0.00000 0    0.000    0.000; 

  23   24   100.00   1.00 60 0  0.00  0.00220  0.03500  0.36100  1.00000  0.00000 0    0.000    0.000; 

  23   36   100.00   1.00 60 0  1.00  0.00050  0.02720  0.00000  1.00000  0.00000 0    0.000    0.000; 

  25   26   100.00   1.00 60 0  0.00  0.00320  0.03230  0.51300  1.00000  0.00000 0    0.000    0.000; 

  25   37   100.00   1.00 60 0  1.025 0.00060  0.02320  0.00000  1.02500  0.00000 0    0.000    0.000; 

  26   27   100.00   1.00 60 0  0.00  0.00140  0.01470  0.23960  1.00000  0.00000 0    0.000    0.000; 

  26   28   100.00   1.00 60 0  0.00  0.00430  0.04740  0.78020  1.00000  0.00000 0    0.000    0.000; 

  26   29   100.00   1.00 60 0  0.00  0.00570  0.06250  1.02900  1.00000  0.00000 0    0.000    0.000; 

  28   29   100.00   1.00 60 0  0.00  0.00140  0.01510  0.24900  1.00000  0.00000 0    0.000    0.000; 

  29   38   100.00   1.00 60 0  1.025 0.00080  0.01560  0.00000  1.02500  0.00000 0    0.000    0.000; 

   6   31   100.00   1.00 60 0  1.07  0.00000  0.02500  0.00000  1.07000  0.00000 0    0.000    0.000]; 

  

Breaker.con = [ ...                                                 

3        3      100      1       60        1    1.1        100 ]; 

                                                                    

Fault.con = [ ...                                                   

3      100      1       60        1    1.1      0    0.001 ]; 

 

Syn.con = [ ...  

  39  100.0  1.0  60  3  0.0030  0.00010  0.0200  0.0060  0  7.000  0  0.019  0.008    0  0.700  0 1000.0  

0.000  0.00  0  1  1  0.002; 

  31  100.0  1.0  60  4  0.035   0.00270  0.2950  0.0697  0  6.560  0  0.2820  0.170   0  1.500  0 60.600  

0.000  0.00  0  1  1  0.002; 

  32  100.0  1.0  60  4  0.0304  0.000386 0.2495  0.0531  0  5.700  0  0.2370  0.0531  0  1.500  0 70.600  

0.000  0.00  0  1  1  0.002; 



106 
 

  33  100.0  1.0  60  4  0.0295  0.000222 0.2620  0.0436  0  5.690  0  0.2580  0.0436  0  1.500  0 57.200  

0.000  0.00  0  1  1  0.002; 

  34  100.0  1.0  60  4  0.0540  0.00014  0.6700  0.1320  0  5.400  0  0.6200  0.1320  0  0.440  0 52.000  

0.000  0.00  0  1  1  0.002; 

  35  100.0  1.0  60  4  0.0224  0.00615  0.2540  0.0500  0  7.300  0  0.2410  0.0500  0  0.400  0 69.600  

0.000  0.00  0  1  1  0.002; 

  36  100.0  1.0  60  4  0.0322  0.000268 0.2950  0.0490  0  5.660  0  0.2920  0.0490  0  1.500  0 52.800  

0.000  0.00  0  1  1  0.002; 

  37  100.0  1.0  60  4  0.0280  0.000686 0.2900  0.0570  0  6.700  0  0.2800  0.0570  0  0.410  0 48.600  

0.000  0.00  0  1  1  0.002; 

  38  100.0  1.0  60  4  0.0298  0.00030  0.2106  0.0570  0  4.790  0  0.2050  0.0570  0  1.960  0 69.000  

0.000  0.00  0  1  1  0.002; 

  30  100.0  1.0  60  4  0.0125  0.00014  0.1000  0.0310  0  10.20  0  0.0690  0.0310  0  1.500  0 84.000  

0.000  0.00  0  1  1  0.002]; 

 

Tg.con = [ ... 

  1   1   1   0.02   12    3     0.1   0.45   0.00   12.0   50.0; 

  2   1   1   0.02   16.24 1.56  0.1   0.45   0.00   12.0   50.0; 

  3   1   1   0.02   7.8   1.95  0.1   0.45   0.00   12.0   50.0; 

  4   1   1   0.02   7.56  1.9   0.1   0.45   0.00   12.0   50.0; 

  5   1   1   0.02   6.12  1.53  0.1   0.45   0.00   12.0   50.0; 

  6   1   1   0.02   8.12  2.03  0.1   0.45   0.00   12.0   50.0; 

  7   1   1   0.02   6.72  1.68  0.1   0.45   0.00   12.0   50.0; 

  8   1   1   0.02   6.5   1.63  0.1   0.45   0.00   12.0   50.0; 

  9   1   1   0.02   9.98  2.5   0.1   0.45   0.00   12.0   50.0; 

 10   1   1   0.02   3     0.75  0.1   0.45   0.00   12.0   50.0]; 

 

Exc.con = [ ...  

  1   2   10.5 -10.5  40.00 0.020    0.03  0.1000  0  1.400  0.001  0.0039   1.555; 

  2   2   5    -5      6.20 0.050    0.06  0.0500  0  0.410  0.001  0.0039   1.555; 

  3   2   5    -5      5.00 0.060    0.08  0.1000  0  0.500  0.001  0.0039   1.555; 

  4   2   5    -5      5.00 0.060    0.08  0.1000  0  0.500  0.001  0.0039   1.555; 

  5   2   30   -10    40.00 0.020    0.03  0.1000  0  0.785  0.001  0.0039   1.555; 

  6   2   5    -5      5.00 0.020    0.08  0.125   0  0.471  0.001  0.0039   1.555; 

  7   2   6.5  -6.5   40.00 0.020    0.03  0.1000  0  0.730  0.001  0.0039   1.555; 

  8   2   5    -5      5.00 0.020    0.09  0.1260  0  0.528  0.001  0.0039   1.555; 

  9   2   10.5 -10.5   5.00 0.020    0.03  0.1000  0  0.500  0.001  0.0039   1.555;   

10   2   5    -5      5.00 0.060    0.04  0.1000  0  0.25   0.001  0.0039   1.555]; 
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