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Abstract 

 

 

In order to save transmission bandwidth and storage space, a series of video 

coding standards have been established during the past two decades, including 

MPEG-1/2/4, H.261/H.263 and the current H.264/AVC standard. As compared with 

earlier standards, H.264/AVC has achieved a significant improvement in the rate-

distortion performance. That is, it is possible to save bit rate up to 50% of MPEG-2, 

H.263, or MPEG-4 Part 2 while keeping the video quality about the same. However, 

the complexity of an encoder based on H.264/AVC standard is thus very high. 

Therefore, in this thesis, some novel techniques are developed to speed up an 

encoding process of inter and intra coding in H.264/AVC standard in the initial part 

of our research work. Experimental results show that the proposed algorithms can 

achieve a remarkable reduction of encoding complexity with a negligible loss in rate 

distortion performance compared with those in H.264/AVC. When compared with 

other algorithms in the literature, the proposed algorithms also give the best 

performance in terms of both coding efficiency and coding complexity. 

With the development of video coding techniques, high definition and ultra-

high definition videos are gradually entering our daily life. The demands for the 

fidelity of the coded videos are higher. The current H.264/AVC standard will soon be 

unable to efficiently meet the compression demand for transmission or storage at 

much low bit rate. To develop some new video coding techniques which can give a 

better rate distortion performance than H.264/AVC standard is increasingly 

important. Hence this thesis also develops two efficient hierarchical intra prediction 

algorithms for videos based on H.264/AVC standard. Experimental results show that, 
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as compared to the conventional methods, the proposed algorithm can significantly 

enhance the compression efficiency of lossless intra coding in H.264/AVC. 

However, the H.264/AVC standard may not be still the best in terms of the 

compression of such larger and higher quality video contents. To overcome this 

problem, a new generation of video coding standard, which is called High Efficiency 

Video Coding (VCEG) standard, is being developed by the Joint Collaborative 

Team-Video Coding (JCT-VC). The objective of HEVC is to achieve a 50% 

reduction in bitrate compared with the high profile of H.264/AVC standard at the 

expense of computational complexity but without degrading the image quality. It will 

be ratified as an international standard in early 2013. Compared with H.264/AVC, 

many advanced coding tools have been adopted in the HEVC standard. For example, 

up to 35 modes are available for intra prediction of each prediction unit in HEVC. 

This can provide more accurate predictions and thereby improve the compression 

efficiency of intra coding. However, the complexity of an encoder based on the 

HEVC standard is thereby extremely high. We have found that there is still room for 

improvement in terms of high intra compression efficiency with less encoding 

complexity. In the last part of this thesis, we propose an adaptive intra modes 

skipping algorithm for mode decision and signaling processes for HEVC. The 

proposed algorithm not only reduces the encoding complexity. Importantly, it also 

enhances the compression efficiency of intra coding in the HEVC standard. 
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Chapter 1 Introduction 

 

 

1.1 Latest Video Coding Standards 

The H.264/AVC standard has been the representative of the state-of-the-art 

video coding standard in the past several years. Therefore, it is selected as the 

platform of this research, and some new techniques have been developed based on it 

in this thesis. With the development of technologies, high definition and ultrahigh 

definition videos are gradually entering into our daily life. The current H.264/AVC 

standard will be unable to efficiently meet the compression demand. A new high 

efficiency video coding (HEVC) standard is thus being developed. This is also 

selected as the new platform of our research. Some contributions have also been 

made based on it in this thesis. In the following section, we give an introduction of 

the current H.264/AVC and the coming HEVC standards. 

1.1.1 Current H.264/AVC standard 

The H.264/MPEG-4 Part 10 or AVC is a standard for video compression. It 

was jointly developed by the ITU-T Video Coding Experts Group (VCEG) and the 

ISO/IEC Moving Picture Experts Group (MPEG) [1-4]. It was ratified as an 

international video coding standard in 2003. Currently, the H.264/AVC is a matured 

international video coding standard and has many applications. A number of 

advanced coding technologies [1-4] are available in the H.264/AVC standard. As a 

result, the compression efficiency achieved by H.264/AVC is very high. Due to the 
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advantage, it is being widely adopted for video conferencing, mobile TV 

broadcasting, video surveillance and many others. However, the encoding 

complexity is too high for some real-time applications. It is always desirable to find 

some low-complexity techniques to speed up the encoding process while keeping a 

similar coding performance to the H.264/AVC standard.  
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Figure 1.1. Flowchart of an encoder based on H.264/AVC 

 

Figure 1.1 illustrates the flowchart of an encoder based on the reference 

software JM [5] of H.264/AVC standard. Since H.264/AVC belongs to block-based 

encoding framework, an input frame Fn is firstly divided into many non-overlapped 

macroblocks (MBs) with the size of 16x16 for encoding. Each MB is then encoded 

by intra or inter prediction. In either case, a predicted MB S is formed based on a 

reconstructed frame. In Intra mode, S is formed from neighboring reconstructed 

samples in the current frame. In Inter mode, S is formed by motion-compensated 

prediction from one or more reference frame(s) F’n-1. The difference (residual MB) 

between original MB and its predicted version is performed by transform (T) and 

quantization (Q) processes to obtain the quantized DCT (QDCT) coefficients. On the 
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one hand, the QDCT coefficients are encoded into the bit stream. On the other hand, 

the residual block is reconstructed by performing inverse quantization (IQ) and 

inverse transform (IT) on the quantized DCT coefficients. The reconstructed residual 

MB plus the predicted MB create the reconstructed version of an input MB. After 

deblocking by using a filter for each reconstructed MB, the reconstructed reference 

frame is obtained from a serious of the filtered-reconstructed MBs. It is then used as 

the reference for the next frame to do motion estimation and motion compensation. 

Our research work based on H.264/AVC in this thesis mainly focuses on two 

aspects. One is to reduce encoding complexity for real time applications, and the 

other is to improve compression performance for high resolution videos. All the 

improved parts are indicated with green color in Figure 1.1. 

1.1.2 Coming HEVC standard 

With ultrahigh definition video contents entering our daily life, the current 

H.264/AVC standard may not provide such high compression efficiency to satisfy 

the transmission requirement of the current internet and broadcasting networks. To 

overcome this problem, ISO/IEC Moving Picture Experts Group (MPEG) and ITU-T 

Video Coding Experts Group (VCEG) have formed the Joint Collaborative Team on 

Video Coding (JCT-VC) entity in April 2010 to develop a new video coding standard, 

which is called the High Efficiency Video Coding (HEVC) [10, 11]. The objective of 

HEVC is to substantially improve coding efficiency compared to the H.264/AVC 

High Profile, i.e. to reduce bitrate requirements by half with comparable image 

quality, at the expense of increased computational complexity. It is going to be 

ratified as an international video coding standard in 2013 [10, 11]. 

Similar to the conventional video coding standards, HEVC still belongs to a 

block-based hybrid coding framework. The basic block in HEVC is called the largest 
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coding unit (LCU), which can be as large as 64x64 at the present design [10, 11], 

compared with the MB of 16x16 in the H.264/AVC standard. This large block 

benefits from encoding of high resolution videos since large smooth regions have the 

chances to appear in the high resolution picture. In HEVC, each video frame is firstly 

divided into many non-overlapped LCUs. Each LCU is then recursively split into 

smaller CUs forming a quadtree representation adapted to the picture. The CU 

defines a basic unit used for intra and inter prediction. In HEVC, the CU size ranges 

from 8x8 to 64x64 for Luma component. Figure 1.2 shows an example of the 

quadtree CU structure in an LCU. Each CU can be further split into Prediction Units 

(PUs) and Transform Units (TU) in turn. The PU defines a basic unit used for the 

intra or inter prediction process. The splitting of a CU into PU is different for intra 

and inter coding. Details can be found in [10, 11]. The TU defines a basic unit for 

transform and quantization processes. Totally, four TU sizes (4x4, 8x8, 16x16, 

32x32) are supported in the current design of HEVC. 

 

32x32

16x16 16x16

16x16 16x16

8x8 8x8
16x16

16x16

8x8 8x8

8x8 8x8

8x8 8x8

32x32

LCU (e.g. 64x64)

 

Figure 1.2 An example of splitting LCU into CUs based on a quadtree structure 
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Compared with the previous coding standards, a number of new coding 

techniques, such as quad-tree based coding structure, higher bit depth, uniform intra 

prediction, residual quadtree technique for transform coding, more than one loop 

filter and so on, are available in the current HEVC [10, 11]. As a result, HEVC has 

significantly enhanced the compression efficiency than all the existing video coding 

standards. However, the encoding complexity has thereby increased seriously.  

1.2 Literature review 

1.2.1 Early detection algorithms of ZQDCT for H.264/AVC 

It is well known that the Quantization-based compression which makes use of 

the discrete cosine transform (DCT) plays an important role in modern video coding 

standard, such as MPEG-2, MPEG-4 Part 2, H.263, H.264/AVC [1-4]. However, the 

coding process for an encoder is consequently complicated since DCT, quantization, 

inverse quantization and inverse DCT (IDCT) are required. The part involving DCT 

and quantization takes about one fifth of the whole encoding time [6] which cannot 

be neglected for real-time applications in H.264/AVC. Fortunately, it is observed that 

many DCT coefficients become zero after quantization. In the case of low bitrate 

coding, even the whole residual blocks could be zero after quantization. Thus, if the 

zero quantized DCT (ZQDCT) coefficients can be detected before taking DCT 

operation, the corresponding DCT, Q, IQ and IDCT can be eliminated. Consequently, 

considerable computation can be saved for the encoder.  

In the past few years, researchers have developed some detection algorithms to 

look for ZQDCT coefficients in order to save computation. These methods can be 

classified into two groups, lossless detection method and lossy detection method. For 

lossless detection method, it is to detect the ZQDCT coefficients without leading to 
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degradation in terms of rate distortion (RD) performance compared with the existing 

video coding standards. For example, methods in [12-15] are the representatives of 

lossless detection. These methods are all based on the characteristics of both DCT 

formula and quantization process. Specifically, Xuan et al.[12] in 1998 first proposed 

a detection method to determine an all-zero-block (AZB) based on the sum of 

absolute difference (SAD) of each motion compensated block. There is no additional 

computation required since the SAD can be obtained during the process of motion 

estimation. Hence, this algorithm was ever used to reduce significantly the 

computation for 8x8 DCT in the H.263 video coding process without sacrificing 

video coding quality. In 2000, Sousa [13] improved Xuan's algorithm and 

theoretically deduced a more sufficient condition to detect AZB for H.263 encoder. 

In 2005, Moon and Kim [14] refined the sufficient condition to detect ZQDCT 

coefficients for the 4x4 integer DCT used in H.264/AVC. In 2008, Jin et al. [15] 

presented an early detection algorithm of ZQDCT for fast JPEG encoding. To some 

extent, all these methods can save some computation for an encoder without the 

degradation of the reconstructed video quality. However, some researchers found 

that a further saving could be made if a slight loss in the video quality is allowed. It 

is meaningful for real-time applications. As a consequence, the lossy detection 

method was developed. It is obvious that the lossy detection method is to detect more 

ZQDCT coefficients at the expense of a slight degradation of video quality. The 

related contributions can be seen in papers [16-21]. Among them, a typical method of 

lossy detection was proposed in [16]. The Gaussian distribution was applied in this 

paper to study the integer DCT coefficients, and then five types of DCT, Q, IQ and 

IDCT implementations were suggested to form an early detection method of ZQDCT 

coefficients in H.264/AVC. In 2010, Chiu et al.[21] proposed an efficient mode 
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decision algorithm for high bitrate coding based on zero-blocks. This is a novel 

application of the detection method of ZQDCT coefficients. 

1.2.2 Fast intra mode decision algorithms for H.264/AVC 

In the JVT reference software JM [5], for an intra-MB, the full search 

algorithm with the rate distortion optimization (RDO) technique [7] is used to 

examine all the intra prediction modes and to find the best one. Note that the RDO 

technique for the mode decision is a complex and time-consuming process [22-25]. 

To reduce the computational complexity it involves, many algorithms have been 

proposed in recent years. Among them, the way to find the local edge directional 

information of an MB/block is a popular approach, and has been investigated 

extensively. There are a number of ways to extract the local edge directional 

information, such as edge histogram-based method [22], directional filter-based 

method [23], and gradient-based method [24], etc. 

The edge histogram-based method [22] was firstly proposed in 2003. In this 

algorithm, an edge direction histogram is established from all the pixels in the block 

by summing up the amplitudes of these pixels with similar directions (angles). 

According to the histogram, only a small number of intra prediction modes are 

chosen for RDO calculation. Although this method can reduce the encoding time, the 

computational load to decide the local edge of a block is still high. Furthermore, the 

degradation in terms of PSNR is also high based on the experimental results in [22]. 

Having noted the shortcoming of this algorithm, another fast algorithm based on a 

filtering technique is proposed in [23]. In this method, each original MB/block is 

divided into four subblocks firstly, and each subblock will be represented by the 

average magnitude of its pixels. Thus a 2x2 pseudo block is obtained for edge 

detection. Five 2x2 filters are then applied to the 2x2 pseudo block to derive the edge 
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strengths of the five corresponding cases. The dominant edge is used as the one with 

the maximum edge strength. This algorithm can reduce the computational 

complexity of the dominant edge detection significantly. However, it still has the 

problem of inaccurate prediction since a 2x2 pseudo block instead of the original 

block is used to perform the edge detection. It usually does not match the best intra 

prediction mode with the detected edge. In [24], the authors proposed another 

algorithm based on local gradient strengths to effectively extract the edge 

information. This gradient-based algorithm has an accurate detection capacity of 

candidate prediction modes. Note that it has some drawbacks, such as (i) there is no 

good reason using the linear interpolation method to compute the gradients of some 

modes, and (ii) the pseudo-blocks are used for the edge detection of the I16MB type 

and the Chroma prediction. In addition, a more recent study of intra prediction on 

fast decision of block size, prediction mode and intra block is found in [25]. In this 

method, a variance-based method is used to select the block size. The threshold of 

the variance used in deciding the block size is set to be a constant, which may not be 

a good arrangement. Note that the variance is fixed for the same MB, however, the 

encoding mode for the MB can be changed for different QP values. Therefore, the 

threshold should at least change according to the QP value. On the other hand, for the 

selected block size, an improved filter-based [23] method is used for mode decision. 

However, it is found that the filter-based method in [23] has the inaccurate problem, 

thereby results of inaccuracy may appear in paper [25]. 

1.2.3 Improved lossless intra coding algorithms for H.264/AVC 

Lossless coding technique plays an important role in perfectly preserving 

valuable information using less storage space. Many approaches have been proposed 

and are mainly developed for image coding. A good example in the standards is the 
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JPEG lossless coding [8]. It has many applications, such as medical images, digital 

archives, digital documentations and so on. In the past few years, some further 

improvements of lossless image coding studies have been done. One of the 

representatives is an edge-directed prediction method in [9], which enables the 

predictor to be adaptive from smooth regions to edge regions. Note that the 

complexity is usually high for lossless image coding. With the development of video 

coding standards, high definition videos are gradually entering into our daily life. 

The demand for higher fidelity of the encoded videos is ever increasing. It is highly 

possible that either the whole picture or some regions of a picture in a video need to 

be represented without any loss of fidelity for some demanding applications. 

Consequently, it is necessary to integrate the lossless coding technique into video 

coding standards, such as the H.264/AVC coding standard [1-4]. The H.264/AVC 

standard was originally designed for this purpose of compression. The compression 

efficiency of video coders can usually be achieved based on lossy coding technique. 

However, it also supports lossless video coding for some requirements.  

The lossless coding method used in H.264/AVC standard can be considered as 

the state-of-art representative which is applied to the video coding standard. Since 

there is no transform and quantization process in the lossless video coding, the 

encoding complexity can be reduced substantially but more bits are required to 

encode the video sequences. Another problem is that, since the H.264/AVC has a 

block-based coding structure, samples away from the references cannot be predicted 

well due to poor correlation. Therefore, further improvement of lossless coding 

method in H.264/AVC standard is always desirable for the purpose of compression. 

The third problem is that the entropy coding method CAVLC designed for the 

quantized DCT coefficients cannot play a good role in coding the residual directly 
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due to the different distributions between the residual and the quantized DCT 

coefficients.  

Recently, researchers have made various studies on the improvement of 

lossless compression algorithm in the H.264/AVC standard. Lee et al. [26] proposed 

a lossless intra prediction method based on samplewise DPCM instead of using a 

block-based approach. This algorithm achieves better performance since near 

samples are used as the reference, and it is also adopted into a new enhancement 

project of the H.264/AVC standard. However, the samplewise DPCM method can 

only be applied to the modes with one sample predictor. As  a result, only four 

modes (modes 0,1,3 and 4) of I4MB/I8MB type, two modes of I16MB type/Chroma 

prediction can be performed based on the samplewise DPCM method. The 

performance is thus limited. In [27], a simple interpolation method is used to make 

prediction. As a result, a samplewise DPCM concept can be easily extended to other 

prediction modes. The experimental results in [27] and our realization results in 

Chapter 5 show that further improvement of the lossless compression performance 

can be achieved compared with the algorithm in [26]. In [28], a two-layer coding 

algorithm is proposed to improve the lossless coding performance of H.264/AVC 

standard. In this method, an MB is firstly encoded using lossy coding method in 

H.264/AVC, and then the distortion between the original MB and the reconstructed 

MB is also encoded to form the so called D bitstream. The method with two-layer 

bitstream can be used in applications with multiple clients for different receiving 

capabilities. However, our experimental results and those from [28] show that this 

method almost has the same compression rate as the method in H.264/AVC [5], and 

the coding performance is worse when compared with the method in [26]. Note that 

this method has a high computational complexity due to two coding processes: lossy 
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coding and lossless coding. Especially for the lossy coding, the complexity is high 

due to transformation and quantization process. In [29], a pixel-wise interleave 

prediction algorithm was proposed to perform multidirectional intra prediction as a 

frame-level coding to improve the lossless intra coding. In this algorithm, four passes 

corresponding to three sub-frames are available for each frame. The sub-frame in the 

first pass is encoded by using usual H.264/AVC processing method. The left three 

sub-frames are encoded by using three directional prediction modes. In [30], we 

proposed a hierarchical intra prediction (HIP) algorithm making use of intensity 

gradient measurement in an MB-level to further improve the coding efficiency of 

lossless intra prediction in H.264/AVC.  

1.2.4 Improved intra coding algorithms based on HEVC 

Different from intra prediction in H.264/AVC, where at most 9 modes for 8x8 

or 4x4 subblock are available in the high profiles [4], the HEVC supports up to 35 

modes for uniform intra prediction in each PU [31-33]. The increased modes provide 

great flexibility to represent complex structures and produce accurate predictions. As 

a result, the coding efficiency of intra coding method in HEVC is significantly 

enhanced compared with that in H.264/AVC. However, it also brings a heavy burden 

to the mode decision process if all the modes are involved in the RDO process. 

Importantly, more overheads are required to signal the optimal mode for each PU. In 

order to reduce the complexity of intra coding, a fast mode decision algorithm was 

proposed in [34] and adopted in the test model HM [35] of HEVC. This algorithm 

firstly adopts a RMD scheme to select N best candidate modes instead of all the intra 

prediction modes before the RDO process in HM [35]. Secondly, the best mode is 

selected from the N candidate modes during the RDO process. The RQT technique 

[36, 37] is then performed on the residual PU to select the optimal transform 
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structure. This forms a fundamental framework of intra coding process in HM [35]. 

Based on this framework, many researches have made contributions. On the one 

hand, fast intra coding algorithms have been proposed to reduce the coding 

complexity of HEVC. In [38], an early termination strategy based on the intra 

prediction mode of the corresponding previous-depth prediction unit and block size 

of current-depth transform unit was proposed for intra prediction. Moreover, the 

number of candidate modes selected by the RMD scheme is further reduced for the 

RDO process, and the intra prediction mode of the corresponding previous-depth PU 

is always included in the candidate modes for the RDO process in [38]. In [39], the 

authors make full use of the directional information of the neighboring blocks to 

reduce the number of candidate modes involved in the RDO process. The two fast 

algorithms can reduce the encoding time by more than 20% for both high efficiency 

and low complexity conditions at a cost of negligible loss in coding efficiency, as 

compared with HM. Not only the intra mode decision process can be speeded up, the 

transform process can also be accelerated. In [40], a merge-and-split decision 

algorithm was proposed for eliminating the unnecessary transform coding 

examinations for the RQT process. Furthermore, three early termination schemes 

were developed for zero-blocks and nonzero-blocks to reduce the unnecessary 

computation in [40]. This algorithm achieved up to more than 50% encoding time 

reduction with a slight coding loss when comparing with HM [35]. On the other hand, 

there are algorithms which can reduce further the coding efficiency of HEVC. For 

example, authors in [41] proposed an efficient intra mode signaling algorithm for 

HEVC. This algorithm takes neighboring intra modes into account to obtain a 

prioritization of the different modes. As a result, entropy coding can be performed 

with a higher efficiency. About 0.33% to 1% bitrate improvement was achieved with 
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a minimal complexity increase at both encoder and decoder. Note that most of the 

above algorithms only pay attention to the improvement of one aspect, either RD 

performance or encoding complexity. When RD performance is improved, the 

encoding complexity is generally higher, and vice verse. However, we have found 

that there is still room for improvement in terms of high intra compression efficiency 

with less encoding complexity. 

1.3 Organization of the thesis 

The rest of the thesis is organized as follows. In Chapter 2, the basic theory and 

technologies on transform and quantization, intra prediction, lossless intra coding in 

H.264/AVC are introduced. Moreover, the intra coding technology in HEVC is also 

described. In Chapter 3, two efficient detection algorithms of ZQDCT coefficients in 

H.264/AVC are presented. The first algorithm is based on new patterns for DCT, Q, 

IQ and IDCT processes and combined with the Gaussian distribution to determine 

the thresholds for detecting ZQDCT coefficients. The second algorithm is then 

proposed based on Lagrangian optimization of FAR and FRR in H.264/AVC. In 

Chapter 4, a fast intra prediction algorithm based on texture characteristics, 

directional difference measure and early termination for H.264/AVC is proposed. In 

Chapter 5, two improved lossless intra coding algorithms are suggested to improve 

the lossless compression efficiency of an encoder based on H.264/AVC for videos. 

The first algorithm in Chapter 5 is proposed based on hierarchical intra prediction 

and residual coding mode optimization. The second algorithm is then proposed based 

on adaptive interpolation filter combined with the residual coding mode optimization. 

In Chapter 6, an adaptive intra prediction modes skipping algorithm for decision and 

signaling processes in HEVC is addressed. Finally, a conclusion of this thesis is 

drawn and some possible future directions of this study is then given in Chapter 7. 
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The H.264/AVC is a matured international video coding standard [1-4], which 

includes a number of advanced coding tools, such as intra prediction, integer 

transform, lossless intra coding. These technologies make H.264/AVC achieve a 

significant improvement in rate distortion performance compared with previous 

standards. In this chapter, we firstly introduce the basic theory of these technologies 

(in Sections 2.1-2.3), and then present some new techniques adopted in the current 

design of HEVC (in Section 2.4 of this chapter). Note that the HEVC standard [10, 

11] is being developed to achieve better encoding efficiency as compared to the 

H.264/AVC. 

2.1 Transform and quantization techniques in H.264/AVC 

2.1.1 Integer DCT in H.264/AVC 

Different from the previous video coding standards, such as MPEG-1, MPEG-2 

and H.263 where the 8x8 Discrete Cosine Transform (DCT) is the basic transform, 

the transform used in H.264/AVC for residual data is an integer transform [1-4], 

which can avoid the operation of floating-point numbers and also eliminate the 

mismatch problem between the encoding process and decoding process. In the high 

profile of H.264/AVC, two integer transform sizes (4x4 and 8x8) are supported for 

residual data after motion-compensated prediction or intra perdition. In our research, 

we mainly focus on the 4x4 integer DCT in H.264/AVC since 8x8 integer transform 



Chapter 2 Basic Theories and Technologies 

 15 

is only used in FRExt profiles. The matrix form of 4x4 integer DCT [1-4] can be 

given by 

( ) EWEAY ⊗=⊗= f

TXA ,                                             (2.1) 

where matrix Y is the output array, matrix X is an input array, matrix A is an integer 

DCT kernel, ⊗ means term by term multiplication, and E is a matrix of scaling 

factors [1-4]. Matrixes A and Ef can be denoted as follows (a=1/2 and 52=b ). 
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According to (2.1), W=AXA
T
. Each element of W, Wuv, denotes an integer 

DCT coefficient in the position (u,v), which can be expressed  as 
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uv viAuiAjixW                                      (2.2) 

In (2.2), each element A(m,n) of matrix A can be represented by (2.3). 

( ) ( ) ( )( ) 812cos5.2, πnmnknmA ⋅+⋅= ,                         (2.3) 

where k(n) is 
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The symbol    in (2.3) is a rounding operator. Note that the calculation of Wuv 

is an integer manipulation process. In the real implementation of an encoder, only 

matrix W instead of matrix Y in (2.1) is calculated in transformation process, and Ef 

is integrated into quantization process. This avoids floating-point numbers operations 
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and thereby eliminates the mismatch problem between the encoding process and 

decoding process. 

2.1.2 Quantization in H.264/AVC 

Based on (2.1), each DCT coefficient Yuv in position (u,v) can be calculated as 

follows: 

uvuvuv EWY ⋅=                                                                      (2.4) 

In order to quantize the DCT coefficient Yuv in (2.4), the following operation is 

performed. 









=

Qstep

Y
roundZ uv

uv ,                                                         (2.5) 

where Zuv is a quantized DCT coefficient, round(·) is a rounding operation, and 

Qstep denotes quantization step size. In total, 52 values of Qstep ranging from 0 to 

51 are supported for Luma component in H.264/AVC, which can be indexed by a 

quantization parameter (QP) as shown in Table 2.1 [1]. Note that Qstep increases by 

12.5% for each increment of 1 in QP. For Chroma component, the maximal value of 

QP is 39 based on the standard. The wide range of quantization step sizes makes it 

possible for an encoder based on H.264/AVC to flexibly control the tradeoff between 

bitrate and quality. 

By substituting (2.4) into (2.5), we have 








 ⋅
=

Qstep

EW
roundZ uvuv

uv                                                        (2.6) 

As we have said that Wuv is calculated in transformation process, and Euv is 

incorporated into quantization process to avoid division operations. In order to 

integrate Euv into quantization process, Euv/Qstep is defined as follows: 
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qbits

uvuv MF

Qstep

E

2
= ,                                                                    (2.7) 

where qbits is calculated by (2.8). 

( )615 QPfloorqbits +=                                                    (2.8) 

By substituting (2.7) into (2.6), the factor (Euv/Qstep) is implemented as a 

multiplication by MFuv and a right-shift operation, thus avoid division operations. 
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qbits

uv
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MF
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,                                                 (2.9) 

where MFuv is calculated by (2.10) based on (2.7). 

qbits

uvuv QstepEMF 2×=                                                  (2.10) 

In the reference software of H.264/AVC [5], a lookup table for MFuv as shown 

in Table 2.2 is used to save computation and avoid floating-point operations. 

Parameter MFuv depends on the coefficient position (u, v). The first six values of MF 

are shown as follows. For QP>5, the MFuv repeats the six values for each increment 

of 6 in QP. 

Table 2.1. Quantization step sizes in H.264/AVC encoder 

QP Qstep QP Qstep QP Qstep QP Qstep 

0 0.625 13 2.75 26 13 39 56 

1 0.6875 14 3.25 27 14 40 64 

2 0.8125 15 3.5 28 16 41 72 

3 0.875 16 4 29 18 42 80 

4 1 17 4.5 30 20 43 88 

5 1.125 18 5 31 22 44 104 

6 1.25 19 5.5 32 26 45 112 

7 1.375 20 6.5 33 28 46 128 

8 1.625 21 7 34 32 47 144 

9 1.75 22 8 35 36 48 160 

10 2 23 9 36 40 49 176 

11 2.25 24 10 37 44 50 208 

12 2.5 25 11 38 52 51 224 
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Table 2.2. Value of MFuv in H.264/AVC 

QP Positions 
(0, 0), (2, 0), (2, 2), (0, 2) 

Positions 
(1, 1), (1, 3), (3, 1), (3, 3) 

Other positions 

0 13107 5243 8066 

1 11916 4660 7490 

2 10082 4194 6554 

3 9362 3647 5825 

4 8192 3355 5243 

5 7282 2893 4559 

 

As a result, the quantized DCT coefficient Zuv in (2.9) can be implemented as 

(2.11) in the reference software of H.264/AVC [5].  

( ) ( )[ ]qbitsfMFWWsignZ
qbits

uvuvuvuv >>⋅+⋅= 2 ,                (2.11) 

where symbol ">>" indicates a binary shift right, and f is 1/3 for intra residual blocks 

or 1/6 for inter residual blocks in the reference software of H.264/AVC [5].  

2.1.3 Conditions for ZQDCT coefficients in H.264/AVC 

In this thesis, to search for Zero Quantized DCT coefficients (ZQDCT) is 

important. It is good that the ZQDCT coefficients be detected before the 

transformation and quantization processes to save unnecessary calculation involved. 

In order to make the DCT coefficient Yuv be quantized to zero based on (2.5) in 

H.264/AVC, it requires 

1<uvZ                                                                              (2.12) 

By substituting (2.11) into (2.12), we have 

1
2

2
<

⋅+⋅
qbits

qbits

uvuv fMFW
                                                  (2.13)    

Based on (2.13), we obtain the following condition. 
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If the upper bound of |Wuv| is smaller than the right-hand side of (2.14), it 

means that the DCT coefficient Yuv is quantized into zero. In Section 2.1.4, we 

analyze two typical methods to find the upper bound of |Wuv| to detect ZQDCT 

coefficients in H.264/AVC as the motivation of our research work. 

2.1.4 Analysis of two typical methods for detecting ZQDCT coefficients 

The first one [6] was based on a theoretical analysis of the DCT and 

quantization processes, and the second method [17] was proposed based on two 

models about the residual pixel values and DCT coefficients, respectively. The 

reason that we choose these two algorithms is that (i) the former approach can derive 

a sufficient condition to detection ZQDCT coefficients without leading to the 

degradation of video quality, and (ii) the latter one can detect more ZQDCT 

coefficients at the expense of a slight degradation of the video quality. These two 

methods can be considered as two typical representatives of lossless and lossy 

detection methods in H.264/AVC, respectively. 

To find the upper bound of |Wuv|, the following inequality operations are 

performed based on the method in [6]. 
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where SAD denotes the sum of absolute difference between the original block and 

the predicted block. There is no extra calculation required for SAD since it is 

obtained in the motion estimation process.  
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By calculation based on (2.3), ( ) ( )( )viAuiA
ji

,,max
,

⋅
≤≤ 30

 is obtained as follows: 

( ) ( )( ) r

ji
uv viAuiAC −

≤≤
=⋅= 2

30
2,,max

,
,                                   (2.16) 

where r=2-(u%2)-(v%2). Hence the upper bound of |Wuv| according to (2.15) is given 

as follows: 

SADCW uvuv ⋅=
max

                                                          (2.17) 

By substituting (2.17) into (2.14), we can obtain the sufficient condition to 

detect ZQDCT coefficients in paper [6] as follows: 

( ) ( )

uvuvuvuv

qbits

EC

Qstepf

MFC

f
SAD

⋅

⋅−
=

⋅

⋅−
<

121
                               (2.18) 

Therefore, the threshold for the normalized SAD by Qstep in [6] can be derived 

as (2.19). 

uvuv

uv
EC

f
MKTN

⋅

−
=

1
_                                                       (2.19) 

In [17], the authors suppose that the residual pixel x at the input of DCT be 

approximated by a Gaussian distribution with zero mean and variance σ
2
 as 

( ) 







−=

2

2

2
exp

2

1

σσπ

x
xp                                               (2.20) 

Based on (2.20), the expected value of |x| can be calculated as 

( ) ( ) σ
π

2
== ∫

∞+

∞−
dxxpxxE                                               (2.21) 

Note that ( )∑∑
= =

=
3

0

3

0

,
i j

jixSAD . E(|x|) can be approximated as 

( )
N

SAD
xE ≈ ,                                                                   (2.22) 

where N is the number of DCT coefficients (16 for a 4x4 block). By combining (2.21) 

and (2.22), we have 
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N

SAD

2

π
σ ≈                                                                   (2.23) 

Note that the variance, ( )vuW ,2σ , of the Wuv can be written as [46]. 

( ) [ ] [ ] vv

T

uu

T

W ARAARAvu ,,

22 , σσ = ,                                    (2.24) 

where [·]u,u is the (u,u)
th

 component of a matrix, A is given in Section 2.1.1, and R 

represents the correlation matrix associated with ρ [17, 18]. Parameter ρ is one-step 

correlation coefficient in the horizontal or vertical direction [17, 18].  

By substituting (2.23) into (2.24), we have 

( )
[ ] [ ]

N

SADARAARA
vu

vv

T

uu

T

W
2

,
,,π

σ =                           (2.25) 

In [17], the Gaussian distribution with variance ( )vuW ,2σ  as shown in Figure 

2.1 is used to model the integer DCT coefficient Wuv in H.264/AVC.  
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Figure 2.1 Distribution of integer DCT coefficient Wuv 

 

Therefore, the maximal possible value of Wuv can be expressed by σW(u,v) with 

a probability controlled by γ in the following form. 

( )vuW Wuv ,
max

γσ=                                                           (2.26) 
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If γ=3, then the probability that the Wuv ranges from -γσW(u,v) to γσW(u,v) is 

about 99.73%. By substituting (2.25) and (2.26) into (2.14), we can obtain a different 

condition from [6] to detect ZQDCT coefficients. By mathematical manipulation, the 

condition to detect ZQDCT coefficients in [17] can be derived as: 

( ) ( )

uvuvuvuv

qbits

ED

Qstepf

MFD

f
SAD

⋅

⋅−
=

⋅

⋅−
<

πγπγ

121621216
,               (2.27) 

where Duv=[ARA
T
]u,u[ARA

T
]v,v. Hence the threshold for the normalized SAD by 

Qstep is 

( )

uvuv

uv
ED

f
WKTN

⋅

−
=

πγ

1216
_                                                  (2.28) 

Note that (2.19) and (2.28) are independent of Qstep. Let us label them as the 

"normalized thresholds". Table 2.3 shows the normalized threshold for each (u,v) 

component corresponding to these two methods. In Table 2.3, "\" means that the 

thresholds are uncertain since the thresholds are block-dependent in [6, 17]. Note that 

some normalized thresholds obtained by the algorithm in [17] are smaller than those 

from the algorithm in [6], and others are larger. The former case means that the 

thresholds used in [17] are still not large enough. As a result, some ZQDCT 

coefficients cannot be detected. For the latter case, a larger number of ZQDCT 

coefficients can be detected, which can save much computation during the encoding 

process. However, some non-ZQDCT coefficients may be incorrectly classified as 

ZQDCT coefficients based on the algorithm in [17]. This may result in the 

degradation of the reconstructed video-quality. In other words, the detection 

capability of one algorithm can be increased at the expense of a slight degradation of 

the video-quality, or vice versa. Therefore, it is meaningful to find a relationship 

between the quality of the reconstructed video sequences and the capability of 

detecting ZQDCT coefficients. If we can find the relationship between them, 
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thresholds for 16 DCT coefficients can then be determined in accordance with the 

possible requirements of video-quality and encoding complexity. 

 

Table 2.3. Normalized thresholds based on SAD/Qstep 

Normalized threshold (Inter 

mode) for SAD/Qstep 
DCT 

component 
TN_MK [6] TN_WK [17] 

DC 3.3333 \ 

AC(1,0) 2.6352 2.4302 

AC(2,0) 3.3333 3.4429 

AC(3,0) 2.6352 4.3181 

AC(0,1) 2.6352 2.4302 

AC(1,1) \ 2.4302 

AC(2,1) 2.6352 3.4429 

AC(3,1) \ 4.3181 

AC(0,2) 3.3333 3.4429 

AC(1,2) 2.6352 3.4429 

AC(2,2) 3.3333 3.4429 

AC(3,2) 2.6352 4.3181 

AC(0,3) 2.6352 4.3181 

AC(1,3) \ 4.3181 

AC(2,3) 2.6352 4.3181 

AC(3,3) \ 4.3181 

 

Tables 2.4 and 2.5 list the relationship between SAD and the corresponding 

patterns of DCT, Q, IQ and IDCT for methods in [6] and [17]. Note that the DCT 

coefficient at a grey position is non-zero, which requires to be computed. In these 

two tables, thresholds TN_MK00 and TN_WK00 are block dependent as suggested in 

[6] and [17], respectively. 

Observing Tables 2.4 and 2.5, we can see that there are some differences, 

which might hint us to give important factors for formulating an efficient detection 

algorithm of ZQDCT coefficients. First, four modes are available in [6] while five 

modes are available in [17]. Second, the patterns of DCT, Q, IQ and IDCT in the two 

methods are also different. Note that when SAD/Qstep is small, such as M1 in Table 

2.4, it may belong to M1 or M2 in Table 2.5. According to Table 2.4, four different 
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DCT coefficients corresponding to a low frequency and three high frequencies 

require to be calculated. However, according to Table 2.5, the DC coefficient (M1) 

or 2x2 DCT coefficients (M2) with low frequencies are computed.  From 

experimental results in [17], we know that the method in [17] can detect more 

ZQDCT coefficients by bringing in a slight video-quality degradation compared with 

the method in [6], and hence reduce the encoding time of DCT, Q, IQ and IDCT 

processes. 

 

Table 2.4. Relationship between SAD and pattern for DCT, Q, IQ and IDCT in [6] 

Mode 

 

Condition 

(Inter) 

Pattern for DCT, Q, 

IQ and IDCT 

M0 00_ MKTN
Qstep

SAD
<  Not performed 

M1 
.2_ 00 <≤

Qstep

SAD
MKTN

 

Y(0,0) Y(1,0)

Y(0,1) Y(1,1)

Y(0,2) Y(1,2)

Y(0,3) Y(1,3)

Y(2,0) Y(3,0)

Y(2,1) Y(3,1)

Y(2,2) Y(3,2)

Y(2,3) Y(3,3)

 

M2 3333.36352.2 <≤
Qstep

SAD
 

Y(0,0) Y(1,0)

Y(0,1) Y(1,1)

Y(0,2) Y(1,2)

Y(0,3) Y(1,3)

Y(2,0) Y(3,0)

Y(2,1) Y(3,1)

Y(2,2) Y(3,2)

Y(2,3) Y(3,3)

 

M3 
Qstep

SAD
≤3333.3  

Y(0,0) Y(1,0)

Y(0,1) Y(1,1)

Y(0,2) Y(1,2)

Y(0,3) Y(1,3)

Y(2,0) Y(3,0)

Y(2,1) Y(3,1)

Y(2,2) Y(3,2)

Y(2,3) Y(3,3)
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Table 2.5. Relationship between SAD and pattern for DCT, Q, IQ and IDCT in [17] 

Mode  
Condition 

(Inter) 

Pattern for DCT, Q, 

IQ and IDCT 

M0 00_WKTN
Qstep

SAD
<  Not performed 

M1 4302.2_ 00 <≤
Qstep

SAD
WKTN  Y(0,0)

 

M2 4429.34302.2 <≤
Qstep

SAD
 

Y(0,0) Y(1,0)

Y(0,1) Y(1,1)

 

M3 3181.44429.3 <≤
Qstep

SAD
 

Y(0,0) Y(1,0)

Y(0,1) Y(1,1)

Y(0,2) Y(1,2)

Y(2,0)

Y(2,1)

Y(2,2)

 

M4 
Qstep

SAD
≤3181.4  

Y(0,0) Y(1,0)

Y(0,1) Y(1,1)

Y(0,2) Y(1,2)

Y(0,3) Y(1,3)

Y(2,0) Y(3,0)

Y(2,1) Y(3,1)

Y(2,2) Y(3,2)

Y(2,3) Y(3,3)

 
 

2.2 Intra coding techniques in H.264/AVC 

2.2.1 Intra prediction modes in H.264/AVC 

The H.264/AVC introduces directional spatial prediction for intra MB coding. 

It exploits the spatial correlation between adjacent MBs/blocks. The current 

MB/block is predicted by the adjacent pixels in the upper and the left MBs/blocks 

that were decoded earlier. The H.264/AVC allows the intra prediction for both Luma 

blocks and Chroma blocks. In the FRExt high profiles of the H.264/AVC standard, 

the Luma intra prediction has three basic types: 16x16 Luma prediction (I16MB 

type), 8x8 Luma prediction (I8MB type) and 4x4 Luma predicton (I4MB type).  
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(a)                                                (b) 

Figure 2.2. (a) Three mathematical prediction directions for I16MB type, (b) 

Reference pixels for I16MB type 
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(c) 

Figure 2.3. (a)Eight prediction directions for I4MB/I8MB type, (b) Reference pixels 

from A-M for I4MB type, (c) Reference pixels from A-Y for I8MB type 

 

In the I16MB type [1-4], the whole MB is predicted with four possible modes 

as shown in Figure 2.2. In the I4MB and I8MB types as shown in Figure 2.3 [1-4], 

each 4x4 or 8x8 block is predicted from spatially neighboring constructed pixels. 

There are a total of nine prediction modes for each 4x4 or 8x8 Luma block. For the 
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intra prediction of two Chroma components (U and V), there is only one prediction 

type: 8x8 Chroma prediction ( In this thesis, the 4:2:0 Chroma format is mainly used 

as an example in our realization.). Chroma intra prediction has the same prediction 

pattern as that of the I16MB type, except its indexing approach and the size of the 

block which is 8x8. Details about the intra prediction in H.264/AVC can be found in 

[1-5]. 

2.2.1 Intra mode selection algorithm based on JM 

In the JVT reference software JM12.2 [5], for an intra-MB, the full search 

algorithm with the RDO technique is used to examine all the intra prediction modes 

and to find the best one. Figure 2.4 shows the procedure of intra mode selection.  

As it can be seen from Figure 2.4, four forms of formulas are applied to 

compute rate-distortion cost according to different prediction processes. 

DC

m

AC

mx SATDSATDJ +=∑
=

15

0

1616
                                                                (2.29) 

( ) ( )QPmodecsRQPmodecsSSEJ modexx |,,|,,8888 ⋅+= λ                           (2.30) 

( ) ( )QPmodecsRQPmodecsSSEJ modexx |,,|,,4444 ⋅+= λ                           (2.31)  

( ) ( ) ( )( )QPmodecsRmodechromaSSEtypelumaSSEJ modexx |,,,5.0max,, 881616 ⋅++= λ (2.32) 

 

Equations (2.29)-(2.31) are used to measure the costs of a block encoded as 

I16MB, I8MB and I4MB, respectively. In (2.29), ac

m
SATD represents the sum of 15 

absolute AC coefficients which come from the Hadamard transform of the 

differences between the pixel values of the m
th

 4x4 block and that of the predicted 

4x4 block. dc
SATD stands for the sum of absolute Hadamard-transformed coefficients 

of the 16 DC terms divided by 4. The 16 DC terms come from each DC component 

of 16 4x4-Hadamard transforms of an MB. In (2.30) and (2.31), SSE represents the 

sum of the squared errors between the original Luma block s and its reconstructed 
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Luma block c. QP is the quantization parameter. λmode is the Lagrange multiplier for 

mode decision. mode represents one of the nine intra prediction modes. R is the total 

number of bits for coding information of each block by using the entropy coding 

technique. Equation (2.32) is used to measure the overall rate-distortion cost 

involving both Luma and Chroma components. 

 

NO

Select the best mode of I16MB type among 4 modes by minimizing J16x16
Generate an 8x8 chroma prediction block using one of the four chroma prediction modesStart:Intra-MB

StopYes

Select the best mode of I4MB type among 9 modes by minimizing J4x4Select the better intra prediction type: I4MB, I8MB or I16MB, by minimizing JThe last chroma prediction mode? 

Select the best mode of I8MB type among 9 modes by minimizing J8x8

 

Figure 2.4. Flowchart of intra mode selection in high profile of H.264/AVC 

 

 From above analysis, we can see that both Luma and Chroma components are 

combined to perform the RDO calculation for intra-MB in the JM reference software 

[5]. The number of RDO equations ((2.29)-(2.31)) that have to be computed for an 



Chapter 2 Basic Theories and Technologies 

 29 

MB is NC8x8*(NL16x16 +  NL8x8*4 + NL4x4*16), which is equal to 4x(4+9x4+9x16), 

where NC8X8, NL16x16, NL8x8,and NL4x4 represent the number of possible modes for 

an 8x8 Chroma block, 16x16 Luma block, 8x8 Luma block and 4x4 Luma block, 

respectively. As a result, the intra mode decision is especially complex, hence it is 

always desirable to have a better mode decision approach to simplify the process. 

2.3 Lossless intra coding technique in H.264/AVC 

Lossless coding technique plays an important role in perfectly preserving 

valuable information using less storage space. Many approaches have been proposed 

and are mainly developed for image coding [8, 42, 43]. A good example in standards 

is the JPEG lossless coding [8]. It has many applications, such as medical images, 

digital archives, digital documentations and so on. In the past few years, some further 

improvements of lossless image coding studies have been done. One of the 

representatives is an edge-directed prediction method in [9], which enables the 

predictor to be adaptive from smooth regions to edge regions. Note that the 

complexity is usually high for lossless image coding. With the development of video 

coding standards, high definition videos are gradually entering into our daily life. 

The demand for higher fidelity of encoding videos is ever increasing. It is highly 

possible that either the whole picture or some regions of a picture in a video need to 

be represented without any loss of fidelity for some demanding applications. 

Consequently, it is necessary to integrate the lossless coding technique into video 

coding standards, such as the H.264/AVC coding standard [1-4]. The H.264/AVC 

standard was originally designed for this purpose of compression. The compression 

efficiency of video coders can usually be achieved based on lossy coding technique. 

However, it also supports lossless video coding for some requirements.  
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The lossless coding method used in H.264/AVC standard can be considered as 

the state-of-art representative which is applied to the video coding standard. In 

H.264/AVC, lossless coding can be done by an intra pulse-code-modulation (IPCM) 

MB type, in which the values of the samples are encoded directly without prediction, 

transformation or quantization [1-4]. It is clear that this mode is not efficient since it 

requires many bits to encode an MB without any loss of fidelity. The experimental 

results also show that this type is rarely selected for an encoder with higher 

compression ratio. However it can provide a minimum upper bound on the number 

of bits to represent an MB with full accuracy [4].  

As the development of H.264/AVC standard, a more effective lossless coding 

method was designed in the new profiles called FRExt High profiles [4]. In the new 

profiles, a transform-bypass lossless coding method was proposed to improve the 

efficiency of the lossless coding. This method uses intra prediction and entropy 

coding for encoding sample values. Figure 2.5 shows the lossless coding process and 

the lossy coding process of an intra residual block/MB in the FRExt High profiles. 

Note that, in the lossy video coding, the residual block should be transformed and 

quantized, and then the quantized DCT coefficients are scanned and encoded by 

entropy coding. Different from it, the residual block is directly scanned and encoded 

by entropy coding without the transformation or quantization process in the lossless 

coding. As a result, the encoding complexity can be reduced substantially but more 

bits are required to encode the video sequences.  
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Figure 2.5. Lossless coding and lossy coding adopted in FRExt High profiles of 

H.264/AVC standard 

 

From Figure 2.5, we can see that the intra prediction algorithm used to produce 

the residual is the same for both lossless coding and lossy coding. In FRExt High 

profiles, four basic types of intra prediction for Luma components are available: 

16x16 Luma prediction (I16MB type), 8x8 Luma prediction (I8MB type) and 4x4 

Luma prediction (I4MB type) and IPCM [1-4]. There are four prediction modes in 

the I16MB type and nine prediction modes in the I4MB/I8MB types, which are 

shown in Figures 2.2 and 2.3. Chroma components can be predicted using four 

modes, which are similar to those in I16MB type [1-4]. 

The new lossless coding method makes the encoder very efficient as compared 

with IPCM mode. However, we also note that the intra block/MB is predicted as a 

whole by an extrapolation of the neighboring reconstructed pixels due to a block-

based coding structure in the H.264/AVC standard. As a result, the samples which 

are far from their references may not be predicted well due to poor correlation. 

Especially for the blocks predicted using the I8MB or I16MB type, the poor 

prediction is more obvious since a larger block size is used. Another drawback in the 

lossless coding of H.264/AVC framework is that the CAVLC entropy coding method 

is usually not efficient to encode the residual block directly since it is designed based 

on some characteristics of quantized DCT coefficients of the residual block. 
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Therefore, further improvement of lossless coding method in H.264/AVC standard is 

always desirable for the purpose of compression.  

2.4 Unified intra coding technique in HEVC 

As the next generation of video coding standard, HEVC, is now being designed 

to achieve significantly higher compression efficiency than all the existing video 

coding standards due to the adoption of many advanced coding tools. For example, 

up to 35 modes are available for intra prediction of each prediction unit in HEVC. 

This can provide more accurate predictions and thereby improve the compression 

efficiency of intra coding. In this thesis, we mainly focus on improving the intra 

coding in the HEVC standard.  

2.4.1 Intra prediction in HEVC 

Intra prediction is adopted to reduce the spatial redundancies in a frame. In the 

high profile of H.264/AVC, three block sizes (16x16, 8x8 and 4x4) with four, nine 

and nine modes as shown in Figures 2.2 and 2.3 are used adapting to different 

structures of a frame in intra prediction. Note that these three block sizes and the four 

or nine intra prediction modes are not flexible enough to represent complex 

structures. To provide more accurate predictions and to improve the coding 

efficiency of intra prediction, HEVC not only extends the set of PUs from 4x4 to 

64x64 based on a tree structure, but also increases the set of intra prediction modes 

up to 35 by referring to the reconstructed samples from the left-down, left, up and 

up-right sides. In other words, when the LCU is up to 64x64, the size of PU can be 

64x64, 32x32, 16x16, 8x8 and 4x4. For each PU, there are 35 intra prediction modes 

available in current version of the HEVC [4, 5]. Table 2.6 summarizes the 35 intra 

prediction modes adopted in HEVC [31-33]. It includes Planar mode, DC mode and 
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33 directional modes. Figure 2.6 shows the directions of the 33 directional modes in 

HEVC. They have the angles of +/-[0, 2, 5, 9, 13, 17, 21, 26, 32], respectively. To 

select the optimal mode, an encoder has to exhaust recursively all the combinations 

of CU and PU. For each PU, a three-stage approach is implemented to find the best 

intra prediction mode and the optimal transform structure in the test model HM of 

the HEVC standard. First, a rough mode decision (RMD) algorithm [34, 35] is used 

to select a subset of all intra prediction modes before the RDO process. Note that the 

three most probable modes as illustrated in Section 2.4.2 are always included in the 

subset. Second, the RD cost of each prediction mode in the subset is calculated 

without the use of residual quadtree (RQT) technique [36, 37]. The mode with the 

smallest RD cost is selected for coding the current PU. Third, the RQT technique is 

adopted to determine the optimal transform structure for the residual PU resulted 

from the difference between the current PU and the predicted PU corresponding to 

the best mode in the second step. As a result, the information left in the residual PUs 

is reduced significantly, and hence the coding efficiency of intra prediction is 

enhanced in the HEVC standard.  

Table 2.6. Specification of intra prediction modes in HEVC 

Intra prediction 

mode 
Associated names 

0 Planar 

1 DC 

2...34 

Angular: 

{Hor+i| i=8,7,...,0}, 

{Hor-i|  i=1,2,...,7}, 

{Ver-i|  i=8,7,...,0}, 

{Ver+i| i=1,2,...,8} 
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Figure 2.6. Up to 35 intra prediction modes in the current HEVC 

 

2.4.2 Intra mode signaling in HM 

After the optimal mode is selected for the current PU, the mode index should 

be included into the bitstream to inform the decoder. In Table 2.7, 

"prev_intra_luma_pred_flag" is a flag used to signal if the current mode (CurMode) 

is equal to the most probable mode (MPM). In the reference software JM of 

H.264/AVC, only one MPM with the smaller mode index between the two 

neighboring intra modes is used [5]. If the optimal mode is equal to MPM, "1" is 

encoded into the bitstream. If not, "0" is used to signal in the bitstream, and another 
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symbol "rem_intra_luma_pred_mode" will be followed using a fixed length coding 

(FLC) method. This symbol is used to indicate which of the remaining intra 

prediction modes is selected. Since one out of nine modes should be signaled in the 

H.264/AVC, only 1 bit or 4 bits are enough for signaling each mode as shown in 

Table 2.7. However, one out of 35 modes in the current HM [35] is required to signal. 

As a result, more bits (2, 3 or 6 bits are required as shown in Table 2.7) should be 

assigned to signal the best mode for each PU in HM. Due to the use of more intra 

prediction modes, three MPMs (MPM0, MPM1 and MPM2) are set in the current 

HM7.0 [35]. The derivation of these three MPMs are shown in Table 2.8 according 

to HM7.0. 

From Table 2.7, we can see that different codewords are set when the optimal 

mode is among the three MPMs. If none of the MPMs is equal to the optimal mode, 

six bits (0xxxxx) are required in the bitstream to indicate which mode is selected for 

the current PU. It is no doubt that the overhead bits required for signaling the mode 

information significantly increase the size of the bitstream due to the introduction of 

more intra prediction modes. 

 

Table 2.7. Codewords for intra Luma prediction modes in H.264/AVC and HEVC 

Standard prev_intra_luma_pred_flag Codewords 

1 1 

H.264/AVC 

(JM 18.0) 0 

0xxx 

(Note: xxx is used for binarizing 

rem_intra_luma_pred_mode, which 

is from 000 to 111) 

1 

If CurMode=MPM0, Codewords=10; 

If CurMode=MPM1, Codewords=110; 

If CurMode=MPM2, Codewords=111. 
HEVC 

(HM 7.0) 

0 

0xxxxx 

(Note: xxxxx is used for binarizing 

rem_intra_luma_pred_mode, which 

is from 00000 to 11111) 
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Table 2.8. Derivation of three MPMs in HM7.0 

If left/top are unavailable or not intra, both left and up modes (LeftMode and 

UpMode) are set to DC. 

o If LeftMode is the same as UpMode 

• If LeftMode is Planar or DC mode 

� MPM0 = Planar 

� MPM1 = DC 

� MPM2 = Ver 

• else if LeftMode is not Planar or DC mode 

� MPM0 = LeftMode 

� MPM1 = ((LeftMode+29)%32)+2 

� MPM2 = ((LeftMode-1)%32)+2 

o else if LeftMode is not the same as UpMode 

� MPM0 = LeftMode 

� MPM1 = UpMode 

• If neither LeftMode nor UpMode is Planar 

� MPM2 = Planar 

• else if (LeftMode+UpMode)<2 

� MPM2 = Ver 

• else 

� MPM2 = DC 

 

2.4.3 Statistics of overhead bits for signaling intra mode in HM 

Table 2.9 lists the percentages of bit consumption of the mode information for 

five different classes of  sequences and six QP values using both All Intra Main 

(AIMain) and All Intra HE10 (AIHE10) configurations defined in [44]. From this 
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table, we can see that the intra mode information accounts for more than 9% of the 

bitstream on average. It is really worth researching to reduce the bits used for 

signaling intra mode information. 

 

Table 2.9. Bits consumption of signaling intra mode information in bitstream  

based on HM 7.0 

 All Intra Main [%] All Intra HE10 [%] 

QP 22 27 32 37 42 47 22 27 32 37 42 47 

Class A 7.94 9.87 12.31 14.12 14.86 14.21 7.94 9.83 12.07 13.60 14.07 11.72 

Class B 4.63 9.07 12.00 9.42 7.61 7.07 4.65 9.03 12.15 9.52 7.72 7.26 

Class C 9.45 12.24 9.95 8.37 8.46 7.67 9.46 12.25 10.05 8.51 7.86 8.94 

Class D 9.21 12.19 10.05 8.82 8.72 14.78 9.18 12.84 10.14 9.13 9.14 13.96 

Class E 11.42 14.33 8.59 7.58 6.89 6.67 11.27 14.14 8.72 7.72 7.15 7.05 

Average 8.53 11.54 10.58 9.66 9.31 10.08 8.50 11.62 10.63 9.70 9.19 9.79 
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Chapter 3 Early Detection Algorithms of ZQDCT 

Coefficients in H.264/AVC 

 

 

3.1 Introduction 

The objective of this chapter is to detect the ZQDCT coefficients before 

performing DCT, Q, IQ and IDCT processes such that the coding complexity of an 

encoder based on transformation and quantization techniques can be reduced. 

Let us recall that Moon and Kim [6] proposed a sufficient condition to detect 

ZQDCT coefficients for the 4x4 integer DCT used in H.264/AVC [1-4] without 

leading to any RD performance degradation. This method can save 11%-36% 

computational saving without video-quality degradation based on the experimental 

results in [6]. However, some researchers found that a further saving could be made 

if a slight loss in the video quality is allowed. It is meaningful for real-time 

applications. As a consequence, the lossy detection method was developed. It is 

obvious that the lossy detection method is to detect as early as possible ZQDCT 

coefficients at the expense of a slight degradation of video quality. The related 

contributions can be seen in papers [16-21]. 

In order to further reduce the encoding time spending on DCT, Q, IQ and IDCT 

processes, we present two efficient detection algorithms for ZQDCT coefficients for 

video coding in this Chapter. 

Compared with conventional detection methods of zero-quantized DCT 

coefficients used in H.264/AVC, the first proposed algorithm has two major features. 
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First, a new classification of patterns for DCT, Q, IQ and IDCT processes is 

proposed. By taking a zigzag scanning order into the classification, the quantized 

DCT coefficients can be coded efficiently. Second, the thresholds for detecting zero-

quantized DCT coefficients are determined by combing the Gaussian distribution 

with a theoretical analysis of the DCT and quantization in H.264/AVC. Experimental 

results show that the proposed algorithm achieves an average timesaving of more 

than 40% compared with the algorithm in the reference software JM12.2 of 

H.264/AVC. When compared with other algorithms in the literature, it also gives the 

best performance in terms of both rate-distortion and time saving. 

Note that the new classification of patterns for DCT, Q, IQ and IDCT processes 

shows better rate distortion performance in the first algorithm. By making use of the 

new patterns for DCT, Q, IQ and IDCT processes, another algorithm which can give 

different thresholds for the detection of ZQDCT coefficients in H.264/AVC is 

proposed. In this algorithm, a joint probability density function between each DCT 

coefficient and the corresponding SAD is formulated based on the Laplace 

distribution of motion-compensated frame difference. By forming a Lagrangian cost 

function between the false acceptance ratio (FAR) and false rejection ratio (FRR), 

this algorithm can select the optimal threshold for each DCT coefficient. 

Experimental results show that the Lagrangian FAR-FRR optimization algorithm 

matches the theoretical derivation, and is efficient for realization. 

3.2 Early detection algorithm based on new patterns in H.264/AVC 

3.2.1 Patterns for DCT, Q, IQ and IDCT 

The distributions of DCT coefficients in residual frames are firstly investigated. 

Figures 3.1 (a) and 3.2 (a) show an example of the histograms of 8x8 DCT 
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coefficients and 4x4 DCT coefficients, respectively. From these two figures, several 

characteristics can be observed for both 8x8 DCT and 4x4 DCT. (i) In the same 

diagonal direction (from left-down to right-up), the DCT coefficients almost have the 

same distribution. In other words, the variances of the DCT coefficients are almost 

the same. (ii) From low frequency to high frequency, the variance of the distribution 

of each DCT coefficient is gradually decreased. Or we can say that, the variance of 

each DCT coefficient decreases gradually along 8x8/4x4 zigzag scanning orders, 

which are shown in Figure 3.1(b) and Figure 3.2(b), respectively. 

 

        

(a)                                                  (b) 

Figure 3.1. (a) Histogram of 8x8 DCT coefficients of the 1st residual frame for 

"Children.CIF", and (b) Zigzag scanning order of 8x8 DCT coefficients 

 

                

(a)                                     (b) 

Figure 3.2. (a) Histogram of 4x4 DCT coefficients of the 1st residual frame for 

"Children.CIF", and (b) Zigzag scanning order of 4x4 DCT coefficients 
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Referring to [17, 18, 45-47], the variance ( )vuY ,2σ of the (u, v) DCT coefficient 

Y(u, v) can be denoted as 

( ) [ ] [ ] ( ) ( )vuEvuEARAARAvu ffvv
T

uu
T

fY ,,, , , 
22 ⋅⋅= σσ ,                              (3.1) 

where 2

fσ denotes the variance of an input 4x4 residual block for DCT operation. Let 

ρ be the one-step correlation coefficient, in the horizontal or vertical direction [17, 18, 

45], of R which is the correlation matrix. ρ can be calculated by the covariance r(·) of 

an input signal as ( ) 20,1 fr σρ = and ( ) 21,0 fr σρ = for horizontal and vertical 

directions, respectively [46]. From the definition of ρ, we can see that ρ is a local 

parameter which represents the characteristics of an input video sequence. For 

different kinds of input video sequences, we can obtain different ρ values. The 

threshold obtained by adjusting the value of ρ just means that this detection method 

is adjusted to represent better one kind of video sequences with the values of ρ equal 

to the adjusted ρ. After further simulation, we have found that the proposed 

algorithm can give a good performance in terms of rate distortion cost and time 

saving, when ρ is set to 0.4 for the tested video sequences as shown in Tables 3.3 and 

3.4. For ρ with the value of 0.4, the variance of each 4x4 DCT coefficient can then be 

derived as shown in (3.2). 



















=

4752.05651.07100.09228.0

5651.06720.08443.00974.1

7100.08443.00608.13788.1

9228.00974.13788.17920.1

fY σσ                                           (3.2) 

Equation (3.2) shows that the variance of each DCT coefficient is proportional 

to the variance of pixels in the 4x4 residual block for frame coding. Along the zigzag 

scanning order, the variance decreases gradually. This theoretically confirms the 

observed characteristics abovementioned. Based on the observed characteristics, we 
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propose a new scheme as shown in Figure 3.3 to classify the patterns for DCT, Q, IQ 

and IDCT to efficiently detect ZQDCT coefficients. As shown in Figure 3.3, the 

patterns are classified according to the zigzag scanning order in Figure 3.2(b). This 

classification makes more zeros concentrate in the high frequency not distributing in 

the middle part compared with the method in [17]. As a result, the scanned QDCT 

coefficients can be coded efficiently. 

Y1Y0 Y5 Y6

Y2 Y7Y4 Y12

Y3 Y11Y8 Y13

Y9 Y14Y10 Y15

M1 M2 M3 M4

M5

M6

M7

 

Figure 3.3. Eight modes from M0 to M7 for DCT, Q, IQ and IDCT 

 (M0: not including DCT coefficients; M1 including Y0; M2 including Y0, Y1 and 

Y2; ...; M7 including all 16 DCT coefficients) 

 

Totally, eight modes as shown in Figure 3.3 are available according to the 

number of diagonal lines in a 4x4 block. However, we note that most of the DCT 

coefficients with high frequencies are usually quantized to zero for the purpose of 

efficient compression. Moreover, more details of the classification may require more 

time to determine which mode should be used, while the detailed classification 

contributes very little to the computational saving. As a result, we adopt four 

thresholds from T(0), T(1), T(2) and T(3) to detect five patterns of DCT, Q, IQ and 

IDCT processes as shown in Table 3.1. 
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Table 3.1. Proposed Relationship between SAD and pattern for DCT, Q, IQ and 

IDCT 

 

Mode Condition 
Pattern for DCT, Q, 

IQ and IDCT 

M0 ( )0TSAD <  None 

M1 ( ) ( )10 TSADT <≤  

Y(0,0) Y(1,0)

Y(0,1)

 

M2 ( ) ( )21 TSADT <≤  

Y(0,0) Y(1,0)

Y(0,1) Y(1,1)

Y(0,2)

Y(2,0)

 

M3 ( ) ( )32 TSADT <≤  

Y(0,0) Y(1,0)

Y(0,1) Y(1,1)

Y(0,2) Y(1,2)

Y(0,3)

Y(2,0) Y(3,0)

Y(2,1)

 

M4 ( ) SADT ≤3  

Y(0,0) Y(1,0)

Y(0,1) Y(1,1)

Y(0,2) Y(1,2)

Y(0,3) Y(1,3)

Y(2,0) Y(3,0)

Y(2,1) Y(3,1)

Y(2,2) Y(3,2)

Y(2,3) Y(3,3)

 
 

Note that the above analysis mainly gives focus on the detection of ZQDCT 

coefficient in frame MBs. For the detection of ZQDCT coefficient in field MBs, two 

major modifications may be required. First, it requires to set the one step correlation 

coefficient ρ in matrix R of (3.1). Note that ρ represents the one-step correlation 

coefficient in the vertical or horizontal direction. Usually, the vertical-direction and 

the horizontal-direction correlation coefficients are set to the same value for ZQDCT 

coefficient detection in frame MBs, such as in [17, 18]. However, they should be 

different in field MBs since the coded MBs involve interlacing. Second, we have to 

modify the classification of the patterns for DCT, Q, IQ and IDCT. If field MBs are 
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used, the field scan in [5] is used for efficient compression based on H.264/AVC. In 

such case, the patterns for DCT, Q, IQ and IDCT should be changed corresponding 

to the field scan for efficient detection and compression. In other words, the patterns 

for DCT, Q, IQ and IDCT should be specified according to the scan mode for 

efficient compression. 

3.2.2 Determination of thresholds 

Since DCT coefficients can be modeled as a Gaussian distribution [48], the 

DCT coefficient Y(u, v) can be quantized to zero with a probability of 99.73% as 

given in [17] when (3.3) is satisfied. 

( ) ( ) QstepfvuY ⋅−< 1,3σ                                                                (3.3) 

Observing from [6] and [17], we note that σf can be approximated as a linear 

function of SAD. Hence, we assume that σf=k·SAD. Substitute it into (3.2), we can 

have σY(u,v). Substitute σY(u,v) into (3.3), we have 

( )

( ) [ ] [ ] vv
T

uu
T

f ARAARAvuEk

Qstepf
SAD

, , ,3

1

⋅⋅

⋅−
<                                       (3.4) 

Therefore, the threshold of our algorithm is 

( )

( ) [ ] [ ] vv
T

uu
T

f ARAARAvuEk

Qstepf
vuWST

, , ,3

1
),(_

⋅⋅

⋅−
=                             (3.5) 

From Table 2.4, we can note that when SAD is smaller than 3.3333*Qstep, the 

DC coefficient in (2.1) is not required to be computed theoretically in [6]. This 

condition is used to compute k in (3.5) by letting T_WS(0,0)= 3.3333*Qstep. As a 

result, k can be represented as 

[ ] [ ] 0,0 0,0 3

1

TT
ARAARA

k =                                                           (3.6) 

By substituting (3.6) into (3.5), we obtain 
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( ) [ ] [ ]
( ) [ ] [ ] vv

T
uu

T
f

TT

ARAARAvuE

ARAARAQstepf
vuWST

, , 

0,0 0,0 

,

1
),(_

⋅

⋅⋅−
=                          (3.7) 

As a result, four thresholds T_WS(0,0), T_WS(1,0), T_WS(2,0) and T_WS(3,0) 

corresponding to the thresholds from T(0) to T(3) in Table 3.1 are adopted to detect 

five patterns of DCT, Q, IQ and IDCT processes. 

3.2.3 Experimental results 

The proposed algorithm has been implemented in the reference software JM 

12.2 [5] of H.264/AVC for the performance evaluation in terms of rate-distortion and 

encoding time. The test was based on the high profile of H.264/AVC standard. The 

prediction structure was IPPP.... A number of video sequences were used for this 

work as shown in Table 3.2. A total of 150 frames were encoded for each sequence. 

The QP values were set at 22, 27, 32 and 37 for intra frame coding, while 23, 28, 33 

and 38 were used for inter frame. 

Since the DCT and quantization processes take up about 16% of the total 

computations in a digital signal processor (DSP) based on H.264/AVC standard [49], 

it is always desirable to reduce the computation. It is common that quite a number of 

DCT coefficients are quantized to zero, especially for low bitrate coding. In such a 

case, it can save some computation if we directly compare the SAD which is 

obtained in the process of motion estimation with our determined threshold. In order 

to evaluate the efficiency of the proposed algorithm in terms of the percentage of 

computation saved during the implementation of the integer DCT, quantization, 

inverse quantization, and inverse DCT processes. The numbers of addition (ADD), 

subtraction (SUB), multiplication (MUL) and shift (SFT) operations are considered. 

Table 3.2 lists the saving of these four operations when QP is 28. Compared with the 

algorithms in [6] and [17], the proposed algorithm can save much computation in 
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terms of the four operations for all tested video sequences as shown in Table 3.2. The 

saving in computation of the software encoder implies a reduction in power 

consumption of the hardware encoder, which is also in line with the concept of green 

computation advocated recently. 

 

Table 3.2. Reduction percent of required computations in different algorithms 

 

Seq. Operation Previous 

Algorithm [6] 
[%] 

Previous 

Algorithm 
[17] [%] 

The proposed 

algorithm 
[%] 

ADD/SUB 37.24 59.84 64.66 

MUL 31.53 56.04 69.29 

Foreman 

(QCIF) 

SFT 29.58 60.47 68.87 

ADD/SUB 69.82 83.45 86.11 

MUL 65.38 81.47 88.46 

Akiyo 

(QCIF) 

SFT 64.02 82.76 88.26 

ADD/SUB 37.57 59.36 64.36 

MUL 32.40 55.46 69.18 

Paris 

(CIF) 

SFT 30.59 60.02 68.75 

ADD/SUB 63.35 80.99 83.86 

MUL 56.67 78.88 86.30 

Hall 

(CIF) 

 SFT 54.78 81.28 86.10 

ADD/SUB 21.54 29.63 39.69 

MUL 18.52 18.63 43.90 

Crowdrun 

(720p) 

SFT 17.45 27.49 43.45 

ADD/SUB 23.40 42.07 63.87 

MUL 16.68 25.19 70.53 

Intotree 

(720p) 

SFT 14.02 39.08 69.99 

 

Besides the analysis of computational complexity, Table 3.3 gives the timing 

results on realizing various algorithms. The system for evaluating the algorithms was 

an Intel i7 950 system with 12GB of RAM. In this table, the average time spent on 

DCT, Q, IQ and IDCT based on [5] is listed in the column "Time (ms)" for the four 

QP values (23, 28, 33 and 38). On average, the above four processes usually take up 

about 4% of the whole encoding time based on our statistics on the JM12.2 platform 

in [5]. The percentages of time saving (∆TIME) based on different detection methods 
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for the above four processes are also shown in Table 3.3. From this table, we can see 

that our algorithm can save more time when compared with [6] or [17]. 

 

Table 3.3. Evaluation results about average time saving 

 ΔΔΔΔTIME [%] 

Seq. 
Time (ms) 

[5] [6] [17] 
Proposed 

Algorithm 

Akiyo 1454 -48.71 -46.08 -64.82 

Monitor 1470 -18.85 -34.92 -49.78 

Carphone 1487 -40.68 -47.61 -53.12 

TableTennis 1485 -21.64 -32.06 -35.71 

QCIF 

Salesman 1623 -40.10 -47.54 -56.35 

Average 1504 -34.00 -41.64 -51.96 

Hall 5982 -36.60 -41.39 -54.06 

Paris 6416 -28.35 -40.63 -48.75 

Akiyo 5661 -54.50 -53.53 -58.44 

Foreman 6035 -38.36 -39.71 -50.60 

CIF 

Mobile 6956 -17.58 -16.44 -28.80 

Average 6210 -35.08 -38.34 -48.13 

CrowdRun 58591 -18.88 -20.28 -27.98 

InToTree 52915 -24.26 -28.16 -40.60 

HDTV 

(720p) 

ShuttleStart 46788 -59.68 -55.14 -62.55 

Average  52765 -34.27 -34.53 -43.71 

 

Table 3.4 summarizes the experimental results achieved by the proposed and 

the previous detection algorithms [6, 17] in terms of ∆PSNR and ∆BR, which are 

calculated based on the method in [50]. Since the algorithm in [6] is a lossless 

detection method, there is no loss in terms of rate distortion performance. However, 

the performance in time saving is limited as shown in Table 3.4. The algorithm in [17] 

can save more time compared with the method in [6] by a slight degradation in rate 

distortion performance. By contrast, our algorithm outperforms the algorithms in [6, 

17] in terms of three measurements as shown in Tables 3.3 and 3.4. From these two 

tables, we can see that the proposed algorithm save more than 40% encoding time on 

average spending on DCT, Q, IQ and IDCT processes, while the rate distortion 
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performance of our algorithm is almost the same as that in [5]. Sometimes, it is even 

better than that in [5], such as the sequence of Monitor. Note that the PSNR increases 

0.012dB with a decrease by 0.345% in bitrate. This is due to the fact that our 

algorithm adopts an efficient classification of patterns for DCT, Q, IQ and IDCT 

processes. This classification makes the quantized DCT coefficients be coded 

efficiently when compared with the method in [17]. On the other hand, the 

determination of thresholds for detecting ZQDCT coefficients plays an important 

role in the time saving of DCT, Q, IQ and IDCT processes. In a practical application, 

the proposed algorithm can be used to combine with any fast motion estimation or 

inter mode decision algorithm, such as those in [51-54], which allows achieving a 

faster and quality video coding with the IPPP structure, say for example. 

 

Table 3.4. Evaluation results in terms of average rate-distortion performance 

 

Previous 

Algorithm [6] 

Previous 

Algorithm [17] 

The proposed 

algorithm 
Seq. ΔPSNR 

[dB] 

ΔBR 

[%] 

ΔPSNR 

[dB] 

ΔBR 

[%] 

ΔPSNR

[dB] 

ΔBR 

[%] 

Akiyo -0.022 0.420 -0.019 0.359 

Monitor 0.005 -0.145 0.012 -0.342 

Carphone -0.006 0.116 0.017 -0.348 

TableTennis 0.014 -0.305 0.012 -0.259 

QCIF 

Salesman 

 

 

No change 

0.010 -0.225 0.009 -0.205 

Average 0 0 0.000 -0.028 0.006 -0.159 

Hall -0.012 0.212 -0.011 0.217 

Paris -0.001 0.039 0.024 -0.431 

Akiyo 0.006 -0.183 0.012 -0.321 

Foreman -0.007 0.161 0.001 -0.019 

CIF 

Mobile 

 

 

No change 

0.000 0.013 0.001 -0.011 

Average 0 0 -0.003 0.048 0.005 -0.113 

CrowdRun 0.000 0.002 0.001 -0.006 

InToTree -0.001 0.033 -0.002 0.075 

HDTV 

(720p) 

ShuttleStart 

No change 

0.001 -0.047 0.003 -0.099 

Average  0 0 0 -0.004 0.001 -0.010 
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3.3 Early detection algorithm based on Lagrangian optimization of 

FAR-FRR in H.264/AVC 

To obtain a better algorithm for ZQDCT coefficient detection based on 

normalized SAD, one must have a thorough understanding of the relationship 

between the DCT coefficients of a 4x4 residual block and its corresponding 

normalized SAD. In the following section, a joint probability density function (p.d.f.) 

for each DCT coefficient and the normalized SAD is firstly formulated based on the 

Laplace distribution model of the residual pixels, and then a Lagrangian FAR-FRR 

optimization (FFO) detection algorithm based on the joint pdf is proposed. Finally, a 

detailed analysis about the proposed algorithm is presented. 

3.3.1 Formulation of mathematical model 

To formulate the mathematical model for detecting the ZQDCT coefficients, 

the key problem is to find a better fitted and a tractable model for the distribution of 

the value of the residual pixel, x, produced by the block-based motion compensation 

technique in H.264/AVC [1-4]. In the literature, there are two distributions, Laplace 

distribution and Gaussian distribution, which are often adopted. Since the Gaussian 

distribution is expressed in terms of the square of x while the Laplace distribution is 

expressed in terms of absolute x, the Laplace distribution shows a tractable property 

during the formulation of our model. Moreover, we have investigated the distribution 

of x. Figure 3.4 shows an example about the distribution of the inter residual pixels 

corresponding to six QP values. The probability density function of the Laplace 

distribution is also shown in Figure 3.4. The experimental results show that the 

residual pixel, x, can be well approximated as a Laplace distribution model with zero 
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mean and parameter λ0 as (3.8). Therefore, the Laplace distribution is chosen as the 

base distribution of the residual pixel x. 

( ) ( ) ( ) ∞<<∞−−= xxxf X ,exp2 00 λλ ,                                      (3.8) 

where λ0 can be related to the variance 2
Xσ as follows 

2
0

2 2 λσ =X                                                                                 (3.9) 
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Figure 3.4. Distribution of the inter residual data for different Qstep values of 

Monitor.QCIF sequence (green: residual, red: Laplace) 

 

Let M=|X|, and then the random variable M follows an exponential distribution 

(See Appendix A.1), labeled as M~exp(1/λ0). The p.d.f. of M can be expressed by 

( ) ( ) 0,exp 00 ≥−= mmmfM λλ                                               (3.10) 

Assume that the absolute residual pixel value M is an independent random 

variable. Since the SAD of one 4x4 residual block is equal to 

∑∑
==

===
15

0

15

0 i

i

i

i MXSADS ,                                                      (3.11) 

where S can be considered as the summation of independent identically distributed 

(IID) random variables Mi. Therefore, the p.d.f. of S can be written as follows (refer 

to Appendix A.2) 
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Note that S follows a Gamma distribution with parameters α=16 and β=1/λ0, 

which can be labeled as S~Г(α,β). For the Gamma distribution, the maximal fS(s) can 

be obtained when smodel=15/λ0. However, there is a slight difference between the 

statistical distribution of SAD from the actual video sequences and the theoretical 

model. Let sactual represent the position where the statistical model of SAD obtains 

the maximal value. Hence, the distribution of SAD can be considered as a shifted 

version of (3.12) along the direction of s by the size of s0 as follows: 

( )
( )

( )
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=
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0
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,e
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00

ss

ss
ss

sf
ss

S

λλ
,                                      (3.13) 

where s0=sactual-smodel. Figure 3.5 shows the Gamma model based on the theoretical 

analysis and the statistical model from two sequences. Each sequence includes 150 

frames. Four QP values (23, 28, 33, 38) were used. These figures verify that the 

distribution of SAD can be well modeled by a shifted Gamma distribution. 
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Figure 3.5. Theoretical model and statistical distribution of SAD for two sequences 

(blue: Histogram of SAD, red: Gamma Model) 
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Substituting (2.8) and (2.10) into (2.11), the absolute quantized-DCT (QDCT) 

coefficient is then given by (3.14). 

( )
Qstepg

QstepQstepfYZ

uv

uvuv

=

⋅+=
,                                                  (3.14) 

where Yuv is the DCT coefficient corresponding to the position (u,v) in Y of (2.1). 

From (3.14), we have  

QstepfYg uvuv ⋅+=                                                                (3.15) 

Figure 3.6 shows that the distributions of (s, guv) corresponding to 16 (u,v) 

components. 
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Figure 3.6. Boundaries of 16 (s, guv) distributions for Foreman.QCIF sequence 

 

From Figure 3.6, we can see that the distribution of (s, guv) is located in a 

region bounded by two lines H1 and H2. 

H1: Qstepfguv ⋅=                                                                  (3.16) 

H2: QstepfsKg uvuv ⋅+⋅= ,                                                     (3.17) 

where Kuv denotes the slope of line H2. From (2.2) and (2.15), we have 
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( ) ( ) ( )

( ) ( )( ) SADvjAuiA

vjAuiAjixW
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i j

uv

×⋅≤

⋅⋅=

≤≤

= =

∑∑

,,max

,,,

3,0

3

0

3

0 ,                                        (3.18) 

where ( ) ( )( )vjAuiA
ji

,,max
3,0

⋅
≤≤

 for all (u,v) components can be given as follows based on 

(2.16), 

( ) ( )( )
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

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vjAuiAC
ji

uv                 (3.19) 

We have 

( ) ( )( )

sC

SADvjAuiAW

uv

ji
uv

⋅=

⋅⋅=
≤≤

,,max
3,0max

                                   (3.20) 

Substituting (3.15) and (3.20) into (3.17), we have 

uvuv

uvuvuvuv

EC

sEWsYK

⋅=

⋅==
maxmax                                           (3.21) 

Note that DCT coefficient can be modeled as a Laplace distribution. This 

model has been used extensively in image and video processing [48, 55-57]. It is 

always a popular choice to balance out the simplicity of a model and fidelity to 

empirical data. In our research, we also consider that each DCT coefficient Yuv has a 

Laplace distribution with parameter λuv, which can be calculated by the standard 

deviation uvσ as 2uv uvλ σ= ,  

( ) ( ) ( )uvuvuvuvY yyf
uv

λλ −= exp2   ,   for -∞<yuv<∞                    (3.22) 

Similar to (3.10), the absolute value of Yuv has an exponential distribution, and 

the p.d.f. is 

( ) ( )uvuvuvuvY yyf
uv

λλ −= exp                                                    (3.23) 

Making use of (3.15) and (3.23), the p.d.f. of Guv can be expressed as 
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( )
( )





 ⋅≥

=
⋅−−

otherwise

Qstepfg
gf uv

Qstepfg
uv

uvG
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λλ

                          (3.24) 
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Figure 3.7. Example to illustrate the relationship between some parameters for 

Foreman.QCIF 

 

Given S=s (the red line in Figure 3.7), the conditional pdf of variable Guv can 

be approximated as an exponential distribution as shown in (3.25) based on our 

investigation. Similar to λuv used in (3.23), '
uvλ  can be calculated by the standard 

deviation '
uvσ  as '' 2 uvuv σλ = . From Figure 3.7, variable Guv is observed to lie in the 

interval [f·Qstep, Kuv·s+f·Qstep] given S=s. Hence, the conditional pdf of the 

variable Guv can be written as (3.25). 

( )
( )









×≤≤

⋅+⋅≤≤⋅
=

⋅−−

otherwise

sand

QstepfsKgQstepfC

sgf
uvuv

Qstepfg
uv

uvSG

uvuv

uv

,0

162550

,e
'

' λλ
           (3.25) 

Note that the distribution of Guv is equal to zero outside the interval [f·Qstep, 

Kuv·s+f·Qstep]. Hence, parameter C can be determined by 

( ) 1=∫
⋅+⋅

⋅

QstepfsK

Qstepf
uvuvSG

uv

uv
dgsgf                                                                    (3.26) 
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Calculating from (3.26), we can obtain that 
1'

1
−

⋅⋅− 




 −= sKuvuveC

λ . Note, however, 

that when s is smaller, the distribution approaches to H2 with a value which is not 

zero as shown in Figure 3.7. In order to fit for such a case which is critical for the 

conditional model, (3.27) is used to approximately calculate the shape-controlled 

parameter '
uvσ . 

sKuvuv ⋅≈'
3σ                                                                 (3.27) 

Hence '
uvλ can be obtained as shown in (3.28) by substituting (3.27) 

into '' 2 uvuv σλ = . 

( )sKuvuv ⋅≈ 23'λ                                                          (3.28) 

By substituting C and (3.28) into (3.25), it gives (3.29). 
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   (3.29) 

Consequently, the joint probability density function fSG(s,g) of S and Guv can be 

given by (3.30). 
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u,v=0,...,3   (3.30) 

So far, the joint probability density functions between the DCT coefficients and 

their corresponding SAD are achieved. In the next section, a Lagrangian FAR-FRR 
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optimization (FFO) detection method will be suggested in details based on the joint 

probability density functions. 

3.3.2 Lagrangian FFO detection method of ZQDCT coefficients 

Let us define J1 to measure the ratio of the number of non-ZQDCT coefficients 

being falsely classified as ZQDCT coefficients to the total number of non-ZQDCT 

coefficients. J2 is defined to represent the ratio of the number of ZQDCT coefficients 

being falsely classified as non-ZQDCT coefficients to the total number of ZQDCT 

coefficients. In fact, the two parameters were initially proposed to measure the 

quality of biometric recognition systems [58] with another two names: false 

acceptance ratio (FAR) and false rejection rate (FRR). Subsequently, these two 

parameters were also introduced to evaluate the detection capability of different 

algorithms in [58]. Referring to Figure 3.7, J1 and J2 can be expressed as follows: 

( ) ( )∫ ∫
⋅+⋅

=
uv

uv

uv

uv

T

T

QstepfsK

Qstep
uvuvSGuv dsdggsf

N
TJ

0
,

1

1
1                                     (3.31) 

( ) ( )∫ ∫ ⋅
=

max

,
1

2
2

T

T

Qstep

Qstepf
uvuvSGuv

uv
uv

dsdggsf
N

TJ ,                                        (3.32) 

where N1 represents the number of non-ZQDCT coefficients, and N2 represents the 

number of ZQDCT coefficients. They can be calculated by (3.33) and (3.34), 

respectively. The closed form of N1 and N2 is too long to be written here. However, it 

can be easily calculated by some mathematical softwares.  

( )∫ ∫
⋅+⋅

=
max

0
,1

T

T

QstepfsK

Qstep
uvuvSG

uv

uv

uv
dsdggsfN                                             (3.33) 

( )∫ ∫⋅
⋅−=

Qstep

Qstepf

T

K

Qstepfg uvuvSG

uv

uv uv
dsdggsfN

max

,2                                            (3.34) 

In (3.33), 0

uv
T  denotes the lower limit of integral variable s as shown in Figure 

3.7. In theory, 0

uv
T  can be expressed as 
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( ) uvuv KQstepfT ⋅−= 1
0                                                                  (3.35) 

Assume that n-bit grey level is adopted for an encoder. The maximum limit of 

SAD based on a 4x4 residual block is equal to (2
n
-1)x4

2
. Thus, the upper limit of 

integral variable s, T
max

, is given by (3.36). 

T
max

 =(2
n
-1)x4

2
                                                                   (3.36) 

Observed from (3.31) and Figure 3.7, we can see that a smaller J1 makes a 

smaller number of non-ZQDCT coefficients be misclassified to zero, which means 

that the degradation of video-quality is less. Note that J2 generally has a larger value 

when J1 is smaller. Following a similar observation, (3.32) shows that if J2 is smaller, 

a larger number of ZQDCT can be detected. As a result, much computational 

complexity can be reduced, but J1 is larger. Therefore, we can see that, for efficient 

detection of ZQDCT coefficients, smaller J1 and J2 values are more desirable. From 

(3.31) and (3.32), it is clear that both J1 and J2 are the functions of Tuv. Hence, the 

tradeoff between J1 and J2 can be normally achieved by forming a Lagrangian cost 

function, which is written as follows: 

( ) ( ) ( )uvuvuv TJTJTJ 21 λ+= ,  for u,v=0,...3,                                (3.37) 

where J is the Lagrangian cost, which is a function of Tuv. λ is the Lagrange 

multiplier, which represents a tradeoff between J1 and J2. The range of λ should be 

not less than zero theoretically. 

To optimize both J1 and J2, the Lagrangian cost J should be minimized. Since 

the FAR-FRR curve is convex, and both J1 and J2 are differentiable, the minimal J 

can be given by  

( ) ( ) ( )
021 =+=

uv

uv

uv

uv

uv

uv

dT

TdJ

dT

TdJ

dT

TdJ
λ                                             (3.38) 

After some mathematical manipulations (see Appendix A.3), Tuv can be 

obtained as follows: 
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   u,v=0,...3            (3.39) 

Therefore, the threshold for the normalized SAD by Qstep can be given as 

(3.40). 
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3.3.3 Analysis of the Lagrangian FFO detection method 

Equation (3.40) shows that TNuv depends on the ratio of N1 and N2. From (3.35) 

and (3.36), the ratio γ of N1 and N2 can be obtained as follows: 
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                               (3.41) 

where 

( ) dsesxI
T

x

s

∫
⋅−=

max

015
1

λ                                                              (3.42) 

and 

( ) ( ) ( )
dseesxI

T

x

skQstepfs uv∫
⋅⋅−⋅−=

max

0 12315
2

λ                                      (3.43) 

Equations (3.41)-(3.43) show that γ depends on λ0, i.e., σX (in (3.9)) which 

represents the inherent property of an input sequence. As shown in Figure 3.4, 

parameter σX usually increases with an increase of Qstep for a given sequence. In 

other words, σX is also highly related to Qstep. The reason is that the Lagrange 

multiplier λMOTION in (3.44) becomes larger with an increase of QP (Qstep), so that 

the rate term, R(m-p), in (3.44) is increasingly important with the increase of λMOTION. 

As a result, a larger SAD will be chosen during the motion estimation process based 
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on the RDO formula (3.44). In other words, the probability of smaller SAD becomes 

small so that σX tends to be large for a larger Qstep. 

)())(,(),( pmmm −⋅+= RcsSADJ MOTIONMOTION λλ ,                   (3.44) 

where J denotes the Lagrangian cost for the motion estimation process. 

MODEMOTION λλ = , and λMODE can be expressed as λMODE =0.85x2
(QP-12)/3 

if no B slices 

are used. SAD(s,c(m)) is the SAD between the original block s and the estimated 

block c(m) by motion estimation. T
yx mm ),(=m  is the motion vector, and T

yx pp ),(=p  

is the prediction for the motion vector. R(m-p) denotes the number of bits used to 

encode the difference between m and p. To sum up, σX should be adaptive to the 

input sequence and Qstep. However, it is slightly difficult to determine a value for 

versatile input sequences. Let us consider that the relationship between σX and Qstep 

is comparatively stable. Qstep is the only adaptive factor considered to ease the 

actual implementation while the adaptivity to the input sequence is sacrificed in the 

computation of σX. The relationship between Qstep and standard deviation σX has 

been investigated with extensive simulation work, and we have arrived at a linear 

approximation as shown in (3.45) to describe the relationship.   

bQstepaX +⋅=σ ,                                                                   (3.45) 

where a =0.3109, and b=10.22 which are used in the current realization, and they can 

give better simulation results. 

Another parameter, sactual, which is used to represent the position where the 

maximal probability of SAD happens, can be approximated as (3.46) in a similar way 

to (3.45). 

53.53632.1 +×= Qstepsactual                                                 (3.46) 

Note that λ in (3.37) is an important parameter, which provides a performance 

tradeoff between FAR and FRR. A big value of λ indicates that the importance of 
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lower FRR is greatly emphasized in the FFO process. As a consequence, the resultant 

threshold (3.39) is larger which corresponds to a relatively lower FRR and a 

relatively higher FAR. Consequently, the encoder gives a larger distortion but a 

lower complexity. On the contrary, a smaller value of λ corresponds to a lower FAR 

with a higher FRR. This is necessary to have a better video quality. Minimizing the 

Lagrangian cost for a given λ is equivalent to finding a threshold TNuv, where the 

optimal tradeoff between FAR and FRR can be found. This means that the optimal 

threshold TNuv is actually controlled by λ. 

Note that each λ can give a set of optimal thresholds. Given a larger λ, larger 

thresholds can be obtained, and vice versa. Along with the increase of thresholds, 

more ZQDCT coefficients can be detected, but much degradation in terms of the 

quality of the reconstructed videos may be resulted in. To keep a reasonable 

performance in terms of the quality of the reconstructed videos, λ is suggested to be 

within [0, 1/512] based on the simulation work in Section 3.3.5. Furthermore, a 

lookup table should be used to save computation in the actual implementation. It is 

significant to point out that not much extra computation is introduced during the fast 

encoding processes by the proposed algorithm. The most complex part in this 

algorithm is the computation of TNuv, which can be done offline, before the detection 

algorithm of ZQDCT coefficients. 

3.3.4 Refinement of Tuv (TNuv) 

According to our observation in Figure 3.2, the proposed scheme in Table 3.1 

of Section 3.2 is adopted to classify the patterns for DCT, Q, IQ and IDCT to 

efficiently simplify these processes. As shown in Table 3.1, the patterns are classified 

according to the zigzag scanning order in Figure 3.3. This classification makes more 

zeros concentrate in the high frequency not distributing in the middle part compared 



Chapter 3 Early Detection Algorithms of ZQDCT Coefficients in H.264/AVC 

 61 

with the method in [12-19]. As a result, the scanned QDCT coefficients can be coded 

efficiently. 

Thresholds from T(0) to T(3) can be calculated based on T00-T30 in (3.39), 

respectively. Based on Table 3.1, we have T(0)<T(1)<T(2)<T(3). From (3.39), we 

can see that Tuv depends on Kuv, which is calculated by (3.21). To refine the 

threshold Tuv, the following limitations have been made. 

( ) ( ) ( ) ( )0,00,00,10,1 max0max1 ff ECEC ⋅<⋅ αα                                  (3.47) 

( ) ( ) ( ) ( )0,10,10,20,2 max1max2 ff ECEC ⋅<⋅ αα                                  (3.48) 

( ) ( ) ( ) ( )0,20,20,30,3 max2max3 ff ECEC ⋅<⋅ αα                                 (3.49) 

Let α0=1 for simplicity. From (3.47)-(3.49), we have 

4101 <α                                                                              (3.50) 

510212 αα <                                                                        (3.51) 

41023 αα <                                                                        (3.52) 

In our experiments, we set %904101 ×=α , %90510212 ×= αα  and 

%9041023 ×= αα . In this condition, Kuv can be calculated as follows 

( ) ( )vuEvuCK fuuv ,,max ⋅⋅= α      for u=0,1,...,3                        (3.53) 

Substitute (3.53) into (3.39), the refined values of T00-T30 can be calculated. 

Therefore, we can have T(0)-T(3) in Table 3.1 by letting them equal the refined 

values of T00-T30, respectively. 

3.3.5 Experimental Results 

To evaluate the performance of the proposed algorithm, the proposed algorithm 

has been implemented in the H.264/AVC reference software JM 12.2 [5] for the rate-

distortion performance evaluation. The test was based on the high profile with 
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specifications provided in [59]. The prediction structure was IPPP.... Three video 

sequences with QCIF format (Monitor, Carphone and Container), three with CIF 

format (Hall, Paris and Akiyo) and two with 720p format (Crowdrun and Intotree) 

were used for this work. A total of 150 frames were encoded for each sequence. Four 

QP values 22, 27, 32 and 37 were used for intra frame, while 23, 28, 33 and 38 were 

used for inter frame. The average changes of PSNR (∆PSNR) and bitrate (∆BR) 

were computed using the method in [50]. The averaged reduction of encoding time 

(∆TIME) for those four QP values with respect to JM12.2 in [5] during DCT, Q, IQ 

and IDCT processes was also measured. In the following tables, positive values 

mean increase, and negative values mean decrease. 

3.3.5.1 Experimental results about rate-distortion performance 

Tables 3.5 and 3.6 show the experimental results in terms of ∆PSNR and 

∆Bitrate, respectively. Due to adopting a lossless detection algorithm, there is no 

change in terms of rate distortion performance for algorithm in [6] compared with 

H.264/AVC. However, the reduction of encoding complexity based on [6] is limited 

based on the experimental results in Table 3.7. From Table 3.5, we can see that there 

are 0.003dB decrease on average in terms of PSNR based on the method in [17]. By 

contrast, the better PSNR performance can be obtained when λ ranges from 0 to 1/32 

based on our averaged results, such as the averaged 0.004dB increase of PSNR can 

be seen when λ is equal to 0, and the averaged 0.001dB increase of PSNR for λ with 

the value of 1/32. According to Table 3.6, we can see that the bitrates also vary for 

different λ values. In most cases, the bitrates decrease since some non-ZQDCT 

coefficients falsely classified as ZQDCT coefficients. On average, our algorithm can 

give the better performance (such as reduction from 0.124% to 0.020%) in bitrate 

than the method in [17] (0.048%) with λ between 0 and 1/32 as shown in Table 3.6. 
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Figure 3.8 shows the RD curves for three sequences with different sizes. Note 

that the RD performance is similar to that of JM12.2 for most values of λ, and 

sometimes even much better than that in the H.264/AVC as shown in Figure 3.8, 

such as for λ with the value of 0 or 1/512.  

Table 3.5. Change of PSNR (∆PSNR) based on [50] 

 

Our method 
Sequence 

Method 

in [17] λ=0 λ=1/512 λ=1/256 λ=1/128 λ=1/64 λ=1/32 λ=1/16 

Monitor 0.005 0.015 0.013 0.008 0.012 0.008 0.010 0.009 

Carphone -0.006 0.004 0.002 -0.007 0.001 0.020 0.000 -0.018 

Container -0.015 0.006 0.008 0.001 -0.011 -0.004 -0.006 -0.011 

Hall -0.012 -0.011 -0.011 -0.002 -0.002 -0.001 -0.008 -0.016 

Paris -0.001 0.002 0.006 0.017 0.020 0.006 0.009 -0.002 

Akiyo 0.006 0.014 0.013 0.013 -0.005 -0.011 0.007 -0.020 

Crowdrun 0.000 0.000 0.000 0.000 0.000 0.001 -0.002 -0.007 

Intotree -0.001 0.001 0.000 -0.003 -0.001 -0.001 -0.002 -0.006 

Average -0.003 0.004 0.004 0.003 0.002 0.002 0.001 -0.009 

 

Table 3.6. Change of Bitrate (∆Bitrate) based on [50] 

 

Our method 
Sequence 

Method 

in [17] λ=0 λ=1/512 λ=1/256 λ=1/128 λ=1/64 λ=1/32 λ=1/16 

Monitor -0.145 -0.346 -0.296 -0.244 -0.280 -0.232 -0.226 -0.244 

Carphone 0.116 -0.082 -0.045 0.148 -0.016 -0.415 -0.012 0.396 

Container 0.313 -0.154 -0.198 -0.012 0.288 0.078 0.127 0.238 

Hall 0.212 0.053 0.056 -0.007 -0.132 -0.199 0.137 0.281 

Paris 0.039 -0.034 -0.110 -0.321 -0.353 -0.094 -0.133 0.021 

Akiyo -0.183 -0.379 -0.354 -0.346 0.099 0.236 -0.183 0.453 

Crowdrun 0.002 0.002 0.008 0.004 0.004 -0.006 0.052 0.136 

Intotree 0.033 -0.052 -0.036 0.111 0.021 -0.004 0.079 0.286 

Average 0.048 -0.124 -0.122 -0.083 -0.046 -0.080 -0.020 0.196 
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Figure 3.8. Rate Distortion curves for three sequences with different sizes 
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3.3.5.2 Experimental results about encoding time 

Tables 3.7 lists the averaged saving of time spending on DCT, Q, IQ, and 

IDCT for those four observed QP values achieved by the proposed and the previous 

detection algorithms [6, 17]. On average, the time can be saved from 45.613% to 

47.772% when λ is from 0 to 1/32 as shown in Table 3.7. By contrast, the time 

savings from the algorithms in [6] and [17] are always less than the cases using our 

algorithm. As shown in Table 3.7, only 31.186% and 36.655% reduction can be 

observed averagely based on the methods in [6] and [17], respectively. 

 

Table 3.7. Reduction of encoding time (∆Time) 

 

The proposed algorithm 

(%) Seq. 

[6]  

(%) 

[17]  

(%) 

λ=0 λ=1/512 λ=1/32 

Monitor -18.849 -34.915 -44.750 -47.596 -48.861 

Carphone -40.679 -47.614 -52.361 -52.582 -55.066 QCIF 

Container -27.372 -26.729 -50.692 -52.495 -54.348 

Hall -36.598 -41.393 -52.384 -52.727 -53.125 

Paris -28.346 -40.629 -41.470 -41.988 -42.250 CIF 

Akiyo -54.504 -53.527 -57.776 -58.215 -61.232 

CrowdRun -18.876 -20.276 -26.050 -26.182 -27.027 HDTV 

(720p) InToTree -24.261 -28.156 -39.424 -39.518 -40.266 

Average  -31.186 -36.655 -45.613 -46.413 -47.772 

 

From all the results listed in Tables 3.5-3.7, we can see that our algorithm can 

provide more time savings in the DCT, Q, IQ and IDCT processes with a smaller loss 

in encoding efficiency than the algorithms in [6] and [17], when λ in (3.39) is set in 

the range [0,1/32]. Generally speaking, more time can be saved based on the 

proposed algorithm with an increase of λ. In order to save the computational 

complexity during encoding process for real-time application, we suggest that a 

larger value, such as 1/32, of λ should be set. Furthermore, the saving of the 

computation in software coders corresponds to a reduction of the power consumption 
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in hardware coders, which is also in line with the concept of green computation 

advocated recently. Moreover, some fast intra [60, 61] or inter [52, 62] techniques 

can also be combined with this algorithm. Therefore, it gives a possible better 

selection for real-time applications. 

Note that the first algorithm can provide a better rate distortion performance 

and save more encoding time when compared with other algorithms in the literature. 

However, the timesaving is fixed. By contrast, the second method is capable of 

providing a tradeoff between the encoding complexity and the rate distortion 

performance. Thereby, if we want to save calculation, we will set a large value to λ. 

Otherwise, if we want to have a better rate distortion performance, a smaller value of 

λ is preferred. 

3.4 Chapter summary 

In this chapter, two new algorithms are presented to detect ZQDCT coefficients 

for inter residual block. In the first algorithm, a new classification of patterns for 

DCT, Q, IQ and IDCT processes is proposed. Based on the new classification, the 

quantized DCT coefficients can be coded efficiently. Furthermore, the required 

thresholds for detecting ZQDCT coefficients are determined by combining the 

Gaussian distribution with a theoretical analysis of DCT and quantization in 

H.264/AVC. Experimental results show that the proposed algorithm not only 

achieves significant time saving for DCT, Q, IQ and IDCT processes, but also shows 

a better rate-distortion performance than the methods in [6, 17]. It is a possible 

direction for real-time application.  

Moreover, an algorithm based on the Lagrangian FAR-FRR optimization is 

proposed to detect ZQDCT coefficients for inter MBs. Based on the distribution of 

residual pixels and the conditional distribution of DCT coefficients, a joint 
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probability model is developed. A Lagrangian FAR-FRR optimization (FFO) method 

is then proposed to tradeoff between the quality of the reconstructed videos and the 

encoding complexity. The threshold TNuv for each ZQDCT coefficient is achieved 

during the process of FFO. Experimental results show that the proposed algorithm 

can give a better rate distortion performance with a lower encoding complexity 

compared with the previous methods in the literature.  

We would also like to stress that although the two algorithms are proposed 

based on 4x4 integer DCT, they can also be applied to other forms of DCT, such as 

floating-point DCT and DCT with a larger size, by a slight modification of the 

algorithm. Moreover, it is also worth researching to extend this work to other video 

coding standards based on DCT and quantization technology, such as high efficiency 

video coding, multi-view video coding or 3D video coding in the future. 
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Chapter 4 Fast Intra Mode Selection Algorithm in 

H.264/AVC 

 

 

4.1 Introduction 

In this chapter, we mainly focus on developing a fast algorithm to speed up the 

intra prediction process in the high profiles of the H.264/AVC standard. 

Let us recall that a hierarchical mode decision method for fast intra prediction 

was found in [25]. In this method, a fixed threshold for the variance of a MB is used 

to select the block size. This may not be a good arrangement for different 

quantization step sizes. On the other hand, for the selected block size, a spatial 

domain filtering [23] (SDF) method is used for mode decision. However, it may not 

be a good choice since the loss in rate distortion performance is still large based on 

the results reported in [23] due to using 2x2 pseudo blocks instead of the original 

MBs/blocks to perform filtering in [23]. 

In order to further reduce encoding complexity of the intra prediction in 

H.264/AVC with a less loss in rate distortion performance, we present a new intra 

mode selection algorithm in this chapter. The proposed algorithm consists of two 

stages. First, an improved variance based method is used to determine the intra 

prediction types (I4MB type and I8MB type, or I16MB type and I8MB type). Second, 

for the selected types, the strength of directional differences (DDS) in the original 

pixel domain is calculated based on the characteristics of each directional prediction 

mode, which is defined in the H.264/AVC standard. Better candidate modes are then 
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selected based on the DDS for the rate distortion optimization (RDO) process. 

Furthermore, an early termination strategy of the RDO process is proposed for the 

type/mode decision. Experimental results show that the proposed algorithm can 

achieve more than 80% reduction in encoding time with a negligible loss in rate 

distortion performance. Details about the proposed algorithm are described as 

follows. 

4.2 Proposed fast intra prediction algorithm for H.264/AVC 

In FRExt High profiles of H.264/AVC standard [4], three types, i.e. I4MB type, 

I8MB type and I16MB type, have to be evaluated for the intra prediction of an MB 

with the conventional realization. Note that in many cases, it is unnecessary to test all 

the types. It then becomes a problem of type selection, which is a crucial issue for the 

success of a fast mode decision.  

4.2.1 Selection of candidate intra prediction types 

I8MB type is introduced as a compromise between I4MB type and I16MB type 

in terms of encoding complexity and rate distortion performance in the high profiles. 

Therefore, the I8MB type is always considered as one candidate type to participate in 

intra prediction in the proposed algorithm. Generally speaking, I16MB type is 

suitable for encoding smooth areas of a frame, whereas I4MB type is more efficient 

to encode regions of a frame, which contain significant details [3]. Therefore, the 

smoothness of an MB is an extremely important factor for the elimination of one 

prediction type before RDO calculation. Note that the variance-based method [25] 

has been proposed to measure the texture complexity of a block. In this work, we 

extent it to determine the prediction types of an MB. The variance for an MB can be 

represented as follows. 
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where f(i,j) denotes the luminance value of the pixel at (i,j) in the MB. The criterion 

proposed in [25] to measure the texture complexity of a block is  



 <

=
otherwisehigh

TRiflow
complexity

B

,

,
, 

where RB=ln(Var)/ln(Varmax), and Varmax is the possible maximum variance of a 

block. In [25], the threshold T is set to 0.70 according to empirical evaluation for 

texture classification. As we have mentioned that the intra prediction type has a close 

relationship with the texture complexity of a block, the variance can also be 

improved to determine the prediction types of an MB in the proposed algorithm. 

Thus, the candidate prediction types for the MB can be determined as follows. 



 <

=
otherwiseMBIMBI

ThVarifMBIMBI
typescandidate

,8,4

,8,16
, 

where Th is a threshold used to determine the prediction type of an MB. In [25], the 

threshold Th is fixed at 92735 for type decision. Generally speaking, a constant 

threshold is a reasonable choice for texture classification, while it is usually not 

correct for the determination of an MB encoding type. The reason is that the variance 

only represents the texture complexity of a block. However, the final encoding type 

of the MB can be influenced by not only the texture complexity but also the QP 

value. Figure 4.1 shows the variance distribution of the MBs encoded by different 

intra prediction types in the first frame of "Salesman" sequence with different QP 

values. From the results, we can see that the same MB may be encoded using I4MB 

type, I8MB type, or even I16MB type at different QP values. Thus, Th should not be 

a constant but be adaptive to QP for the prediction type decision of an MB. In Figure 

4.1, the red line indicates the threshold 92735 used in [25] for type decision of an 
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MB. It is clear that this fixed threshold (for all QP values) is not a good choice since 

almost all MBs are encoded by I4MB type for a lower QP, while I8MB type and 

I16MB type are dominantly used to encode MBs with large values of QP. 
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Figure 4.1. Variance distribution of MBs in one QCIF frame 

 

With the observation of the above problem, we propose a variable threshold for 

different QP values. From the definition of RB, the threshold, Th, for Var can be 

found as shown in (4.2). Note that T is no longer a constant but it changes with QP 

for the determination of intra prediction type in the proposed algorithm. At present, a 

linear model for T is suggested for simplifying the calculation. 

( ) ( ) ( )maxmax lnln VarQPVarT
eeTh

⋅+⋅⋅ == βα
                                                 (4.2) 

By using (4.1), Varmax can be computed as (4.3) for a Luma MB. 
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1 2
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Hence, our key issue is to find the values of α and β for the improved variance 

based measure (IVM). Observing from extensive encoding results, the following two 

boundary conditions usually hold: 

(i) The encoding type of an MB is not I16MB when the QP has the minimal 

value: zero. 

(ii) The encoding type of an MB is not I4MB when the QP is 51 (which is the 

maximum value of QP in H.264/AVC standard). 

From condition (i), we have  

0≈β                                                                    (4.4) 

From condition (ii), we have  

151 ≥+ βα                                                            (4.5) 

In order to have a better rate distortion performance, we choose the value of α 

which satisfies the equality part of (4.5). Finally, threshold Th in the proposed 

algorithm can be derived as 

 
( ) ( )max

max
ln

51ln
Var

QP

VarT
eeTh

⋅
⋅ ==                                  (4.6) 

4.2.2 Selection of candidate prediction modes for different types 

To further reduce the encoding time when dealing with different prediction 

types, we propose a directional difference measure (DDM) method based on the 

intrinsic characteristics of each intra prediction mode defined in H.264/AVC 

standard. Details are presented as follows. 

4.2.2.1 Deciding candidate prediction modes for I4MB/I8MB type 

For each 4x4 block, there exist nine prediction modes of I4MB type. According 

to each intra prediction mode defined in the H.264/AVC standard [1-4], we indicate 

the locations of pixels, whose predicted values, interestingly, are equal. Figure 4.2 
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shows these locations where pixels with equal prediction value are labeled using the 

same color (gray, red, yellow, green, blue and light-blue, but not white).  
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Figure 4.2. Distribution of pixels with equal predicted value in 4x4 Luma intra 

prediction modes 

 

Intuitively, the nine predicted blocks produced by the nine prediction modes 

represent nine possible cases of one original block. Therefore, if a block is very 

similar to one of the nine cases, the residual block between the original block and the 

predicted block can be very small. As a result, less number of bits is required to 

encode this residual block. Based on the above observations, a method based on 

directional difference measure for fast mode decision is presented. Among the nine 

prediction modes of I4MB type, eight of them are directional modes. For each 

directional mode, the mean of the absolute differences between two neighboring 

pixels with the same color in Figure 4.2 is evaluated. The mean value is called the 

strength of directional differences (DDS) for the corresponding mode in the proposed 

method. The details are shown as follows. 
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The DDS for the first four directional modes can be calculated as (4.7)-(4.10) 

by referring to Figure 4.2. 
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where (x,y) is the position of the pixel f(x,y) in the current 4x4 block. In fact, the 

computation method of the first four DDSs also has been proposed in [24]. For the 

other four directional modes, a linear interpolation method is used to compute their 

DDS in [24]. For example, the DDS of mode 7 is computed as follows 

( )7 0 3 2D D D= +                                                                         (4.11) 

Equation (4.11) indicates that the DDS value D7 of mode 7 must be always in 

between the DDS value
0

D of mode 0 and the DDS value D3 of mode 3. This results 

in that the probability, that mode 7 is chosen as the candidate mode, is in between 

that of mode 0 and mode 3. It is in conflict with the statistical result in H.264/AVC 

standard. In the H.264/AVC standard, the intra mode with a small index number has 

a higher probability to be chosen as the best coding mode after RDO calculation, 

which means that the chosen probability of mode 7 should be smaller than that of 

mode 0 and mode 3. As a reasonable computation method of DDS, the method itself 

should not specify the order of the mode. Different from the interpolation method in 

[24], the DDS for mode 5 to mode 8 can be calculated as (4.12)-(4.15) by referring to 

Figure 4.2 in our proposed algorithm. 
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Table 4.1. Selection Probabilities of some modes 

 

Probability of each mode 
Seq. 

Q

P M(0) M(1) M(2) M(3) M(4) M(5) M(6) M(7) DC MPM LNM RNM 

22 54.230 12.003 6.282 4.609 4.675 4.647 4.254 4.035 5.265 3.456 3.563 6.518 

27 55.421 12.145 6.130 4.443 4.438 4.233 3.977 3.725 5.487 3.961 3.423 6.430 

32 56.606 12.144 6.029 4.567 3.976 3.799 3.431 3.092 6.355 4.981 3.061 5.818 

 

Coastguard 

(QCIF) 
37 57.639 11.583 5.722 4.619 3.518 3.139 2.591 2.244 8.945 6.270 2.346 4.466 

22 41.638 14.194 8.997 7.001 5.891 4.719 4.579 3.898 9.083 5.219 4.178 5.063 

27 40.656 14.254 8.536 7.378 5.683 4.558 4.158 3.267 11.510 6.019 4.059 4.559 

32 37.452 14.166 8.672 8.068 5.508 3.938 3.606 2.903 15.688 8.191 3.924 4.075 

 

Salesman 

(QCIF) 
37 34.667 13.643 8.808 8.936 5.504 3.738 2.688 1.964 20.053 10.733 3.179 3.167 

22 44.256 15.401 8.409 5.916 5.945 5.017 4.323 3.569 7.162 5.010 4.554 5.562 

27 42.145 15.892 8.693 6.429 5.875 4.851 4.061 3.275 8.779 6.470 4.482 5.641 

32 37.860 15.040 8.710 7.266 5.398 4.364 3.458 2.712 15.192 8.452 3.721 5.070 

 

Football 

(CIF) 
37 28.599 11.796 7.441 7.193 4.025 3.019 2.349 1.832 33.745 9.052 2.254 3.503 

22 44.675 11.678 8.228 6.885 5.974 5.213 4.594 3.956 8.798 5.422 3.852 4.416 

27 44.771 11.931 8.451 7.313 5.679 4.668 3.985 3.388 9.813 6.776 3.521 4.148 

32 43.975 12.137 8.632 7.886 5.223 4.010 3.273 2.657 12.207 8.316 3.015 3.612 

 

Bus 

(CIF) 
37 42.123 11.544 8.327 8.369 4.175 2.770 2.076 1.544 19.173 9.714 2.034 2.477 

22 28.341 12.247 8.977 7.616 7.476 6.942 6.513 5.923 15.964 7.976 2.685 3.760 

27 24.661 8.813 5.731 4.719 4.265 3.623 3.168 2.655 42.366 5.275 1.805 2.929 

32 23.929 8.883 5.829 5.120 3.998 3.162 2.604 2.073 44.402 6.506 0.874 1.397 

OldTown 

Cross 

(720p) 
37 22.952 8.847 6.245 6.181 3.981 2.879 2.185 1.625 45.105 8.861 0.463 0.599 

22 37.105 21.735 11.133 6.368 6.684 4.573 3.630 2.309 6.463 7.868 4.665 4.822 

27 32.906 21.080 11.174 6.571 7.141 5.031 3.990 2.544 9.563 8.930 4.518 5.197 

32 26.281 19.103 10.807 7.224 7.953 5.970 5.362 3.660 13.642 10.954 4.386 5.957 

 

Sunflower 

(720p) 
37 17.911 14.754 8.619 6.998 7.680 6.132 6.742 5.151 26.013 11.814 3.785 6.146 

Average 38.367 13.542 8.108 6.570 5.444 4.375 3.817 3.083 16.699 7.343 3.264 4.389 

 

After the eight DDS values have been computed, the selection of the candidate 

modes becomes more important. In the proposed algorithm, five candidate modes are 
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suggested. Table 4.1 presents the selection probabilities of some modes based on 

JM12.2 reference software of the H.264/AVC standard. In the Table 4.1, M(0) to 

M(7) represent the mode with the minimal DDS to the maximal DDS, respectively. 

Note that the probability decreases with an increase of the DDS value. According to 

the statistical results, modes M(0), M(1) and M(2) are firstly selected as three 

candidate modes. Since DC mode has no direction, it usually represents smooth areas 

compared with the eight directional modes. The statistical results of DC mode in 

Table 4.1 also show that it has a very high probability of being used. Hence it is also 

included in the proposed algorithm as the fourth candidate mode to be tested. In 

addition, the selection probabilities of the most probable mode (MPM) are 

investigated. As we all know that, if the prediction mode of the current block is the 

same as the most probable mode, which is defined as the prediction mode of the 

upper block or the left block as long as it has a smaller mode number, only one bit is 

required to encode the prediction mode for the current block making use of the 

CAVLC entropy coding method of the JM reference software in H.264/AVC. Since 

the neighboring modes in direction are often considered as the candidate modes in 

many fast mode decision algorithms, such as [22, 23, 25, 61], the chosen 

probabilities of two directional-neighboring modes (LNM and RNM, which are the 

modes of the left neighbor and the right neighbor of the prediction direction in the 

H.264/AVC, respectively) of the mode with the minimal DDS are also computed. 

Note also that the MPM may be among the first four candidate modes; and the LNM 

or RNM may also be among M(0), M(1) and M(2). Therefore, the selection 

probabilities of MPM, LNM and RNM excluding their overlapped modes in the first 

four candidate modes are also listed in Table 4.1. Based on the results, the MPM is 

selected as the fifth candidate mode. However, if the MPM belongs to one of the 
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other four candidate modes, the fifth candidate mode is the mode with the fourth 

minimal DDS.  

For I8MB type, the selection method of the candidate modes is the same as that 

for I4MB type. 

4.2.2.2 Deciding candidate prediction modes for I16MB type and two Chroma 

blocks 

For I16MB type, there are only two mathematically directional prediction 

modes of the I16MB type: vertical mode and horizontal mode. Similar to DiffV4x4 

and DiffH4x4 of the I4MB type, the DDS of the two prediction modes: DiffV16x16 and 

DiffH16x16, can be derived with reference to (4.7) and (4.8).  
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For the plane prediction mode in I16MB type, a linear ‘plane’ function, which 

is defined in (4.18), is used to compute the predicted values for the samples in an MB. 

This prediction works well in areas of smoothly-varying luminance [3].  

( ) ( ) ( )( )( )51677, >>+−×+−×+= ycxbaClipyxp ,               (4.18) 

where p(x,y) denotes the predicted value of pixel f(x,y). Clip(•) is the operator to 

make the prediction pixel value be limited between 0 and 255; a, b and c are 

constants depending on its above and left reconstructed pixel values of the current 

MB [3]. 

In order to calculate the DDS of this prediction mode, we define two pseudo 

blocks, PseudoBlockV and PseudoBlockH, as follows. 

( ) ( ) ( )yxpyxpyxkPseudoBloc V ,1,, −+=                                 (4.19) 
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( ) ( ) ( )yxpyxpyxkPseudoBloc H ,,1, −+=                                (4.20) 

Combined with (4.18), we can see that PseudoBlockH and PseudoBlockV have 

smooth rows and smooth columns, respectively. Hence the DDS for the two pseudo 

blocks can be given by (4.21) and (4.22), respectively. 
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The DDS of the plane prediction mode can also be calculated by (4.23).  

( )HVx DiffPseBDiffPseBDiffPlane +×=
2

1
1616                                              (4.23) 

Finally, the mode with the minimal DDS is chosen as one of two candidates. 

To achieve a good prediction performance in a smooth block or a boundary MB, the 

DC mode is also chosen as the other candidate mode. 

For the two 8x8 Chroma blocks (U and V) corresponding to each Luma MB, 

the prediction modes are almost the same as those of I16MB type except for the 

differences in block size and mode numbers [3]. This makes the measure method of 

DDS used in I16MB type be applicable here, and the subsequent procedures to 

predict two candidate modes are also the same as those in I16MB type. After two 

candidate modes have been determined, the Hadamard SAD algorithm [5] is used to 

select a better one from the two candidate modes for two Chroma components.  

4.2.3 Early termination strategy for RDO calculation  

It is well known that RDO technique plays an important part on improving the 

rate distortion performance of video encoders. However, it also contributes most of 

the complexity of an encoder based on RDO technique. In the past few years, many 

fast algorithms have been proposed to speed up the RDO process of mode decision, 
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such as [22-25, 61, 63]. Note that all these algorithms can reduce the complexity at 

the cost of degradation in rate distortion performance. In this chapter, we develop a 

new method based on an early termination strategy of RDO process for fast mode 

decision. This method does not cause any loss of rate distortion performance 

compared with the original method used in H.264/AVC standard. 

In the JM reference software [5] of H.264/AVC, (4.24) is used as the rate-

distortion cost function to determine the best one from all the candidate modes. 

( ) ( ) ( )QPmodecsRQPmodecsSSDMODEJ |,,|,, ⋅+= λ ,                  (4.24) 

where SSD(s,c,MODE|QP) represents the sum of the squared difference between the 

original block, s, and its reconstructed block, c. λ is the Lagrange multiplier for mode 

decision. For I-slice, MODE represents one of the nine intra prediction modes for 

I4MB/I8MB. R is the number of bits for coding mode index and the quantized DCT 

(QDCT) coefficients of each block by using the entropy coding method. J denotes 

the cost that corresponds to one prediction mode for the current block.  

Obviously, for each 4x4/8x8 intra coded block, there always exists one mode 

that can give the best prediction such that the resultant cost J is the smallest. In 

contrast, the other modes could result in either large D values or larger R values due 

to the poor prediction. When D or R is larger than the minimal J of the best mode 

among the modes which have been checked, the RDO process can be stopped, and 

thereby the corresponding coding process R or D can be skipped. In order to 

determine which term between D and R should be firstly computed, let us examine 

term D and term R in (4.24) carefully. For each 4x4 block, we can have nine D 

values and nine R values due to nine prediction modes in I4MB type. Note that the 

variance can be used as a measure of how far a set of numbers are spread out from 

each other. Therefore, we computed the variance of nine D values and the variance 
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of nine R values for each 4x4 intra coded block. Fig. 4 shows the distribution of the 

variances for D and R in one frame. From this figure, we can see that the variance of 

D is usually larger than the variance of R. Note also that the variance of term D is 

larger with an increase of QP as shown in Figure 4.3. This means that the nine D 

values usually fluctuate more widely than the nine R values for each 4x4 block, and 

the fluctuation of term D is more widely with an increase of QP. Different from the 

strategy in [64], where R is computed firstly, we suggest that the distortion term in 

(4.24) should be calculated firstly based on our investigation. It is then compared 

with the current minimal rate distortion cost J. If it is larger than the current minimal 

rate distortion cost, the entropy coding process used to compute the rate term in (4.24) 

can be skipped. 
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Specifically, the entire early termination procedure is outlined as follows. 

Block Level: (MODE: Vertical, Horizontal,...Horizontal Up) 

For each 4x4/8x8 block: 

Initialize min_rdcost 

       Compute J(mode 0) by summing SSD(mode 0) and λR(mode 0); 

       Set min_rdcost = J(mode 0); 

For each mode i (i=1,2,...8) 

       Compute SSD(mode i) by performing DCT, Q, IQ, IDCT of the residual  block; 

       If SSD(mode i) < min_rdcost then 

Perform entropy coding of some information associated with mode i to compute   

R(modei); 

 Compute J (mode i) by summing SSD(mode i) and λR(mode i); 

 If J (mode i)< min_rdcost then 

        min_rdcost = J (mode i); 

 End if 

       else 

 Skip entropy coding process, and go to the next mode until all the prediction modes 

have been checked; 

       End If 

End for 

 

Note that the above table describes the early termination of RDO process on a 

block level basis. Similarly, the early termination method can also be applied to the 

mode decision on an MB level basis. For MB level, the possible modes include: (a) 

I4MB, I8MB, I16MB for I-slices, (b) inter modes (SKIP, 16x16, 16x8, 8x16, 

Tree8x8) and intra modes (I4MB, I8MB, I16MB) for P-slices, and (c) more modes 

for B-slices [1]. In the original RDO calculation, entropy coding is performed once 



Chapter 4 Fast Intra Mode Selection Algorithm in H.264/AVC 

 82 

for every mode. However, with the termination strategy, only part of the modes are 

necessary to go through the entropy coding process. This early termination strategy is 

especially efficient for an inter frame coding. In an inter frame, the chance of 

selecting the intra mode for an MB is only 2.94% on average, but there could be 

about five times more RDO calculations than that for inter modes [51]. This results 

show that intra modes usually result in poor prediction compared with motion 

estimation for the current MB/block. As a result, the distortion term SSD 

corresponding to an intra mode is usually larger than the current minimal rate 

distortion cost. Thus the entropy coding process can be terminated. Note that the 

term R in (4.24) for the MB level includes not only the number of bits used to encode 

the QDCT coefficients, but also includes the number of bits used for encoding the 

MB prediction type, the transform size, the entropy coding method and so on. As a 

result, with the early termination method, the encoding time can be reduced 

significantly without leading to the degradation of video quality compared with the 

JM reference software of H.264/AVC standard.  

 

Table 4.2. Statistical results of skip ratio in P frames 

 

Skip Percentage in P 

frames (%) Seq. QP 

I4MB I8MB I16MB 

23 45.533 53.318 56.391 

28 68.106 69.207 68.570 

33 74.942 73.005 69.907 

 

Monitor 

(QCIF) 

38 74.234 74.009 68.855 

23 51.006 60.728 53.527 

28 55.535 63.416 58.783 

33 57.721 63.142 61.917 

 

Children 

(CIF) 

38 58.837 61.895 64.504 

23 30.372 16.059 27.334 

28 36.518 31.402 26.445 

33 38.279 29.005 21.205 

ShuttleStart 

(720p) 

38 39.285 31.174 19.317 
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Note also that the more the number of the potential modes (which require RDO 

calculation) is, the more efficient the early termination method is. Table 4.2 lists the 

statistical results of the three intra types in which the entropy coding process is 

skipped in 149 P frames of each video sequence. Another point that we have to stress 

is that this strategy can work with any fast mode decision algorithms based on RDO 

process and no additional computation is required. Moreover, no loss in terms of RD 

performance can be resulted in compared with conventional algorithms. 

4.3 Experimental Results 

The proposed algorithm has been realized using the H.264/AVC reference 

software JM 12.2 [5] encoder provided by JVT for the performance evaluation. The 

test was based on the high profiles with specifications provided in [59]. The GOP 

structures used in the experiments are III and IPPP. The video sequences with 

different sizes were used in the test. A total of 150 frames were used for each 

sequence. The average value of PSNR( PSNR ) for Luma and Chroma components 

was computed according to [22]. The average changes of PSNR (ΔPSNR) and 

bitrate (ΔBR) were computed using the method in [50]. The reduction of encoding 

time (ΔTIME) with respect to the full search algorithm in [5] was also measured. 

Four QP values: 22, 27, 32 and 37, were used for I frame. For inter frame, 23, 28, 33 

and 38 were used. In the following tables, positive values mean increase, and 

negative values mean decrease. 

4.3.1 Experimental results on all intra coded frames 

4.3.1.1 Experimental results of the fast intra type selection algorithms 

Table 4.3 lists the evaluation results of the method in [25] and the IVM method 

for the decision of candidate types in terms of ΔPSNR, ΔBR and ΔTIME. From 
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the results, we can see that the proposed algorithm using a variable threshold to 

determine the prediction type for an MB can achieve a better rate distortion 

performance compared with the fixed threshold used in [25] for all tested video 

sequences. On average, 0.018dB loss in PSNR and 0.295% bitrate increase are found 

by IVM strategy, while 0.033dB loss and 0.560% increase are resulted in by the 

strategy [25] in terms of PSNR and bitrate, respectively. Therefore, we can see that 

the proposed strategy using a variable threshold to determine the prediction type for a 

MB can achieve a better rate distortion performance compared with the fixed 

threshold used in [25]. This well illustrates our analysis on Figure 4.1 in Section 

4.2.1.  

Another observation is that the timesaving of the method [25] is almost the 

same for the four QP values of each video sequence as shown in Table 4.3. For 

example, the timesaving is about 20% for the four observed QP values of the 

"Monitor" sequence. The reason can be attributed to only one threshold used in [25] 

to decide the candidate types for all QP values. As a result, the candidate types are 

the same for all cases no matter what QP is. This strategy can result in two problems. 

One is that in case of small QP values, the fixed threshold may result in poor rate 

distortion performance. On the contrary, the method may require much time using 

the same threshold when the QP value is larger. As for our strategy using an adaptive 

threshold, it can save more encoding time as shown in Table 4.3 with an increase of 

QP since a larger threshold is used for a larger QP based on (4.6). For example, the 

timesaving increases from 7.961% to 21.830% when QP is from 22 to 37 for the 

"Monitor" sequence. When the QP value is equal to 37, the timesaving obtained by 

the two methods is almost the same as that in [25]. Thus we can arrive at a 
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conclusion that the IVM method should be more efficient than that in [25] in terms of 

timesaving when the QP is larger than 37 since a lager threshold is used. 

 

Table 4.3. Evaluation results of the proposed IVM algorithm 

 

Previous algorithm [25] IVM algorithm 

Seq. QP ΔTIME 

[%] 

ΔPSNR 

[dB] 

ΔBR 

[%] 

ΔTIME 

[%] 

ΔPSNR 

[dB] 

ΔBR 

[%] 

22 -20.199 -7.961 

27 -19.678 -13.128 

32 -22.299 -16.771 

 

Monitor 

(QCIF) 

37 -22.739 

-0.075 1.047 

-21.830 

-0.047 0.658 

22 -5.061 -6.791 

27 -6.809 -7.545 

32 -7.740 -7.608 

 

Mobile 

(QCIF) 

37 -7.445 

-0.020 0.185 

-7.217 

-0.003 0.045 

22 -23.496 -7.159 

27 -22.991 -11.469 

32 -23.651 -21.419 

 

Container 

(CIF) 

37 -23.577 

-0.051 0.766 

-24.182 

-0.042 0.637 

22 -19.082 -6.918 

27 -18.869 -8.115 

32 -18.709 -10.616 

 

Bus 

(CIF) 

37 -18.859 

-0.014 0.184 

-18.032 

-0.004 0.051 

22 -39.224 -9.472 

27 -30.294 -17.478 

32 -39.651 -24.005 

 

Intotree 

(720p) 

37 -47.196 

-0.023 0.672 

-46.567 

-0.012 0.366 

22 -46.628 -20.515 

27 -46.732 -25.214 

32 -57.321 -50.954 

 

Shuttlestart 

(720p) 

 37 -59.014 

-0.017 0.507 

-55.019 

-0.000 0.010 

Average \ \ -0.033 0.560 \ -0.018 0.295 

 

Although the timesaving achieved by IVM (the first step of our algorithm) is 

less than that in [25] for the four QP values, it does not give influence to the success 

of the whole algorithm (IVM + DDS + Early termination of RDO calculation) 

proposed by us. This can be illustrated by Tables 4.4-4.6. Furthermore, the proposed 

algorithm gives a better rate distortion performance compared with other algorithms. 

4.3.1.2 Experimental results of the fast intra type and mode decision algorithms 
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Tables 4.4-4.6 summarize the simulation results achieved by the proposed and 

the previous fast algorithms [23, 25] in terms of three measures: ∆PSNR, ∆BR and 

∆TIME. It can be observed from these three tables that, by combining IVM, DDM 

and early termination of RDO calculation, the proposed algorithm can save more 

than 80% encoding time compared with JM12.2 for all test video sequences, with a 

slight decrease in RDO performance. When comparing the proposed algorithm with 

the previous algorithms [23, 25], we find that the proposed algorithm obviously 

outperforms the previous algorithms among all the three measures for all the intra 

coded sequences. On average, less than 0.2dB loss in PSNR or 2.5% bitrate increase 

is resulted from the proposed algorithm. By contrast, the average loss of PSNR in [23] 

or [25] is more than 0.2dB, and a larger increase in bitrate (more than 3%) can also 

be observed in both [23] and [25].  

 

Table 4.4. Evaluation results of the proposed algorithm for QCIF sequences 

 

Previous Algorithm [23] Previous Algorithm [25] The proposed algorithm 

Seq. ΔPSNR 

[dB] 

ΔBR 

[%] 

ΔTIME 

[%] 

ΔPSNR 

[dB] 

ΔBR 

[%] 

ΔTIME 

[%] 

ΔPSNR 

[dB] 

ΔBR 

[%] 

ΔTIME 

[%] 

Coastguard -0.225 3.411 -61.514 -0.231 3.464 -70.955 -0.115 1.724 -82.794 

Monitor -0.302 4.224 -63.336 -0.373 5.270 -71.051 -0.148 2.072 -82.874 

Foreman -0.149 2.437 -59.361 -0.192 3.158 -64.880 -0.134 2.182 -82.388 

Mobile -0.182 1.737 -59.608 -0.200 1.913 -63.144 -0.181 1.726 -81.787 

Salesman -0.217 3.367 -61.731 -0.271 4.208 -71.181 -0.136 2.174 -82.989 

Average  -0.215 3.035 -61.110 -0.253 3.603 -68.242 -0.143 1.976 -82.566 

 

Table 4.5. Evaluation results of the proposed algorithm for CIF sequences 

 

Previous Algorithm [23] Previous Algorithm [25] The proposed algorithm 

Seq. ΔPSNR 

[dB] 

ΔBR 

[%] 

ΔTIME 

[%] 

ΔPSNR 

[dB] 

ΔBR 

[%] 

ΔTIME 

[%] 

ΔPSNR 

[dB] 

ΔBR 

[%] 

ΔTIME 

[%] 

Children -0.205 2.533 62.277 -0.244 3.031 -69.290 -0.220 2.717 -83.108 

Container -0.206 3.162 -61.262 -0.278 4.289 -70.593 -0.220 3.41 -83.827 

Hall -0.286 5.228 -62.646 -0.372 6.832 -72.038 -0.178 3.236 -83.924 

Mobile -0.168 1.681 -59.922 -0.186 1.865 -64.318 -0.156 1.555 -82.972 

Bus -0.247 3.226 -62.776 -0.263 3.439 -70.664 -0.124 1.617 -83.472 

Average -0.222 3.166 -61.777 -0.269 3.891 -69.381 -0.180 2.507 -83.461 
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Table 4.6. Evaluation results of the proposed algorithm for 720p sequences 

 

Previous Algorithm [23] Previous Algorithm [25] The proposed algorithm 

Seq. ΔPSNR 

[dB] 

ΔBR 

[%] 

ΔTIME 

[%] 

ΔPSNR 

[dB] 

ΔBR 

[%] 

ΔTIME 

[%] 

ΔPSNR 

[dB] 

ΔBR 

[%] 

ΔTIME 

[%] 

CrowdRun -0.136 1.972 -59.420 -0.154 2.242 -65.522 -0.143 2.079 -84.160 

OldTown -0.168 3.865 -59.522 -0.202 4.642 -70.828 -0.115 2.642 -84.199 

Shuttlestart -0.290 8.763 -62.376 -0.301 9.092 -79.214 -0.125 3.742 -87.666 

Sunflower -0.202 3.834 -62.730 -0.209 3.959 -78.458 -0.190 3.604 -84.929 

Average -0.199 4.609 -61.012 -0.217 4.984 -73.506 -0.143 3.017 -85.239 

 

Figure 4.4 shows the rate-distortion curves for three sequences with different 

sizes. These Figures further illustrate that the proposed algorithm gives the best RD 

performance compared with other algorithms. 

Note further that although one more candidate mode in the proposed algorithm 

is used compared with most of other fast intra mode decision algorithms [22-25], it 

does not increase the overall encoding time, since a good termination strategy for the 

RDO process is adopted. As a result, the RD performance is also high since a larger 

pool of candidate modes has a larger probability to include the best prediction mode. 
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(c) OldTownCross. HDTV (720p) 

Figure 4.4. Rate-distortion curves for three sequences with different sizes 

 

4.3.2 Experimental results on IPPP prediction structure 

In the H.264/AVC video coding standard, intra coding types and modes are 

also available in P-frames. Hence, MBs in a P frame also need to perform the intra 

coding process. Since the effort of computing the rate-distortion costs of the intra 

mode is about five times higher than that for inter modes [51], a fast and precise intra 
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mode selection algorithm is also desirable for encoding MBs in P frames. Hence, we 

also applied the proposed algorithm (IVM + DDS + Early termination of RDO 

calculation) to the IPPP structure in order to evaluate its performance. In our test, one 

intra frame followed by 149 P frames are set for all video sequences. Tables 4.7-4.9 

show the simulation results.  

 

Table 4.7. Evaluation results on IPPP prediction structure for QCIF sequences 

 

Previous Algorithm [25] The proposed algorithm 

Sequence ΔPSNR 

[dB] 

ΔBR 

[%] 

ΔTIME 

[%] 

ΔPSNR 

[dB] 

ΔBR 

[%] 

ΔTIME 

[%] 

Coastguard -0.034 0.803 -28.060 -0.033 0.776 -33.238 

Monitor -0.078 1.634 -26.816 -0.052 1.180 -31.481 

Carphone -0.008 0.181 -26.554 0.004 -0.089 -30.999 

Mobile -0.018 0.335 -29.019 -0.005 0.079 -37.903 

Salesman -0.081 1.716 -27.859 -0.060 1.229 -33.418 

Average  -0.044 0.934 -27.662 -0.029 0.635 -33.408 

 

Table 4.8. Evaluation results on IPPP prediction structure for CIF sequences 

 

Previous Algorithm [25] The proposed algorithm 

Sequence ΔPSNR 

[dB] 

ΔBR  

[%] 

ΔTIME 

[%] 

ΔPSNR 

[dB] 

ΔBR  

[%] 

ΔTIME 

[%] 

Paris -0.029 0.545 -28.897 -0.028 0.486 -35.033 

Bus -0.021 0.393 -28.990 -0.013 0.231 -34.563 

Crew -0.082 1.994 -27.102 -0.070 1.679 -30.387 

Flower -0.022 0.360 -26.379 -0.017 0.267 -35.103 

Silent -0.053 1.293 -26.840 -0.040 0.985 -31.715 

Average  -0.041 0.917 -27.642 -0.034 0.730 -33.360 

 

Table 4.9. Evaluation results on IPPP prediction structure of HDTV sequences 

 

Previous algorithm [25] The proposed algorithm 

Sequence ΔPSNR 

[dB] 

ΔBR 

[%] 

ΔTIME 

[%] 

ΔPSNR 

[dB] 

ΔBR 

[%] 

ΔTIME 

[%] 

Crowdrun -0.04 0.303 -26.796 -0.014 0.300 -32.243 

Oldtown -0.030 1.278 -25.027 -0.025 1.032 -28.919 

Shuttlestart -0.080 3.098 -22.310 -0.066 2.574 -24.507 

Sunflower -0.055 1.316 -26.255 -0.053 1.262 -27.540 

Average -0.051 1.499 -25.097 -0.040 1.292 -28.302 
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From these tables, we can see that the proposed algorithm can achieve a better 

rate distortion performance compared with algorithms like reference [25]. It also can 

be observed that, the proposed algorithm can achieve consistent timesaving of more 

than 30% on average, In a practical application, we may also combine the proposed 

algorithm with any fast inter mode decision algorithms in the literature [51, 52, 62, 

65, 66], which can achieve a high-speed and quality video coding with the IPPP 

structure. 

4.4 Chapter summary 

In this chapter, we propose some techniques to accelerate the process of intra 

prediction. First, an improved variance-based method is proposed to determine the 

intra prediction types for an intra coded MB. Different from simple texture 

complexity classification, an adaptive threshold is suggested based on the 

quantization parameter. This makes the threshold more reasonable, and thereby the 

determination of intra prediction type is more accurate. Another strategy is to make 

full use of the directional difference measure of each prediction mode such that the 

better candidate prediction modes can be selected accurately. This strategy critically 

touches upon the intrinsic property of the way H.264/AVC makes the intra mode 

prediction. Furthermore, an early termination strategy of RDO process is proposed, 

which can be applied to any mode decision algorithms based on the RDO technique. 

Especially for type decision in P frames, most of the unnecessary entropy coding 

corresponding to intra types can be skipped. All these strategies can efficiently 

simplify the process of intra prediction mode selection. Experimental results show 

that the proposed algorithm can achieve more than 80% timesaving used in the 

JM12.2 reference software at the expenses of a slight decrease in PSNR and a slight 
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increase in bit rate. Compared with other algorithms in the literature, the proposed 

algorithm obviously shows the best performance among all the three measures. 
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Chapter 5 Improved Lossless Intra Coding 

Algorithms for videos in H.264/AVC 

 

 

5.1 Introduction 

Note that the H.264/AVC has a block-based coding structure [1-4], samples 

away from the references are not predicted well due to poor correlation. The 

compression efficiency is thus limited, especially for lossless intra coding without 

transform and quantization operations. In order to improve the lossless intra coding 

algorithm in H.264/AVC, two algorithms are proposed in this chapter. 

Let us recall that the samplewise DPCM instead of using a block-based 

approach are presented in [26] and [27]. In [26], the samplewise DPCM approach is 

firstly suggested for lossless intra prediction. For adopting near samples as reference 

for prediction, the compression efficiency is enhanced. This algorithm was adopted 

in the H.264/AVC standard. However, only the modes with one sample predictor can 

be improved by using the samplewise DPCM method in [26]. As a result, the 

performance is limited. In [27], the authors extended the sample DPCM concept to 

all intra prediction modes by using linear interpolation. Hence, a higher compression 

efficiency is obtained. 

To further improve the coding efficiency, two efficient lossless intra coding 

algorithms based on H.264/AVC framework are presented in this chapter. In the first 

proposed algorithm, two contributions have been made. One is that samples in an 

MB/block are hierarchically predicted instead of using block-based prediction as a 
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whole. More specifically, four groups are extracted from the samples in an MB/block. 

Samples in the first group are firstly predicted based on directional intra prediction 

method, and then the samples in other groups are predicted using the samples in the 

first group as the references. As a result, the information left in the residual block can 

be reduced since the samples can be predicted accurately by using nearer references. 

The other contribution is that two coding modes: one-layer coding (OLC) mode and 

two-layer coding(TLC) mode are designed to encode efficiently the resulting residual 

block. A better coding mode can be selected based on the rate optimization. 

Experimental results show that the proposed algorithm can provide a better 

compression efficiency than lossless intra coding in JM12.2. 

Note that the adaptive interpolation filter achieves a significant contribution in 

the formulation of the sub-pixel reference frame for motion estimation and 

compensation due to its adaptation. Inspired by its advantages, we make use of the 

adaptive interpolation filter to further improve lossless intra coding in H.264/AVC to 

form our second algorithm. In the second algorithm, a hierarchical intra prediction 

algorithm combined with an adaptive interpolation filter is proposed to improve the 

lossless intra prediction. Similar to the first algorithm, four subblocks: G0, G1, G2 

and G3 are firstly formed by sampling pixels in an MB/block, and then a hierarchical 

intra prediction is performed on these subblocks. Samples in G0 are predicted based 

on the spatial prediction method in H.264/AVC, and subsequently are encoded and 

reconstructed. Samples in G1, G2 and G3 are then predicted based on an adaptive 

interpolation filter by using the neighboring reconstructed samples as predictors. The 

filter coefficients for each subblock are estimated adaptively in a training window 

(G0 or G1) based on the geometric duality. Note that the adaptive interpolation filter 

has the ability to adapt locally to varying pixel structures (such as textures or edges). 
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As a result, a desirable prediction is obtained due to the use of neighboring samples 

as reference and the adaptation of the interpolation filter. The two coding modes: 

OLC and TLC are then used to encode the residual blocks with different distributions 

for efficient entropy coding. Experimental results show that about 13.485%, 

11.803% and 13.135% of bitrate saving on average are achieved for the tested QCIF, 

CIF and HDTV sequences compared with JM18.0, respectively. When compared 

with other algorithms in the literature, the proposed algorithm also shows the best 

compression efficiency. 

5.2 Lossless intra coding algorithm based on hierarchical intra 

prediction and residual coding optimization in H.264/AVC 

To obtain a better prediction for samples away from their references, a 

hierarchical intra prediction (HIP) method is presented in this section. The details 

about the HIP method are given from two aspects: the HIP methods for the I8MB 

type, and the I16MB type/Chroma intra prediction. Furthermore, a coding scheme 

selection (CSS) method is proposed to efficiently encode the resulting residual by the 

HIP method. 

5.2.1 HIP method for I8MB type 

In FRExt profiles, I8MB type is introduced to improve the encoding efficiency 

of the intra prediction in H.264/AVC standard. An MB is firstly divided into four 

8x8 blocks. For each 8x8 block, nine prediction modes are used to do intra prediction. 

In order to improve the prediction accuracy for samples away from their references, 

we suggest that samples in each 8x8 block be predicted hierarchically instead of 

using the whole-block based method in the original H.264/AVC standard. As a result, 

four groups from G0 to G3 in each 8x8 block are classified as shown in Figure 5.1. 
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By sampling with the corresponding group numbers as shown in Figure 5.1 (a), four 

4x4 blocks are formed as shown in Figure 5.1 (b) for the residual entropy coding 

process.  
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Figure 5.1. Structure of HIP for I8MB type 
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Figure 5.2. Block diagram of the proposed HIP 

 

Figure 5.2 shows a block diagram of the proposed HIP for an 8x8 block, where 

o denotes an original block G0, p denotes the predicted block of G0, and r is the 

difference between o and p. The detailed prediction strategies of samples in the four 

groups are presented as follows: 

First, select the best prediction mode for samples in G0 from nine prediction 

modes of the I8MB type. Each 8x8 block in an MB is predicted as a whole according 

to the nine prediction modes of the I8MB type in H.264/AVC standard. However, 
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only the predicted values of the 16 samples labeled as 0 are computed  based on a 

samplewise DPCM method instead of using all 64 samples. After the samples in G0 

are predicted from their reconstructed neighbors using one prediction mode, and the 

residual block r can then be obtained by subtracting the predicted block p from the 

original block o. For the residual block r, two coding schemes: one-layer coding 

scheme and two-layer coding scheme, are designed to encode it. The rate costs (JOLC 

and JTLC) corresponding to the two coding schemes can be given by (5.7) and (5.8), 

respectively. The coding scheme with the smaller rate cost is selected as the final 

coding scheme for the residual block r, and the corresponding rate cost is chosen as 

the rate of this prediction mode as shown in (5.1). The details about the two coding 

schemes will be illustrated in part D of this section. 

( )


 <

=
otherwiseJ

JJifJ
MODEJ

TLC

TLCOLCOLC

,

,
,                                      (5.1) 

where MODE represents one of the nine intra prediction modes of I8MB type.  

By using (5.1), each of the nine residual blocks produced by the nine prediction 

modes for G0 has a smaller coding cost. Finally, the prediction mode with the 

minimum coding cost is selected as the prediction mode of G0. Since it is a lossless 

coding process, there is no degradation in PSNR. The samples can be reconstructed 

without any loss of fidelity. As a result, the mode with the minimum rate can make 

the best compression efficiency for an encoder based on the H.264/AVC framework. 

Second, make intra prediction for the samples in G1,G2 and G3 based on a 

measure of the intensity gradient. The remaining 48 pixels in the 8x8 block are 

classified into three groups (G1, G2 and G3), which correspond to three 4x4 blocks 

as shown in Figure 5.1 (b). Samples in G1 are firstly predicted using samples in G0 

as references. The predicted values of samples can be obtained adaptively by (5.2) 

based on a measure of the gradients along different directions (see Figure 5.3), and 
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then the residual block can be obtained by subtracting the predicted G1 from the 

original G1. Similar to the coding method of the residual blocks for G0, two coding 

schemes: one-layer coding scheme and two-layer coding scheme, are adopted to 

encode the residual block of G1. The only difference of the residual coding schemes 

between G0 and G1 is that there is only one residual block for G1 since the predicted 

values of samples in G1 are obtained adaptively based on a measure of the gradients 

not based on nine prediction modes. A better coding scheme for the residual block of 

G1 is thus selected by comparing JOLC with JTLC. Since it is a lossless coding process, 

G1 can be reconstructed perfectly. Subsequently, samples in G2 and G3 can be 

predicted using samples in G0 and G1. The predicted values of samples in the G2 

and G3 are also obtained adaptively based on the measure of the gradients along 

different directions. Finally, the coding scheme for the residual block of G2 or G3 

can be determined using the method similar to G1. Figure 5.3 shows the predicted 

structures of samples in G1, G2 and G3. Referring to this figure, the predicted values 

of samples in G1, G2 and G3 are calculated by (5.2)-(5.4), respectively. 
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Figure 5.3. Predicted structures of samples in G1, G2, and G3 
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where ,

m

i jp  denotes the predicted value of the sample in position (i,j) of group m 

(Gm), and ,

m

i jf  denotes the reconstructed value of the reference sample in the 

position (i,j) of Gm.  

Since the best predicted direction (horizontal or vertical/diagonal down left or 

diagonal down right) of each sample in the current block can be determined 

adaptively based on the measure of intensity gradient according to the neighboring 

reconstructed samples, there is no extra bit required to encode the predicted direction. 

Moreover, since samples in G1, G2 and G3 are predicted using the neighboring 

reconstructed samples which are equal to the original samples in a lossless coding, 

the correlation between them is generally higher. As a result, the information left in 

the residual can be reduced significantly compared with the original block-based 

method.  

5.2.2 HIP method for I16MB type /Chroma prediction. 

Similar to I8MB type (except the block size), the whole MB with a 16x16 size 

is classified into four groups from G0 to G3 as shown in Figure 5.4(a). Samples in 

G0 are predicted using four modes in I16MB type based on the samplewise DPCM 

method. Also two coding schemes are adopted to optimize the residual encoding for 

each 8x8 block. The coding scheme with the smaller rate cost is selected as the 

encoding method of the residual block produced by one of four prediction modes. 

The mode with the minimal rate cost is selected and encoded. Samples in G1, G2 and 

G3 are then predicted using the neighboring reconstructed samples as (5.2)-(5.4). 

The prediction of Chroma cr/cb block can also be performed in a similar way to the 
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HIP method of the I16MB type. The structure of HIP for a Chroma block is shown in 

Figure 5.4(b). 
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Figure 5.4. Structure of HIP: (a) for I16MB type, (b) for Chroma prediction 

 

Based on the above analysis, we can see that, for each MB, only part of 

samples are predicted using the rate optimization (RO) process based on the 

proposed algorithm. As a result, the complexity of the encoder cannot be increased 

dramatically in spite of two residual coding schemes. Another observation is that the 

best prediction directions of the samples in the last three groups can be select 

adaptively based on the minimal gradients. Hence, the prediction directions of the 

samples in a block may be different using the proposed algorithm. This cannot be 
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obtained using the previous intra prediction methods [5, 26-27], and it is also one of 

the reasons that the proposed algorithm can show a better compression performance. 

This last point is to be verified in Section 5.2.5.  

5.2.3 Further improvement of HIP method 

Compared with the I8MB type and the I16MB type, the I4MB type is 

associated with a 4x4 block, which is small. Experimental results show that the 

hierarchical intra prediction method cannot have a better effect on I4MB type. 

Therefore, only the samplewise DPCM method in [26] is used to improve the 

prediction of I4MB type for lossless coding. Note that the samplewise DPCM 

concept was just applied to four modes (modes 0, 1, 3 and 4) in [26]. The 

performance is thus limited. In [27], the authors extended the samplewise DPCM 

concept to other intra prediction modes by using a simple interpolation method. As a 

result, further improvement is achieved. Note that the sample DPCM method shows 

better prediction accuracy for the directional intra prediction modes in I4MB type. 

Therefore, we adopt the similar prediction strategy in [27] to make intra prediction 

for the directional modes in I4MB type. In [26], the authors said that the samplewise 

DPCM method is not suitable to the DC mode since more than one reference samples 

are used to perform interpolation. However, extensive experimental results show that 

the DC mode cannot show a better performance since the average value is used as the 

predicted values of the whole MB/block. Note that the DC mode is assigned a 

relatively small mode index (2) among all prediction modes in the H.264/AVC 

standard, which means that this mode has a higher probability to be selected as the 

best prediction mode. Therefore, improving the prediction structure of the DC mode 

has a great significance for an efficient lossless coding. The method as shown in (5.5) 

is proposed to improve the prediction of the DC mode in every intra prediction type 
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(I4MB type, I8MB type, I16MB type or Chroma prediction) according to the 

availability of the neighboring reference pixels. 

( )
( )








>>++

>>++

= +−−

−−

otherwise

availableleftff

availableupff

p jiji

jiji

ji

,128

_,11

_,11
0

1,1
0

,1

0
,1

0
1,

0
, ,                          (5.5) 

where coordinates (i,j) correspond to samples in G0. Similarly, in order to use the 

concept of DPCM for the plane mode in the I16MB type and the Chroma prediction, 

the predicted value of the sample in G0 for the plane mode is given as follows: 

( ) 110
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, >>++= +− jijiji ffp                                                    (5.6)  
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Figure 5.5. Experimental results on Luma component for the first frame of 

Foreman.QCIF sequence: (a-1/2) Predicted/Residual frame based on H.264/AVC, (b-

1/2) Predicted/Residual frame based on DPCM, (c-1/2) Predicted/Residual frame 

based SI_DPCM, (d-1/2) Predicted/Residual frame based on HIP 
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In addition, two coding schemes are also applied to the residual blocks 

produced by the nine prediction modes of the I4MB type in order to efficiently 

compress the residual. Figure 5.5 shows an example of an original frame, 

reconstructed frame, predicted frame and their corresponding residual frames for 

several lossless coding algorithms. From the results, it can be observed that the 

reconstructed frame is the same as original frame since it is a lossless coding process. 

Another observation from the predicted frames is that the proposed algorithm makes 

a best prediction among all these algorithms, and thereby the information left in the 

residual frame (d-2) is the smallest. 

5.2.4 Encoding of resultant residual blocks 

5.2.4.1 Formation of two coding modes 

Note that lossless compression techniques usually include two major 

components: prediction and entropy coding. Having a better prediction method can 

result in less information in the residual block, which can be illustrated by Figure 5.5. 

Also a proper entropy coding is equally important for compressing the residual block. 

It is well-known that the CAVLC method [1-4] is mainly designed to compress the 

QDCT coefficients, so it is not efficient to compress the residual block directly if the 

distribution of the residual is different from that of the QDCT coefficients of the 

residual block. Therefore, the CAVLC method should be improved correspondingly 

for a lossless coding to obtain better compression efficiency. Actually, an improved 

CAVLC method for lossless residual coding has been investigated in [67]. However, 

this method is proposed based on the statistics of the residual produced by the 

lossless coding method in the H.264/AVC standard. In other words, the method in 

[67] is highly dependent on the distribution of the residual. Different residual 

distributions require different coding design. As a result, it is hard to apply this 
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method directly to the residual produced by other lossless coding methods. Different 

from improving CAVLC structure, we propose a general method to improve the 

compression efficiency from the view of residual block in lossless coding. 

After some investigation, we find that some residuals show similar 

characteristics to that of the QDCT coefficients and others do not. According to these 

two cases, we propose two coding schemes to compress the residual block, which 

produce efficient results as shown below. Figure 5.6 shows the block diagram about 

the coding scheme selection process. 
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Figure 5.6. Coding scheme selection based on the rate optimization 

 

As shown in Figure 5.6, there are two coding schemes: one-layer coding mode 

and two-layer coding mode, designed for encoding the residual block. In the one-

layer coding mode, the residual block is directly scanned and entropy coded by 

entropy method. While the two-layer coding mode includes a lossy coding process 

and a lossless coding process. The residual block is firstly transformed by integer 

DCT (IntDCT) and quantized to obtain the QDCT coefficients in the lossy coding 

process. The QDCT coefficients are scanned and entropy coded. While for the 

lossless coding process, inverse quantization (IQ) and inverse integer DCT (IIntDCT) 
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are applied to the QDCT coefficients to obtain the reconstructed residual block r'. 

The difference between the original residual block r and the reconstructed residual 

block r' are scanned and entropy coded.  

5.2.4.2 Selection criterion of the better coding mode 

How to select a better coding scheme from the two candidate schemes is a 

critical problem during the encoding. In the reference software JM of the 

H.264/AVC standard, the Lagrangian optimization is introduced to make prediction 

mode decision. It aims at minimizing the distortion under a constraint on the rate. 

However, there is no distortion for a lossless coding. Even though the distortion can 

be found in the lossy coding process of the two-layer coding scheme, it does not 

require to be optimized since the compression ratio is the only element that we care 

about in a lossless coding. As a result, a rate optimization method is suggested by us 

to select a better residual coding scheme. The rates corresponding to the two coding 

schemes can be obtained by (5.7) and (5.8), respectively. The coding scheme with a 

smaller rate cost is selected for each residual block. By using the rate optimization 

method, the largest compression efficiency can be obtained. 

( )eresidualRJOLC mod|=                                                                    (5.7) 

( ) ( )QPedistortionRQPeQDCTRJ losslesslossyTLC ,mod|,mod| += ,               (5.8) 

where QP is a quantization parameter. JOLC(R(residual|MODE)) and JTLC represent 

the number of bits used to encode the residual block by the one-layer coding scheme 

or the two-layer coding scheme, respectively. Rlossy(QDCT|MODE,QP) represents 

the number of bits used to encode the QDCT coefficients, and 

Rlossless(distortion|MODE,QP) represents the number of bits used to encode the 

distortion between r and r'. Note that “MODE” is used to represent one of the nine 

intra prediction modes for G0 block which requires a mode decision process. For 
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other blocks, such as G1, G2 and G3, (5.9) and (5.10) should be changed into (5.9) 

and (5.10), respectively. Because these blocks are predicted adaptively based on a 

gradient measure method without mode decision process. 

( )residualRJOLC =                                                                              (5.9) 

( ) ( )QPdistortionRQPQDCTRJ losslesslossyTLC || +=                                 (5.10) 

Basically, when the residual block has similar characteristics with the QDCT 

coefficients, the one-layer coding scheme is usually the better selection. By contrast, 

if the characteristics of the residual are very different from the QDCT coefficients, 

the two-layer coding scheme shows a better compression performance. Compared 

with the method in [28], where only a two-layer coding method is used, our method 

can provide the better compression ratio by selecting a better one from two coding 

schemes based on the rate optimization method. Another improvement compared 

with the method in [28] is that the rates in both lossy layer and lossless layer for the 

two-layer coding scheme are combined together to be optimized for both prediction 

mode decision and coding scheme selection. This makes the proposed algorithm give 

the best compression efficiency, which will be verified experimentally in Section 

5.2.5.  

5.2.4.3 Setting of QP for the two-layer coding mode 

As we have mentioned, the two-layer coding scheme associates with a 

quantization process. Therefore, a quantization parameter must be specified during 

encoding process. In order to achieve the best compression efficiency for lossless 

coding, more than 20 video sequences were encoded with QP from 0 to 51 in our 

testing. Figure 5.7 shows an example about the relationship between bitrate and QP 

for six video sequences with different frame sizes. According to the experimental 

results, QP is set to 18 for achieving the best compression efficiency. 
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(a)                                   (b)                                    (c) 

Figure 5.7. Relationship between bitrate and QP 

 

5.2.4.4 Encoding of the flags to indicate the resultant coding schemes in an MB 

Due to the introduction of two coding schemes, we have to define a flag (0: 

one-layer coding scheme; 1: two-layer coding scheme) to indicate which scheme is 

used during the encoding process, and this flag will also be written into the bit stream. 

Figure 5.8 shows an example about the flag map of one MB encoded by I4MB or 

I8MB.  

 

0

0 0 0 0

1 1 0

0 0 0 0

1 0 0 1
 

Figure 5.8. A map of flags for coding schemes of 16 4x4 blocks 

 

To maximally increase entropy coding efficiency, we propose an improved 

context-based adaptive variable length coding scheme (ICAVLC) to encode the flags. 
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Note that these flags only contain “ones” and “zeros”. Based on this observation, 

three syntax elements: total_zeros, run_before and all_zero_flag are used to 

efficiently encode these flags in ICAVLC. Similar to the syntax elements used in 

CAVLC of H.264/AVC standard, the "total_zeros" represents the total number of 

zeros before the last "1" (in reverse order), and "run_before" is used to indicate the 

number of consecutive zeros between two "1"s. The "all_zero_flag" is designed to 

indicate whether these 16 flags in an MB are all zero values. "all_zero_flag = 1" 

denotes that the sixteen flags include only zero values, and "all_zero_flag = 0" 

means that at least one "1" is found in these 16 flags. The proposed ICAVLC method 

can be realized by the following steps: 

Step 1: Reorder the flags in an MB according to the scanning method as shown in 

Figure 5.8 to produce a linear array: 0, 0, 0, 1, 0, 1, 0, 0, 1, 0, 0, 0, 1, 0, 0, 1. 

Step 2: Encode all_zero_flag. If all_zero_flag = 1, terminate the encoding process. 

Otherwise go to Step 3. 

Step 3: Encode "total_zeros" using four bits. 

Step 4: Encode "run_before" in reverse order according to Table 9-10 in [4]. Note 

that the last run_before is also encoded into the bit stream since there is no 

syntax element used to represent the number of flag "1". In order to resolve 

this problem, we add a binary codeword "000000000001" to the bottom of 

Table 9-10 in [4] to represent the case when the run_before is 15. 

Different from the HIP methods of I4MB and I8MB types, where 16 flags are 

needed for an MB, only four flags corresponding to four 8x8 blocks as shown in 

Figure 5.4(a) are required for an MB based on the HIP method of I16MB type. In 

this case, we use four bits to represent the coding schemes of the four 8x8 blocks. 
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Table 5.1 lists the percentage of the bits used for coding the flags in total bits of 

each sequence. From this table, we can see that the percentage of the bits used for 

coding the flags only accounts for 0.126% of the whole bits on average. This is a 

very small proportion. Although the bits are increased due to coding the flags, the 

proposed algorithm can compensate for these bits, and provide a higher compression 

efficiency than other algorithms in the literature as shown in Tables 5.2-5.4. Table 

5.1 also shows the saving of bits used in the flags for I4MB and I8MB types, 

compared with the coding method of "one flag one bit". On average, 25.342% saving 

can be achieved based on the table. 

 

Table 5.1. Statistical results for coding schemes of 16 4x4 blocks 

 

Seq. 
Saving 

(%) 

Percentage in 

Total Bits (%) 

Coastguard 14.023 0.124 

Monitor 23.047 0.129 

Foreman 13.243 0.139 
QCIF 

Container 30.960 0.151 

Children 13.497 0.143 

Flower 51.898 0.064 

Hall 21.158 0.141 
CIF 

Akiyo 37.265 0.138 

Sunflower 27.057 0.157 

Crowdrun 9.740 0.113 

Shuttlestart 32.740 0.102 

HDTV 

(720p) 

OldTownCross 29.476 0.108 

Average 25.342 0.126 

 

5.2.5 Experimental Results 

In order to evaluate the performance of the proposed algorithm, the reference 

software JM 12.2 [5] was used to carry out experiments on a number of YUV 4:2:0 

format sequences. The test was based on the FRExt high profiles with specifications 

provided in [59]. All frames were intra coded. Some video sequences referring to 
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Tables 5.2-5.4 were used for this work. A total of 150 frames were encoded for each 

sequence. The frame rate was set to 30. CAVLC entropy coding method was used for 

the experiments. Deblocking was not used for lossless coding. 

Since there is no degradation in video quality for lossless coding, we only 

present the compression ratios for different lossless intra prediction methods in terms 

of encoding bitrates for sequences of different sizes in Tables 5.2-5.4. It can be 

observed from these tables, the method based on samplewise DPCM [26] gives a 

higher compression ratio than that of the block-based method in the original 

H.264/AVC standard. With the improvements of more intra prediction modes, the 

method based on SI_DPCM [27] achieves a further compression ratio compared with 

the samplewise DPCM method. Compare with samplewise DPCM method, the 

proposed method can achieve a consistent increase in compression ratios for all test 

sequences. For most of sequences, the proposed method also shows a better 

compression ratio compared to that of the SI_DPCM method. Therefore, we can see 

that the proposed algorithm can show the best compression efficiency compared with 

the methods [5, 26-27] based on the H.264/AVC framework. Note that only part of 

samples based on the proposed algorithm are predicted using the multiple prediction 

modes defined in the H.264/AVC standard. As a result, the complexity of the 

encoder using the proposed algorithm is still less than the method in [28]. 

Furthermore, the proposed algorithm may be used together with the inter-frame 

prediction approach used in H.264/AVC standard, and thereby the lossless 

compression efficiency of the encoder can also be greatly improved. Note that some 

fast algorithms such as [52, 60, 61, 68] can also be combined with this algorithm, 

therefore, it gives a possible better selection for real-time applications. 
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Table 5.2. Results of compression ratios for QCIF sequences 

 

Bitrate 

(kbits/s) 
ΔΔΔΔBitrate [%] 

 

Sequence 

(QCIF) 
H.264_LS 

H.264 

_DPCM 

SI_ 

DPCM 

Proposed 

method 

Coastguard 5855.984 10.574 11.846 14.983 

Monitor 5377.597 11.853 14.863 16.547 

Foreman 5566.776 9.026 11.123 12.274 

Akiyo 4659.207 10.843 15.904 17.767 

Mobile 8082.437 7.287 10.363 17.698 

Carphone 4945.672 11.237 14.510 15.267 

Container 5230.263 10.185 12.507 15.702 

TableTennis 5669.637 8.190 11.269 13.588 

Salesman 5966.341 11.692 15.636 16.573 

GrandMother 5306.482 9.132 11.572 12.737 

Average 5666.040 10.002 12.960 15.314 

 

Table 5.3. Results of compression ratios for CIF sequences 

 

Bitrate 

 (kbits/s) 
ΔΔΔΔBitrate [%] 

 

Sequence 
(CIF) 

H.264_LS 
H.264 

_DPCM 

SI_ 

DPCM 

Proposed 

method 

Children 24264.276 15.280 23.389 22.668 

flower 23235.798 3.648 5.754 18.784 

Container 20372.872 8.152 10.711 13.571 

Hall 20037.900 11.450 13.913 14.838 

Akiyo 16562.680 8.763 13.217 13.305 

Foreman 19353.068 8.083 10.410 11.352 

Coastguard 23328.964 10.615 12.444 14.876 

Silent 21750.124 8.450 12.036 12.321 

Tempete 26259.104 9.532 13.135 18.273 

Waterfall 27073.632 7.946 12.964 14.895 

Average 22223.840 9.192 12.797 15.488 

 

Table 5.4. Results of compression ratios for HDTV sequences 

 

Bitrate 

 (kbits/s) 
ΔΔΔΔBitrate [%]  

Sequence 

(HDTV) H.264_LS 
H.264 

_DPCM 

SI_ 

DPCM 
Proposed 

method 

Sunflower 168292.240 15.361 22.372 20.707 

Crowdrun 241153.440 5.462 8.035 12.429 

InToTree 198065.424 2.210 2.809 4.491 

OldTownCross 199703.840 4.528 4.661 6.539 

Average 201803.7 6.890 9.469 11.042 
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5.3 Lossless intra coding algorithm based on adaptive interpolation 

filter and residual coding optimization in H.264/AVC 

Note that the number of prediction directions in the subblock is still finite by 

using the first algorithm, which affects accuracy of the prediction. It is well know 

that adaptive interpolation techniques [69-72] have the ability to tune the 

interpolation coefficients to match an arbitrarily-oriented step edge. Note also that a 

filter with adaptive coefficients is proposed for the interpolation of MB in [73, 74] 

for the high efficiency video coding [10, 75]. The adaptive interpolation filter has 

achieved a good performance for fractional-pixel ME [76-78]. After observing this 

advantage of adaptive interpolation filter in possibly formulating a high-resolution 

reference frame for high efficiency video coding, we propose a new lossless intra 

prediction algorithm with the emphasis on interpolation techniques. 

5.3.1 Hierarchical Block Pattern 

In order to improve the prediction accuracy of samples away from their 

references, we suggest that pixels in an MB/block also be predicted hierarchically as 

shown in Figures 5.1 and 5.4 for the I8MB type, I16MB type and the Chroma 

component. As shown in the two figures, the pixels in each prediction unit specified 

in H.264/AVC, such as 8x8 for I8MB type, 16x16 for I16MB type and 8x8 for 

Chroma component are sampled into four subblocks, which are labeled as from G0 

to G3. Note that samples labeled as 0 in G0 can be seen as a low-resolution block, 

which comes from a decimation/down-sample result of the original 8x8/16x16 block. 

In other words, the recovery/prediction of the original 8x8/16x16 block thus becomes 

an inverse problem. Therefore, we refer to the samples labeled by 0 as reference, and 
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aim at constructing the 8x8/16x16 block related to G0 as its super resolution version. 

Details are given as follows. 

5.3.2 Hierarchical Intra Prediction 

In order to have the super revolution version, samples in G0 should be firstly 

predicted, encoded and reconstructed in the encoder side. Samples in G1 are then 

predicted using the samples in G0 as references. Subsequently, samples in G2 and 

G3 are predicted using samples in G0 and G1 as references. Details about the 

proposed intra prediction algorithm are shown as follows. 

5.3.2.1 Intra prediction for samples in G0 based on the standard method 

The samples in G0 are firstly predicted using intra spatial prediction (ISP) in 

H.264/AVC. In fact, other intra prediction algorithms can be applicable here based 

on the encoders to be used. To improve the predicted accuracy, the DPCM concept in 

[26] is extended to each mode in the intra prediction of H.264/AVC. Note that only 

the samples labeled as 0 are predicted as shown in Figure 5.9. Taking the vertical 

prediction in I8MB type as an example, the predicted values (pij) are given as follows 

by referring to Figure 5.9(a). 

 

Vertical prediction: 

p00=fa, p02=f00, p04=f02, p06=f04; 

p20=fc, p22=f20, p24=f22, p26=f24; 

p40=fe, p42=f40, p44=f42, p46=f44; 

p60=fh, p62=f60, p64=f62, p66=f64; 

 

where fij denotes the pixel value in position (i, j) of the current block. 
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Figure 5.9. Illustration of samples to be predicted in G0 

(a) I8MB, (b) I16MB and (c) Chroma prediction 

 

After the prediction is finished, the difference between the original block and 

the predicted block, i.e., the residual block, is encoded to form a bitstream. On the 

other hand, G0 can be reconstructed in the encoder side. Since it is a lossless coding 

process, the reconstructed G0 is the same as the original G0. 

5.3.2.2 Intra prediction for samples in G1, G2 and G3 based on adaptive 

interpolation filters 

To construct the 8x8/16x16 block, namely, for predicting the samples labeled 

as 1, 2 and 3, a non-separable 2D adaptive interpolation filter (AIF) with the fourth 

order is applied. The predicted structures for pixels in different subblocks are 

specified as shown in Figure 5.10. 
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(a)                        (b)                             (c)  

Figure 5.10. Predicted structures of samples in (a) G1, (b) G2 and (c) G3 

 

Taking Figure 5.10 (a) as an example to illustrate the prediction process, the 

model for samples in G1 can be described as 

( )∑∑
= =

+++=
1

0

1

0

0

,1

1

, 2
m n

njmiji fnmhp ,                                               (5.11) 

where i, j=0,1,2,3 respectively (same as below). Symbol 1

, jip denotes the predicted 

value of the sample in position (i, j) of the extracted block G1, and 0

, yxf denotes the 

pixel value in position (x, y) of the extracted block G0. In our implementation, the 

filter length is set to 4 for sake of simplicity. In fact, it can be any other meaningful 

values. The four filter coefficients {h1(k), for k=0, 1, 2, 3} are calculated for the 

samples in G1 by the minimisation of the prediction error energy. By using the 

obtained filter coefficients and the reference pixels in G0, the predicted value of each 

pixel in G1 is calculated according to (5.11). 

In the process of minimization, the error of the prediction is calculated as 

1

,

1

,

1

, jijiji pfe −=                                                                     (5.12) 

Note that the desired sample 1

, jif  is known in the encoder side but not available 

in the decoder side. In order to have a decodable system, one feasible way is to 

encode these filter coefficients into the bitstream. However, four filter coefficients 

are required to be encoded for each 4x4/8x8 block. As a result, it may increase the 
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total bits for a sequence. Therefore, to encode these filter coefficients is not a good 

choice. Samples in G0 (as a low-resolution subblock) are available when we predict 

samples in G1 (as a high-resolution subblock). Note that a natural image source can 

always be modeled as a locally stationary Gaussian process [79]. Hence the filter 

coefficients can be estimated by using the geometric duality between the low-

resolution covariance and the high-resolution covariance. Geometric duality is the 

correspondence between the high-resolution covariance and the low-resolution 

covariance that connects the pixels along the same orientation but with different 

resolutions [79, 80]. Figure 5.11 shows the geometric duality between the high-

resolution covariance and the low-resolution covariance for samples in the three 

extracted blocks.  
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(a)                              (b)                              (c) 

Figure 5.11. Geometric duality for the interpolation of samples in (a) G1, (b) G2 and 

(c) G3 

 

For example, in Figure 5.11 (a), the sample in blue color should be predicted 

instead of predicting the sample in green color based on geometric duality. The 

predicted error is given as follows: 

0

,

0

,

0

, jijiji pfe −=                                                                     (5.13) 
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For each 4x4/8x8 block, four filter coefficients have to be solved by 

minimizing the mean-square error of the original pixel value 0

, jif and the predicted 

value 0

, jip . After mathematical manipulation, the filter coefficients in matrix form 

(H
opt

) can be represented as follows: 

( ) c
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c RRH
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In (5.15), H
opt

, c

ffR  and Rfd are expressed as follows: 
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where N
2
 represents the number of pixels used in the training window. F and C are 

denoted as follows: 
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In fact, F is a vector composed of the training data with NxN pixels inside the 

training subblock, F and C is an N
2
x4 matrix whose i

th
 row vector consists of four 

predictors { c

ijs , for j=0, 1, 2, 3} as shown in Figure 5.11 for predicting the i
th

 element 

in F. Similarity, the four filter coefficients {h2(m) and h3(m), for m=0, 1, 2, 3} are 

calculated for the pixels in G2 and G3 based on geometric duality, respectively. The 

predicted value of each pixel in G2 or G3 is then calculated by using these filter 
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coefficients and the reference pixels in G0 and G1 by referring to Figure 5.10. The 

residual block is then encoded into bitstream. 

Theoretically, the size of the training window should be equal to the size of 

subblock G1, G2 and G3 since each predicted sample in G1, G2 and G3 has a 

correspondence based on the geometric duality. However, some samples located at 

the boundary of an MB/block as shown in Figures 5.1 and 5.4 cannot have four 

predictors. As a result, the training window of an adaptive interpolation filter for G1, 

G2 or G3 is indicated in dark color (green and blue colors) as shown in Figure 5.12.  

 

0 0 0

0 0 0

0 0 0

0 0 0

0 0 0

0 0 0

1 1 1

1 1 1

1 1 1

G0 G0 G1  

(a)                            (b)                          (c) 

Figure 5.12. Training window of Adaptive Interpolation for (a)G1, (b)G2 and (c)G3 

 

Note that the training samples labeled in dark color (blue color) do not always 

have four predictors. When there are less than four predictors, the samples in G1, G2 

and G3 are predicted by using a simple intensity gradient measurement method 

instead of using the proposed AIF method. In the intensity gradient measurement, the 

predicted value of each sample in G1, G2 and G3 is given by (5.19), (5.20) and 

(5.21), respectively. 
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Since samples in G1, G2 and G3 are predicted using the neighboring 

reconstructed samples which are equal to the original samples in a lossless coding 

process, the correlation between them is generally high. Moreover, the adaptive 

interpolation filter is used to predict the samples in G1, G2 and G3. It can spatially 

adapt the filter coefficients to the local structures. As a result, samples in G1, G2 and 

G3 can be well predicted. Note that the adaptive interpolation filter is performed on a 

block of pixels (G1, G2 or G3) rather than one by one. As a result, the computational 

load will not be highly increased.  

5.3.2.3 Intra prediction for I4MB type 

Compared with the I8MB type, the I16MB type and the Chroma prediction, the 

I4MB type is associated with a small block. Experimental results show that the 

hierarchical intra prediction method does not have a better effect on I4MB type. 

Therefore, only the samplewise DPCM method is used to improve the prediction of 

I4MB type for lossless coding. 

5.3.3 Encoding of resultant residual blocks 

By extending the adaptive interpolation filter to the hierarchical intra prediction, 

a more accurate prediction method is generated. Thus, less information is left in the 

residual block. To have an efficient compression to cater for the different 

distributions of residual samples, two coding modes: one-layer coding (OLC) mode 

and two-layer coding (TLC) mode presented in Section 5.2.4, are adopted to 

compress a 4x4 residual block. Similarly, in the one-layer coding mode, the residual 
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block is directly scanned and entropy coded. While the two-layer coding mode 

includes a lossy coding process and a lossless coding process. In the lossy coding 

process, the residual block is firstly transformed by integer DCT and quantized to 

obtain the QDCT coefficients. The QDCT coefficients are scanned and entropy 

coded. While for the lossless coding process, inverse quantization and inverse integer 

DCT are applied to the QDCT coefficients to obtain the reconstructed residual block 

r'. The differences between the original residual block r and the reconstructed 

residual block r' are scanned and entropy coded. Figure 5.6 shows the block diagram 

about the optimization process of the two coding modes. For the two coding modes, 

the rate optimization method presented in Section 5.2.4 is used to select the better 

one. Note that a quantization process as shown in Figure 5.6 is involved in the two-

layer coding mode. Therefore, a quantization parameter (QP) must be specified 

during the encoding process. Due to a different method adopted to the prediction of 

G1, G2 and G3, the QP should be re-specified for an efficient compression. In our 

experimental work, more than 30 video sequences were encoded with QP from 0 to 
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(a)                                 (b)                                  (c) 

Figure 5.13. Relationship between bitrate and QP 



Chapter 5 Improved Lossless Intra Coding Algorithms for videos in H.264/AVC 

 120 

Figure 5.13 gives an example about the relationship between the bitrate and QP 

for nine typical tested sequences with different sizes (QCIF, CIF or HDTV). For 

every three sequences in (a), (b) or (c) of Figure 5.13 have different texture details 

and motion activities. The sequences with the higher bitrate in (a), (b) or (c) usually 

have complex textures and motion activities. According to the experimental results, 

our proposed algorithm consistently achieves the best compression efficiency for all 

kinds of sequences, when the QP is set to 24 for the two-layer coding mode. 

Since two candidate coding modes are adopted for each 4x4 residual block, a 

flag (0: one-layer coding mode; 1: two-layer coding mode) is required to indicate 

which mode is better during the encoding process, and this flag needs to be written 

into the bit stream. The ICAVLC method proposed in Section 5.2.4 is used to encode 

the flags in an MB for I4MB and I8MB types. Due to only four flags corresponding 

to four 8x8 blocks in an MB as shown in Figure 5.4 (a) required in I16MB type, four 

bits are used to represent the four coding modes in an MB. 

5.3.4 Flowchart of proposed lossless intra compression algorithm 

To have a comprehensive description about our proposed algorithm, Figure 

5.14 gives a flowchart on how an MB (including Luma and Chroma components) is 

encoded into the bit stream by using the proposed algorithm when the lossless coding 

is turned on for an encoder based on the H.264/AVC standard. Given an MB, the 

Luma and Chroma components are encoded separately. For the Luma component, 

I4MB type is firstly checked. It includes intra spatial prediction (ISP) with DPCM 

method and coding mode selection (CMS). The I8MB and I16MB types are 

subsequently checked. Different from the intra prediction method for I4MB type, 

four subblocks (G0, G1, G2 and G3) are extracted from the Luma component (see 

Figures 5.1 and 5.4 (a)) in I8MB and I16MB types. The intra prediction and coding 
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processes of G0 are similar to those for I4MB type. After the encoding of G0 is 

finished, G1, G2 and G3 are subsequently predicted based on the AIF method. 

Finally, rate optimization (RO) is applied to select the best type from the I4MB, 

I8MB and I16MB types. For the Chroma component, a similar process to I8MB and 

I16MB types is adopted. The only difference is that there is no CMS for Chroma 

residual block. Since the Chroma component can be well predicted, less information 

is left in the residual block. As a result, only one layer coding mode is efficient 

enough to encode the resultant Chroma residual block based on our experiments. 

I4MB type

Luma 

Component

Chroma 

Component

I8/16MB 

type

DPCM Intra 

Spatial Prediction

G0: DPCM ISP 

using I8/I16MB 

type

CMS

G1: Intra Prediction 

based on AIF using 

G0 as reference

G2 and G3: Intra Prediction 

based on AIF using G0 and 

G1 as reference

Block Extraction 

(G0, G1, G2 and G3)

Luma

G0: DPCM ISP 

using four modes 

in Chroma block

Chroma

Entropy 

coding
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coding
RO

Bitstream

MB

CMS 
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Figure 5.14. Flowchart of the proposed lossless intra compression for an MB 
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5.3.5 Experimental results 

The proposed algorithm has been implemented on the platform of reference 

software JM 18.0 [5] to evaluate the performance. A large number of video 

sequences with YUV 4:2:0 format were used in this experiment. For each video 

sequence, 150 frames were encoded. The FRExt high profiles of H.264/AVC with 

specifications provided in [59] were set. To evaluate the efficiency of the lossless 

coding technique, only intra coded structure was performed. The frame rate was 30. 

Deblocking was disabled for lossless coding process. 

Figure 5.15 gives an example about the original frames, predicted frames and 

their corresponding residual frames for several lossless coding algorithms. In Figure 

5.15, only the first frames of three video sequences with different texture details are 

shown as the representative to verify the efficiency of the proposed algorithm. It can 

be observed that the blocking effect in the predicted frame is obvious, such as the 

predicted frame in (b1)-(g1), if only block-based intra prediction is used. With the 

application of DPCM concept proposed in [26] for part of the intra prediction modes, 

the blocking effect can be reduced. For example, the predicted frames in (b2, d2 and 

f2) produced by using the method in [26] are more natural than the predicted frames 

in (b1, d1 and f1). However, the blocking effect (red circles in b2, d2 and f2 and the 

up-left corner) is still not eliminated. Note, for this problem, Wei et. [27] extended 

the DPCM concept to more numbers of intra prediction modes by using a simple 

interpolation (labeled as SIDPCM). The prediction becomes much better, such as that 

obtained in predicted frames b3, d3 and f3 in Figure 5.15. By contrast, our proposed 

method is a hierarchical intra prediction in combination with an adaptive 

interpolation filter to spatially adapt the local structures (labeled as HIPAIF). 

Thereby, the predicted frame is much closer to the original frame. Note also that 
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from sequences with simple texture (such as the Grandmother in Figure 5.15) to the 

sequences with complex texture (such as the Mobile in Figure 5.15), the predicted 

frames produced by the proposed algorithm have shown a good match in quality. In 

other words, the proposed algorithm has shown the best prediction among all the 

predicted frames, and thereby the information left in the residual frames (c4, e4 and 

g4) is the smallest among all algorithms. 

Note that the predicted values of samples in G2 and G3 are calculated purely 

based on the samples in G0 and G1 as shown in Figures 5.10 and 5.11. In other 

words, the predicted quality of G2 and G3 is dependent on the reconstruction or 

recovery of G0 and G1. Therefore, the residual G0 and G1 should be given a higher 

priority to indicate their importance, while the residual blocks G2 and G3 may be 

given a lower priority in poor environment if necessary. Even if the residual blocks 

G2 and G3 are lost during the transmission, we can still have an acceptable 

reconstructed frame. 

 

                         

(a1) Grandmother (Original)        (a2) Foreman (Original)           (a3) Mobile (Original) 

 

(b1) JM18.0 Predicted Frame   (b2) DPCM Predicted Frame   (b3) SIDPCM Predicted Frame   (b4) HIPAIF Predicted Frame  
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(c1) JM18.0 Residual Frame  (c2) DPCM Residual Frame  (c3) SIDPCM Residual Frame  (c4) HIPAIF Residual Frame 

 

(d1) JM18.0 Predicted Frame  (d2) DPCM Predicted Frame  (d3) SIDPCM Predicted Frame  (d4) HIPAIF Predicted Frame  

 

(e1) JM18.0 Residual Frame  (e2) DPCM Residual Frame  (e3) SIDPCM Residual Frame  (e4) HIPAIF Residual Frame 

 

(f1) JM18.0 Predicted Frame  (f2) DPCM Predicted Frame  (f3) SIDPCM Predicted Frame  (f4) HIPAIF Predicted Frame  

 

(g1) JM18.0 Residual Frame  (g2) DPCM Residual Frame  (g3) SIDPCM Residual Frame  (g4) HIPAIF Residual Frame 

Figure 5.15. Experimental results on Luma components for the three sequences with 

different texture details 
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Table 5.5. Percentages of saving bits for QCIF sequences 

 

Bits Saving Bits [%]  

Sequence 

(QCIF) 
H.264_LS JPEG_LS 

H.264 

_DPCM 
SIDPCM HIPAIF 

Coastguard 29279040 -0.900 8.885 10.057 12.218 

Monitor 26888775 13.550 8.330 10.568 15.506 

Foreman 27832975 3.959 6.457 8.161 11.502 

Akiyo 23293105 15.230 8.712 11.500 16.755 

Mobile 40413815 13.143 3.587 4.725 11.563 

Carphone 24726855 9.597 8.587 10.743 14.193 

Tabletennis 28348855 6.400 5.167 6.745 11.624 

Salesman 29832195 10.102 7.882 10.357 15.271 

Average 29074633 9.739 6.732 8.705 13.485 

 

Table 5.6. Percentages of saving bits for CIF sequences 

 

Bits Saving Bits [%]  

Sequence 
(CIF) H.264_LS JPEG_LS 

H.264  

_DPCM 
SIDPCM HIPAIF 

Container 101859260 5.526 5.883 7.825 10.851 

Hall 100188750 12.089 6.517 8.654 13.938 

Coastguard 116643040 2.720 9.193 11.055 13.222 

Silent 108745500 5.140 4.778 6.674 7.115 

Tempete 131293690 13.378 6.285 8.324 11.437 

Waterfall 135369020 14.294 7.740 7.542 14.253 

Average 115683210 8.858 6.732 8.346 11.803 

 

Table 5.7. Percentages of saving bits for HDTV sequences 

 

Bits Saving Bits [%]  

Sequence 
(720p) H.264_LS JPEG_LS 

H.264  

_DPCM 
SIDPCM HIPAIF 

Crowdrun 1205769840 8.082 4.073 5.894 9.880 

Shuttlestart 569571680 3.825 9.965 12.007 14.189 

Mobcal 1168846880 5.985 4.380 6.359 9.995 

Parkrun 1255203920 5.724 4.863 7.095 11.015 

Shields 1092507520 9.025 4.437 6.591 12.388 

Bigships 886159200 4.871 8.331 10.922 12.388 

City 936586320 4.952 10.123 14.626 19.091 

Crew 725805600 4.910 7.207 10.744 13.912 

Average 1010851573 5.911 6.557 9.390 13.135 

 

Tables 5.5-5.7 show the experimental results for some lossless intra prediction 

methods in terms of the saving percentages of coding bits compared with the method 
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used in the original H.264/AVC standard (H.264_LS). Since it is a lossless coding 

process, there is no loss in video quality. From these tables, we can see that the 

method based on samplewise DPCM (H.264_DPCM) [26] has shown a large saving 

in terms of percentage (6.732%, 6.732%, 6.557% on average for QCIF, CIF, HDTV 

sequences, respectively) compare with H.264_LS. By contrast, the method based on 

SIDPCM [27] makes a further improvement with the modification of more intra 

prediction modes. For example, 8.705%, 8.346%, 9.390% of reduction in coding bits 

on average for QCIF, CIF, HDTV sequences have been obtained. Compared with the 

two methods, the proposed algorithm achieves a consistent increase in saving 

percentage for all tested sequences. The saving percentage is larger than 10% on 

average. Based on the experimental results in [26] and [29], we found JPEG_LS in 

[42] can achieve a better performance than motion JPEG2000 in [43] for lossless 

compression of video sequences. As a result, the coding efficiency of JPEG_LS in 

[42, 81] for the tested video sequences is evaluated by us. From the results in Tables 

5.5-5.7, we can see that the JPEG_LS usually shows an improvement in saving the 

encoding bits compared with H.264_LS, such as 9.739% (for QCIF), 8.858% (for 

CIF), 5.911% (for HDTV) reduction on average of the total bits used by the 

H.264_LS. However, when compared with our algorithm, it can be seen that our 

algorithm usually saves most of the bits for the tested video sequences, especially for 

the sequences with high resolution.  

To have a similar comparison with the method in [26], Table 5.8 gives the 

compression ratios of some tested video sequences encoded by using different 

methods compared with the raw video sequences (with 8 bits per sample). From this 

table, we can see that our method can achieve an average compression ratio of 

1.901:1 for the tested video sequences. It is the highest comparison ratio among the 
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five methods. Furthermore, the lossless compression efficiency of the encoder based 

on H.264/AVC framework can also be greatly improved when it is used together 

with inter-frame prediction. According to our experimental results, about 80% on 

average of encoding time compared with H.264_LS is increased due to the use of a 

2D non-separable AIF and the rate optimization of two coding modes for residual 

blocks. However, it is less important for a high compression algorithm when it is 

heading for High Efficiency Video Coding (HEVC/H.265) [74, 75], which is the 

video coding standard in the near future. In addition, the separable adaptive 

interpolation filter [82] or the directional interpolation filter in [83] has been proved 

to be able to reduce the interpolation complexity compared with the non-separable 

adaptive interpolation filter. Therefore, it is possible that the non-separable AIF in 

our algorithm be substituted by some interpolation filter to reduce the interpolation 

complexity. However, to find the best substitution with the less complexity and the 

similar coding efficiency, some further investigation is required, which could be our 

future work. Moreover, the fast rate estimation methods, such as [84, 85] can also be 

combined with the proposed algorithms to speed up the optimization process of two 

residual coding modes, which is a fruitful direction for further research. Moreover, 

some other fast techniques such as those in [25, 52, 60, 61] can also be integrated. As 

a result, it gives some more choices to reduce the encoding complexity. 
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Table 5.8. Results of compression ratios 

 

Compression Ratio 

Sequence 
H.264_LS 

H.264 

_DPCM 
SIDPCM JPEG_LS HIPAIF 

Coastguard 1.558 1.710 1.732 1.544 1.775 

Monitor 1.697 1.851 1.897 1.963 2.008 QCIF 

Foreman 1.639 1.752 1.785 1.707 1.852 

Container 1.791 1.903 1.944 1.896 2.009 

Hall 1.821 1.948 1.994 2.072 2.116 CIF 

Coastguard 1.564 1.723 1.759 1.608 1.803 

Crowdrun 1.174 1.224 1.248 1.277 1.303 

Shuttlestart 2.485 2.760 2.824 2.584 2.896 
HDTV 

(720p) 
Mobcal 1.211 1.267 1.293 1.288 1.346 

Average 1.660 1.793 1.831 1.771 1.901 

 

5.4 Chapter summary 

In this chapter, two algorithms for improving the lossless intra coding are 

proposed. In the first algorithm, a hierarchical intra prediction combined with 

residual coding mode optimization for lossless coding is presented. Based on the 

hierarchical prediction, some pixels in an MB/block are firstly predicted and encoded 

with the minimal rate cost, and the others are then predicted adaptively based on the 

minimal gradient approach using the nearer references. The proposed hierarchical 

prediction method makes the intra prediction more accurate, and thus the information 

left in the residual block can be reduced significantly. Two coding schemes are then 

designed to encode the residual block. The optimal one can be selected based on the 

rate optimization method. Furthermore, a more efficient ICAVLC entropy coding 

method is proposed to encode the flags of the coding schemes for an MB. 

Experimental results show that the proposed algorithm can improve the compression 

efficiency of the lossless coding in the H.264/AVC standard.  

Note that the prediction method of samples in G1 to G3 can be considered as an 

interpolation process. Equations (5.2)-(5.4) are simple representatives of an 
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interpolation method, and only two directions are involved in it. If a better 

interpolation method and multiple directions are used to do prediction, the 

information left in the residual block should be further reduced. Consequently, only a 

small number of bits may be required to encode the residual block. The compression 

ratio can then be further increased. Based on this consideration, the hierarchical intra 

prediction algorithm combined with an adaptive interpolation filter is proposed to 

improve lossless intra compression as the second algorithm. Since the block-based 

adaptive interpolation filter can learn the local structures adaptively, a better visual 

quality of predicted frames is thus obtained. The experimental results show that the 

proposed algorithm can provide a comparable predicted frame compared with other 

algorithms in the literature, and thereby improve the compression efficiency of the 

lossless coding in the H.264/AVC standard.  

Note that G0 is predicted based on intra spatial prediction in H.264/AVC. In 

fact, we can also use other intra prediction methods to predict samples in G0. As a 

result, the proposed algorithm can be extended to the lossless compression in other 

image or video coding standards, such as high efficiency video coding (HEVC) [31] 

or 3D video coding [86]. 

It is possible that further improvement can be still obtained. This is because G0, 

G1, G2 and G3 are sampled interleaving from an MB. Therefore, high correlations 

should be appeared among these four subblocks. If the correlations among them are 

fully exploited, the redundancy between them will be removed largely. Some new 

intra prediction and coding schemes, such as those in [87-90] may be considered to 

improve the prediction of samples in G1 to G3. 

Furthermore, the transform process can also be improved by combining the 

improved integer DCT in [91] or the integer sine transform proposed in [92]. As a 
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result, intra coded frame becomes more efficient for compression. It is worth to 

mention that the proposed idea may have the potential to be applied to intra coded 

MBs for the lossy compression as a trial. 
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Chapter 6 Novel Adaptive Algorithm for Intra 

Prediction with Compromised Modes Skipping and 

Signaling Processes in HEVC 

 

 

6.1 Introduction 

The next generation of video coding standard, the High Efficiency Video 

Coding (HEVC) standard, has achieved significantly higher compression efficiency 

[93] than all the existing video coding standards due to the adoption of many 

advanced coding tools [31-34, 94-102]. For example, up to 35 modes are available 

for intra prediction of each prediction unit in HEVC. This can provide more accurate 

predictions and thereby improve the compression efficiency of intra coding. 

However, it also brings two major drawbacks. One is the encoding complexity of the 

intra coding method increases dramatically due to a larger number of modes involved 

in the mode decision process, and the other drawback is that more overhead bits are 

required to signal the optimal mode to be used for each prediction unit.  

Intuitively, it is not necessary for all modes to be checked and signaled all the 

time. When the reference samples from the left-down, left, up and up-right sides are 

equal or parts of them are equal, the resultant predicted PUs are thereby equal 

regardless of the prediction modes. In this situation, only the modes which give 

different predicted PUs need to be checked and signaled. The other modes which 

give the same predicted PUs can be skipped. This strategy not only speeds up the 
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intra mode decision process but also saves some bits consumed for signaling the 

mode, thereby the bitstream can be compressed. Based on this consideration, we 

present an adaptive intra modes skipping algorithm for decision and signaling 

processes in this chapter. 

6.2 Adaptive Intra Modes Skipping Algorithm for Decision and 

Signaling 

In this section, we first analyze the statistical properties of reference samples 

used for intra prediction. Based on the analysis, an adaptive skipping algorithm of 

intra modes is presented for an efficient mode decision and signaling processes. 

6.2.1 Statistical properties of reference samples in intra prediction 

Note that neighboring samples from the left-down, left, up and up-right are 

used for the prediction of the current PU. Figure 6.1 shows three typical cases of 

reference samples for the intra prediction of 4x4 PU in the HEVC as an example. For 

other PU sizes, such as 8x8, 16x16, 32x32, 64x64, the same situation can be 

followed. As shown in the first case of Figure 6.1, the neighboring reference samples 

have the same value M. So case 1 represents the current PU having a smooth 

reference strip. In case 2, the above and the left reference samples are the same, 

respectively. In other words, the current PU has a smooth reference row and a 

smooth reference column. In case 3, the reference samples are quite different. For the 

above three cases, different sets of intra prediction modes should be utilized. In other 

words, some modes may be skipped in different cases. The signaling of the intra 

prediction modes in each set is thereby re-specified correspondingly for an efficient 

compression. 
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Figure 6.1. Cases of neighboring reference samples for the prediction of the current 

PU 

 

Consequently, a measure of the reference smoothness becomes especially 

important for an efficient modes skipping algorithm. In our algorithm, the variances 

of reference samples defined in (6.1)-(6.3) are utilized to measure the smoothness of 

the whole references, the upper references and the left references, respectively. 
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where µall denotes the mean value of all the reference samples in both the upper row 

and the left column of the current PU. The terms, µup and µleft, denote the mean value 

of the reference samples in the upper row and the left column of the current PU, 

respectively. leftup

kf
/  is the pixel value of the upper or left reference sample with an 

index k. N represents the number of reference samples in the up or the left strip. It is 

equal to 8, 16, 32, 64 and 128 for the PU with the size of 4x4, 8x8, 16x16, 32x32 and 

64x64, respectively. To determine the smoothness, three thresholds (THall, THup and 

THleft) are set for the three calculated variances (Varall, Varup and Varleft), 

respectively.  
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6.2.2 Adaptive intra modes skipping algorithm 

Table 6.1 concludes the available intra prediction modes and the number of bits used 

for signaling the selected mode under different conditions for each PU. 

 

Table 6.1. Number of available intra prediction modes and bits for signaling  

the optimal mode under different conditions for each PU 

Case Condition Num. 

of  

modes 

Description of modes Bins for signaling the 

optimal mode 

1 Varall≤THall 1 Planar Nil 

2 

Varall>THall, 

Varup≤THup and 

Varleft≤THleft 

19 
Planar, DC, Hor-i (0 ≤ i ≤ 7),  

and Ver-i (0 ≤ i ≤ 8)  
2~5 

3 Otherwise 35 

Planar, DC, Hor+x (-7 ≤ i ≤ 

8),  

and Ver+i (-8 ≤ i ≤ 8) 

2~6 

 

Referring to Figure 6.1 and Table 6.1, the details of the three cases are described as 

follows: 

(1) Case 1 

This case represents that all the references are the same or very similar. In this 

case, we use Varall to measure the smoothness of all the references. If Varall is smaller 

than THall, the references are considered smooth. The 35 predicted PUs are always 

the same or quite similar regardless of the prediction modes. In such a case, only one 

mode is enough for predicting the current PU. Figure 6.2 shows the percentage of 

each mode selected after mode decision for two classes of videos based on the mode 

decision algorithm in HM7.0. From Figure 6.2, we can see that the Planar mode 

always has the largest probability to be the best mode. As a result, only the Planar 

mode is adopted to predict the current PU when the reference samples are 

consistently smooth. Due to only one mode employed, there is no mode decision 
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process, and no overhead bits are required to signal the mode. In the decoder side, 

Varall is firstly calculated. Planar mode is used to reconstruct the current PU if Varall 

is smaller than THall. This case not only significantly reduces the encoding 

complexity, but also saves the overhead bits used for signaling the best intra 

prediction mode. 

 

 

 (a)                                                              (b) 

Figure 6.2. Percentages of the selected modes under six QP values 

 

(2) Case 2 

If Case 1 is not satisfied, i.e. Varall>THall, Case 2 is checked. In this case, the 

above and the left reference samples are the same as shown in Figure 6.1, 

respectively. The predicted blocks produced by modes {Ver+i| i=0,1,...,8} or {Hor+i| 

i=0,1,...,8} are the same, respectively. Therefore, it is not necessary to use all the 

intra prediction modes. In order to measure the smoothness of the reference row and 

the reference column, both Varup and Varleft are calculated by using (6.2) and (6.3), 

respectively. If Varup<THup and Varleft<THleft, only 19 modes, i.e. Planar, DC, {Hor-i| 

i=0, 1,...,7} and {Ver-i| i=0, 1,...,8}, are required as shown in Table 6.1 instead of 35 

modes. For the 19 intra prediction modes, the RMD plus RDO method is used to 



Chapter 6 Novel Adaptive Algorithm for Intra Prediction with Compromised Modes 

Skipping and Signaling Processes in HEVC 

 136 

select the optimal mode for the current PU. During the RMD process, the number of 

candidate modes are the same as those in HM7.0, i.e. 8, 8, 3, 3, 3 for 4x4, 8x8, 16x16, 

32x32, 64x64, respectively. Furthermore, the three MPMs specified by HM7.0 are 

always included in the candidate list. Due to our arrangement that only 19 modes 

(0,1, 10, ..., 26) are available in case 2 for the current PU, it is necessary to map the 

MPMn (n=0,1,2) to one of the 19 modes when we append it in the candidate list if 

the MPMn (n=0,1,2) is out of those 19 modes. The mapping is shown as in Table 6.2 

(a) for the mode decision process. 

 

Table 6.2. Mapping of intra prediction modes for Case 2 in the encoding process 

 

(a) Mapping of the MPMn (n=0,1) when appending it to 

the candidate list for mode decision process 

 

MPMn (n=0,1) 0 1 2, ..., 9 10, ..., 26 27, ..., 34 

Mapped MPMn (n=0,1) 0 1 10 10, ..., 26 26 

 

(b) Mapping of the current mode when signaling it 

 

CurMode 0 1 x 10, ..., 26 x 

Mapped CurMode 0 1 x 2, ..., 18 x 

 

(c) Mapping of the MPMn (n=0,1,2) when signaling the CurMode 

 

MPMn (n=0,1,2) 0 1 2, ..., 10 11, ..., 25 26, ..., 34 

Mapped MPMn (n=0,1,2) 0 1 2 3, ..., 17 18 

 

Similar to the strategy in HM7.0, three MPMs (MPM0, MPM1 and MPM2) are 

utilized for signaling the intra prediction modes for achieving a good coding 

efficiency in Case 2. The detailed signaling (codewords) of CurMode is shown in 

Table 6.3. When the CurMode is among the three MPMs, a bypass mode (assuming 

an equal probability distribution) or an adaptive context algorithm (assuming an 

unequal probability distribution) is adopted to encode prev_intra_luma_pred_flag (a 
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flag used to signal if the CurMode is among the three MPMs) and mpm_idx 

(mpm_idx is signaled to indicate whether CurMode is MPM0, MPM1 or MPM2). 

When the CurMode is not equal to any MPM, the rem_intra_luma_pred_mode which 

denotes the left mode is binarized using a FLC (0xxxx) as shown in Table 6.3. Note 

that only 19 modes instead of 35 modes are required to signal. Therefore, when 

prev_intra_luma_pred_flag is 0, four bits are enough to signal the left modes (16 

modes). Note that the mode indexes of the 19 modes are 0, 1, 10, ..., 26. In order to 

signal it efficiently into the bitstream, the 19 modes are mapped to consecutive mode 

numbers from 0 to 18 as shown in Table 6.2 (b). Correspondingly, the three MPMs 

should be mapped to have a consistent indexing to the 19 intra prediction modes as 

shown in Table 6.2 (c), when signaling the CurMode. We label the three mapped 

MPMs as MMPMn (n=0,1,2). One point that we would like to stress is that the three 

MPMs are totally different before mapping. However, they may be mapped to the 

same mode based on Table 6.2 (c). In such a case, we must convert them to three 

different and decodable MMPMs according to the following method. 

If (MMPM0==MMPM1) 

{ 

If (MMPM0>1) 

{ 

MMPM1=(MMPM0+14)%17+2; 

MMPM2=(MMPM0-1)%17+2; 

} 

Else 

{ 

MMPM0=0; 

MMPM1=1; 

MMPM2=18; 

} 

 

} 

Else 

{ 

If (MMPM0 && MMPM1) 

MMPM2=0; 

Else  

MMPM2=(MMPM0+MMPM1)<2?18:1; 

} 
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In the decoder side, the same operation should be performed to decode the current 

mode when Case 2 is detected for the current PU. 

 

Table 6.3. Codewords for intra Luma prediction modes in Case 2 

prev_intra_luma_pred_flag Codewords 

1 

If CurMode=MPM0, Codewords=10; 

If CurMode=MPM1, Codewords=110; 

If CurMode=MPM2, Codewords=111. 

0 

Codewords=0xxxx 

(Note: xxxx is used for binarizing 

rem_intra_luma_pred_mode, which is 

from 0000 to 1111) 

 

(3) Case 3 

If both the first and the second conditions are not satisfied, the reference 

samples are considered as having large variations. In this situation, all the 35 intra 

prediction modes are involved in the normal mode decision process. The same 

operation as that in HM7.0 is performed for this case. 

6.2.3 Determination of thresholds for intra modes skipping 

With further experimental work, we have found that THall should be made 

adaptive to the quantization parameter (QP), texture of encoded video sequence and 

bit depth of Luma components. As a result, THall can be obtained by (6.4). 

DepthBitTextureQPall wwwTH ××= ,                                            (6.4) 

where wQP specifies the influence of the quantization step size Qstep which is 

indexed by QP. In our experiments, we used BlowingBubbles in Class D with the 

smallest resolution as a tested sequence. By trying a large number of thresholds, we 

found that the rate distortion performance of the proposed algorithm for 

BlowingBubbles is better than that in HM when wQP is defined in (6.5) for All Intra 



Chapter 6 Novel Adaptive Algorithm for Intra Prediction with Compromised Modes 

Skipping and Signaling Processes in HEVC 

 139 

Main configuration. In fact, it can be set to a larger value to form a fast algorithm in 

real-time applications when a slight loss of rate distortion performance is permitted. 









+= 5.0

61

2
Qstep

wQP
                                                      (6.5) 

In order to make it suitable for other input sequences, wTexture defined in (6.6) is 

also used to adjust the threshold. The value of wTexture can be considered as a constant 

for a short time period, especially when there is no abrupt shot transition. In (6.6), ps 

denotes the probability that the Planar mode is selected in 64x64 PUs during the 

RDO process for sequence s, and p0 denotes the probability of the Planar mode 

selected when BlowingBubbles is the tested sequence. The value of ps can be 

calculated by two methods. One possible method to calculate ps is to use the original 

method in HM for encoding the first frame of the tested sequence. The number 

(NPlanar), for which the Planar mode is selected as the best intra prediction mode, is 

used to form the statistics. There is no further calculation required for the rest of the 

sequence. NPlanar is then used to calculate ps as shown in (6.7) in the following frames. 

0p

p
w s

Texture =                                                                          (6.6) 

%100×=
Total

Planar
s

N

N
p                                                              (6.7) 

In (6.7), Ntotal is the number of PUs in the tested frames. To have a better 

coding performance, wTexture is updated after a number of frames have been encoded. 

The number of coded frames is decided by the users. For the first method, p0 is 34 

based on our simulation. Another feasible method used to calculate ps is that we can 

initially determine it offline by encoding some test video sequences using a larger QP 

value, such as QP=51. If the first method is used to calculate ps, there is no extra 

syntax element required in the bitstream. If the second method is used to obtain ps, 
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parameter ps should be encoded into the bitstream by using only seven bits for each 

video sequence to inform the decoder. 

To make it be adaptive to the All Intra HE10 configuration, parameter wBit Depth 

is used to adjust the threshold to an image with different bit depths (n). It is 

calculated as follows: 

( )
( )28

2

12

12

−

−
=

n

DepthBitw                                                         (6.8) 

Compared with the method in HM7.0, we can see that our method can save 

about 2 to 6 bits if Case 1 is selected as shown in Tables 2.2 and 6.3. By contrast, 

only 1 bit may be saved by using our method if Case 2 is selected. This means that 

Case 2 plays a less important role than Case 1 in terms of overhead bits saving. 

Furthermore, both the left strip and the upper strip are smooth if Condition 1 happens. 

In other words, part of Case 2 has been included in Case 1. For the remaining part, 

i.e., 
allTHNM 2>− , we employ a condensed region to detect it as Case 2. Note also 

that the number of references in the left or upper side of the current PU is half 

number of all the references. Based on this consideration and our experimental work, 

the condition in Case 2 is set as THup=THall/2 and THleft=THall/2 at present. 

6.2.4 Flowchart of adaptive intra modes skipping algorithm in HM 

Figure 6.3 summarizes the improved intra coding process of a PU. Given an 

intra PU with the size of 64x64, 32x32, 16x16, 8x8 or 4x4, the variance (Varall) of all 

the neighboring samples including the left-down, left, up, up-right regions is 

calculated based on (6.1). If it is smaller than THall, only Planar mode is used to 

predict the current PU. Both the mode decision (MD: RMD plus RDO) and mode 

signaling (MS) processes are skipped. The residual PU between the current PU and 

the predicted PU is performed by the RQT technique [36, 37] to select the optimal 
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TUs. Finally, entropy coding is performed to encode all the intra related information 

for the current PU. If not, the variances (Varleft and Varup) of reference samples in the 

left and upper strips are calculated, respectively. If both Varup≤THup and 

Varleft≤THleft are satisfied, 19 intra prediction modes are set for the RMD and RDO 

processes. Otherwise, all the 35 intra prediction modes are checked in the normal 

intra coding process in HM7.0. 

Given an intra PU:

(64x64, 32x32, 16x16, 8x8, 4x4)

Only Planar mode, 

and skip MD (RMD + 

RDO) and MS processes

Yes No

Yes No

35 intra prediction 

modes available

19 intra prediction 

modes available

Perform MD and 

MS to select the 

best mode for the 

current PU

Perform RQT to select 

the optimal TUs

Entropy coding

?THVar allall ≤

?THVar

and?THVar

leftleft

upup

≤

≤

 

Figure 6.3. Flowchart of adaptive intra modes skipping algorithm based on HM7.0 

 

6.2.5 Decoding of intra prediction mode 

In the decoder side, Varall is firstly calculated for the current PU. If Varall is 

smaller than THall, the decoding process of intra prediction mode is skipped, and the 

Planar mode is used to predict the current PU. Otherwise, Varleft and Varup are 

calculated to check whether Case 2 is satisfied. If Case 2 is satisfied, three MPMs are 
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obtained based on the prediction modes of neighboring decoded PUs. In accordance 

with the encoder side, each MPMn (n=0,1,2) should be mapped to one of the 19 

indexes according to Table 6.4 (a). The prev_intra_luma_pred_flag is decoded firstly 

to determine whether the current mode is one of the three MPMs. If it is, decoding of 

the current mode is the same as that in HM7.0. Otherwise, only four bits are decoded 

to parse the current prediction mode. Note that the decoded mode number ranging 

from 0 to18 is not the real mode index used for the prediction of the current PU. It 

should be mapped to its original mode index defined in HM7.0 according to Table 

6.4 (b) in order to predict the current PU. If both Case 1 and Case 2 are not satisfied, 

the current PU belongs to Case 3. The decoding process of it is the same as that in 

HM7.0. 

 

Table 6.4 Mapping of intra prediction modes for Case 2 in the decoding process 

 

(a) Mapping of the MPMn (n=0,1,2) when decoding the CurMode 

 

MPMn (n=0,1,2) 0 1 2, ..., 10 11, ..., 25 26, ..., 34 

Mapped MPMn (n=0,1,2) 0 1 2 3, ..., 17 18 

 

(b) Mapping of the decoded mode when storing it for prediction 

 

Decoded CurMode 0 1 2, ..., 18 x 

Mapped CurMode 0 1 10,...,26 x 

 

Figure 6.4 shows an example of partitioning a 64x64 LCU into various sizes of 

PUs which are determined by an HEVC encoder. The numbers from 0 to 12 indicate 

the processing orders including encoding order and decoding order. To reconstruct a 

LCU in a decoder side based on HM7.0, the intra prediction modes (Mn, for n from 0 

to 12) and the DCT coefficients (Cn, for n from 0 to 12) of residual PUs need to be 

decoded. The decoding order of Mn and Cn is M0->C0->M1->C1->...->M12->C12 
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in this example. After all the modes and DCT coefficients have been decoded, the 

decompression process is called to reconstruct the LCU based on the order, B0->B1-

>...->B12 according to HM7.0. Note that in our algorithm, to determine the number 

(1, 19 or 35) of available intra prediction modes for each PU, the neighboring PUs 

should be reconstructed when we parse the intra prediction mode of the current PU. 

Therefore, the decoding order is adjusted as M0->C0->B0->M1->C1->B1->...-

>M12->C12->B12. 

 

LCU (e.g. 64x64)

0

1 2

3 4

12

9

11

5 6

7 8

10

 

Figure 6.4. Example about the processing order of PUs in a LCU 

 

6.3 Experimental Results 

The proposed algorithm has been implemented in HM7.0 software [35] of the 

HEVC test model. Since we gave focus on the improvements of intra coding 

efficiency, all the frames were intra coded. Two encoding configurations for intra 

coding: AIMain and AIHE10 described in [44] were used. The proposed algorithm 

was compared against HM 7.0 without the proposed algorithm (the anchor). Six QP 

values: 22, 27, 32, 37, 42 and 47 were tested, which are in the mid-bitrate and low-

bitrate ranges. Five video sequences (Traffic, ParkScene, RaceHorsesC, 

BlowingBubbles and Vidyo4) from five classes with different resolutions as 
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specified in HEVC [44] are encoded. All frames were used for each tested video 

sequence. The rate distortion performances of the proposed algorithm for mid-bitrate 

and low-bitrate ranges were calculated based on the method in [50]. The reduction of 

encoding time (∆TIME) with respect to HM7.0 was measured. In the following 

tables, positive values mean increase, and negative values mean decrease. The 

experimental work was done on a platform with CPU of Intel Xeon 5460 @3.16 

GHz and RAM of 32.0GB.  

 

Table 6.5. Simulation results in terms of BD-Rate in mid-bitrate range 

All Intra Main 

(%) 

All Intra HE10 

(%) 

Seq. 

Comp1 Comp2 Comp1 Comp2 

Class A -0.10 -0.15 -0.11 -0.17 

Class B -0.09 -0.16 -0.10 -0.18 

Class C -0.03 -0.05 -0.03 -0.05 

Class D 0.01 -0.01 0.01 -0.01 

Class E 0.02 -0.10 -0.10 -0.21 

Average -0.04 -0.09 -0.07 -0.12 

 

 

Table 6.6. Simulation results in terms of BD-Rate in low-bitrate range 

All Intra Main 

(%) 

All Intra HE10 

(%) 

Seq. 

Comp1 Comp2 Comp1 Comp2 

Class A -0.20 -0.42 -0.18 -0.45 

Class B -0.17 -0.67 -0.11 -0.57 

Class C -0.21 -0.43 -0.16 -0.35 

Class D -0.25 -0.42 -0.19 -0.33 

Class E -0.09 -0.61 -0.25 -0.72 

Average -0.18 -0.51 -0.18 -0.48 

 

The BD-Rate performances are shown in Tables 6.5 and 6.6 for mid-bitrate 

(with the values of QP: 22, 27, 32 and 37) and low-bitrate ranges (with the values of 

QP: 32, 37, 42 and 47), respectively. For each configuration, two comparisons 
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(Comp1 and Comp2) are made. "Comp1" means the comparison between our 

algorithm and the HM 7.0. "Comp2" means the comparison between our algorithm 

and the modified HM 7.0. Note that the only difference between the modified HM7.0 

and the HM7.0 is that the prev_intra_luma_pred_flag is coded by making use of the 

bypass mode in the modified HM7.0 instead of an adaptive context algorithm used in 

HM7.0. Correspondingly, the prev_intra_luma_pred_flag was coded by using an 

adaptive context algorithm in our algorithm for Comp1, and it was coded with the 

bypass mode in our algorithm for Comp2. 

From the results, we can see that the proposed algorithm shows a slight 

decrease in BD-Rate in the mid-bitrate range compared with the HM7.0 (Comp1). 

However, the BD-Rate is reduced consistently compared with the modified HM7.0 

for the mid-bitrate range. An average of 0.11% BD-Rate decrease (Comp2) is 

achieved for both All Intra Main and All Intra HE10 in the mid-bitrate range. By 

contrast, the proposed algorithm has better compression efficiency in low-bitrate 

range for both Comp1 and Comp2. For All Intra Main configuration, 0.18% and 

0.51% BD-Rate improvements are achieved on average compared with the original 

HM7.0 and the modified HM7.0, respectively. For All Intra HE10 configuration, 

0.18% and 0.48% BD-Rate improvements are achieved on average for Comp1 and 

Comp2, respectively. All experimental results in Tables 6.5 and 6.6 illustrate clearly 

that the proposed algorithm shows better compression efficiency as compared to that 

in HM7.0 of HEVC for the low-bitrate range.  

Besides the benefits in terms of rate distortion performance, the proposed 

algorithm reduces significantly the encoding time due to the skipping of some 

unnecessary intra prediction modes compared with that in HM7.0. As shown in 

Table 6.7, the timesaving is increased with an increase of QP values. In the low-
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bitrate range, on average 7.75%, 14.40%, 26.03% and 37.93% of timesaving were 

achieved corresponding to QP values of 32, 37, 42 and 47 in All Intra Main 

configuration compared with the HM7.0. For the All Intra HE10 configuration, on 

average 7.57%, 13.81%, 23.78% and 34.11% in time reduction were achieved for the 

low-bitrate ranges. However, the timesaving is not obvious when QP is smaller. 

Sometimes, the encoding time even increases slightly compared with that in HM7.0. 

This is because a smaller value was used as the threshold (THall) in (6.4) for smaller 

QP values (high-bitrate range). In contrast, the encoding complexity can be reduced 

significantly if larger thresholds are given to THall. In such a case, the proposed 

algorithm is changed to a purely fast intra mode decision algorithm without or with 

less benefits to the rate distortion performance. For example, we can reduce the 35 

modes to 1 or 19 by comparing the variance with a larger threshold before the intra 

mode decision process in the encoder side of HM for high-bitrate range, while the 

signaling processing of the best intra mode is the same as that of HM. In another 

word, we still signal the best intra mode according to the case with 35 available 

modes. As a result, the encoding complexity can be reduced significantly, and the 

decoding process is the same as that in HM. 

 

Table 6.7. Simulation results in terms of times consuming for the encoder 

Conf. All Intra Main 

[%] 

All Intra HE10 

[%] 

QP 22 27 32 37 42 47 22 27 32 37 42 47 

Class A 2.16 -0.83 -7.83 -15.05 -25.74 -36.47 0.97 -1.97 -7.19 -14.26 -23.02 -32.3 

Class B 2.06 -2.58 -8.71 -17.14 -30.15 -44.33 0.12 -2.96 -8.32 -15.81 -27.41 -39.26 

Class C 1.44 -1.07 -5.54 -13.05 -29.14 -39.55 0.7 -1.02 -5.59 -11.92 -26.39 -35.5 

Class D 1.61 1.49 0.85 -1.94 -11.46 -29.03 1.63 1.48 0.84 -2.99 -10.88 -25.82 

Class E -0.49 -7.89 -17.53 -24.83 -33.65 -40.25 -4.98 -10.62 -17.57 -24.07 -31.19 -37.67 

Average 1.36 -2.18 -7.75 -14.40 -26.03 -37.93 -0.31 -3.02 -7.57 -13.81 -23.78 -34.11 
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Table 6.8. Simulation results in terms of times consuming for the decoder 

Conf. All Intra Main 

(TimeHM7.0/TimeProposed) 

All Intra HE10 

(TimeHM7.0/TimeProposed) 

QP 22 27 32 37 42 47 22 27 32 37 42 47 

Class A 1.07 1.08 1.07 1.07 1.07 1.05 1.06 1.05 1.05 1.06 1.06 1.09 

Class B 1.07 1.07 1.07 1.07 1.07 1.06 1.06 1.06 1.05 1.07 1.02 1.08 

Class C 1.07 1.07 1.07 1.07 1.08 1.07 1.05 1.06 1.06 1.05 1.05 1.07 

Class D 1.09 1.09 1.08 1.09 1.11 1.09 1.07 1.07 1.07 1.06 0.87 0.99 

Class E 1.07 1.07 1.06 1.06 1.07 1.05 1.05 1.02 1.04 1.03 1.06 1.04 

Average 1.07 1.07 1.07 1.07 1.08 1.06 1.06 1.05 1.05 1.05 1.01 1.05 

 

In order to decode the intra prediction mode, the variance of the neighboring 

reference samples for each PU should be calculated in the decoder side. This 

increases the decoding time which is shown in Table 6.8 for the two configurations. 

From the results, we can see that the proposed algorithm has little influence on the 

complexity of the decoder. An average of 6% increase in  decoding time based on 

HM7.0 [35] is required. Due to the unsymmetrical design of the encoder and decoder 

for HEVC, the decoder time is only 1.5% to 1.6% of the encoder. Hence a small 

percentage increase in decoding time gives litter effect to the decoder. Furthermore, 

we would like to leave this point as an open question, and the realization of this 

paper is just a sample realization. The ideas in the paper can be improved further by 

investigating simpler and more accurate thresholds making use of variance again or 

other simple features. On the other hand, if we do not want to increase the 

computational burden of the decoder side, we can encode the case index among the 

three cases (Case 1, Case 2 and Case 3 as discussed in Section III) into the bitstream 

for each PU in the encoder side. The decoder can then decode it. In this case, our 

algorithm becomes a fast algorithm. No additional computational complexity is 

required for the decoder. The ideas in this paper can provide a new thread of thought. 

According to various applications and requirements, better improvements or 
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realization techniques can be further investigated, which is a fruitful direction for 

interested researchers. 

6.4 Chapter summary 

In this chapter, a novel adaptive intra modes skipping algorithm for mode 

decision and signaling processes in HEVC is presented. By making full use of the 

statistical properties of the neighboring reference samples, the proposed algorithm 

can adaptively optimize the set of intra prediction modes involved in mode decision 

and signaling processes. As a result, the proposed algorithm not only saves the bits 

for signaling the overhead, but also accelerates the intra mode decision process. 

Experimental results show that the proposed algorithm can provide a better rate 

distortion performance than that in HM7.0 for low-bitrate ranges. In a meanwhile, 

the proposed algorithm can significantly reduce the complexity of intra coding for 

both All Intra Main and All Intra HE10 configurations for low-bitrate ranges.  

Moreover, the proposed algorithm has a wide range of adaptability. It can be 

integrated with other algorithms, such as [38-41, 103] which are directly related to 

the intra coding in HM, or [22-25, 60, 61, 91] which have the potential to be 

extended to HM, to further improve the rate distortion performance and reduce the 

encoding complexity of these algorithms. 

It is possible that further improvement can still be obtained. Note that the 

threshold in (6.4) is only adaptive to the whole video sequence. In fact, different 

thresholds are preferred for different sizes of PUs (64x64, 32x32, 16x16, 8x8 and 

4x4) in order to achieve a better rate distortion performance. As a result, it is also 

possible for high-bitrate range to achieve better compression efficiency than that in 

HM. Furthermore, to achieve better compression efficiency with reduced encoding 

complexity than HM, other features can also be used as detectors instead of the 
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variance in (6.1)-(6.3) to determine the possible number of intra prediction modes for 

each PU. This is a fruitful direction of future research work. 
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Chapter 7 Conclusions 

 

 

7.1 Conclusion on the current works 

The current H.264/AVC is a matured international video coding standard. It has 

a very broad application range that covers all forms of digital compressed video from 

low bit-rate internet streaming applications to HDTV broadcast and Digital Cinema 

applications with nearly lossless coding. It can provide the higher compression 

efficiency than previous standards (i.e. about half of bit rate savings than MPEG-2, 

H.263, or MPEG-4 Part 2) [1] with good video quality due to the adoption of many 

advanced video coding tools. As a result, the encoding complexity of an encoder 

based on the H.264/AVC standard is higher for real time applications. In this thesis, 

we have proposed several techniques to reduce encoding complexity of an encoder 

based on H.264/AVC. On the other hand, with the higher resolution videos gradually 

entering into our daily life, to further improve the compression efficiency of 

H.264/AVC is still required. Therefore, we have also developed a few techniques to 

enhance the coding efficiency based on the H.264/AVC and the coming HEVC 

standards. Conclusions about these proposed techniques are described as follows. 

7.1.1 Techniques to reduce the encoding complexity 

In Chapter 3, we propose two early detection algorithms for ZQDCT 

coefficients of inter residual blocks. Compared with the conventional detection 

methods of ZQDCT coefficients used in H.264/AVC, the first algorithm has two 

major features. First, a new classification of patterns for DCT, Q, IQ and IDCT 
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processes is suggested based on the zigzag scanning order. By using the new 

classification, the quantized DCT coefficients can be coded efficiently. Second, the 

required thresholds for detecting ZQDCT coefficients are determined by combining 

the Gaussian distribution with a theoretical analysis of DCT and quantization in 

H.264/AVC. Experimental results show that the proposed algorithm can achieve an 

average timesaving of more than 40% for DCT, Q, IQ and IDCT processes, 

compared with the algorithm used in JM12.2. When compared with other algorithms 

in the literature, it also gives the best performance in terms of both rate-distortion and 

time saving. By making use of the new classification of patterns for DCT, Q, IQ and 

IDCT processing, the second algorithm which can give different thresholds for the 

detection of ZQDCT coefficients in H.264/AVC is then proposed. In the second 

algorithm, a joint probability model is firstly developed based on the distribution of 

residual samples and the conditional distribution of DCT coefficients. A Lagrangian 

FAR-FRR optimization method is then proposed to tradeoff between the quality of 

the reconstructed videos and the encoding complexity. The threshold for each 

ZQDCT coefficient is obtained during the process of FFO. Given different values to 

the Lagrangian multiplier, different thresholds can be obtained. Different 

reconstructed video quality and different encoding complexities are thereby provided 

by using different thresholds. For example, if we want to save more computational 

complexity during the encoding process for real-time application, a larger value of 

Lagrangian multiplier should be set. The saving of the computation in software 

coders corresponds to a reduction of the power consumption in hardware coders, 

which is also in line with the concept of green computation advocated recently. On 

the contrary, if better reconstructed video quality is required, a smaller Lagrangian 

multiplier is preferred.  
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In Chapter 4, we propose some techniques to speed up the process of intra 

prediction based on the H.264/AVC standard. First, the candidate intra prediction 

types for an intra coded MB can be determined by an improved variance-based 

strategy. In this strategy, an adaptive threshold is adopted based on the quantization 

parameter. This makes the threshold more reasonable, and thereby the determination 

of intra prediction type is more accurate. Second, a directional difference measure is 

then applied to select the better candidate prediction modes for each candidate 

prediction type. This strategy critically touches upon the intrinsic property of the way 

H.264/AVC makes the intra mode prediction. Furthermore, an early termination 

strategy is suggested for RDO calculation. Experimental results show that the 

proposed algorithm by combining all the three techniques can achieve more than 

80% timesaving compared with that used in JM12.2 at the expenses of a slight 

decrease in PSNR and a slight increase in bit rate. Compared with other algorithms in 

the literature, the proposed algorithm obviously shows the best performance among 

all the three measures. 

7.1.2 Techniques to improve the rate distortion performance 

Note that the lossless coding technique is also integrated into the H.264/AVC 

standard. With the demand for higher fidelity of encoded videos, it is possible that 

either the whole picture or some regions of a picture in a video need to be 

represented without any loss of fidelity. However, the lossless coding technique used 

in H.264/AVC is not efficient. Note that the intra block/MB is predicted as a whole 

by an extrapolation of the neighboring reconstructed pixels in the H.264/AVC 

standard. As a result, the samples which are far from their references may not be 

predicted well due to poor correlation. Moreover, the entropy coding in H.264/AVC 

is generally designed to encode the quantized DCT coefficients of the residual block. 



Chapter 7 Conclusions 

 153 

It is usually not efficient to encode the residual block directly. In order to resolve 

these problems, we propose two algorithms in Chapter 5 to improve the lossless intra 

coding in H.264/AVC. In the first algorithm, a hierarchical intra prediction algorithm 

combined with residual mode optimization is proposed. In this algorithm, we suggest 

that samples in a block or MB should be predicted hierarchically instead of using the 

whole-block based method. More specifically, four groups are extracted from the 

samples in a block/MB. Based on the hierarchical prediction, samples in the first 

group are firstly predicted and encoded with the minimal rate cost, and the samples 

in the left three groups are then predicted adaptively based on the minimal gradient 

approach using the nearer references. The proposed hierarchical prediction method 

makes the intra prediction more accurate due to the adoption of nearer references as 

the reference, and thus the information left in the residual block can be reduced 

significantly. Two coding schemes are then designed to encode the residual block. 

The optimal one can be selected based on the rate optimization method. Furthermore, 

a more efficient ICAVLC entropy coding method is proposed to encode the flags of 

the coding modes for an MB. Experimental results show that the proposed algorithm 

can improve the compression efficiency of lossless intra coding algorithm used in 

JM12.2. Note that the prediction method of samples in G1 to G3 can be considered 

as an interpolation process. In the first algorithm, a simple linear interpolation based 

on intensity gradient measure is used to predict the samples in G1, G2 and G3. Only 

two directions are involved in it. If a better interpolation method with multiple 

directions is used to do prediction, the information left in the residual block should 

be further reduced. Consequently, only a small number of bits may be required to 

encode the residual block. Based on this consideration, the hierarchical intra 

prediction algorithm combined with an adaptive interpolation filter is proposed to 
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improve lossless intra compression as the second algorithm. In this algorithm, the 

block-based adaptive interpolation filter is adopted to predict the samples in G1, G2 

and G3. Since the block-based AIF can learn the local structures adaptively, a better 

visual quality of predicted frames is thus obtained. The experimental results show 

that the proposed algorithm can provide a comparable predicted frame compared 

with other algorithms in the literature, and thereby improve the compression 

efficiency of the lossless coding in the H.264/AVC standard. On average, about 

13.485%, 11.803% and 13.135% of bitrate saving are achieved for the tested QCIF, 

CIF and HDTV sequences compared with JM18.0, respectively. When compared 

with other algorithms in the literature, the proposed algorithm also shows the best 

compression efficiency. 

With the high resolution videos gradually entering into our daily life, the 

demand for further improving the compression efficiency of H.264/AVC continues 

to be required. The next generation standard of video coding, HEVC, is thus being 

developed aiming at substantially improving coding efficiency of H.264/AVC High 

Profiles, i.e. to reduce bitrate by half with comparable image quality, at the expense 

of increased computational complexity. In the current HEVC, up to 35 modes are 

available for intra coding. As a result, not only the encoding complexity is increased, 

but also more overhead bits are required to signal the mode. However, we have 

found that there is still room for improvement in terms of intra compression 

efficiency with less encoding complexity. Intuitively, not all the 35 intra prediction 

modes are always required to be checked and signaled. Therefore, we propose an 

adaptive modes skipping algorithm for mode decision and signaling processes in 

Chapter 6. Note that the neighboring reconstructed samples are used as the reference 

to predict the current PU. Based on the statistical properties of the reference samples, 
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the proposed algorithm is able to adaptively optimize the set (with 1 mode, 19 modes 

or 35 modes) of intra prediction modes in each PU for the mode decision and 

signaling processes. As a result, not only the overall coding efficiency can be 

improved, but also the encoding time is reduced significantly due to less number of 

modes involved. More important, the proposed algorithm has the potential to be 

integrated with some algorithms related to intra coding in HEVC to further improve 

them in terms of both rate distortion performance and encoding complexity. 

Experimental results show that, compared to the test model HM7.0 of HEVC, BD-

Rate savings of 0.18% and as well as 0.18% on average are achieved for AI-Main 

and AI-HE10 cases for low-bitrate ranges, and the average encoding times can also 

be reduced by 8%-38% and 8%-34% for AI-Main and AI-HE10 cases in low-bitrate 

ranges, respectively.  

7.2 Directions of future research  

It has been about ten years since H.264/AVC was ratified as an international 

video coding standard in 2003. In the past ten years, a great many research works 

have been done to improve an encoder based on the H.264/AVC standard in terms of 

coding efficiency or coding complexity. As a result, it can provide good video 

quality with substantially lower bitrates than previous standards (i.e. half or less the 

bit rate of MPEG-2, H.263, or MPEG-4 Part 2). To reduce the encoding complexity 

of an encoder based on H.264/AVC was an active area of research in the past few 

years, such as fast intra [22-25, 60-61, 64-65] or inter mode decision [104-107], fast 

motion estimation [108-112], early detection of ZQDCT coefficients [12-21], fast 

rate distortion estimation [113-118] and so on. All these techniques make an encoder 

based on the H.264/AVC standard possible for real time applications. Hence the 

H.264/AVC standard has been widely adopted by the industry. Despite its success, 
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improving the compression efficiency of H.264/AVC continues to be required, 

especially for the videos with ultrahigh definition (UHD) resolution. This is because 

the current internet and broadcasting networks do not even have sufficient capacity 

to transmit large amounts of HD content, let alone UHD [119]. In this situation, 

HEVC, the next generation of video coding standard, has been developed by JCT-

VC formed in 2010, with the aim to significantly improve the compression efficiency 

of the H.264/AVC high profile. The JCT-VC group has integrated a number of 

advanced technologies into the test model HM [35] of the HEVC standard since the 

first meeting in April 2010. Currently, the HEVC (based on HM5.1 software) has 

shown the better efficiency than H.264/AVC standard (based on JM16.2 software) in 

terms of coding efficiency (about 29.14-45.54% bits reduction or 1.4-1.87dB PSNR 

increase compared with H.264/AVC [119]). The HEVC will be ratified as an 

international video coding standard in 2013. Before the HEVC standard is finished, 

we will put a lot of effort on the improvement of compression efficiency for HEVC 

as the recent direction of our research. Note that the encoding complexity of an 

encoder based on HEVC is extremely high due to the integration of some new 

techniques, such as flexible block structure from 64x64 to 8x8 with recursive 

quadtree partitioning, more intra prediction modes (one Planar mode, one DC mode 

and 33 directional modes), residual quadtree based transforms ranging from 32x32 to 

4x4 sizes and so on. When the HEVC standard has sufficient capability to compress 

video material with high or ultrahigh definition resolution, developing fast 

algorithms to reduce the coding complexity of the encoder with negligible loss in 

coding efficiency is becoming increasingly important for real time applications. This 

will be another important direction of our research in future. 
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7.2.1 To improve intra coding efficiency of an encoder based on HEVC 

Note that the two hierarchical intra coding algorithms based on intensity 

gradient measurement and two-dimensional adaptive interpolation techniques are 

presented in Chapter 5 for lossless compression. In fact, the two algorithms can also 

be applied to lossy video coding based on the transformation and quantization 

techniques to improve the block based intra prediction in H.264/AVC. Moreover, all 

of these techniques can be extended to the new coming HEVC standard to further 

improve the intra coding efficiency. Especially for the large prediction units, such as 

64x64, 32x32, 16x16, 8x8, the inaccurate prediction should be more obvious for the 

samples away from their references. In such a case, the HIP algorithm demonstrates 

its superiority. However, many problems still remain to be investigated before the 

HIP algorithm could be extended into HEVC. In intra coding of the HEVC standard, 

a three-stage approach which has been included in Section 2.4.1 was implemented in 

the test model HM to find the best intra prediction mode and the optimal transform 

structure. To extend the HIP algorithm to intra prediction in HEVC, we took PU with 

size of 32x32 as an example as shown in Figure 7.1 (a). By using the HIP algorithm, 

the 32x32 PU is sampled into four subblocks from G0 to G3 as shown in Figure 7.1 

(b). Samples in G0 are firstly predicted, encoded and reconstructed by using the 

above three-stage intra coding approach. The reconstructed G0 is then used as the 

low resolution block for predicting samples in G1, G2 and G3 by utilizing the 

intensity gradient measure or adaptive interpolation techniques. Consequently, the 

information left in the residual G1, G2 or G3 could be reduced due to nearer samples 

used as the references and less bits are required to encode the residual information. 

Different from the prediction of G0, there were no rough mode decision and no RDO 

process for G1, G2 and G3. However, the RQT process for G1, G2 and G3 is still 
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required for an efficient transform coding. Note that three TU sizes as shown in 

Figure 7.1 (c) for each PU in intra coding are possible. If the depth of TU is also set 

to three as shown in Figure 7.1 (d) for each extracted subblock (G0, G1, G2 or G3), 

four RQT structures corresponding to the four extracted subblocks should be 

signaled using a recursive depth-first approach. By contrast, only one RQT structure 

is required to signal for the 32x32 PU. Moreover, the coded block flag (CBF) to 

indicate whether there are non-zero transform coefficients in each TU is signaled. As 

a result, the overhead bits will cause some impacts on the total bitrates although the 

residual information is still reduced due to the use of more accurate prediction 

algorithms. In order to reduce the overhead bits used for RQT structure and CBF, 

one possible way is to reduce the depth of TU for each extracted subblock to two as 

shown in Figure 7.1 (e). In such a case, the overhead bits used for signaling the RQT 

structure and CBP can be reduced significantly compared with the RQT depth of 

three. The encoding complexity should also be decreased. However, less flexibility is 

then provided for choosing the transform size. The setting of TU depth is a crucial 

issue that should be investigated before the HIP can be extended successfully into the 

intra coding in the coming video coding standard. 
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(b) Four extracted 16x16 blocks
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Figure 7.1. Structure of HIP for 32x32 PU and its corresponding TU sizes 

 

7.2.2 To reduce coding complexity of an encoder based on HEVC 

When an encoder has sufficient capability to compress video material with high 

or ultrahigh definition resolution, developing fast algorithms to reduce the coding 

complexity of the encoder with negligible loss in coding efficiency becomes 

increasingly important for real time applications. So another important future 

research direction is to reduce the coding complexity of an encoder based on the 

HEVC standard. In HEVC, the basic block is called LCU (the Largest Coding Unit) 

which can be as large as 64x64. Each video frame is firstly divided into many non-

overlapped LCUs. Each LCU is then recursively split into smaller CUs forming a 

quad tree structure. The CU can be further split into PUs and TUs in turn. In order to 

find the optimal solution, the encoder needs to exhaust all combinations of CU, PU 
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and TU. This is a very time-consuming process. To develop some fast algorithms 

while keeping similar rate distortion performance is imperative for the practicability 

of HEVC. In Chapters 3 and 4, early detection algorithms of ZQDCT coefficients 

and fast intra mode decision algorithm were shown to speed up the encoding process 

of an encoder based on H.264/AVC. We believe that they should also be effective in 

HEVC.  

In HEVC, four different TU sizes ranging from 4x4 to 32x32 are supported to 

adapt to the varying space-frequency characteristics of the residual signal. Note that 

the maximum admissible depth is three in the current design of HM. The partitioning 

of a given CU (for inter coding) or PU (for intra coding) into TUs is done based on 

the RQT technique. With the maximum depth of three, the overall coding efficiency 

can be increased. However, the RQT based transform coding is a very complex 

process. Fortunately, according to the analysis and statistics of works on quantized 

DCT coefficients, many DCT coefficients become zero after quantization. In the case 

of low bitrate coding, even the whole residual blocks could be zero after quantization. 

We call these blocks as all-zero-blocks (AZBs). Furthermore, it is very likely that all 

the four subblocks at depth n+1 are AZBs when an AZB is judged at depth n. This 

property is called Zero-Block Inheritance (ZBI) in [40]. By using the proposed 

algorithms in Chapter 3, the AZB at depth n can be detected before taking the RQT 

process, and the corresponding DCT, Q, IQ and IDCT at depth n and the remaining 

higher depths can be eliminated. Consequently, considerable computation can be 

saved and the encoding time can be reduced for the encoder based on HM. Besides 

the detection of AZBs, parts of the ZQDCT coefficients can also be detected by 

using the proposed algorithm in Chapter 3. This also allows to make contributions to 

saving encoding time of an encoder based on HM. 
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Note that as many as 35 intra prediction modes are supported in the current 

HEVC to provide a more accurate prediction. In order to reduce the intra coding 

complexity, three-stage approach is adopted in HM [35] to select the best mode and 

the optimal RQT structure. As we have talked about that the RQT process could be 

speeded up by extending our proposed algorithms in Chapter 3. While the mode 

decision process can also be accelerated by extending our proposed algorithm in 

Chapter 4. The variance based technique has the potential to determine the PU size. 

And the candidate modes could then be selected based on our directional difference 

measurement. Moreover, the early termination strategy could also be extended into 

HM for RDO process. Furthermore, some mature algorithms, such as fast inter mode 

decision[104-107], fast motion estimation[108-112] and rate distortion estimation 

[113-118], proposed for H.264/AVC, could also be extended into HM. All these 

techniques could save much more encoding time and make the encoder more 

practical. This would be a fruitful research direction in future.  

7.2.3 To compress 3D or Multiview videos using new techniques in HEVC 

Note that 3D video technique has achieved a significant interest. Not only 3D 

video but also free view-point video technique is currently becoming a hot research 

topic. For these videos, storage or transmission is the major problem due to a huge 

amount of data required to represent them. The JVT has standardized an extension of 

H.264/AVC standard as Multiview Video Coding (MVC) to encode multiview 

videos [120]. The 3D video is a special case of multiview videos. Note that high 

compression capability has been achieved with the introduction of the coming HEVC 

standard. Hence, it is naturally selected as a research platform to compress 3D video 

or free view-point video as another direction of our research in future. In the MVC of 

H.264/AVC standard, not only inter-frame prediction but also inter-view prediction 
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is available to compress the multiview videos. Inter-frame prediction is related to 

motion estimation, while inter-view prediction involves in disparity estimation. In 

our future research work, we would focus on developing some new algorithms to 

improve the prediction accuracy of inter-frame prediction and inter-view prediction, 

and thereby achieve a higher compression capability based on the HEVC standard. 

We would also investigate some techniques to accelerate motion estimation and 

disparity estimation processes.  
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Appendix 

 

 

A.1 Derivation of p.d.f. of random variable M 

Since M=|X|, and X has a Laplace distribution as shown in (3.8), the 

cumulative distribution function (cdf) of random variable M can be expressed as 
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Based on (3.54), the p.d.f. of M can be calculated as 
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Equation (3.55) means that the random variable M follows an exponential 

distribution with parameter 1/λ0, labeled as M~exp(1/λ0). 

A.2 Derivation of p.d.f. of random variable S 

Let Z=M1+M2. Since M1 and M2 are independent variables with identical 

distribution (iid) as in (3.10), we have 
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Hence, Z~Г(2,1/λ0).  

Similarly, let R=Z1+Z2, and we then have 
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where 3!=3x2x1. Hence, R~Г(4,1/λ0), and so on.  

Since 
15 15

0 0

i i

i i

S SAD X M

= =

= = =∑ ∑ , which can be considered as the summation of 16 

iid random variables. Hence, the random variable S follows a Gamma distribution, 

which is labeled as S~Г(16,1/λ0). The p.d.f. of it can be written as (3.12). 

A.3 Derivation of Tuv 

Substitute (3.30) into (3.31), and it gives (3.58) as follows. 
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Hence,  
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Similarly, dJ2 (Tuv)/dTuv can be calculated as follows: 
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Substitute (3.59) and (3.60) into (3.38), it gives 
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As a result, (3.39) can be obtained from (3.61). 
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