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Abstract

Radio Frequency Identification (RFID) and Wireless Sensor Network (WSN) are im-

portant enabling techniques for data collection in many fields including mobile computing,

pervasive computing, and internet of things. A great deal of useful information about sur-

roundings is obtained through them, and then fed into upper-layer applications. Event

detection is a data processing technique that is quite suitable for RFID and WSN applica-

tions. An event encapsulates raw data into a meaningful form that denotes a user-specified

activity, and thus relieves the users from tedious underlying data processing. Compared

with traditional event detection, new challenges are raised in RFID and WSN systems.

The wireless communication used by them is error-prone and causes unreliable event de-

tection results. Moreover, limited energy supply, computation capacity, memory and other

resources in these systems demand more efficient and effective approaches of event detec-

tion. In this thesis, we investigate the event detection in RFID and WSNs to address these

new challenges. We consider three important aspects of event detection: data collection,

event aggregation, and event inference.

First, we study data collection, i.e. collecting data from surroundings to applications.

We focus on reliable data collection in mobile RFID systems. One unique characteristic

of RFID is that usually multiple RFID tags communicate with one reader simultaneously,

which may cause collisions and unsuccessful identification of all the tags. This problem is

even more serious in mobile RFID systems since the tags are moving and timely identi-

fication is required. Specially designed anti-collision protocols are needed to improve the

identification rate of RFID tags. We propose a schedule-based RFID anti-collision protocol

which, given a high identification rate, achieves the maximal tag moving speed. The pro-

tocol schedules an optimal number of tags to compete for the channel according to their

identification deadlines, so as to achieve the optimal identification performance. Simulation

results show that this approach can increase the moving speed of tags by 120% compared
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with existing approaches, while achieving an identification rate of 99.999%.

Second, we study event aggregation, i.e. merging several sub-events into a composite

event, and eventually the user required events. We focus on two energy-efficient event

aggregation problems in WSNs. One problem is optimizing event aggregation utilizing

complex relations in an event. The other problem is optimizing the event aggregation

involving multiple events with different latency constraints and event relations (denoted by

aggregation function). For each user specified event, a routing tree called event aggregation

tree is usually built in a WSN to enable information exchange among sensor nodes for event

aggregation. For the first problem, we utilize the complex relations included in an event

to optimize the event aggregation tree. We propose principles of designing such an event

aggregation tree. After that, we propose centralized and distributed algorithms to build this

tree to achieve energy-efficient event detection. For the second problem, we first propose an

approach to build energy-efficient event aggregation tree for individual events considering

both latency constraint and aggregation function. We further optimize the routing structure

for the aggregation of multiple events to save energy, by making some events share event

aggregation trees instead of building their own. For both problems, simulation results show

that our algorithms outperform existing approaches and save a significant amount of energy.

Third, we study event inference, i.e. infer the occurrence of an event through the infor-

mation of other events. We focus on RFID reader localization, where detected RFID tags

are used to infer the location of an RFID reader. It is a challenging task to achieve such

an objective in the presence of long-lasting regional fault that means the RFID tags in a

large region cannot response to the RFID reader for a long time period. We propose an

effective localization approach which can tolerate such kind of fault, and define the quality

index to measure the accuracy of a localization result obtained by our approach. Both 2D

and 3D localization are discussed in our work. Our method also can be integrated into

Multidimensional Scaling approach to solve network localization problem which involves

multiple target objects to be located. We have taken extensive simulations and implement-

ed an RFID-based localization system. In both cases, our approach outperforms existing

approaches in localization accuracy and can provide additional useful quality information.

ii



Publications

Journal Paper

1. Weiping Zhu, Jiannong Cao, Henry C. B. Chan, Xuefeng Liu, and Vaskar Raychoud-

hury, “Mobile RFID with a High Identification Rate”, accepted by IEEE Transaction

on Computers (TC), 2013

2. Weiping Zhu, Jiannong Cao, Yi Xu, Lei Yang, and Junjun Kong, “Fault-Tolerant

RFID Reader Localization Based on Passive RFID Tags”, submitted to IEEE Trans-

action on Parallel and Distributed Systems (TPDS)

3. Weiping Zhu, Jiannong Cao, Yi Xu, and Vaskar Raychoudhury, “Efficient Detection

of Multiple Composite Events in Wireless Sensor Networks using Event Aggregation”,

to be submitted

4. Chao Yang, Weiping Zhu, Jia Liu, Lijun Chen, Daoxu Chen, and Jiannong Cao,

“Self-orienting the Cameras for Maximizing the View-Coverage Ratio in Wireless

Camera Sensor Networks”, submitted to Pervasive and Mobile Computing

5. Junjun Kong, Jiannong Cao, Weiping Zhu, Tao Li, Yao Guo, and Weizhong Shao,

“Ubiquitous Interacting Object: A Distributed and Localized Approach to Building

Ubiquitous Computing Applications”, submitted to ACM Transactions on Interactive

Intelligent Systems

Conference Paper

1. Weiping Zhu, Jiannong Cao, Michel Raynaly, and Xuefeng Liu, “Energy-efficient

Composite Event Detection in Wireless Sensor Networks”, submitted to IEEE Inter-

national Conference on Distributed Computing in Sensor Systems (DCOSS), 2013

iii



2. Xuefeng Liu, Jiannong Cao, Shaojie Tang, Zongjian He, and Weiping Zhu, “Senet-

SHM:Enabling Practical Structural Health Monitoring using Intelligent Sensor Net-

works”, submitted to EEE International Conference on Distributed Computing in

Sensor Systems (DCOSS), 2013

3. Guanqing Liang, Jiannong Cao, and Weiping Zhu, “CircleSense: Exploiting User’s

Physical Proximity For Social Activity Recognition Using Smartphones”, in Proc. of

IEEE International Conference on Pervasive Computing and Communications (Per-

Com), 2013

4. Weiping Zhu, Jiannong Cao, Yi Xu, Lei Yang, and Junjun Kong, “Fault-Tolerant

RFID Reader Localization Based on Passive RFID Tags”, in Proc. of IEEE Interna-

tional Conference on Computer Communications (INFOCOM), pp.2183-2191, 2012

5. Lei Yang, Jiannong Cao, Weiping Zhu, and Shaojie Tang, “A Hybrid Method for

achieving High Accuracy and Efficiency in Object Tracking using Passive RFID”, in

Proc. of IEEE International Conference on Pervasive Computing and Communications

(PerCom), pp.109-115, 2012

6. Vaskar Raychoudhury, Jiannong Cao, Weiping Zhu, and Ajay D. Kshemkalyani,

“Context Map for Navigating the Physical World”, in Proc. of Euromicro International

Conference on Parallel, Distributed and Network-Based Processing (PDP), pp.146-

153, 2012

7. Weiping Zhu, Jiannong Cao, Yi Xu, and Vaskar Raychoudhury, “Event Aggregation

with Different Latency Constraints and Aggregation Functions in Wireless Sensor Net-

works”, in Proc. of IEEE International Conference on Communications (ICC), pp.1-5,

2011

iv



Acknowledgements

I would like to express my gratitude to all those who helped me during my PhD. study.

My deepest gratitude goes first and foremost to Prof. Jiannong Cao, my chief supervisor,

for his systematic guidance and valuable suggestions. He has broad knowledge, keen insight,

and enormous enthusiasm on the research, which inspire me a lot and encourage me to keep

going in my study. He always trained me to be a good researcher, not only about the

research methods and presentation skills, but also rigorous work attitude. I appreciate all

these and will definitely benefit from him in my future work.

I would like to thank Dr. Henry Chan and Dr. Bin Xiao. They discussed with me from

time to time, and gave me many constructive suggestions in my research and great help in

the paper writing. I would like to thank Prof. Michel Raynal, for his kindly help about my

research and living affairs during my six months visiting of his lab at France.

I would also like to thank my parents, my little sister, and my girl friend. They always

encourage and support me when I encounter difficulties in different aspects. Their love is

the most powerful motivation I can make progress in my work.

I want to thank my colleagues Dr. Xuefeng Liu, Dr. Vaskar Raychoudhury, Ms. Joanna

Siebert, Mr. Lei Yang, Mr. Tao Li, Dr. Chao Ma, Mr. Chao Yang, Mr. Junjun Kong, Ms.

Jingjing Li, Ms. Bingbing Zhou, Ms. Jie Zhou, Ms. Miao Xiong, Mr. Yang Liu, Mr. Gan

Yao, Mr. Chisheng Zhang, Mr. Wei Feng, Ms. Yin Yuan, Mr. Zongjian He, Dr. Pen Guo,

and all other members of our research group that I cannot enumerate here. Thank you for

your help in these years. We learn from each other, share our joyfulness and sadness, and

v



have a unforgettable memory together. I wish all of you a brilliant future.

Last but not least, I also want to thank my roommates Dr. Qinjun Xiao, Mr. Yi Xu,

Mr. Chen Ma, and Mr. Zhiwei Qing, and also my friends Mr. Yi Hong, Ms. Feng Wang

and Dr. Lin Zhang, I am lucky to meet you in Hong Kong and appreciate your kindly help

in my life.

vi



Table of Contents

Abstract i

Publications iii

Acknowledgements v

Table of Contents vii

List of Tables xi

List of Figures xii

List of Abbreviations xvii

1 Introduction 1

1.1 RFID and WSNs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Event Processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.3 Motivations of Our Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.4 Contributions of the Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.4.1 Contributions in Data Collection . . . . . . . . . . . . . . . . . . . . 7

1.4.2 Contributions in Event Aggregation . . . . . . . . . . . . . . . . . . 8

1.4.3 Contributions in Event Inference . . . . . . . . . . . . . . . . . . . . 9

1.5 Organization of the Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2 Literature Review 13

2.1 Existing Works about Mobile RFID Data Collection . . . . . . . . . . . . . 13

2.2 Existing Works about Event Aggregation in WSNs . . . . . . . . . . . . . . 16

2.3 Existing Works about RFID Reader Localization . . . . . . . . . . . . . . . 19

3 Reliable Data Collection in Mobile RFID Systems 23

3.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

3.2 System Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3.2.1 Mobile RFID System Model . . . . . . . . . . . . . . . . . . . . . . . 27

3.2.2 Tag Arrival Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

3.3 Principles for Mobile RFID Anti-Collision Protocols . . . . . . . . . . . . . 30

vii



Complex Event Detection in RFID and Wireless Sensor Networks, PhD Thesis, ZHU Weiping

3.4 Solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

3.4.1 Schedule-based Anti-Collision Protocol . . . . . . . . . . . . . . . . . 36

3.4.2 Tag Selection Policy . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

3.4.3 RFID Uncertainty Handling . . . . . . . . . . . . . . . . . . . . . . . 44

3.5 Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

3.5.1 Identification Rate . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

3.5.2 The Earliest Deadline and Throughput . . . . . . . . . . . . . . . . 49

3.5.3 Group Size in SAC . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

3.5.4 Concurrent Group Number and the Earliest Deadline . . . . . . . . 54

3.6 Experiment Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

3.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

4 Energy-efficient Composite Event Aggregation in WSNs Considering Com-
plex Relations 61

4.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

4.2 System Model and Problem Formulation . . . . . . . . . . . . . . . . . . . . 63

4.2.1 Event Definition Tree . . . . . . . . . . . . . . . . . . . . . . . . . . 63

4.2.2 Event Aggregation Tree . . . . . . . . . . . . . . . . . . . . . . . . . 64

4.2.3 Problem Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . 66

4.3 Design Rationale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

4.3.1 Data Aggregation and Event Aggregation . . . . . . . . . . . . . . . 67

4.3.2 Revising Data Aggregation into Event Aggregation . . . . . . . . . . 68

4.4 Centralized Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

4.4.1 Data Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

4.4.2 The Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

4.4.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

4.5 Distributed Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

4.5.1 Data Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

4.5.2 The Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

4.5.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

4.6 Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

4.6.1 Simulation Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

4.6.2 An Instance of EAT Built by Different Approaches . . . . . . . . . . 80

4.6.3 Impact of Average Distance between a Source Node and the Sink Node 81

4.6.4 Impact of Average Distance between Two Source Nodes . . . . . . . 82

4.6.5 Impact of Event Relation . . . . . . . . . . . . . . . . . . . . . . . . 82

4.6.6 The Performance of Our Distributed Algorithm . . . . . . . . . . . . 84

4.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

5 Energy-efficient Aggregation of Multiple Composite Events in WSNs 87

5.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

5.2 System Model and Problem Formulation . . . . . . . . . . . . . . . . . . . . 89

5.2.1 Event . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

5.2.2 Wireless Sensor Network . . . . . . . . . . . . . . . . . . . . . . . . . 90

5.2.3 Event Aggregation in Wireless Sensor Network . . . . . . . . . . . . 90

viii



Table of Contents

5.2.4 Preliminary Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

5.2.5 Problem Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . 92

5.2.6 Problem Variants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

5.3 Solution Framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

5.4 Base Aggregation Tree Building . . . . . . . . . . . . . . . . . . . . . . . . 95

5.5 Optimal Aggregation of Multiple Composite Events . . . . . . . . . . . . . 100

5.5.1 Latency Gap . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

5.5.2 Aggregation Function Gap . . . . . . . . . . . . . . . . . . . . . . . . 101

5.5.3 Home Base Event Selection . . . . . . . . . . . . . . . . . . . . . . . 105

5.5.4 Base Event Selection . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

5.5.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

5.6 Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

5.6.1 Simulation Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

5.6.2 The Performance of Delay Bounded Event Aggregation Algorithm . 114

5.6.3 The Performance of Event Aggregation Considering Multiple Com-
posite Events . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

5.6.4 The Performance of Latency Constraint Fixed Base Event Selection 117

5.6.5 The Performance of the FPTAS-based Approach . . . . . . . . . . . 118

5.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

6 Fault-Tolerant RFID Reader Localization 121

6.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

6.2 System Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

6.2.1 RFID Reader Localization of Individual Objects . . . . . . . . . . . 124

6.2.2 RFID Network Localization . . . . . . . . . . . . . . . . . . . . . . . 125

6.2.3 RFID Faults . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

6.3 RFID Reader Localization . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

6.3.1 Basic Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

6.3.2 Accuracy Analysis in Pure Angle Loss . . . . . . . . . . . . . . . . . 130

6.3.3 Quality Index in Pure Angle Loss . . . . . . . . . . . . . . . . . . . . 131

6.3.4 Considering Grid Placement . . . . . . . . . . . . . . . . . . . . . . . 133

6.3.5 Extension for Pure Radius Loss and Mixed Loss . . . . . . . . . . . 137

6.3.6 Analysis of Real Identification Region . . . . . . . . . . . . . . . . . 138

6.3.7 3D RFID Reader Localization . . . . . . . . . . . . . . . . . . . . . . 138

6.4 RFID Network Localization . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

6.4.1 Problem Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . 140

6.4.2 Solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141

6.4.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

6.5 Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

6.5.1 Errors Caused by Grid Placement . . . . . . . . . . . . . . . . . . . 144

6.5.2 Performance in Pure Angle Loss . . . . . . . . . . . . . . . . . . . . 145

6.5.3 Performance in Pure Radius Loss/Mixed Loss . . . . . . . . . . . . . 147

6.5.4 Performance in 3D RFID Reader Localization . . . . . . . . . . . . . 149

6.5.5 Performance in RFID Network Localization . . . . . . . . . . . . . . 150

6.6 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153

ix



Complex Event Detection in RFID and Wireless Sensor Networks, PhD Thesis, ZHU Weiping

6.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155

7 Conclusions and Suggestions for Future Research 157
7.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
7.2 Suggestions for Future Research . . . . . . . . . . . . . . . . . . . . . . . . . 160

References 163

x



List of Tables

3.1 The research based on different arrival models . . . . . . . . . . . . . . . . . 29

3.2 Notations in SAC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

xi



Complex Event Detection in RFID and Wireless Sensor Networks, PhD Thesis, ZHU Weiping

xii



List of Figures

1.1 An outline of the contributions in this thesis . . . . . . . . . . . . . . . . . . 7

2.1 RFID-based localization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

3.1 A mobile RFID system on a conveyor belt . . . . . . . . . . . . . . . . . . . 26

3.2 The isolated constant arrival model . . . . . . . . . . . . . . . . . . . . . . . 28

3.3 The dynamic constant arrival model . . . . . . . . . . . . . . . . . . . . . . 28

3.4 Single tag identification probability in different speeds . . . . . . . . . . . . 34

3.5 Single tag identification probability with different workloads and speeds . . 34

3.6 Contours of single tag identification probability and throughput . . . . . . . 35

3.7 The deployment of two readers in SAC . . . . . . . . . . . . . . . . . . . . . 36

3.8 Tree-based tag selection policy . . . . . . . . . . . . . . . . . . . . . . . . . 43

3.9 The comparison in the identification rate against tag moving speed . . . . . 46

3.10 The earliest deadline in different approaches. a) cumulative distribution func-

tion of the earliest deadline in different approaches; b)-f) identification sam-

ples of different approaches . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

3.11 Throughput in different approaches. a) cumulative distribution function

of the throughput in different approaches; b)-f) probability density of the

throughput in different approaches . . . . . . . . . . . . . . . . . . . . . . . 51

3.12 The earliest deadline in SAC with different group sizes. a)-b) cumulative

distribution function of the earliest deadline in SAC with different group sizes;

c) the change of average earliest deadline with group size; d)-f) identification

samples of SAC with different group sizes . . . . . . . . . . . . . . . . . . . 53

xiii



Complex Event Detection in RFID and Wireless Sensor Networks, PhD Thesis, ZHU Weiping

3.13 Throughput in SAC with different group sizes. a) cumulative distribution

function of the throughput in SAC with different group sizes; b)-c) probability

density of the throughput in SAC with different group sizes . . . . . . . . . 54

3.14 The relations between concurrent group number and the nearest distance/the

earliest deadline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

3.15 The experimental comparison of SAC and EPC C1G2 protocol . . . . . . . 57

4.1 An example of event definition tree . . . . . . . . . . . . . . . . . . . . . . . 64

4.2 An event aggregation tree corresponding to the event definition tree shown

in Fig. 4.1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

4.3 An example of EDT kept in the central server . . . . . . . . . . . . . . . . . 71

4.4 The GDT corresponding to the EDT shown in Fig. 4.3 . . . . . . . . . . . . 71

4.5 States of source nodes in the distributed algorithm to build energy-efficient

event aggregation tree . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

4.6 The routing tree of the centralized approach . . . . . . . . . . . . . . . . . . 80

4.7 The routing tree of TED . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

4.8 The routing tree of MFST . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

4.9 The routing tree of EEAT-C . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

4.10 Energy consumption comparison of different approaches varying the distance

between a source node and the sink node . . . . . . . . . . . . . . . . . . . 81

4.11 Energy consumption comparison of different approaches varying the distance

between two source nodes . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

4.12 Energy consumption comparison of different approaches varying data reduc-

tion rate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

4.13 Energy consumption comparison of different approaches varying data reduc-

tion rate (revised EBT structure) . . . . . . . . . . . . . . . . . . . . . . . . 83

4.14 Energy consumption comparison of our centralized alg. and distributed alg.

varying the distance between a source node and the sink node . . . . . . . . 84

4.15 The communication overhead of our distributed alg. when considering k-hop

neighbors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

5.1 Fully aggregation (left) and patrial aggregation (right) . . . . . . . . . . . . 96

5.2 Possible aggregated distance and conflicting optimal parent candidates. . . 96

xiv



List of Figures

5.3 Different kinds of event aggregation. 1) aggregation of two primitive events

of the same event type. 2) aggregation of two primitive events of different

event types. 3) aggregation of two composite events. . . . . . . . . . . . . . 103

5.4 Event distribution graph grouping by latency constraints . . . . . . . . . . . 107

5.5 An example of WSN in the simulation . . . . . . . . . . . . . . . . . . . . . 113

5.6 An example of DBEA’s result . . . . . . . . . . . . . . . . . . . . . . . . . . 113

5.7 The performance of DBEA . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

5.8 The performance of our approach with different number of base events . . . 116

5.9 The performance of our approach with different number of base events . . . 116

5.10 the performance of LFBES . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

5.11 FPTAS result with different number of events . . . . . . . . . . . . . . . . 119

5.12 FPTAS result with different number of latency constraints . . . . . . . . . . 119

5.13 FPTAS result with different number of base events . . . . . . . . . . . . . . 119

6.1 RFID-based localization model . . . . . . . . . . . . . . . . . . . . . . . . . 125

6.2 Different RFID faults in the localization process . . . . . . . . . . . . . . . 126

6.3 An example to illustrate the difference between ATI and existing approaches.

There is a regional fault with angle loss of 3π/4. . . . . . . . . . . . . . . . 129

6.4 Different situations in pure angle loss . . . . . . . . . . . . . . . . . . . . . . 130

6.5 Key pairs and quality index in a) ideal identification region b) an activated

region with pure angle loss. . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

6.6 Accuracy analysis considering the grid placement. . . . . . . . . . . . . . . . 133

6.7 Localization relative error caused by grid placement (the reader is at grid

intersections) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145

6.8 Localization relative error caused by grid placement (the reader is in a grid

cell) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145

6.9 The maximum central angle determined by two consecutive border tags . . 145

6.10 Localization result in pure angle loss (the reader is at grid intersections) . . 146

6.11 Localization result in pure angle loss (the reader is in a grid cell) . . . . . . 146

6.12 Quality index in pure angle loss calculated by Revised Quality Index Algorithm147

6.13 Localization result and quality index in pure radius loss (affected angle=150

degrees) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148

6.14 Localization result and quality index in mixed loss (affected angle=270 degrees)148

xv



Complex Event Detection in RFID and Wireless Sensor Networks, PhD Thesis, ZHU Weiping

6.15 The comparison of quality index in pure radius loss and corresponding pure

angle loss . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148

6.16 3D localization result of the centroid method . . . . . . . . . . . . . . . . . 149

6.17 3D localization result of Wang’s active scheme . . . . . . . . . . . . . . . . 149

6.18 3D localization result of ATI . . . . . . . . . . . . . . . . . . . . . . . . . . 149

6.19 3D localization result of ATI hybrid method . . . . . . . . . . . . . . . . . . 149

6.20 Cumulative distribution function of errors in 3D localization . . . . . . . . . 150

6.21 An example of the localization result of ATI in the network localization . . 151

6.22 An example of the localization result of ATI-MDS in the network localization 151

6.23 An example of the localization result of Wang-MDS in the network localization151

6.24 Localization result varying communication range in the network localization 152

6.25 Localization result varying maximum angle loss in the network localization 152

6.26 Experiment configurations of RFID reader localization in an office . . . . . 153

6.27 RFID tag deployment shown in the software GUI . . . . . . . . . . . . . . . 153

6.28 Experiment results of different methods. . . . . . . . . . . . . . . . . . . . . 153

xvi



List of Abbreviations

ATI: Activated Tag Included Method

BES: Base Event Selection Algorithm

CDF: Cumulative Distribution Function

DBEA: Delay Bounded Event Aggregation Algorithm

EAT: Event Aggregation Tree

EDT: Event Definition Tree

EEAT-C: Energy-efficient Event Aggregation Tree Building Algorithm (centralized)

EEAT-D: Energy-efficient Event Aggregation Tree Building Algorithm (distributed)

EPC C1G2: EPC Class 1 Generation 2

FPTAS: Fully Polynomial Time Approximation Scheme

GDT: Group Definition Tree

GUI: Graphical User Interface

LFBES: Latency Constraint Fixed Base Event Selection

MDS: Multidimensional Scaling

MFST: Minimum Fusion Steiner Tree

RFID: Radio Frequency Identification

RSS: Received Signal Strength

SAC: Schedule-based Anti-Collision Protocol

SACO: Schedule-based Anti-Collision Protocol (optimal)

SACWR: Schedule-based Anti-Collision Protocol (without tag replenishment)

SDP: Semidefinite Programming

SPT: Shortest Path Tree

TED: Type-based composite Event Detection

TDOA: Time Difference of Arrival

TOA: Time of Arrival

xvii



Complex Event Detection in RFID and Wireless Sensor Networks, PhD Thesis, ZHU Weiping

TSP: Traveling Salesman Problem

WSN: Wireless Sensor Network

xviii



Chapter 1

Introduction

This research aims to investigate the issues and design novel algorithms, protocols,

and system models for complex event detection in Radio Frequency Identification (RFID)

and Wireless Sensor Networks (WSNs). In this chapter, we first describe the background

knowledge of RFID and WSNs in Section 1.1. Then we introduce the event processing

technique in Section 1.2. After that, we explain the motivation of our work in Section 1.3.

In Section 1.4, we summarize the main contributions of this thesis. Finally, we outline the

organization of this thesis in Section 1.5.

1.1 RFID and WSNs

RFID is a digital identification technology based on radio communication [Fin03]. A

typical RFID system consists of an RFID reader and multiple RFID tags. The RFID tags,

with pre-stored ID information, are attached to the target objects of interest. The RFID

reader reads ID information from RFID tags to identify the objects. The area in which

the RFID reader can communicate with RFID tags is called interrogation area. RFID tags

can be classified into two major types: active tags and passive tags. The former operate

using embedded batteries, while the latter are powered by radio waves sent from the RFID

reader. In this thesis, we focus on passive tags that do not have the constraint of battery

power supply and hence are widely used in many industry applications.

A WSN consists of a collection of sensor nodes interconnected through wireless com-

munications [YMG08]. Each sensor node is equipped with one or more sensors of different
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types. A WSN can sense, measure, gather information from the environment and, after

proper processing, transmit the data to the user. It is self-organized and without human

intervention, which makes it suitable for working in the hazardous and remote places.

Both RFID and WSN have a booming development in the last decade. They are im-

portant enabling techniques for data collection in many fields including mobile computing,

pervasive computing, and internet of things. They have many common technical character-

istics including wireless communication, and limited resources such as computation capacity,

memory, energy supply, etc. In some applications, RFID reader is regarded as a kind of

sensor and mixed used with traditional sensors. Therefore, we investigate RFID and WSN

together in this research.

A large number of data are generated by RFID and WSN applications. In RFID appli-

cations, the data are the ID information of RFID tags. In WSN applications, the data are

sensory data from various sensors, such as temperature, humility, speed, chemical substance

content, etc. The data amount is large on one hand due to the large number of RFID tags

and sensors, on the other hand due to frequent data collection. Usually, not all the data

are useful for one specific user, and it is a tedious work for the user to extract the needed

information from the data. An effective data processing technique is needed to simplify this

work.

The data processing technique needs to not only handle the large amount of data,

but also meet special requirements of RFID and WSNs. RFID and WSNs are based on

wireless communication especially radio communication. It is error-prone and susceptible

to environmental changes, and thus causes unreliable results. The access contention problem

exists in both RFID and WSNs, but more serious in RFID, since there usually are many

RFID tags communicating with one RFID reader. In a typical processing of an RFID

system, the RFID reader sends out an identification request to the tags, and the tags reply

with ID information. If multiple tags reply simultaneously, tag collision occurs and this leads

to the unsuccessful identification of all the tags. For WSNs, more attentions are needed

to pay to the limited energy supply, computation capacity, memory and other resources in
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sensor nodes. All of these pose new challenges to design data processing approaches for

RFID and WSNs.

1.2 Event Processing

Event processing is widely used to process data in many applications such as com-

mand and control systems, communication systems, and distributed computing systems

etc. [Luc02]. An event is a record of an activity occurred in a system. Compared with

raw data collected from the environment, an event encapsulates data in a user defined

form hence more useful. The data in an application first form many low-level events and

event processing is responsible for extracting useful information from these low-level events

according to the user’s requirements.

Generally speaking, event processing has several stages in its life cycle: event specifica-

tion, event detection, event transmission, event storage and query.

At first, the user specifies the requirements in the form of events. The events can be

primitive events or composite events. A primitive event can be directly detected by one

sensor or one group of sensors. A composite event consists of multiple correlated sub-

events that are primitive events or other composite events. This definition is iterative so

eventually a composite event can be decomposed into a set of primitive events. Composite

event facilitates the user to define complex requirements. The event specifications are

decomposed and injected into specific detecting nodes in the system. When an event occurs,

it will be detected through the collaboration of detecting nodes. The detected events are

further transmitted to other nodes for storage, which could be in current system or other

external systems. The results are then offered to the user for query.

It can be seen that event detection is the base operation of other event processings after

events are specified. In this thesis, we will focus on the event detection in different situation

and different applications. Existing event specification approaches are adopted according

to our requirements.
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Event detection further includes data collection, primitive event detection, event ag-

gregation, and event inference. When an event occurs, data collection is the first step of

the processing of event detection. Primitive event detection directly follows data collection.

Based on it, composite events are detected mainly by event aggregation and event inference.

Event aggregation deduces high-level events from low-level events according to the relations

included in the composite events. Since usually the data amount of high-level events is

much smaller than that of low-level events, and only high-level events are useful for the us-

er, event aggregation can reduce the data amount to be transmitted and then improve the

system performance such as energy consumption, bandwidth, latency, etc. Event inference

is another method to achieve event detection. Due to complex detection environment and

user requirements, some events may not be directly detected but can be inferred from other

related events.

Among these processings of event detection, primitive event detection is more related

to signal processing and pattern recognition [GJV+05, WB09, ASMM12], which is not our

focus. Except primitive event detection, we will investigate other aspects of event detection.

More specifically, in this thesis, we aim to improve the complex event detection in data

collection, event aggregation, and event inference for RFID and WSN applications.

1.3 Motivations of Our Work

When applying event detection technique to RFID and WSNs, we need to meet the

requirements discussed in Section 1.1. Although some related issues are well addressed,

there are still many problems lacking sufficient investigation. In this section, we identify

the problems that need further investigation, and make them as our research topics in this

thesis.

First, due to the characteristics of wireless communication, the reliability of data collec-

tion is critical for WSN and RFID systems. The reliability problem of sensory data collec-

tion is mainly related to node/link faults and environmental noise [CSR04, KI04, LDH06,

DFDA11], which has been widely investigated. For RFID systems, besides overcoming the
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impact of these factors, anti-collision identification is important to achieve reliable data

collection. This problem is well solved in stationary environment but needs further research

in mobile environment. In mobile environment, existing RFID anti-collision protocols can-

not support high moving speed of tags and high identification rate simultaneously, which

restricts the development of mobile RFID applications especially high-speed mobile RFID

applications. The anti-collision problem we solved in mobile RFID applications can also

help to solve the channel contention problems in WSN applications, considering some sensor

nodes may move.

Second, energy efficiency is important for event aggregation in WSN applications. In

RFID applications, RFID tags are usually passive RFID tags which are powered by radio

waves sent from RFID readers, and RFID readers are usually equipped with wired power

supply, so the energy consumption is not a major concern. However, in WSN applications,

the sensors are usually powered by micro-batteries that cannot or hard to be recharged.

Optimizing event aggregation to save energy can prolong the working time of WSNs. We

have identified two important problems that still lack investigation. One is optimizing event

aggregation utilizing complex relations in a composite event. The relations are specified by

the user and can be quite complex. These complex relations on one hand facilitate the

user to specify complex requirements, on the other hand make the optimization of event

aggregation quite challenging. The other problem is optimizing the aggregation involving

multiple composite events. Existing works consider the optimal event aggregation only

for single composite event, but may have sub-optimal solutions when considering multiple

composite events. The optimization of event aggregation may need to consider different

factors, including the latency constraint specified by the user, and also the correlations

included in the composite events.

Third, reliability is also important for event inference in RFID and WSN applications.

Due to the errors introduced in data collection (and then the detection of some primitive

events), additional information is usually needed to infer the correct results. One such

application is RFID reader localization. In that application, an object carrying an RFID
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reader is located by communicating with passive RFID tags deployed in the environment.

The detected RFID tags are used to infer the location of an RFID reader. Frequent occurred

RFID faults affect the localization accuracy. Specifically, complex localization environment

(may include metal, water, obstacles, etc.) makes some tags fail to communicate with

the reader, which makes the localization result deviate from the real location. Existing

approaches can tolerate the faults occurred in individual tags and lasting for a short time

period, but suffer serious localization error if the faults exist in a large region and last for

a long time period. Moreover, existing approaches do not provide quality measurement of

a localization result.

In this thesis, we will analyze aforementioned problems in detail and propose corre-

sponding solutions for them.

1.4 Contributions of the Thesis

The contributions of this thesis mainly lie in designing novel algorithms, protocols, and

system models for complex event detection in RFID and WSNs. As illustrated in Fig. 1.1,

our contributions include three parts:

First, with respect to data collection, we design an anti-collision protocol for mobile

RFID system to achieve high moving speed of tags while maintaining a high identification

rate. Second, with respect to event aggregation, we design two algorithms to save energy

consumption of WSNs when performing event aggregation. One algorithm optimizes the

event aggregation utilizing the complex relations included in a composite event. Another

algorithm optimizes the aggregation process of multiple composite events. Third, with

respect to event inference, we design a fault-tolerant approach for RFID localization system,

to infer an RFID reader’s location through the identification of RFID tags deployed in the

environment.

These three parts can be integrated into a complete process for complex event detection.

Data collection is the first step of this process. Its results can be fed into event aggregation or

event inference methods for the detection of complex composite events. All these processions
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Data Collection

Event Aggregation 
Considering 

Complex Relations

Introduction

Mobile RFID Data 
Collection

Event Inference in
RFID Localization 

Aggregation of 
Multiple  Events 

Background and Literature Review

Conclusion and Future Works

Event Aggregation Event Inference

Fig. 1.1: An outline of the contributions in this thesis

may include both RFID data and sensory data. For example, in a mobile system that

consists both RFID and sensor nodes, the results from our mobile RFID collection can

be used for further event aggregation, together with other sensory data collected. In this

situation, the method for building event aggregation trees still works. Take another example,

in an RFID reader localization system, the tags may move in the region, and then the mobile

RFID collection method can be used to get more reliable raw data for further inference of

the location of the reader.

In the following, we will illustrate our contributions in detail one by one:

1.4.1 Contributions in Data Collection

Data collection is the first step of event detection. For the data collection in mobile RFID

systems where RFID tags are moving, existing anti-collision protocols cannot support high

tag moving speed and high identification rate simultaneously, because they are designed for

stationary RFID systems and do not consider timely identification problem.
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We propose a new RFID anti-collision protocol which, given a high identification rate,

achieves the maximal tag moving speed. We first categorize different tag arrival models

in mobile RFID systems. Different tag arrival models work for different purposes and

require different protocol designs. Our work adopts a model that is suitable for an industry

environment with dense tag placement and highs-peed moving tags. After that, we propose

two principles for mobile RFID anti-collision protocols: workload optimal and the earliest

deadline first. We argue that following these two principles can achieve optimal anti-collision

identification in mobile environment. As a practice, we further propose the Schedule-based

Anti-Collision Protocol (SAC) following these principles. Simulation results show that SAC

achieves a 120% increase in tag moving speed compared with existing approaches, ensuring

an identification rate of 99.999%.

1.4.2 Contributions in Event Aggregation

Event aggregation is an important method to achieve composite event detection. We

solve two energy-efficient event aggregation problems in WSNs. One problem is optimizing

event aggregation utilizing complex relations in a composite event. The other problem is

optimizing the aggregation involving multiple events. In a WSN application, a routing tree

is usually built to enable information exchange among sensor nodes for event aggregation.

This tree is called event aggregation tree.

For the first problem, we aim to utilize the complex relations included in a composite

event to optimize the event aggregation tree. The relations we considered are generic

and compatible with event specification approaches. We explicitly utilize complex event

relations to reduce the amount of data to be transmitted by aggregating low-level events

into high-level events, at a cost of increased transmission distance. An optimal trade-off is

made between the benefits and costs of such aggregations to minimize the overall energy

consumption. We first propose principles to design such a tree. After that, we propose both

centralized and distributed algorithms to build this tree to achieve energy-efficient event

aggregation. Simulation results show that our proposed approach outperforms existing

approaches and saves energy up to 20%.
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For the second problem, we consider two factors impacting event aggregation: latency

constraint and aggregation function. Latency constraint is a time limit specified by the user

to finish the processing of event aggregation. Aggregation functions denotes the correlations

among sub-events in a composite event. Existing works on event aggregation consider either

latency constraint or aggregation function, but not both. They neither consider the optimal

aggregation of multiple composite events with different latency constraints and aggregation

functions. We first propose a new approach to build an energy-efficient event aggregation

tree for individual composite events considering both latency constraint and aggregation

function. We then consider the situation of multiple composite events. We optimize the

routing structure in terms of energy consumption, by making some composite events share

aggregation trees rather than building their own aggregation trees. To our best of knowl-

edge, this is the first work to explore event aggregation in this aspect. Simulation results

show that our approach outperforms existing approaches and saves significant amount of

energy (up to 35% in our system).

1.4.3 Contributions in Event Inference

Besides event aggregation, event inference also can achieve composite event detection.

We investigate a specific application of event inference: RFID reader localization, where the

detected RFID tags are used to infer the location of an RFID reader. It is a challenging task

considering that various faults may occur and then cause the detected tags different from

those in an ideal environment. Our objective is to maximize the accuracy of localization

and provide the accuracy measurement of each localization result.

We first formally categorize the RFID faults in RFID reader localization. Then we

propose an effective localization approach which can tolerate the most challenging fault:

long-lasting regional fault, which means the RFID tags in a large region cannot response to

the RFID reader for a long time period. We also propose quality index to measure the accu-

racy of a specific localization result obtained by our approach. Both 2D and 3D localization

are discussed in our work. Our method is further integrated into Multidimensional Scaling
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(MDS) approach to solve network localization problem which involves multiple target ob-

jects. The locations and especially quality index provided by our approach are helpful to

further improve the localization accuracy. We have taken extensive simulations and imple-

mented an RFID-based localization system. In both cases, our solution outperforms existing

approaches in localization accuracy and can provide additional useful quality information.

1.5 Organization of the Thesis

The structure of this thesis is shown in Fig. 1.1. Chapter 1 is the introduction to this

thesis. Chapter 2 reviews related works in the literature. The main body of this thesis is

divided into three parts from Chapter 3 to Chapter 6. The details are presented as follows.

In the first part, we mainly discuss our work in data collection. In Chapter 3, we design

the Schedule-based Anti-Collision Protocol (SAC) for mobile RFID systems. Given a high

identification rate, SAC can achieves the maximal tag moving speed. Different tag arrival

models in mobile RFID systems are also discussed in this chapter.

In the second part, we mainly discuss our work in event aggregation. This part con-

sists of two chapters. In Chapter 4, we investigate event aggregation considering complex

relations in a composite event. We propose a new event aggregation tree to achieve energy-

efficient composite event detection. In Chapter 5, we investigate the optimal aggregation

of multiple composite events with different latency constraints and aggregation functions

in WSNs. The Delay Bounded Event Aggregation Algorithm (DBEA) is proposed to build

the optimal event aggregation tree for individual composite events, considering both laten-

cy constraint and aggregation function. After that, a solution is proposed to optimize the

routing structure for the aggregation of multiple composite events.

In the third part, we mainly discuss our work in event inference. In Chapter 6, we in-

vestigate fault-tolerant RFID reader localization based on passive RFID tags. We formally

categorize the RFID faults in RFID reader localization. And then we propose an approach

which can tolerate long-lasting regional fault, and define quality index to measure localiza-

tion results in both 2D and 3D environment. Our approach is also useful to provide more
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accurate information to MDS approach for network localization.

Finally, we conclude the thesis and discuss the directions of future works in Chapter 7.
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Chapter 2

Literature Review

In this chapter, we review existing works about complex event detection in RFID and

WSNs. As we have discussed, we focus on mobile RFID data collection, event aggregation

in WSNs, and RFID reader localization in this thesis. We first review the existing works

about mobile RFID data collection in Section 2.1. Then we review the existing works about

event aggregation in WSNs in Section 2.2. Finally, we review the existing works about

RFID reader localization in Section 2.3.

2.1 Existing Works about Mobile RFID Data Collection

RFID is a digital identification technology based on radio communication. The most

important problem in RFID data collection is its reliability. This problem is even more

critical in mobile RFID systems since the tags are moving and thus timely identification is

needed.

Same with other radio communication based technologies, RFID is affected by various

environmental factors. The factors include the distance between the tag and the reader,

inter-tag distance, the orientation of the tag respective to the antenna of the reader, different

materials of the attached objects, interference from other electronic devices, characteristic-

s of environments, etc. [FLS06, CTTB06, RZHJ07]. Different approaches are proposed

to mitigate the effects of these factors using redundancy technologies including multiple

readers/antennas/tags and multiple readings [RZHJ07, WBBB07, FRL07]. Several works

are also undertaken in mobile RFID systems. In [SDOS07], different configurations such
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as tag placement and orientation, tag moving speed, tag type, package materials, and the

distance between the antenna and the tags, were adjusted to improve the identification

rate. In [RTWL09], extensive experiments were undertaken in a real conveyor belt system

to analyze the relations between the identification rate and tag moving speed. However,

fully solving this problem is still subject to the development of radio communication.

Besides the effects of environmental factors, the anti-collision protocol design is also

important to achieve reliable RFID data collecting.

Existing anti-collision protocols are classified into two categories: tree-based protocols

and ALOHA-based protocols. Tree-based protocols [LLS00, BSI06] recursively split a set of

tags into two subsets until the tags in a subset respond without collision. The Smart Trend

Traversal Tree Protocol [PW09] further controls the process of splitting according to online

learned tag ID distribution. These protocols are designed only for stationary environments.

Since recursive tag splitting causes long latency and assumes an unchanged tag population

to be identified, tree-based protocols are unsuitable for mobile environments, especially for

high-speed mobile environments. This conclusion is consistent with [SDR08], where a study

showed that in mobile environments the identification performance of tree-based protocols

is heavily affected by the moving speed of the tags and the ratio of staying tags to arriving

tags in the interrogation area. However, that paper did not propose any solution to this

problem.

ALOHA-based protocols do not have aforementioned disadvantages of tree-based proto-

cols, and hence are more suitable for mobile RFID environment. Currently, most ALOHA-

based protocols are frame slotted ALOHA protocols [FW06]. The identification process

is divided into several frames and each frame is divided into several time slots. In each

frame, every tag randomly selects a time slot to transmit ID information. The transmis-

sion gets successful if no other tags transmit at the same time slot, or collides with other

tags’ transmissions and fails. The tags that fail to transmit information repeat the process

in the later frames until all of the tags are identified. The performance of ALOHA-based

protocols depends on frame size and tag cardinality. Current research mainly focuses on
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how to adjust frame size according to tag cardinality (or collision information that infers

tag cardinality). Vogt’s dynamic slot allocation approach [Vog02a, Vog02b] and Cha &

Kim’s C-ratio approach [CK05] compute the optimal frame size based on the collision in-

formation gathered in previous frames. In [Flo07], a Bayesian strategy is utilized to further

refine the result, but this strategy suffers high computation cost. In the industry, the EPC

Class 1 Generation 2 Protocol [EPC07] uses a Q algorithm to determine the frame size,

which is added or subtracted by a constant value whenever a collision slot or empty slot

occurs, respectively. A more detailed analysis of dynamic frame size adjustment can be

seen in [WLZ+07]. In [LJL05], the authors proposed the EDFSA algorithm, in which the

frame size has an upper bound due to hardware restrictions. EDFSA divides the tags in-

to groups by simple random selection and allows only one group of tags to participate in

the identification. Some works also just focus on the fast estimation of tag cardinality.

In [KN06], collision-based estimator or probabilistic estimator are employed to estimate

tag cardinality depending on whether or not the tag cardinality can be roughly known in

advance. In [QNL08], a lottery frame scheme is proposed to estimate the tag cardinality

taking into consideration that multiple readers work collaboratively in an environment.

All aforementioned protocols are designed for stationary RFID systems. They perform

poorly in a mobile environment since tag cardinality is quite hard to estimate due to the mo-

bility of tags and the stochastic characteristics of ALOHA-based protocols. An inaccurate

estimation of tag cardinality causes unstable identification performance. More importantly,

they do not distinguish the identification deadlines of tags.

With the emergence of mobile applications, in [SDR08] the authors discussed how

to set the parameters in a mobile RFID system to meet a desirable identification rate.

In [XST+10], the authors proposed a probabilistic model for mobile RFID systems and

used dynamic programming to determine the optimal frame size. The above two works

have not taken into consideration the different identification deadlines of tags in a mobile

RFID system.
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2.2 Existing Works about Event Aggregation in WSNs

Event aggregation is an important approach to detect composite events. It aggregates

the sub-events into composite events iteratively according to event specifications, and finally

determines if the events of interest occur. Moreover, since the data amount of a composite

event is usually less than that of its sub-events, event aggregation also reduces the da-

ta amount to be transmitted and hence saves energy, which is quite important to WSN

applications. In our work, the focus is posed on the energy-efficient event aggregation.

Composite events are usually defined using event specification languages. The early

works about this are from active database research, including Ode [GJS92], SNOOP [CM94],

SAMOS [GD94]. A composite event is defined based on primitive events and event operators

(such as disjunction, conjunction, sequence, etc.). More complex event definitions consider

interval timestamp of event occurrence [GA02], and processing policy when multiple sets

of sub-events can deduce a composite event [CM94]. RAPIDE [Luc02], a generic event

specification language, is proposed to facilitate the applications in various of fields. In

WSN applications, the works [KRJ05, LAV+10] consider different types of primitive events

and the cardinality of sub-events needed to be detected to achieve reliable composite event

detection.

It is noticed that other forms of specification method are possible for specific kinds of

events. In [XLCL06, LLC08], the events are defined using spatial-temporal patterns of the

data map of a morning environment. In a data map, the sensory data with similar values

are combined in the form of contours. Spatial and temporal relations among contours are

used to characterize events. These works are quite suitable for detecting the events that are

based on the global state of a continuous area and in a continuous time duration, such as gas

leakage, oxygen-enriched spot monitoring, water seepage in a coal mining. These works are

different from our work since the events in our work do not necessary represent the global

state of a continuous area or in a continuous time duration. Instead, they can be defined by

the sensory data from separate areas at different time. Moreover, the relations included in

an event are not only spatial and temporal relations, but also various logic relations, which
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meets diverse user requirements.

Most of the existing works on composite event detection utilize the encounter opportu-

nities of sub-events to aggregate sub-events into composite events. In [KRJ05], a collection

of sensor nodes is selected to form a routing tree to guarantee that each sub-event can be

detected by multiple sensor nodes for fault tolerance. The sub-events can aggregate into

composite events in the routing tree if having opportunity. In [LAV+10], the authors adopt

a similar routing tree, but considering more performance requirements on latency and en-

ergy consumption. Energy efficiency is achieved by selecting the sensor nodes with higher

residual energy into the routing tree. In [ZGC+09], the information about event occurrence

region is aggregated around the routing tree. In [LCF11], primitive events are forwarded to

pre-selected fusion nodes, and then merged into composite events if possible. In all afore-

mentioned works, event relations are not explicitly used to optimize the structure of the

routing tree to save energy.

On the other hand, existing approaches of data aggregation can be used to build energy-

efficient routing trees for some special kinds of composite events by explicitly considering

the event relations. In [MFHH02], to detect the maximum temperature in a given area,

the sensor nodes independently report primitive temperature events, and any two such

events can be merged (keep the event with larger temperature value). This is called full

aggregation. Generally speaking, fully aggregation denotes the aggregation where two data

packets with one unit data amount can merge into a packet with one unit data amount. It

is also investigated by [IGE00, KEW02, DCX03, LW06]. A more generic model is adopted

in [CBLV04, ZVPS08], where each primitive event brings a fixed amount of new information

into the aggregated event. In [CBLV04], it is denoted by a correlation coefficient ρ = 1−r/R

where R is the original data amount of a data packet and r is the data amount of aggregated

data. ρ = 0 denotes no relation among sensing data. ρ = 1 denotes full aggregation.

When ρ = 0, the optimal routing tree is the shortest path tree (SPT). When ρ = 1, the

authors proved that it is a multiple traveling salesman problem (TSP). When 0 < ρ < 1,

the authors proved that it is also a NP complete problem. Leaves Deletion Algorithm
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and Balanced SPT/TSP approach are proposed as the heuristic algorithms. In [ZVPS08],

the authors further formulated the event aggregation among multiple composite events.

Assuming that there are n sub-events each of which has a data amount of m, and every two

sub-events have the same correlation coefficient ρ, the aggregated event has a data amount

of m + (1 − ρ)m. In [GE05], the relations are defined using aggregation function. Given

j sensor nodes participating in the aggregation and each of them having one unit data

amount, the data amount after aggregation is f(j), where f is concave, non-decreasing, and

f(0) = 0. The paper proposed a random algorithm to build the aggregation tree suitable for

all this kind of aggregation functions. The paper has a strong assumption on the aggregation

function which may not always hold. Moreover, it considers all the source nodes having

equal data amount. In [LLD06], the aggregation function is defined in a relaxed way: if

event u (with a data amount of w(u)) and event v (with a data amount of w(v)) aggregate,

the result data amount is no less than w(u) or w(v). Minimum Fusion Steiner Tree (MFST)

is proposed with similar idea with [GE05] but further takes the fusion cost into account.

Although these works are helpful to achieve energy efficiency for these special kinds

of composite events, they cannot support composite events with generic relations. The

relations included in a composite event can be quite complex, and hence the aggregation

functions are not necessary no-decreasing, while no-decreasing aggregation function is a

common assumption in data aggregation. In our work, one of the focus is to design a new

kind of routing tree for energy-efficient event aggregation, in which generic event relations

are supported and fully utilized.

Another concern of us is the event aggregation considering an additional latency con-

straint. An event aggregation considering both energy consumption and latency constraint

is more desirable for many applications with service delivery deadlines. In [MCM+06], the

authors studied the aggregation combining two objectives: delivery latency and energy con-

sumption, with different priorities. Latency-oriented strategy and energy-oriented strategy

are proposed. Latency-oriented strategy firstly minimizes the latency and secondly mini-

mizes the energy consumption while energy-oriented strategy reverses the priority sequence.
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This paper only considered full aggregation. In [YKP04], the authors studied how to sched-

ule packet transmissions to achieve energy-latency tradeoff. Given a latency constraint of

the event aggregation tree, the paper proposed online and offline algorithm to schedule each

packet’s transmission(starting time and transmission time) with minimal energy consump-

tion. Both latency constraint and aggregation function are considered there, however, the

type of aggregation is simply full aggregation. The work of [BKMs+06] also only considered

full aggregation. Further efforts are needed to investigate the event aggregation considering

generic relations.

Moreover, to our best knowledge, all the existing works optimize the event aggregation

base on individual composite events. It lacks the research on how to optimize the event

aggregation in the presence of multiple composite events. Considering there are usually

multiple composite events specified in an application to be detected [Luc02], further opti-

mization can save more energy. One focus of our work is to consider the event aggregation

of multiple composite events with different latency constraints and aggregation functions.

2.3 Existing Works about RFID Reader Localization

RFID reader localization is a specific application of event inference where the detected

RFID tags are used to infer the location of the RFID reader.

With the growing use of RFID-based devices, many researchers are interested in utilizing

RFID to provide localization service [HBF+04, LL06, WWT07, BP08, SN11]. RFID-based

localization can be classified into tag localization and reader localization [SK08]. In the tag

localization as shown in Fig. 2.1(a), each object to be located is attached with an RFID tag

and RFID readers are scattered in the environment. A server gathers data from the readers,

executes a localization algorithm and notifies the result to the object. On the contrary, in

the reader localization as shown in Fig. 2.1(b), the object carries an RFID reader and a set

of RFID tags are deployed in the environment. The object uses the reader to actively obtain

its own location. Compared with tag localization, reader localization reduces infrastructure

cost by using cheap tags instead of expensive readers. Moreover, unlike tag localization
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RFID Reader
RFID tag

Server

(a) tag localization

RFID Reader

RFID tag

(b) reader localization

Fig. 2.1: RFID-based localization

with centralized computing, reader localization is inherently distributed and more scalable.

We focus on reader localization in this work.

Most of the works related to reader localization utilize geometric and range-free methods

to localize the target object.

In [BHE00], a low-cost outdoor localization method based on radio communication is

proposed. There are a set of reference nodes deployed in the environment and transmitting

beacon radio signals periodically. The target object receives the signals and locates itself

to be the centroid of proximate reference nodes. In APIT [HHB+03], the target object

interacts with neighboring objects to determine whether it is in a triangle formed by three

reference nodes. Thought this, the target object narrows the possible region in which

it resides, and finally locates itself as the centroid of the possible region. This method

is useful in the scenario with multiple readers which can interact with each other. The

virtual landmark [BP08] utilizes the connectivity information that an RFID reader can

detect an RFID tag or not, and virtual reference tags, to determine the region that the

tag may be in and then computes the centroid. In [SWJ+05], the centroid method is

improved to the weighted centroid method by assigning a weight to each reference node

based on RSS (Received Signal Strength). With a little difference, LANDMARC [NLLP03]

deploys both readers and reference tags as the infrastructure. When a target object comes

into an reader’s identification region, k nearest tags are selected to calculate the weighted

centroid as the localization result. The weight of a reference tag is inversely proportional
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to the similarity in RSS between it and the target object. In [LL06], the authors also

use weighted centroid method but the weights are defined by a Gaussian function. In

[WWT07], the authors proposed a non-linear programming method to locate the reader

based on the geometric knowledge of the reader’s identification region. In [PLK+10], the

effect of different tag placements on localization are discussed. Early works of the centroid

method did not consider the fault-tolerance problem. Later works [NLLP03, SWJ+05, LL06]

considered RFID faults and utilized spatial/temporal redundancy to select more reliable

tags for localization. However, all existing works are not capable of coping with long-lasting

regional fault during the localization process.

Rather than the geometrical method, machine learning based localization method is

also developed. In [KK04], the RSS at different locations are first recorded as fingerprints.

After that, the target object measures its RSS and match it with recorded fingerprints. The

location of the most similar fingerprint is returned as the localization result. The proba-

bilistic measurement model is further combined into the method to improve localization

accuracy [HBF+04]. In [YTH+04], the authors use support vector machine to carry out

the training and matching. The machine learning based method needs a time-consuming

training process and a large database. For many applications, this may not be practical, so

we do not consider this method in this research.

Few existing works provide quality information of localization results. For trilateration-

based localization methods, Geographic Dilution of Precision is proposed to measure the

error caused by geometric forms of multilateration [Spi01]. In [YL10], the quality of a

localization result is defined based on geometric forms of trilaterations and the confidence of

reference nodes. These two methods are for ranged-based localization and are not applicable

to our problem. The work [BP08] narrows the region where a target may resides and measure

the quality of a localization result as the volumes of that region. It is only a coarse-grained

measurement for the ranged-free methods.

With regard to the network localization involving multiple target objects, multidimen-

sional scaling (MDS) is a well-known method that utilizes the pairwise distances of objects
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and some anchor objects to localize the objects of interest [CC01]. The basic idea is to find

the locations for these objects that fit the measured pairwise distances as well as possible.

Classical MDS needs the distances of any pair of objects, and then perform centralized

computation [Gow66]. It is also used in RFID tag localization [SW11]. Distributed solution

is proposed in [CPI04] considering that some objects only can measure the distances from

neighboring objects. Besides anchor objects, this method utilizes uncertain objects whose

initial locations are inaccurate subject to some accuracy degree. This method is iterative

and hence time-consuming, and the authors do not mention how to obtain the uncertain

objects. In [WZYB08], the authors solve a similar sensor localization problem using novel

SDP (Semidefinite Programming) relaxation, which is validated much faster than existing

algorithms. It considers only anchor objects but not uncertain objects. In this thesis, we

aim to provide such uncertain objects to further improve the localization accuracy. For

measuring the pairwise distances of objects, we can use the ranging techniques in sensor

research including RSS (Received Signal Strength), TOA (Time of Arrival), and TDOA

(Time Difference of Arrival)[WGD10], or utilize RFID readers that can adaptively control

transmission power [AAHI10].
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Reliable Data Collection in Mobile
RFID Systems

In this chapter, we investigate the reliable data collection problem in mobile RFID

systems. We propose a new anti-collision protocol which, given a high identification rate,

achieves the maximal tag moving speed. This chapter is organized as follows: Section 3.1

is the overview of this work. Section 3.2 describes the system model. Following this,

Section 3.3 discusses the design principles of mobile RFID anti-collision protocols and Sec-

tion 3.4 proposes our protocol in details. Simulation results are reported in Section 3.5.

Finally, Section 3.7 concludes this chapter.

3.1 Overview

RFID is a rapidly developing digital identification technology based on radio communi-

cation. Reliable data collection problem is an important requirement of RFID systems.

In a typical working process of an RFID system, the reader sends out an identifica-

tion request to the tags, and the tags reply with ID information. If multiple tags reply

simultaneously, tag collision occurs and this leads to the unsuccessful identification of al-

l the tags. Therefore, specially designed anti-collision protocols (e.g., tree-based protocols

[LLS00, BSI06, PW09] and ALOHA-based protocols [Vog02a, Vog02b, CK05, LJL05, Flo07,
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EPC07]) are employed to improve the success rate of tag identification, which is called i-

dentification rate in RFID technology.

Existing anti-collision protocols are designed only for stationary RFID systems. How-

ever, currently there is a growing interest in mobile RFID systems where tags keep moving.

Consider a practical example of the RFID-based baggage processing system in Hong Kong

International Airport, which deals with about 40,000 pieces of baggage every day [HKI08].

The baggage is attached with RFID tags and placed on a moving conveyor belt. Many other

applications also deploy an RFID system with conveyor belts and have tags moving, includ-

ing those in retail distribution (Wal-Mart [Rob04]), correspondence/parcels auto-sorting

(China Post [Bac06], Australia Post [ZYW06]), pharmaceutical processing automation (Pur-

due Pharma [Imp09]), and food management (a Japanese sushi restaurant [NSL08]).

It is highly desirable that mobile RFID system can support a high moving speed of

tags while maintaining a high identification rate. However, existing anti-collision protocols,

including tree-based protocols and ALOHA-based protocols, are ill-suited for mobile tags.

The tree-based anti-collision protocols recursively split a set of tags into two subsets

until there is only one tag in a set. They are unsuitable for mobile RFID systems because

recursive tag splitting causes long latency and assumes an unchanged tag population in the

interrogation area.

The ALOHA-based anti-collision protocol is the major focus of this work. It divides

the identification process into several frames and each frame is divided into several time

slots. In each frame, every tag randomly selects a time slot to transmit ID information and

is successful at doing so only if no other tags select the same time slot. The performance

of the protocols largely depends on frame size (the number of time slots in a frame) and

tag cardinality (the number of unidentified tags in the interrogation area). Although many

approaches have been proposed to dynamically adjust frame size according to estimates
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of tag cardinality, they perform poorly in a mobile environment for the following reasons.

First, it is hard to estimate tag cardinality due to the mobility of tags and the stochastic

characteristics of ALOHA-based protocols. An inaccurate estimation of tag cardinality

causes unstable identification performance. Second, even if tag cardinality can be well

determined, the improvement is limited and a high moving speed of tags still cannot be

supported. This is because existing approaches treat each tag equally, whereas in a mobile

RFID system recognizing unidentified tags that reach the edge of the interrogation area

is a priority. Depending on their positions in the interrogation area, tags have different

identification deadlines.

In this work, we propose a new anti-collision protocol which, given a high identification

rate, achieves the maximal tag moving speed. We schedule an optimal number of tags to

compete for the channel according to their identification deadlines, without the need to

estimate tag cardinality. We first distinguish different tag arrival models in mobile RFID

systems. Our work adopts a model that is suitable for an industry environment with dense

tag placement and high-speed moving tags. We propose two principles for mobile RFID

anti-collision protocols: workload optimal and the earliest deadline first. The former is used

to maintain an optimal number of tags competing for the channel so as to guarantee the

identification rate. The latter is to assign a high identification priority to the tags that have

tight identification deadlines. Following these principles, the Schedule-based Anti-Collision

Protocol (SAC) is proposed as the main focus of this work. Extensive simulations are carried

out to evaluate our protocol. So far, to the best of our knowledge, our protocol supports

the highest tag moving speed while maintaining a high identification rate.

We also point out that the access contention problem exists in both RFID and WSNs

due to commonly used radio communications. Therefore the idea discussed in our work,
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Fig. 3.1: A mobile RFID system on a conveyor belt

distinguishing the identification priorities of different nodes, can also be applied to WSN ap-

plications, considering some sensor nodes may move in some applications. Moreover, RFID

devices are often considered as a special kind of sensor nodes and included in WSNs. The

data collected by mobile RFID systems, will be used in WSNs for further event aggregation

and event inference, just as other sensory data, which will be discussed in later chapters.

In summary, this chapter makes the following specific contributions.

• We distinguished different tag arrival models in mobile RFID systems.

• We proposed two principles for mobile RFID anti-collision protocols.

• We proposed the Schedule-based Anti-Collision Protocol (SAC), which achieves a

120% increase in tag moving speed compared with existing approaches, ensuring an

identification rate of 99.999%.

3.2 System Model

We first describe the system model used in our work. In this model, how the tags arrive

at the interrogation area is an important factor when designing an anti-collision protocol.

Therefore, we further discuss tag arrival model in detail.
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3.2.1 Mobile RFID System Model

Consider a general mobile RFID problem where there is a fixed RFID reader and a

collection of mobile RFID tags. The tags move through the interrogation area. The iden-

tification rate is defined as a ratio of the number of identified tags to the total number of

tags passing through the interrogation area. The goal is to achieve the maximal tag moving

speed subject to an acceptable identification rate.

We use a conveyor belt application to demonstrate this problem, as shown in Fig. 3.1.

A conveyor belt runs at a constant speed of v to transport items placed on it. The direction

of movement is from the head to the tail. Each item is attached with an RFID tag. An

UHF (860-960 MHz) RFID reader is deployed beside the conveyor belt to detect the tags.

The reader has a fixed interrogation area, which is described using a length of L in the

conveyor belt. n tags are put in two parallel lines in the conveyor belt. In each line, the

distance between two neighboring tags is d. The orientation of the tags with respect to

the antennas of the reader is tuned on-site to have the best identification performance. In

each line, the distance between two neighboring tags is d, which is large enough to avoid

the interference. The tag density p is defined as the number of tags per unit length of the

conveyor belt (e.g., four tags per meter). Assuming there is no physical fault in the reader

and the tags, the system needs an anti-collision protocol to achieve the maximal conveyor

belt speed and maintain a high identification rate r (e.g., 99.9%, 99.999%, etc.).

3.2.2 Tag Arrival Model

In a mobile RFID system, tag arrival model describes how the tags enter the interroga-

tion area and the relations among the tags. Tag arrival models are classified according to

two factors: the number of tags in the interrogation area (NT ) and the distance between

consecutive tags (or sets of tags) (DT ). In our system model, two tags in a row are grouped
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Fig. 3.2: The isolated constant arrival model

Fig. 3.3: The dynamic constant arrival model

as a set, so DT denotes the distance between consecutive rows of tags. Specifically, we have

the following formal definitions where L denotes the interrogation area:

Constant arrival : if NT keeps a constant value at any time, this is called constant

arrival.

Variable arrival : if NT varies with time, this is called variable arrival.

Isolated arrival : if DT ≥ L, a new tag (or tag-set) enters the interrogation area only

after the previous tag (or tag-set) has left. This is called isolated arrival.

Dynamic arrival : if DT < L, the tags in the interrogation area keep changing. This is

called dynamic arrival.

With the combination of these two factors, we have four basic types of tag arrival model:

isolated constant arrival, isolated variable arrival, dynamic constant arrival, and dynamic

variable arrival. As shown in Fig. 3.2, in an isolated constant arrival model with DT = L,

a row of tags come into the interrogation area, and then they are kept in the interrogation
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Table 3.1: The research based on different arrival models

Research Dynamic arrival Isolated arrival

Constant arrival In [SMSC08], [NSL08],
[Imp09] and this work

In [SDOS07] [RTWL09]
[XST+10]

Variable arrival Open question Open question

area and no other tags come in until they move out. If DT < L, the model changes to

a dynamic constant arrival model, as shown in Fig. 3.3. Notice that constant arrival and

dynamic arrival are not conflicting, since the number of tags in the interrogation area can

remain the same but the tag instances can change constantly. As shown in Fig. 3.3, in each

time unit, a row of tags moves out and another row of tags moves in, bringing no change

to the number of tags in the interrogation area, but the tag instances are different.

The research based on different arrival models is summarized in Table 3.1. The work

[XST+10] considered mobile RFID problem in the isolated constant model. In that model,

there is no need to distinguish the identification deadlines of tags since the tag instances in

the interrogation area do not change. The works [SDOS07] and [RTWL09] are experimental

works in which showing the impact of a single system factor (e.g., tag placement, tag orien-

tation, etc.) on the identification rate was made easier by the use of the isolated constant

model. By contrast, the dynamic constant arrival model is preferred for real applications,

as discussed in [SMSC08, NSL08, Imp09]. This model is more suitable for an environment

with dense tag placement and high-speed moving tags. Our work also adopts this model.

This model is more general so the proposed approaches also work in the isolated constant

arrival model. The mobile RFID anti-collision problem in the isolated variable arrival model

and the dynamic variable arrival model remains to be addressed in a future work.
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3.3 Principles for Mobile RFID Anti-Collision Protocols

In this section, we propose two principles for mobile RFID anti-collision protocols: work-

load optimal and the earliest deadline first. We argue that following these two principles can

lead to the simultaneous achievement of a high identification rate and a high tag moving

speed. Probabilistic analysis is used to determine the optimal workload value. Finally, we

suggest to use tag grouping technology to implement these two principles.

We begin our discussion from ALOHA-based protocols. Existing ALOHA-based pro-

tocols dynamically adapt frame size to tag cardinality. The difficulty is how to estimate

tag cardinality before the adaptation. Usually the estimation is based on the information

gathered from ALOHA-based protocols, and it is not accurate due to the stochastic charac-

teristics of the protocols. In a stationary or low-speed environment, this is not a big concern

since the protocol can iteratively refine the estimation when more information is gathered.

However, it is unsuitable for a high-speed environment. The long latency of the estimation

may lead to missed reading of tags. Here we consider the problem from a new angle to

avoid this situation. We schedule an optimal number of tags to compete for the channel to

guarantee the identification rate, so there is no longer any need to estimate tag cardinality.

Another important aspect of high-speed mobile RFID problem is the identification dead-

lines of tags. Existing protocols have not considered that the unidentified tags reaching the

edge of the interrogation area should be accorded a higher priority.

Based on the above analysis, we suggest that mobile RFID anti-collision protocols follow

two principles: workload optimal and the earliest deadline first. In this problem, workload

is defined as the number of tags simultaneously competing for the channel. When a tag is

moving through the interrogation area, the time point at which it leaves the interrogation

area is defined as the identification deadline of this tag. Among the identification deadlines

of all tags, the minimal one is defined as the earliest deadline. The workload optimal
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principle is used to maintain a stable throughput. The earliest deadline first principle is to

ensure that the tags near the tail of the interrogation area can be identified in time. In the

following part, we use a probabilistic analysis to determine the optimal workload value for

our problem.

The key point of the problem is maintaining a high identification rate. Two factors are

critical for it: single tag identification probability (sip for short) and throughput. Single tag

identification probability describes the requirement in view of a single tag, while throughput

considers all tags as a whole. In a frame slotted ALOHA protocol, the identification process

includes multiple frames. Single tag identification probability further depends on single tag

identification probability per frame (sipf for short) and the number of frames.

Let us begin with single tag identification probability. Assume that in a frame slotted

ALOHA protocol, an identification process has m frames and each frame has f time slots.

There are n unidentified RFID tags in the interrogation area. Each tag selects a time slot

randomly, hence causing the selected time slots to be uniformly distributed. Time slots

are classified into empty slots, singleton slots, and collision slots, denoting the time slots

selected by no tag, only one tag, and multiple tags, respectively. Each time slot has the

same probability p to be a singleton slot:

p = n
1

f
(1− 1

f
)n−1 (3.1)

The expectation of the number of singleton slots is

f ·n 1

f
(1− 1

f
)n−1 = n(1− 1

f
)n−1 (3.2)

In a frame, there are n tags involved in the identification, so the identification probability

per frame for a single tag sipf is

sipf = n(1− 1

f
)n−1/n = (1− 1

f
)n−1 (3.3)
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We also calculate the unsuccessful identification probability per frame for a single tag

usipf :

usipf = 1− sipf (3.4)

The above analysis is based on a single frame. In a complete identification process, there

are m frames that need to be considered. We also need to take into account the silence of

identified tags. In an anti-collision protocol, if a tag is identified in a frame, it will keep

silent during the following frames. If t tags are identified in one frame and another t tags

participate in the next frame, usipf is kept equal to 1-sipf for each unidentified tag. This

is regarded as a necessary condition to achieve the maximal tag moving speed (otherwise,

the tag moving speed can still be adjusted). Following the binomial distribution, we deduce

the successful identification probability in m frames for a single tag, which is the single tag

identification probability, sip:

sip = 1− Cm
musipf m(1− usipf)0 = 1− (1− sipf)m (3.5)

= 1− [1− (1− 1

f
)n−1]m (3.6)

As the optimal frame size, f is set to n to achieve the maximal throughput. We then

have

sip = 1− [1− (1− 1

n
)n−1]m (3.7)

According to Eq. 3.7, sip is determined by two factors: workload n and the number

of frames m. Now let us correlate the interrogation area L with sip. In a frame slotted

ALOHA protocol, before normal time slots the reader usually issues a “query” command

to notify tags of some configurations (link frequency, data rate, etc.) that the identification

process should be initiated [EPC07]. The tags then begin to transmit ID information to

the reader, and the reader acknowledges the transmissions. Each acknowledgment serves

as the beginning signal for the next time slot, with the exception of the last one. For the
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sake of simplicity, we assume that all time slots are of the same length and there are n+2

time slots in one frame1. The time duration of one frame, called frame time in this work,

is (n+2 )T0, where T0 is the time duration of a time slot. Given the interrogation area L,

the conveyor belt speed v determines the number of frames m:

m =
L

(n+ 2) ·T0 · v (3.8)

Replacing m in Eq. 3.7 and combining the requirement of a high identification rate, we

have:

sip = 1− [1− (1− 1

n
)n−1]

L
(n+2) ·T0 · v ≥ r (3.9)

Single tag identification probability is just one side of the problem, while the other side

is throughput. The protocol should consider not only the identification of a single tag but

of all tags as a whole. From the above analysis, the average throughput in one frame is

n(1− 1

n
)n−1 singleton slots/frame time (3.10)

To achieve the maximal tag moving speed, the average throughput should be no less

than the number of tags moving out of the interrogation area every frame time. We then

have the following equation:

n(1− 1

n
)n−1 ≥ (1 + β) · p · v · (n+ 2) ·T0 (3.11)

where β (β ≥ 0) is the over-provisioning factor [HG05] describing the resilience of this

system against unexpected workload. If β > 0, in a normal situation there are more

identified tags than the tags moving out. This design allows sudden serious collisions to be

tolerated. The value of β is application specific. p is the tag density in the conveyor belt.

Combining Eq. 3.9 with Eq. 3.11, we complete the constraints of this problem. Given

an identification rate, we can solve these two equations to get the optimal workload and

the maximal tag moving speed.
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Fig. 3.5: Single tag identification probability with different workloads and speeds

We use Fig. 3.4-3.6 to show the relations between workload and speed in our problem

more clearly. The parameters used to draw the figures are L = 15m, d = 50cm, T0 = 15ms,

and r = 0.99999. As shown in Fig. 3.4, when speed increases, if workload is large, sip

decreases much more quickly than in the other cases. Fig. 3.5 shows sip with different

workloads and speeds. Clearly, sip is high when workload is small or speed is low, and

decreases when workload or speed increases. Fig. 3.6 shows the contours of sip. The

throughput constraint of Eq. 3.11 is also added with different values of parameter β. The

feasible solution space is below both the identification rate contour and the throughput

constraint. For example, if β is 1.1, the optimal solution is about a workload of 6 tags and

1Readers can analyze empty slots, singleton slots, and collision slots of different lengths as in [XGWX10].
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a speed of about 4.7m/s.

Tag grouping technology can be used to implement the proposed two principles. We

organize the RFID tags in the interrogation area into groups and each time only some of

the groups are allowed to compete for the channel. Corresponding to the two principles, we

schedule the group with the earliest deadline to be identified first, and control the number

of groups involved in the channel competition to provide proper workload. Through proper

design of group size (the number of tags in one group) and concurrent group number (the

number of groups involved in the channel competition at the same time), the optimal

workload can be achieved. We use tag grouping technology to design our protocol.

3.4 Solution

In this section, we propose the Schedule-based Anti-Collision Protocol (SAC), which

organizes the tags into groups and schedules tag identification according to the identification

deadline. SAC follows the principles of workload optimal and the earliest deadline first.

After a detailed explanation of SAC, we will engage in a further discussion on tag selection

policy and RFID uncertainly handling in this protocol.
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Fig. 3.7: The deployment of two readers in SAC

3.4.1 Schedule-based Anti-Collision Protocol

SAC utilizes tag grouping technology to organize tags and then schedule tag identifica-

tion. Tag grouping approaches can be classified into two categories: tag control approach

and reader control approach. In the tag control approach, most of the tasks are undertaken

by the tag, while the protocol on the reader side is simple. In the reader control approach,

the grouping is undertaken by the reader, while the protocol on the tag side is simple. The

tag control approach is more suitable for active tags that have sufficient computational and

power resources. In this work, we propose a reader control approach suitable for passive

tags. Considering that passive tags are commonly used in many RFID applications, this

approach is a practical one.

In SAC, we adopt a design of two RFID readers. One of them, called the grouping

reader, is used to allocate group IDs to the tags. The other one, called the identification

reader, is used to detect the tags. The deployment is shown in Fig. 3.7. The grouping

reader is placed in front of the identification reader. The grouping reader’s interrogation

area is controlled so that only the tags of one group at a time can receive the allocated group

ID. The identification reader is just set to the largest interrogation area as in a stationary

environment.

Note that the grouping reader introduced here is used only for assigning group IDs to

the tags, not for the purpose of identification. Therefore the grouping reader does not need
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Table 3.2: Notations in SAC

Variable Definition

f frame size

frameId ID of current frame

s, s.id current time slot and its ID(from 1 to f )

N0, N1, N2 the number of empty slots, singleton slots and
collision slots, respectively

L interrogation area of the identification reader

p tag density in the conveyor belt

groupLen the total number of groups in the conveyor belt

groupNum the maximal number of groups which can co-
exist in the interrogation area

groupSize the optimal number of tags in a group

changeFreq
changeAmt

system parameters to adjust the number of
groups joining in the channel competition.

finish[x] used to record the number of identified tags in
group x

finishInFrame[x] used to record the number of identified tags in
frame x

curGroupId ID of current group

to be as powerful as the identification reader in the functionalities. The interrogation area

of the grouping reader can be much smaller, so the process of radio emitting/receiving can

be greatly simplified. Some components in the reader, such as signal processing module and

CRC verification module [EPC07] also can be tailored or eliminated. This kind of reader

is much cheaper than a common reader; hence, little additional funding will be needed to

make use of it. Moreover, if any prior knowledge can be directly used to group the tags,

the grouping reader can be eliminated. For example, in a manufacturing application, if tag

IDs are continuous and the optimal group size is eight, we can use the ID prefix (from the

leftmost bit to the fourth rightmost bit) as the group’s ID. For the sake of integrality of our

work, we describe the algorithms of both the grouping reader and the identification reader

as follows.

The details of SAC are shown from Algorithm 1 to Algorithm 3, including the operations
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Algorithm 1: SAC Grouping Reader Operation

Variable : f

Function: initGroupingReader( )
1 curGroupId = 1
2 broadcast curGroupId and f using “groupIdAssign” command to assign a group id to the tags

Function: receiveGroupingReader(time slot s)
1 add N0, N1, N2 correspondingly
2 if s.id == f then
3 if N1 +N2 > 0 then
4 curGroupId++
5 end

6 end
7 goto initGroupingReader line 2

in the grouping reader, the identification reader, and the tag, respectively. In the grouping

reader or the identification reader, there is a function for reader initialization and a function

for received messages handling. The notations used in SAC are summarized in Table 3.2.

In Algorithm 1, the grouping reader increasingly allocates group IDs to the tags. In

Function initGroupingReader, the reader broadcasts curGroupId and f to the tags using

our defined “groupIdAssign” command. This command has the same functions as the

“query” command. Having received this command, the tag sends a short message back.

The content of the message is not important because the message is merely used to show

whether any tag exists in the interrogation area. For the same reason, the collision caused

by multiple messages sent back is also not a concern in this protocol. Both collision and

singleton results show the presence of tags.

Function receiveGroupingReader is called at the end of each time slot s. Frame size f

denotes the number of time slots in a frame. Therefore, the time slot id s.id is numbered from

1 to f. N0, N1, and N2 are used to record the number of empty slots, singleton slots, and

collision slots, respectively (line 1). When a frame is finished (s.id == f , line 2), curGroupId

increases by one if there are still some tags in the interrogation area (N1 +N2 > 0) (lines

3-5). On the contrary, curGroupId is retained and retried in the next frame if no tag is
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Algorithm 2: SAC Identification Reader Operation

Input : groupSize, groupLen, L, p
Variable : groupNum, f,finish,finishInFrame, frameId, curGroupId changeFreq, changeAmt

Function: initIdenReader( )
1 groupNum=(L · p)/groupSize
2 f=groupSize
3 finish[1 : groupLen] = 0
4 frameId=1, curGroupId=1, changeFreq=2, changeAmt=1
5 finishInFrame[frameId ]=0
6 while curGroupId < groupLen do
7 candidateNum = groupSize− finish[curGroupId]
8 maxGroupId = curGroupId
9 while candidateNum < groupSize do

10 maxGroupId++
11 candidateNum+=groupSize− finish[maxGroupId]

12 end
13 if candidateNum > groupSize && frameId % changeFreq == 1 then
14 maxGroupId = maxGroupId− changeAmt

15 end
16 broadcast maxGroupId and f using “query” command to begin the identification of a

new frame

17 end

Function: receiveIdenReader(time slot s)
1 add N0, N1, N2 correspondingly
2 if s is a singleton slot then
3 extract tagId and groupId of the tag, store tagId
4 finish[groupId ]++
5 finishInFrame[frameId ]++

6 end
7 curGroupId=max(curGroupId, groupId -groupNum+1)
8 while finish[curGroupId ] == groupSize do
9 curGroupId++

10 end
11 if s.id == f then
12 (optional) record finishInFrame[frameId ] for further performance tuning
13 frameId++

14 end
15 goto initIdenReader line 4

detected (N1 +N2 = 0).

The operations in the identification reader are shown in Algorithm 2. The protocol

tracks the group with the earliest deadline and maintains the optimal workload. As the

protocol input, groupSize is the optimal value of workload computed by Eq. 3.9 and Eq. 3.11.

groupLen is the total number of groups in the conveyor belt if it can be known in advance.
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Otherwise, groupLen should simply be set to a large enough value. L and p are defined in

our system model.

In Function initIdenReader, lines 1-5 initialize some variables. First, the maximum

number of groups that can coexist in the interrogation area, groupNum, is computed. The

frame size f is set to be the optimal workload. The array finish is used to record the number

of identified tags in each group and initially set to be 0. frameId and curGrouopId track

the current frame and the group with the earliest deadline, respectively. changeFreq and

changeAmt are two system parameters for adjusting the number of groups participating in

the channel competition. They will be discussed later. The array finishInFrame is used to

record the number of identified tags in each frame.

Following this is a loop from line 6 to line 17, where each iteration begins a new frame

to detect the tags. In each frame, the protocol tries to involve a number of groupSize

unidentified tags as candidates for the channel competition. These candidates are from

multiple groups and maxGroupId denotes the maximal group ID of these groups. In lines

7-12, maxGroupId gradually increases to include more groups of tags as candidates. Notice

that, as in line 11, the tags in a group are considered as a whole to be candidates, so that

the final number of candidates may not be exactly equal to groupSize.

There are two policies for achieving an approximate optimal result: the conservative

policy and the aggressive policy. The conservative policy rounds down maxGroupId so that

the number of candidates is just less than groupSize, while the aggressive policy rounds up

maxGroupId so that the number of candidates is just greater than groupSize. As in lines

13-15, these two policies are used in a cyclical way to achieve a desirable performance. The

idea is that by adjusting changeFreq and changeAmt, we can control changes tomaxGroupId.

changeFreq controls the frequency of change. changeAmt controls the amount of change.

We set changeAmt to 1, denoting that the deviation of maxGroupId from the optimal value
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is bounded by 1. We set changeFreq to 2, denoting that in odd frame IDs we use the

conservative policy, while in even frame IDs we use the aggressive policy.

Finally, the identification reader sends a “query” command withmaxGroupId and group-

Size to the tags (line 16).

Function receiveIdenReader is called at the end of each time slot s. The function records

the identified tags of each group using finish (lines 2-6) and tracks the group with the earliest

deadline using curGroupId (lines 7-10). Notice that at most groupNum groups can coexist

in the interrogation area. Therefore, if one tag with the group ID of groupId is successfully

identified, the group with the ID of (groupId − groupNum) must have moved out of the

interrogation area and hence does not need to be considered (line 7). Moreover, if all tags

in a group are identified, curGroupId increases until a group that still has unidentified tags

is found (lines 8-10). When a frame is at the end (line 11), the protocol increases frameId

(line 13). The function also records the number of identified tags in the current frame for

further performance tuning (line 12), which is optional. This will be discussed in later sub-

sections. Finally, the execution of the protocol jumps to line 4 of Function initIdenReader

to begin a new round of identification (line 15).

The tag operations are shown in Algorithm 3. When a tag receives a “query” command

from the grouping reader, it records curGroupId as its group ID and then sends back a

short message to the reader (lines 1-4). If the tag receives a “query” command from the

identification reader, it checks whether it is allowed to compete for the channel (line 5). The

check condition is whether the tag’s curGroupId is less than or equal to the maxGroupId

included in the command. If the condition holds, the tag competes for the channel in the

same way as in a traditional ALOHA-based protocol (line 6).

To implement this protocol, only slight modifications are needed for standard EPC C1G2

tags [EPC07]. An additional memory is needed to record curGroupId, which is similar with
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Algorithm 3: SAC Tag Operation

Function: receiveTag()
1 if received “ groupIdAssign” command (with curGroupId and f ) from the grouping reader
then

2 record curGroupId
3 reply an arbitrary short message

4 end
5 if received “ query” command (with maxGroupId and f ) from the identification reader
&& curGroupId ≤ maxGroupId then

6 reply as basic frame slotted protocol
7 end

the memory storing Q value (the frame size in EPC C1G2 protocol). The operations in

line 2-3 of Protocol 3 have the same complexity with the operations when receiving Q value

in EPC C1G2 protocol. The comparison in line 5 can be combined into the operations of

“Query” and “QueryRep” commands in that protocol. Therefore, the power requirement

of the new tags is similar with that of original tags.

3.4.2 Tag Selection Policy

In this and the next section, we hold further discussions about SAC. First, we consider

the policy of selecting tags to compete for the channel. In this work, we called it the Tag

Selection Policy.

We have known that workload optimal is one principle that leads to a high identification

rate in mobile RFID applications. Due to the stochastic characteristics of ALOHA-based

protocols, a group of tags usually needs multiple frames to detect. After the first frame, if no

additional tags are replenished in the following frames, the workload will decrease, resulting

in a decrease of the throughput. On the other side, if too many tags are involved in the

channel competition, collisions will increase, again affecting the throughput. Therefore,

SAC needs to maintain the optimal workload in each frame using a proper tag selection

policy. Specifically, the preference is to always have groupSize tags to compete for the

channel in each frame.
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Fig. 3.8: Tree-based tag selection policy

In Section 3.4.1, the conservative policy and the aggressive policy are used in a cyclic

way to achieve the optimal workload. In our scenario, the optimal group size is less than

10 and the number of tags with the group ID of maxGroupId is even less than that because

some of the tags have already been identified. A simple cyclical approach can achieve the

optimal workload in most frames.

Further consideration may be needed if the optimal group size is large in other scenarios.

A fine-grained workload control is needed. A tree-based tag selection policy is introduced

for this purpose. The tree-based tag selection is widely used in tree-based anti-collision

protocols. Here, we modify it a little to select unidentified tags. It should be noted that

here the tree-based approach is not used for identification, but only for tag selection. For

the sake of simplicity, we assume that the distribution of tag IDs is continuous.

In tree-based tag selection, we generate the mask code according to the number of tags

needed for the channel competition. As shown in Fig. 3.8(a), the distribution of tag IDs

is described using a tree where the number on the edge denotes the tag ID prefix, and the

number near the node denotes the number of tags in the sub-tree that matches the tag ID

prefix. In SAC, if eight tags are needed to compete the channel, we use mask code 0 or 1

while if four tags are needed, we use a mask code of 00, 01, 10, or 11. The mask code is
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broadcasted and only the tags matching the mask code can compete for the channel. We

record the identified tags and re-compute the number of tags that are unidentified in each

sub-tree, as shown in Fig. 3.8(b). The approach can then work correctly in the next frame.

This policy has some limitations. First, the distribution of tag IDs has to be prior

knowledge. This is fine in closed-loop applications, but possibly not in other applications.

Second, sometimes it is hard to generate a mask code that matches a specific number of

tags. For example, as shown in Fig. 3.8(b), a tag-set with five tags cannot be found in the

tree. In such a case, how to achieve a fine-grained tag selection is still an open question.

When designing such a tag selection policy, one thing that needs to be kept in mind is the

importance of not greatly increasing protocol complexity and message overhead, which is

quite challenging. Alternatively, we can consider the deviations in workload to be a type of

RFID uncertainty and address it as in the following sub-section.

3.4.3 RFID Uncertainty Handling

In RFID systems, the identification of tags is usually uncertain due to a complex RFID

environment and the stochastic characteristics of ALOHA-based protocols. This problem

commonly exists in all RFID anti-collision protocols and has not been well addressed yet.

In this section, we discuss the impact of RFID uncertainty on our protocol.

The uncertainty in this problem arises from several aspects: 1) The irregular interro-

gation area of the grouping reader. It varies from time to time, hence making the number

of tags in one group not exactly equal to groupSize. 2) The impact of environment on the

identification reader. It is probable that a tag will be not identified due to environmental

factors, even in the singleton slot. 3) The stochastic characteristics of ALOHA-based pro-

tocols. Serious collisions may occur occasionally, which is quite different from the process

of identification in a normal situation.

Uncertainty causes improper workloads and a serious degradation in performance. To
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address this problem, we designed a feedback mechanism for the protocol. The basic idea is

to adjust the workload via maxGroupId in Algorithm 2. If more than enough tags join in

the channel competition, maxGroupId decreases. By contrast, if the workload is not suffi-

cient, maxGroupId increases. The parameters changeFreq and changeAmt together control

the change of maxGroupId. changeFreq controls the frequency of change and parameter

changeAmt controls the amount of change (Function initIdenReader, lines 13-15). After

the identification of a frame, we examine the identification performance as in Function re-

ceiveIdenReader line 12. We can then add some codes after line 12 to adjust changeFreq

and changeAmt. Coming up with a detailed algorithm is beyond the scope of this work and

is left for a future study. Here, we provide interested readers with a brief description of a

possible method to address the problem of uncertainty

A statistical hypothesis test [Leh86] guides the adjustment of the workload. The steps

are as follows. First, learn the distribution of the number of tags in one group through

extensive experiments before the system really works. After the system works, a statistical

hypothesis test is used to analyze whether or not the workload is maintained as expected.

The null hypothesis is that the workload follows the original distribution and the alternative

hypothesis is that it does not. We observe the number of identified tags in each frame (using

finishInFrame in Algorithm 2). Based on the observations, we determine whether the null

hypothesis is consistent with a specified first kind error p1. If it is, the system changes

changeFreq and changeAmt correspondingly. Otherwise, the configuration is kept as it is in

the last frame, and the process of tag identification continues.

3.5 Simulations

This section presents the simulation results of SAC compared with existing approaches.

We select Vogt’s approach [Vog02a] and the C-ratio approach [CK05] for comparison, which
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Fig. 3.9: The comparison in the identification rate against tag moving speed

have reportedly produced a better performance in mobile environments than other existing

approaches [WLZ+07]. We also compare our approach with the EPC Class 1 Generation 2

protocol (EPC C1G2) [EPC07], which is an ISO standard and widely used in the industry.

SAC without tag replenishment (SACWR for short) and SAC optimal (SACO for short) are

included to justify our protocol design. For SAC optimal, the number of tags competing

for the channel is equal to the optimal workload in each frame. The simulation follows

the scenario as shown in Fig. 3.1. The system parameters are set as follows: L = 15m,

d = 50cm, T0 = 15ms, r = 0.99999. 12000 tags are put on the conveyor belt. The over-

provisioning factor β is set to be 1.2. Thus, according to Eq. 3.9 and 3.11, we get the

optimal workload (also the optimal group size) of 8. In the simulation, 1000 rounds are run

to obtain each result. The confidence level is 0.975.

The results reveal four points that should be noted. First, existing approaches do not

work well in high-speed mobile environments. SAC exhibits a significant increase in speed

of up to 120%, given an identification rate of 99.999%. Second, SAC has better performance

due to the control exerted over the earliest deadline and workload. Third, the optimal group

size is critical to a high identification rate. Fourth, the concurrent group number can be

used to measure the earliest deadline online.

46



Chapter 3 Reliable Data Collection in Mobile RFID Systems

3.5.1 Identification Rate

We compare the identification rates of the aforementioned approaches in different speeds.

The results are shown in Fig. 3.9.

The results of the EPC C1G2 protocol, Vogt’s approach, the C-ratio approach, and

the SAC protocol are compared in Fig. 3.9(a). The EPC C1G2 protocol is a time-slot

based algorithm, in which the frame size can be changed in the time-slot level. The frame

size is increased or decreased if empty slots or collision slots are observed, respectively. By

contrast, Vogt’s approach and the C-ratio approach are frame based approaches in which the

frame size is adjusted only at the end of a frame. In a low-speed environment (< 2m/s),

the EPC C1G2 protocol converges to a desirable frame size more quickly, and so has a

better identification rate, than Vogt’s approach and the C-ratio approach. However, when

the speed is greater than 2m/s, the identification rate of the EPC C1G2 protocol is greatly

affected. This is because compared with the frame based approach, the frame size changes

more frequently in the time-slot based approach and more transition time is needed. This

causes a decrease in identification time, and some tags may not be identified before moving

out of the interrogation area. Among these four approaches, SAC has the best performance

in a high-speed environment. Given an identification rate of 99.999%, Vogt’s approach,

the C-ratio approach, and the EPC C1G2 protocol only support speeds of less than 2m/s,

while SAC can support a speed of 4.4m/s. From 2m/s to 4.4m/s, SAC achieves a significant

improvement in speed of up to 120%.

The performance of SACO, SAC and SACWR are compared in Fig. 3.9(b) to validate

the rationality of our design. SACWR’s performance is always no better than that of

SACO and SAC. The maximal speed it can support is about 4.2m/s and the identification

rate decreases dramatically with higher speed. This is because SACWR does not properly

control the throughput. After identifying one group, it may not have sufficient time to
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(f) SACO

Fig. 3.10: The earliest deadline in different approaches. a) cumulative distribution function
of the earliest deadline in different approaches; b)-f) identification samples of different
approaches

finish identifying the next group. SACO and SAC have quite similar performance, with a

maximal speed of 4.6m/s and 4.4m/s, respectively. This shows that the cyclical use of the

conservative policy and the aggressive policy in SAC is effective.
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3.5.2 The Earliest Deadline and Throughput

In this section, the earliest deadline and throughput in different approaches are exam-

ined. At any time, if a reader takes a longer time than the earliest deadline to identify a

tag, the tags with the earliest deadline will be missed. The anti-collision protocol should

keep the earliest deadline as long as possible. A protocol offering a longer earliest deadline

can support a higher tag moving speed. Throughput is also studied here, as another aspect

of identification rate. Simulations are carried out at a speed of 4.4m/s. The results are

shown in Fig. 3.10.

The cumulative distribution function (CDF) of the earliest deadline in different ap-

proaches is shown in Fig. 3.10(a). According to the figure, at almost any time the earliest

deadline in the EPC C1G2 protocol is less than 0.5 seconds. 40% and 90% cases of the

earliest deadline in Vogt’s approach and the C-ratio approach, respectively, are less than

1.5 seconds. By contrast, there is less than 5% cases of SAC where the earliest deadline is

less than 1.5 seconds. Therefore, on average, SAC has more time to read each tag. This is

because SAC properly schedules the reading of tags. A higher priority is given to the tags

that reach the edge of the interrogation area. We also can see that the performance of SAC

and SACO is quite close. SARWR underperforms SAC, SACO, and the C-ratio approach.

This underperformance is because SARWR does not optimize the workload.

For a clearer view of the earliest deadline in different approaches, we show some samples

of the identification performance in Fig. 3.10(b) to 3.10(f). A sample of the EPC C1G2

protocol is not shown here because its value is almost always 0. As shown in Fig. 3.10(b),

it is clear that most cases of the earliest deadline in Vogt’s approach is near the value of

0. As shown in Fig. 3.10(c), the average earliest deadline in the C-ratio approach is greatly

improved compared with that in Vogt’s approach. However, there are still many cases in

which the earliest deadline is near 0. This means that many tags are likely to be lost in
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the identification. SACWR’s result is shown in Fig. 3.10(d). The average earliest deadline

of SACWR is greater than that of Vogt’s approach, but less than that of C-ratio approach.

The problem with SACWR is that it does not properly control the workload. If a group

needs more than the normal time to be identified, the earliest deadline in the following

groups will gradually decrease, and finally the tags cannot be identified in time. SACWR’s

performance quite depends on the stochastic characteristics of ALOHA-based protocols. As

shown in the figure, its earliest deadline dramatically changes from 0s to 3.5s. Among Vogt’s

approach, the C-ratio approach, and the SAC approach, SAC has the best performance, as

shown in Fig. 3.10(e). In SAC, a stable high earliest deadline is maintained and the average

earliest deadline is further increased to 2.5597, which is 1.5 times and 4.2 times that of the

C-ratio approach and Vogt’s approach, respectively. The earliest deadline of SAC is quite

close to the one of SACO, which is shown in Fig. 3.10(f).

The throughput is further evidence of the advantages of SAC. The results are shown

in Fig. 3.11. Fig. 3.11(a) shows the cumulative distribution function of the throughput in

different approaches. We can see that the EPC C1G2 protocol has the worst throughput

among these approaches in a high-speed environment. Again, this is because the EPC

C1G2 protocol is quite aggressive in adjusting the frame size, hence increasing the transition

overhead and decreasing the whole identification time. The throughputs of other methods

only have slight differences from each other. Fig. 3.11(b) to Fig. 3.11(f) show the probability

density of the average throughput in different approaches. We can see that the throughput

of the EPC C1G2 protocol is around 9 tags/sec, which is smaller than the 18 tags/sec

of other approaches. The expectation of the throughput is 17.5307 for Vogt’s approach,

17.8337 for the C-ratio approach, 10.3875 for the EPC C1G2 protocol, 17.6454 for SACWR

and 17.91 for SAC. According to these results, SAC has the largest expectation of the

throughput, which means that SAC is more likely than the other approaches to identify all
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(c) C-ratio
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(d) EPC C1G2
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(e) SACWR
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(f) SAC

Fig. 3.11: Throughput in different approaches. a) cumulative distribution function of the
throughput in different approaches; b)-f) probability density of the throughput in different
approaches

RFID tags successfully.

3.5.3 Group Size in SAC

In this section, we analyze the impact of group size on SAC. We change the group size

from 4 to 12 to examine the change in performance. Throughput and the earliest deadline
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are used as performance metrics.

The results for the earliest deadline are shown in Fig. 3.12, where the speed is 4.4m/s.

Fig. 3.12(a) shows the cumulative distribution function of the earliest deadline in SAC with

different group sizes. Fig. 3.12(b) shows an enlargement of Fig. 3.12(a) when the earliest

deadline is between 1.5s and 2.5s. From these two figures, we can see that SAC with a group

size of 8 has the best performance in terms of the earliest deadline. The earliest deadline

when the group size is 8 is larger than in the other cases. If the group size increases or

decreases from 8, the probability of having small values of the earliest deadline is greater.

In the figures, we can see the curves for these other group sizes are always above the curve

for (group size = 8). Fig. 3.12(c) shows the change in the average earliest deadline with the

group size. Clearly, the largest average earliest deadline is achieved at the group size of 8.

Similar to the discussion in Section 3.5.2, we give some samples of SAC with different

group sizes. The figures are shown from 3.12(d) to 3.12(f). The group size is critical to the

earliest deadline since when the group size is small (group size < 8, as shown in Fig. 3.12(d)

or large (group size > 8, as shown in Fig. 3.12(f)), the earliest deadline decreases from

the optimal value (group size = 8, as shown in Fig. 3.12(e)). The group size needs to be

carefully selected.

The results for throughput are shown in Fig. 3.13. According to the cumulative distribu-

tion function shown in Fig. 3.13(a), the throughputs corresponding to different group sizes

are quite similar. That is because SAC can control the number of tags competing for the

channel in a fine-grained way. One exception is the group size of 4, which deviates too much

from the optimal value and hence introduces additional transition time. The probability

density of the average throughput when the group size is 4 and 8 are shown in Fig. 3.13(b)

and Fig. 3.13(c), respectively. The figures for other group sizes are similar to those for a

group size of 8 and are therefore omitted.
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(d) SAC (group size=4)
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(e) SAC (group size=8)
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Fig. 3.12: The earliest deadline in SAC with different group sizes. a)-b) cumulative distri-
bution function of the earliest deadline in SAC with different group sizes; c) the change of
average earliest deadline with group size; d)-f) identification samples of SAC with different
group sizes
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(b) SAC (group size=4)
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(c) SAC (group size=8)

Fig. 3.13: Throughput in SAC with different group sizes. a) cumulative distribution func-
tion of the throughput in SAC with different group sizes; b)-c) probability density of the
throughput in SAC with different group sizes

3.5.4 Concurrent Group Number and the Earliest Deadline

Although in the simulation, we have the global knowledge so we can easily calculate the

earliest deadline, how to do so in real applications is unclear. We observed that concurrent

group number (the number of groups involved in the channel competition simultaneously)

can be used to measure the earliest deadline. For convenience of comparison, we define

the nearest distance to describe the earliest deadline. The nearest distance is the minimal

physical distance from any unidentified tag to the tail of the interrogation area, which is a

one-one mapping to the earliest deadline given a constant speed.

We go into the frame level to examine the relation between the concurrent group number
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Fig. 3.14: The relations between concurrent group number and the nearest distance/the
earliest deadline

and the nearest distance. Fig. 3.14 shows a result of SAC at a speed of 4.4m/s, which

clearly denotes the relation between the two measures. When the concurrent group number

increases, the nearest distance decreases at the same time, and vice versa. We repeated

the simulations and always obtained similar results. An RFID application can monitor

the concurrent group number online to estimate the nearest distance and then the earliest

deadline as well.

3.6 Experiment Results

We conducted experiments at Shanghai RFID Test Center to further compare the per-

formance of SAC with the commercially used EPC C1G2 protocol. The results are shown

in Fig. 3.15.

A small conveyor belt test platform was used for the experiments. The experiment

configuration is shown in Fig. 3.15(a). The platform has two straight tracks each of which

has a length of 160cm and two circular tracks each of which has a diameter of 50cm. The

speed of it can be adjusted between 0m/s to 1.25m/s. A number of 120 Alien HD900AL-

09 UHF RFID tags (size: 2.25cm × 2.25cm) were attached to 8 cartons (size: 19.2cm ×
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13.2cm×10.7cm). Each carton had a 3×5 grid of tags. An Alien 9900+ UHF RFID reader

and two Impinj IPJ-A0311-USA Threshold-FS Antennas were set up in the platform. The

interrogation area along the track was tuned to 1m. In that configuration, the optimal

group size was 12 and the maximum speed was 0.5m/s given an identification rate of 0.97,

according to Eq. 3.9 and 3.11. In the experiments, the tags passed the interrogation area

100 times to have the average result.

Due to limited hardware, we cannot directly modify the air interface between the tag

and reader, which is also the main reason that most of anti-collision protocols are eval-

uated using only simulations. To overcome this difficulty, we designed a novel approach

to simulate SAC’s execution utilizing the “mask” operation in EPC C1G2 protocol. The

“mask” operation is used to select proper tags at the beginning of an RFID identification

process, which is somehow similar to SAC, which selects proper groups of tags at each

frame. Before the experiments, we encoded the tags using specially designed codes, and

during the experiments, we used multiple identification processes (each process executed

one frame’s reading) to simulate the multiple frames of SAC. The code format in tags is

shown in Fig. 3.15(b). Group ID and tag ID in a group were assigned to the tags according

to their physical locations, which replaced the work of grouping reader (see Section 3.4.1).

For the group selection flag i, the tags of group i, i+1, i+2, i+3 were assigned the values

of “1111”, “0111”, “0011”, and “0001”, respectively. This flag was set to “0000” for other

groups. When only group i was needed, the groups with “1” in the first bit of this flag

were selected, and when group i and i + 1 were needed, the second bit was used, and so

on. During each identification process, some masks were also generated to exclude the tags

that had already been read.

It is noticed that the performance of this is worse than the real implementation since the

transition overhead in multiple identification process is larger than that in one identification
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Fig. 3.15: The experimental comparison of SAC and EPC C1G2 protocol

process. Anyway, with this design, it is possible for us to compare the performance of SAC

with that of EPC C1G2 protocol.

In Fig. 3.15(c), it can be seen that the identification rate of SAC is always better than

that of EPC C1G2 protocol, and the improvement is more obvious when the speed increases.
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This is consistent with the simulation results in Section 3.5.1. The earliest deadline and

throughput of SAC are further checked in a speed of 0.5m/s. As shown in Fig. 3.15(d),

there are more than 80% cases of the earliest deadline in EPC C1G2 protocol are less than

1.5 seconds while there are only 48% cases in SAC are less than that. This improvement is

because SAC schedules the identification of tags according to their different deadlines. The

throughput of SAC also outperforms that of EPC C1G2 protocol as shown in Fig. 3.15(e).

This is because SAC controls the workload to an optimal value. Finally, we get into an

identification result of SAC in Fig. 3.15(f) (the speed is 0.5m/s) to show that the number

of concurrent groups increases/decreases when the earliest distance decreases/increases.

Therefore the number of concurrent groups can be used to measure the earliest distance (and

then the earliest deadline) effectively, which is consistent with the discussion in Section 3.5.4.

3.7 Summary

In this chapter, we studied the mobile RFID problem to achieve the maximal tag moving

speed while maintaining a high identification rate. It is a challenging task considering the

tags are moving and thus timely identification is required. We began our work from catego-

rizing the arrival models of tags, according to the combinations of constant/variable arrival

and dynamic/isolated arrival. Our work focused on the dynamic constant arrival model,

which is more suitable for an industry environment with dense tag placement and high-

speed moving tags. Two principles were proposed for mobile RFID anti-collision protocols:

workload optimal and the earliest deadline first. Following these principles, we proposed

the Schedule-based Anti-Collision Algorithm (SAC) to meet our requirement. Our work is

different from existing works, which focus on how to adjust frame size dynamically accord-

ing to estimates of tag cardinality. Instead, we control the workload and distinguish the

identification deadlines of tags. There is no need for our protocol to estimate tag cardinality.
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Simulation results show that SAC can increase the moving speed of tags by 120% compared

with existing approaches, given an identification rate of 99.999%.
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Chapter 4

Energy-efficient Composite Event
Aggregation in WSNs Considering
Complex Relations

In this chapter, we investigate energy-efficient composite event aggregation in WSNs

considering complex relations. We propose an energy-efficient event aggregation tree for

this purpose, based on generic composite event definitions that can have arbitrarily complex

relations. This chapter is organized as follows: Section 4.1 is the overview of this work.

Section 4.2 describes the system model and the problem formulation. Following this is the

theoretical analysis of event aggregation in Section 4.3. Section 4.4 and Section 4.5 propose

the centralized and distributed algorithms to solve this problem, respectively. Section 4.6

reports the simulation results, and finally Section 4.7 concludes this chapter.

4.1 Overview

Due to complex user requirements, an event to be detected in a WSN application is

often a composite event that consists of multiple correlated sub-events. A generic event

relation is defined as a function mapping from sub-events to a composite event. It describes

the conditions needed to comply with to aggregate the sub-events into the composite event,

and also the reduction of the amount of data during the aggregation. The relations are
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specified by the user and can be quite complex, making event detection a challenging task.

In a typical process of composite event detection in a WSN, the user specifies an event

to be detected, and then the information about the event is disseminated to the sensor

nodes for monitoring and detection. A routing tree is usually built for efficient information

transmission among the sensor nodes to collaboratively detect the composite event. Due to

limited power supply of sensor nodes, energy efficiency of the routing tree is very important.

Most of the existing works on composite event detection [KRJ05, ZGC+09, LAV+10,

LCF11] focus on utilizing the encounter opportunities of sub-events in the routing tree

to aggregate sub-events into composite events. Event relations especially complex event

relations are not explicitly used to optimize the structure of the routing tree to save energy.

The data aggregation approaches [CBLV04, GE05, LLD06, ZVPS08] can be used to build

energy-efficient routing trees for composite event detection, but only support the event

relations derived from data redundancy. These relations have a common feature that the

amount of data of a composite event is no less than that of any its sub-event. This does

not necessary hold in a generic form of event relation. The support of generic relations is

critical to not only the specification of complex user requirements, but also the power of a

WSN in practical event detection applications. To overcome these weaknesses, we propose

a new kind of routing tree for energy-efficient composite event detection, in which generic

event relations are supported and fully utilized. Low-level events are aggregated when data

about the events are transmitted in this routing tree, and only the deduced high-level events

are sent to the applications. Thus the amount of data to be transmitted can be reduced to

save energy. We call this kind of routing tree event aggregation tree.

In this chapter, we aim to detect composite events in an energy-efficient way. Our major

work is to build an energy-efficient event aggregation tree for the event detection, based

on generic composite event definitions that can have arbitrarily complex relations. We
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first compare event aggregation with the approach of data aggregation, and then propose

the principles of designing an event aggregation tree. After that, both centralized and

distributed algorithms are proposed to build such a tree. Extensive simulations have been

taken to validate the effectiveness of the proposed algorithms. In summary, this chapter

makes the following specific contributions:

• We propose event aggregation tree that utilizes complex event relations to save energy

for composite event detection in WSNs.

• We propose principles of designing an event aggregation tree, based on the comparison

between data aggregation and event aggregation.

• We propose centralized and distributed algorithms to build event aggregation tree to

achieve energy-efficient composite event detection. Simulation results show that they

outperform existing approaches and save a significant amount of energy.

4.2 System Model and Problem Formulation

We first describe the system models used in this work, which include event definition

tree and event aggregation tree. Then we formulate the problem.

4.2.1 Event Definition Tree

Event Definition Tree (EDT) is used to define events of interests in this work, which

is compatible with event specification languages [GJS92, CM94, GD94, Luc02] and can

support generic form of relations. An example of EDT is shown in Fig. 4.1. A typical data

structure of EDT node includes event ID, sub-event list, relation, event description, and

data amount.

A tree denotes an event. The ID of tree root corresponds to the event ID. This definition

is applied to all sub-trees iteratively. In this example, A denotes the composite event while B
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A

B C

D E F G

Event ID: A

Sub-event list: B,C
Relation: RBC
Event Description: ......

Data amount: d(A)

Fig. 4.1: An example of event definition tree

and C denote the sub-events of A. According to the relations of child nodes and parent nodes

in the tree, corresponding events are called child events and parent events, respectively. In

this example, B and C are the child events of A, denoted as child(A) = {B,C}. A is the

parent event of B, denoted as parent(B) = A.

The relation included in an event is defined as a function mapping from child events to

the parent event. Given event A with two child events B and C, the relation is referred

to as RBC and defined as RBC = {B,C} → A. The function is user-specific. Specially, if

considering only the data amount change from child events to the parent event, the function

is called aggregation function. Finally, EDT also defines the data amount of events. d(A)

denotes the data amount of event A where d(.) is a function mapping from an event type

to a data amount value.

4.2.2 Event Aggregation Tree

After specifying an event using an EDT, we need to determine which sensor nodes are

required for the event detection and how to connect these sensor nodes through a routing

structure. For energy efficiency, the routing structure is usually a tree. In this work, we

fully utilize the event relation information to build an energy-efficient routing tree and call

it Event Aggregation Tree (EAT). Fig. 4.2 shows one possible EAT corresponding to the

EDT shown in Fig. 4.1. The annotated event IDs denote the events the sensor node detects.

64



Chapter 4 Energy-efficient Composite Event Aggregation in WSNs Considering Complex Relations

A&C

B

D E

F G

Fig. 4.2: An event aggregation tree corresponding to the event definition tree shown in
Fig. 4.1.

The primitive events (i.e. event D, E, F, G) are directly detected by individual sensor

nodes. So it is straightforward to determine corresponding sensor nodes in EAT, which

are called source nodes. The composite events (i.e. event A, B, C ) are more complex and

can only be detected by aggregating the detection results of source nodes at intermediate

sensor nodes. Therefore, additional sensor nodes other than source nodes are involved in the

EAT to facilitate the aggregation. In an EAT, a sensor node forwards its detection results

to its parent node, and the parent node determines whether a corresponding composite

event happens based on event definition. The process that low-level events aggregate into

high-level events is called event aggregation.

Let EAT be a tree T (V,E) where node set V denotes sensor nodes and edge set E

denotes communication links. r is the root node. Each edge e ∈ E has a weight l(e)

denoting the transmission distance between the two nodes that are incident to edge e. The

data amount of node v ∈ V is denoted by d(v). Then the total energy consumption of the

EAT for event detection is defined based on the first order radio model:

∑
v∈V \{r}

d(v)[δ · l(v, parent(v))γ + ε]. (4.1)

where ε is the energy consumption per bit to run transmitter/receiver circuit, and γ and δ
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are two parameters of radio transmission. The parameter setting follows [LLD06]: γ = 2,

δ = 100pJ/bit/m2, ε = 40nJ/bit. It is noticed that this is just one metric of energy

consumption. Further analysis may consider fusion cost [LLD06], sensing cost [LAV+10],

etc.

An energy-efficient EAT facilitates event aggregation to reduce the data amount to be

transmitted, and also reduce data transmission distance. As these two goals are contrary

frequently, a tradeoff of them is needed to obtain the optimal solution. As an example,

event F is supposed to aggregate with event G directly according to the EDT (Fig. 4.1),

whereas their aggregation is postponed in the actual built EAT (Fig. 4.2). This is because

the source nodes corresponding to event F and G are far away from each other. Although

following EDT to aggregate these two events can achieve early aggregation to reduce the

data amount to be transmitted, it may greatly increase the transmission distance and then

the energy consumption.

4.2.3 Problem Formulation

Composite event detection is divided into two phases. In the first phase, an EAT is built

in the WSN. In the second phase, based on the EAT, the composite event is detected via

in-network processing, similar with data aggregation [LLD06, ZVPS08, LAV+10]. Building

EAT is the key of the whole event detection. We formulate it as follows and investigate it

in the rest of this work.

Given:

a. A WSN that consists of a collection of sensor nodes and a sink node t.

b. A composite event defined by an EDT, denoted by edt.

assume:

According to edt, all source nodes srcNodes are determined.

find an EAT connecting srcNodes to t such that the total energy consumption of this EAT
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is minimized.

This problem is a generalization of data aggregation [CBLV04] and hence is NP-complete.

4.3 Design Rationale

In this section, based on the comparison of event aggregation and data aggregation, we

propose principles of designing an event aggregation tree. After that, we illustrate how to

revise a data aggregation approach to build such a tree.

4.3.1 Data Aggregation and Event Aggregation

Event aggregation undertaken in EATs is different from the comprehensively investi-

gated data aggregation [CBLV04, GE05, LLD06, ZVPS08]. We first distinguish these two

techniques, which is helpful for us to understand our problem.

Data aggregation eliminates redundant information based on the analysis of data itself.

For example, when monitoring the temperature of an area via a set of sensors, the results in

the overlapped sensing areas can be aggregated due to redundancy. In event aggregation, the

information is redundant with respect to relations. For example, the user may want to know

the maximum temperature of an area [MFHH02]. The temperature values at different places

(i.e. primitive events) are not redundant considering the temperature values themselves.

However, there exists an implicit relation specified by “maximum temperature”: the larger

temperature subsumes the smaller temperature. In this context, some primitive temperature

events are redundant and can be eliminated. Relations can be simple relations or complex

relations. The relation of above example is simple and called full aggregation, where every

two primitive events can aggregate into a composite event. In general, the relation can be

arbitrary complex, where sub-events need to comply with special rules to aggregate into

a composite event. It is noticed that the processing of event aggregation based on simple

relations (e.g. full aggregation) is quite similar with that of data aggregation, and hence
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existing works [CBLV04, GE05, LLD06, ZVPS08] do not distinguish them. It is necessary to

clarify these two concepts, especially for the event aggregation based on complex relations

that are arbitrarily specified by the user. This is to say, a generic event aggregation needs

to support complex event definition.

In a specific aspect, event aggregation differs from data aggregation in aggregation func-

tion. In existing data aggregation works [CBLV04, GE05, LLD06, ZVPS08], the aggregation

function is no-decreasing. It means that given two data with an amount of d1 and d2, respec-

tively, the data amount of the aggregation result is greater than max(d1, d2). This does not

hold in event aggregation. Complex relations introduce semantics from the user. A large

number of primitive events may aggregate into a composite event with a small data amount.

This makes difficult to use existing data aggregation algorithms for event aggregation.

According to above discussion, two principles need to be followed to achieve event ag-

gregation and then event aggregation tree: one is to support complex event definition, and

the other is to support generic aggregation function.

4.3.2 Revising Data Aggregation into Event Aggregation

Following the principles proposed in the last sub-section, we look into a specific data

aggregation approach, MFST [LLD06], and try to revise it to build the event aggregation

tree. We choose this approach since it has a good approximation ratio (54 log(n+1) where n

is the number of source nodes) to the optimal data aggregation solution. It is a multi-round

3-step process as follows:

1) Source nodes as well as the sink node are paired up. For each pair of nodes, a

node is randomly selected as the transmitter and the other node as the receiver (for the

node pair including the sink node, the sink node acts as the receiver). The transmitter

transmits the data to the receiver through the shortest path, and then does not participate

in the algorithm execution in further rounds. The pairing up process aims to minimize total
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transmission cost of node pairs.

2) The receiver conducts aggregation once receiving data. The aggregation is based on

a non-decreasing aggregation function.

3) Repeat step 1 and 2 until only the sink node is left.

This approach does not support complex event definition. To overcome this drawback,

we revise the approach to distinguish relations of events. In step 2, the aggregation should

be based on EDT, allowing the events to aggregate only if they satisfy specific aggregation

conditions.

The other issue is the aggregation function. In an EDT, each node is attached with an

aggregation function. The nodes with a decreasing aggregation function are called check-

points. If there is no checkpoint, we can directly use above revised method to achieve event

aggregation. However, if some checkpoints exist, further considerations are needed. Notice

that in step 1 the pairing up process only minimizes the transmission cost, so it may lose

the opportunity to achieve early aggregation that can reduce the data amount to be trans-

mitted. One reasonable method to trade off data transmission and event aggregation is: try

the best to follow EDT to conduct early aggregation unless the transmission cost is larger

than the benefits of the aggregation in terms of energy consumption.

The benefits of an early aggregation correspond to the opportunity loss due to not

achieving early aggregation (aggregation opportunity loss for short), which can be estimated

as follows. Assuming that early aggregation cannot be achieved at a checkpoint c, the

potential loss is at most

[Σi∈child(c)d(i)− d(c)] · [δ · l(c, t)γ + h(c, t) · ε] (4.2)

where l(c, t) denotes the distance between c and the sink node t, h(c, t) denotes the number

of hops between c and the sink node t when achieving l(c, t), and δ, γ and ε follow our model

in Section 4.2.2. The problem followed is how to compute l(c, t) and h(c, t), which needs to
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know where event c is detected. As a composite event, event c is detected at an intermediate

node but its exact location is difficult to predicate. We compute its approximate place as

the weighted centroid of its child nodes. This catches the essences of early aggregation that

when all child nodes transmit their events to this place, the total energy consumption should

be minimized. Since the transmitter is randomly selected (step 1), this approximation is

reasonable. As an iterative definition, all places of composite events can be computed from

the source nodes. Based on this, we can modify step 1 to take into account both transmission

cost and aggregation opportunity loss.

In the following two sections, we describe the detailed algorithms following above ideas.

4.4 Centralized Algorithm

In this section, we propose a centralized Energy-efficient Event Aggregation Tree Build-

ing Algorithm (EEAT-C, where C denotes the centralized version). In this algorithm, there

exists a central server connected to the sink node, which keeps the event definition and also

the global information of WSN (sensor node types, sensor node locations, etc.). The event

aggregation tree is computed at the central server, and then disseminated to the sensor

nodes in the WSN.

4.4.1 Data Structure

There are two data structures maintained at the central server: Event Definition Tree

(EDT) and Group Definition Tree (GDT).

An EDT denotes a composite event. The nodes of EDT are numbered with increasing

IDs from the root node to the leaf nodes, level by level. Checkpoints are also marked in

the EDT. One example of EDT is shown in Fig. 4.3. GDT is used to facilitate the building

of event aggregation tree. For each checkpoint in an EDT, it prefers to have its child

events to achieve early aggregation. A checkpoint and all its descendent nodes (considering
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Fig. 4.3: An example of EDT kept in the central server

Fig. 4.4: The GDT corresponding to the EDT shown in Fig. 4.3

only source nodes and checkpoints) form a group for ease of processing. The checkpoint

is called group node and represents the group. There are multiple groups due to multiple

checkpoints. According to the locations of group nodes in EDT, these groups form the tree

structure of GDT. Similar with EDT, the nodes of GDT are numbered. One example of

GDT is shown in Fig. 4.4. We define a group as the most matching group of two nodes if the

group node is the nearest common ancestor of those two nodes. For example, in Fig. 4.4,

the most matching group of node 8 and node 9 is group G1.

4.4.2 The Algorithm

The detailed algorithms of EEAT-C are shown in Algorithm 4 and Algorithm 5. Al-

gorithm 4 is the main algorithm, for building the energy-efficient event aggregation tree.
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Algorithm 4: Build energy-efficient EAT

Input : edt, t, srcNodes
// edt : event definition tree; t : sink node of the WSN;
srcNodes: source nodes of the WSN

Output: E∗ //edge set of EAT
Function: buildEAT(Tree edt, Node t, NodeSet srcNodes)

1 determine the checkpoints in edt and put them in checkpointList
2 Tree gdt = buildGDT(edt, checkpointList, srcNodes)
3 initialize round index i = 0, node set to be considered (in the first round) S0 = srcNodes

⋃
t,

and E∗ = ∅, let w0(v)(v ∈ srcNodes) be the data amount of v, w0(t) = 0
4 define the transmission cost of each node pair (u, v) (u ∈ Si, v ∈ Si), which is denoted by
ki(u, v): ki(u, v) = α · (wi(u), wi(v))c(u, v) (u ∈ Si, v ∈ Si)
ki(u, v) = wi(u)c(u, v) (u ∈ Si, v = t)

where α = wi(u)wi(v)(wi(u)+wi(v))
w2

i (u)+w2
i (v)

, c(u, v) is the energy consumption when transmitting one

unit of data between u and v
5 calculate the aggregation opportunity loss of node pair (u, v):
optli(u, v) = max(u.optl, v.optl)

6 define the total cost of node pair (u, v): tci(u, v) = ki(u, v) + optli(u, v)
7 find the minimum cost perfect matching based on the total cost, let the matched node pairs
be (uj1, vj1)....(ujm, vjm) (m = �|Si|/2�)

8 add the edges corresponding to (ujp, vjp) (1 ≤ p ≤ m) into E∗

9 foreach node pair (ujp, vjp) do
10 if vjp �= t and vjp �= t, choose node ujp as the transmitter with a probability of

w2
i (ujp)

w2
i (ujp)+w2

i (vjp)
, otherwise choose t as the transmitter. The receiver is determined

correspondingly.
11 the transmitter sends its events to the receiver

12 endfch
13 foreach node q having received data do
14 conduct event aggregation and update the data amount to wi+1(q)

15 endfch
16 copy Si to Si+1 excluding the transmitters
17 if Si+1 = {t}, stop the algorithm, otherwise i = i+ 1, go to step 4
18 return E∗

Algorithm 5 is used to build the GDT.

Algorithm 5 fulfills two tasks: building the GDT structure (line 2-7), and initiating the

variables of GDT nodes (line 8-14). According to the definition of GDT, the inner nodes

of EDT which are neither checkpoints nor source nodes are removed so as to form the

GDT (line 3-6). After that, the algorithm numbers the checkpoints in the GDT (line 8),

and then calculates the aggregation opportunity loss of each inner node of the GDT when

corresponding early aggregation cannot be achieved (line 9-14). Here the opportunity loss

is computed in a conservative way, using the upper bound of the opportunity loss as the
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result, as discussed in Section 4.3.2.

Let us now return to Algorithm 4. The algorithm first determines the checkpoints in

the EDT and initializes the GDT (line 1-2). From line 3 to line 17, there is a multi-round

process. In each round, the nodes pair up and transmit data from/to their partner nodes.

In line 3, some local variables are initialized, which are self-explained. From line 4 to

line 6, the total cost of each node pair is calculated. The cost includes two parts. One is

transmission cost (line 4), and the other is aggregation opportunity loss (line 5). Transmis-

sion cost is determined by transmitted data amount and transmission distance. Since the

data transmission in this algorithm is a random process (see line 10-11), the data amoun-

t to be transmitted is calculated using the mathematic expectation (i.e. α(w(u), w(v))).

Aggregation opportunity loss is also considered as a kind of cost, aiming to promote the

aggregation in the most matched groups unless the aggregation causes large overhead. In

line 7, the minimum cost perfect matching of nodes is calculated based on the total cost of

all node pairs. The detailed approach can be seen in [MMP00]. The perfect matching aims

to minimize the sum of the total cost of the finally selected node pairs. In line 8, the edges

involved in the perfect matching are added into E∗ as a partial result of EAT. In line 9-12,

for each node pair, we randomly choose one node as the transmitter and the other as the

receiver. The rationale behind it is that a node with a larger data amount should have a

lower probability to transmit data. After that, we compute the aggregated event and its

data amount (line 13-15). Finally, the transmitters are removed for further processing (line

16), and the next round begins if there are still some nodes having not been considered (line

17).

4.4.3 Discussion

In each round of Algorithm 4, the size of Si is half reduced, so the algorithm terminates

after log(n) rounds where n is the number of source nodes. In each round, the basic
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Algorithm 5: Build the GDT

Function: buildGDT(Tree edt, List checkpointList, NodeSet srcNodes)
1 copy edt to gdt
2 foreach inner node i of gdt do
3 if i /∈ checkpointList && i /∈ srcNodes then
4 delete node i
5 make the child nodes of i as the child nodes of parent(i)

6 end

7 endfch
8 number the checkpoints in gdt
9 for i = max(gdt.nodeIDs) to 1 do

10 determine the weighted centroid of child nodes of node i, say c
11 find the shortest path between c and the sink node t, and record the path’s length l(c, t)

and the number of hops h(c, t)
12 calculate the opportunity loss of node i according to Eq. 4.2
13 define the location of i as the same with the location of c

14 end
15 return gdt

operations include building the GDT (line 2), computing the total cost of node pairs (line 4-

6), calculating the perfect matching of nodes (line 7), and conducting aggregation (line 13-

15). Building the GDT and conducting aggregation are based on tree traversal, hence have

the complexity of O(n). Computing the total cost of node pairs has the complexity of

O(n2). And the perfect matching of nodes needs O(n2) time [MMP00]. Therefore, the

complexity of the whole algorithm is O(log(n) ·n2). This algorithm can support generic

event definition that can have arbitrarily complex relations. When restricted to certain

types of events, we can have more performance results. For example, if the event has

decreasing aggregation functions, the algorithm has the approximation ratio of 5
4 log(n) to

the optimal energy-efficient event aggregation tree, using similar proof in [LLD06].

4.5 Distributed Algorithm

In this section, the proposed algorithm is distributed and called EEAT-D. It is suitable

for the applications that want to avoid the performance bottleneck and single point failure

brought by the centralized algorithm. In EEAT-D, there is no central server keeping the
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global information of WSN. The EDT is disseminated to sensor nodes, and the sensor nodes

autonomously determine whether to participate in the detection process and then build the

aggregation tree in a distributed way.

4.5.1 Data Structure

In this algorithm, EDT is stored in sensor nodes. Based on the EDT, each related sensor

node builds the GDT accordingly. It is not a complete GDT as in the centralized algorithm

but restricted to the parts necessary for this node’s operations.

4.5.2 The Algorithm

This algorithm is also a multi-round process. In each round, the execution is divided

into two phases: one is the pairing up phase, and the other is the data transmission phase.

According to the operations executed, in the pairing up phase, the nodes are classified

into initiators and responders; in the data transmission phase, the nodes are classified

into transmitters and receivers. The detailed algorithm is shown in Algorithm 6, and the

state transition diagram in the pairing up phase is shown in Fig. 4.5. Function initiate

and Function respond are executed by initiators and responders, respectively. Function

transmit and Function receive are executed by transmitters and receivers, respectively.

Function notify is executed by the sink node.

At the beginning of the paring up phase, the nodes are in “new” state. Each node

receiving EDT acts as an initiator and executes Function initiate. It sends an “information

request” message to its k-hop neighbors to query their data amount and their distances from

it. Then the initiator goes into “waiting for information” state (line 1). If any response

is received, the initiator puts it in local storage temporarily. After all the responses are

received, the initiator goes into “pairing up reservation” state and computes the initiator-

partner node pair having minimum total cost (line 2). Then the initiator sends “pairing up
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Algorithm 6: Build energy-efficient EAT in a distributed way

Function: initiate(Node initiator)
1 initiator broadcasts an “information request” to its k-hop neighbors and goes into “waiting
for information” state.

2 once receiving all the feedbacks from its neighbors, initiator goes into “pairing up
reservation” state. A neighbor is selected as partner such that the total cost of
initiator -partner node pair is minimized (see Algorithm 4 line 6).

3 initiator sends a “pairing up reservation request” to partner, and then goes into “waiting for
reservation result” state.

4 when the request is confirmed, initiator goes into “ready to aggregate” state. When the
request is rejected, another neighbor is chose as partner, achieving the second minimal total
cost of node pair, and then go to step 3.

5 reach a consensus between initiator and partner that one of them acts as transmitter and
the other acts as receiver.

Function: respond(Node responder, Node initiator)
1 when receiving an “information request” request, responder sends back its data amount and
also the distance between it and initiator.

2 when receiving a “pairing up reservation request”, responder stores the request locally.
3 after timeout of receiving “pairing up reservation request”, responder confirms the initiator
that leads to the minimal total cost, and reject the others.

Function: transmit(Node transmitter, Node receiver)
1 transmitter transmits its events and GDT to receiver.
2 transmitter goes to the state of “stop”.

Function: receive(Node transmitter, Node receiver)
1 receiver receives events and GDT from transmitter.
2 receiver conducts aggregation locally.
3 change the role to initiator unless the node is the sink node.

Function: notify(Node sinkNode)
1 if all child nodes of sinkNode are detected, notify all the nodes in EAT to begin the event
detection.

reservation request” to the optimal matched neighbor and goes into “waiting for reservation

result” state (line 3). If this neighbor replies with “reservation rejected”, the initiator goes

back to “paring up reservation” state and try the second optimal matched neighbor (line 4).

Eventually, the initiator receives a “reservation confirmed” result, then it goes into ‘ready to

aggregate” state (line 4). On the other side, the responder begins its processing in “ready

to response” state and executes Function respond. If “information request” is received,

the responder answers with its data amount and its distance from the initiator (line 1). If

“paring up reservation request” is received, the responder records the request locally (line 2).

After a timeout of receiving “paring up reservation request”, the responder confirms the
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Fig. 4.5: States of source nodes in the distributed algorithm to build energy-efficient event
aggregation tree

request achieving minimal total cost and rejects the others (line 3).

After the pairing up phase, the data transmission phase begins. The processing is similar

with the centralized algorithm but shows distributed features. The two nodes in a node

pair need to reach a consensus which sensor node is the transmitter and which sensor node

is the receiver (Function initiate, line 5). The transmitter sends events and GDT, while the

receiver receives this information and conducts event aggregation (Function transmit and

Function receive).

The process of pairing up and data transmission is repeated until all the child events

of the sink node are detected. In this situation, the sink node notifies the nodes in WSN

that the event aggregation tree is successfully built and the event detection can be started

(Function notify).
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4.5.3 Discussion

The minimum cost perfect matching used in this algorithm is a distributed version of

the approach proposed in [MMP00]. The idea in that work is to select the node pair with

the minimum cost and removed them for further consideration, and then continue to select

the node pair with the minimum cost, and so on. In this work, we use a reservation-

confirmation process. We consider that in the distributed processing, a node may be chosen

by multiple initiators as their partners. In our algorithm, each initiator first sends its

partner a reservation request that may be confirmed or rejected. If it is rejected, it means

that the partner is chosen by other nodes. Then the initiator needs to find another partner

and repeats the process. If all the nodes finish the paring up process, the pairing up phase

terminates.

In the rest of this section, we prove the correctness and termination of our algorithm.

Theorem 1. (Correctness) The node pairs generated by Algorithm 6 correspond exactly to

the result of minimum cost perfect matching approach in [MMP00] .

Proof. This can be proved by contradiction. Assume that a “paring up reservation request”

of node u is confirmed by node v but they are not a node pair generated by [MMP00]. In this

case, there must exist another node w which has smaller distance from v than u. According

to line 3 of Function respond, if such w exists, node v will reject node u’s reservation request

since w has a smaller distance.

Theorem 2. (Termination) The algorithm terminates with at most O(log(n)�n/2�) mes-

sage communication where n is the number of source nodes.

Proof. Since nodes are paired up in a distributed way, additional message communication

is needed. However, in each reservation-confirmation/rejection process (Function initiate

line 3-4, Function respond line 2-3), at least the node pair that has the minimum total

cost among all node pairs can be formed successfully. So through at most �n/2� message
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communication, all the node pairs are formed. After that, transmitters send events to

receivers and stop (Function transmit), so half of the nodes are eliminated in the next

round. At most log(n) rounds are needed to finish the whole processing. Overall, the total

message cost is O(log(n)�n/2�).

4.6 Simulations

Simulations are carried out to validate the effectiveness of the proposed approaches. We

compare our approaches (EEAT-C and EEAT-D) with the centralized approach (composite

event detection is undertaken at a central server after all primitive events are collected),

MFST (Minimum Fusion Steiner Tree) [LLD06], and TED (Type-based composite Event

Detection) [LCF11] in different situations. The results reveal two points. First, our ap-

proach outperforms existing approaches in terms of energy consumption in a wide range of

parameters. Second, our distributed algorithm has similar performance with its centralized

version and incurs low communication overhead.

4.6.1 Simulation Setup

In the simulation, 100 sensor nodes are uniformly distributed in a 100m × 100m area.

The sink node is placed at the center of the area. Each sensor node has a communication

range of rc = 10m. The parameter setting of energy consumption model is the same with

Section 4.2.2. The EDT generated for the simulation is a binary tree with a depth of

L=5. It means that there are 32 leaf nodes (corresponding to primitive events) and 30

intermediate nodes in the EDT. The data amount of primitive evens is randomly chosen

in a range of [400, 500] bits. 8 intermediate nodes are randomly chosen as checkpoints.

Given the data amount of an event ap and the maximum data amount of one its child event

as, data reduction rate is defined as ap/as. The data reduction rate of checkpoints in the

simulation follows a normal distribution with the center of drr. The average distance from a
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Fig. 4.9: The routing tree of EEAT-C

source node to the sink node is denoted by ds, and the average distance between two source

nodes is denoted by dp. We vary these parameters to check the performance of different

approaches. 1000 run simulations are repeated to get each data point of Fig. 4.10-4.15 with

the confidence level of 0.95.

4.6.2 An Instance of EAT Built by Different Approaches

To have an intuitive understanding, Fig. 4.6-4.9 show some instances of routing trees

built by different approaches. We can see that the centralized approach connects all the

source nodes to the sink node using the shortest path (Fig. 4.6). TED generates a collection

of fusion nodes in the network and the events from source nodes aggregate there first

(Fig. 4.7). Its drawback is that the fusion nodes are fixed and hard to determine. MFST

allows every sensor node to be a fusion node (Fig. 4.8). However, it does not support
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composite event definition. Our approach goes one step further, supporting composite

event definition and promoting the aggregation in the most matching groups to achieve

high energy efficiency (Fig. 4.9).

4.6.3 Impact of Average Distance between a Source Node and the Sink
Node

The average distance between a source node and the sink node (ds) is an important

factor impacting the energy consumption of event detection. We vary ds to compare the

energy consumption of different approaches in Fig. 4.10, where dp = 20 and drr = 0.5.

The energy consumed in the centralized approach linearly increases. This is because the

transmission distance linearly increases when ds increases. TED is worse than the central-

ized approach when ds ≤ 38 since the transmission cost dominates the energy consumption,

which is reserved when ds > 38 since the benefits of aggregation in TED is large enough.

MFST and EEAT-C are always better than the centralized approach and TED due to fine

grain control of the routing tree. EEAT-C outperforms MFST since the event relations

are utilized to optimize the routing tree. The energy saved of EEAT-C increases with the

increase of ds, compared with MFST.
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4.6.4 Impact of Average Distance between Two Source Nodes

The average distance between two source nodes (dp) is another important factor for

energy consumption. Event aggregation is to make correlated events aggregate at the cost

of transmitting data from one node to another. If dp is large, the overhead of aggrega-

tion increases. We vary dp to compare the energy consumption of different approaches in

Fig. 4.11, where ds = 30 and drr = 0.1.

It is shown that the energy consumption of TED is less than that of the centralized

approach when dr ≤ 12 since the events aggregate at the fusion nodes, making the data

amount to be transmitted reduced. However, when dr > 12, the result is reversed since the

transmission cost to reach fusion nodes increases. MFST and EEAT-C are always better

than the centralized approach and TED. The advantage of EEAT-C is more obvious when

dp is small and unapparent when dp increases due to additional transmission cost. When

dp = 5, EEAT-C saves 20% energy compared with MFST.

4.6.5 Impact of Event Relation

The last factor we consider is event relation. We first consider the EBT as described

in 4.6.1 and change drr to check the performance of different approaches. drr denotes the

change of the data amount in the event aggregation. The result is shown in Fig. 4.12 where

ds = 40 and dp = 20.

The centralized approach and MFST are not so sensitive to the change of drr compared

with TED and EEAT-C. The centralized approach collects all primitive events to the sink

node, without considering the reduction of data amount due to aggregation. MFST assumes

a non-decreasing aggregation of any two events and does not utilize data reduction rate

explicitly. TED utilizes this information so has a better performance than that of the

centralized approach when drr ≤ 0.62. When drr is larger (means less aggregation), the
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benefit through aggregation is relatively limited compared with the overhead to achieve

aggregation. TED is inferior to MFST since the transmission from the source nodes to

the fusion nodes is not optimized. With full utilization of event relations, EEAT-C always

consumes the least energy among these approaches. The energy saved is 7% to 15% that

of MFST. Considering in real applications, simple predicate (yes or no) can be used to

summarize a number of underlying events. In that situation, drr can be quite close to 0

(e.g. 0.001). Therefore, EEAT-C can achieve more significant energy saving.

We change the EBT by adjusting its depth from 5 to 4 and then 3, and got similar

results. We further make the nodes of EBT having different data reduction rates to check

the performance. Specifically, the data reduction rate of half of the nodes at level 4 follows

the normal distribution N(drr, 1). Half of the nodes at level 2 or 3 have the data reduction

rate of 0.1. All other nodes have the data reduction rate of 1. The result is shown in

Fig. 4.13. The result is similar with previous discussion except that TED outperforms

MFST when drr ≤ 0.3. This is due to the utilization of event relations in TED. The energy

saved of EEAT-C is between 8% (drr = 0.8, compared with MFST) and 16% (drr = 0.1,

compared with TED).
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4.6.6 The Performance of Our Distributed Algorithm

We compare the performance of our distributed algorithm EEAT-D with the centralized

algorithm EEAT-C. Similar with above simulations, we change dr, ds and drr to check

the energy consumption in event aggregation. The result with respect to dr is shown in

Fig. 4.14, and the results with respect to ds and drr are shown in Fig. 4.11-4.13. In all

cases, EEAT-D has quite similar performance with EEAT-C and the difference is less than

15%, which shows the effectiveness of the distributed mechanism used in our approach. The

communication overhead distribution of sensor nodes in EEAT-D is shown in Fig. 4.15 when

L = 3, ds = 30 and dp = 10. It shows that 90% sensor nodes need less than 8 messages

to build the event aggregation tree even though 25-hop (sufficient large) neighbors are

considered, which is quite energy-efficient.

4.7 Summary

In this chapter, we investigated energy-efficient event aggregation to achieve composite

event detection. Complex relations in a composite event are considered. We first built a

composite event detection model based on event definition tree and event aggregation tree.

Event definition tree supports generic event definitions that may have arbitrarily complex
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relations, meeting complex requirements of the user. Event aggregation tree is an energy-

efficient routing tree for event detection, which is optimized by considering event relations.

We compared event aggregation with data aggregation, and then proposed two principles

for building event aggregation tree: supporting complex composite event definition and

supporting decreasing aggregation function. Following these principles, we proposed both

centralized and distributed approaches to revise a specific data aggregation algorithm named

MST to build energy-efficient event aggregation tree. Simulation results show that our

approach saves up to 20% energy than existing approaches.
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Chapter 5

Energy-efficient Aggregation of
Multiple Composite Events in
WSNs

In this chapter, we investigate the energy-efficient aggregation of multiple composite

events in WSNs. We make some composite events share the event aggregation trees to

save the energy. This chapter is organized as follows: Section 5.1 is the overview of this

chapter. Section 5.2 introduces the system model in this work and formulates the problem.

Section 5.3 describe the structure of the solution. Section 5.4 and Section 5.5 illustrate the

detailed solutions of this problem. Simulation results are reported and discussed in Section

5.6. Finally, Section 5.7 concludes this chapter.

5.1 Overview

In this chapter, we consider the event aggregation in multiple events situation. We

assume that each of the events has a latency constraint and aggregation function (denoting

event relations). We aim to optimize the event aggregation process considering both the

latency constraint and aggregation function.

This work is different from the work in Chapter 4, which considers only a single compos-

ite event without latency constraint. The purpose of the work in that chapter is to minimize
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the energy consumption of an event aggregation tree considering generic event relations. In

this chapter, we need to consider both event relation (denoted by aggregation function) and

latency constraint, in the context of multiple composite events. The purpose of the work

in this chapter is to minimize the overall energy consumption of all these composite events.

In existing works, some analyzed the impact of aggregation function on the aggregation

process [CBLV04, GE05, LLD06], where an aggregation function describes the relation-

s included in an event. Others considered the latency constraint to meet time sensitive

requirements [YKP04, MCM+06]. An aggregation considering both factors is more gener-

al but has hardly been studied yet especially for an event with complex relations. More

importantly, there is no existing work having studied the optimal aggregation of multiple

user-specified events. It is an important problem, considering nowadays many application-

s are composed of multiple such events. Taking a WSN-based intelligent transportation

system [CCCT06] for example, many events are requested by different users for different

purposes. Some users may have interests in the average speed of vehicles, while some others

may want to know the speed of individual vehicles. The events have different correlations

among their low-level events (hence different aggregation functions) and different latency

requirements. Existing approaches have not investigated the diversity of the requirements

in event aggregation.

In this chapter, we investigate the optimal aggregation of multiple events with different

latency constraints and aggregation functions in WSNs. We propose a three-phase solution

to solve this problem. In the first phase, we select several events as base events. In the

second phase, we build the optimal event aggregation trees for these base events considering

both latency constraint and aggregation function. And in the last phase, each event selects

a proper tree from them to perform aggregation. Different from existing works which

build an event aggregation tree for each event, our approach makes some events share
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event aggregation trees rather than build their own trees. Through proper design of the

approaches, we can achieve optimal event aggregation for these events. Simulation results

show that our approach outperforms existing approaches and saves a significant amount of

energy. To our best of knowledge, this is the first work to explore event aggregation in this

aspect. In summary, this chapter makes the following specific contributions.

• We propose the Delay-bounded Event Aggregation Algorithm (DBEA) to consider

both latency constraint and aggregation function for individual events.

• We investigate the optimal aggregation of multiple events with different latency con-

straints and aggregation functions. Simulation results show that our approach out-

performs existing approaches and saves a significant amount of energy (up to 35% in

our system).

5.2 System Model and Problem Formulation

We first describe the system models used in this work. Based on these system models,

we conduct preliminary analysis and then formulate the problem.

5.2.1 Event

An event is a record of an activity occurred in a system. Due to complex user require-

ments, an event is usually consists of multiple correlated sub-events. These sub-events can

be further decomposed into their sub-events in a iterative way, and eventually into a set of

primitive events that can be directly detected by one detection node such as a sensor. In

this work, we consider a number of n composite events specified by the users to be detect-

ed. Each event is specified a latency constraint that denotes the time limit to finish the

process of event detection. Each event also has an aggregation function which denotes the

relations included in the event. These user-specified composite events are referred to as just
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composite events if no ambiguity.

5.2.2 Wireless Sensor Network

A WSN is modeled as a graph G(V,E), where V denotes the set of sensor nodes and E

denotes the set of feasible communication links between a pair of sensor nodes. A subset

S of V are sources nodes which monitor the environment and generate primitive events. A

sink node r ∈ V issues event detection requests and receives the results.

5.2.3 Event Aggregation in Wireless Sensor Network

Event aggregation is a process of combining several sub-events into a composite event,

and eventually the user-specified events. It is an important approach to achieve event

detection, and also help to eliminate redundant information to be transmitted to save

energy. In a WSN, a routing structure is usually built among sensor nodes to facilitate the

information exchange of event aggregation. For the sake of simplicity, we only consider tree

as the aggregation structure, referring it as event aggregation tree. When an event is ready

in a node, it forwards the event to its parent node in the event aggregation tree.

Latency constraint and aggregation function are two important factors affecting the

structure of event aggregation tree. When latency constraint is tight, the aggregation tree

trends to be the shortest path tree and little opportunity to perform event aggregation. By

contrast, if latency constraint is loose (One extreme case is no latency constraint), optimal

aggregation can be achieved. Aggregation function also affects event aggregation. A larger

reduction in data amount means that the event is more sensitive to event aggregation.

5.2.4 Preliminary Analysis

There are two issues needed to be addressed to achieve a desirable event aggregation.

First, existing approaches have not considered both aggregation function and latency con-

straint. Second, existing approaches are designed for single event aggregation but cannot

90



Chapter 5 Energy-efficient Aggregation of Multiple Composite Events in WSNs

directly used for multiple events with different latency constraints and aggregation func-

tions. For the first issue, we will propose a solution in Section 5.4 and so defer the discussion

about it. Even when the first issue is addressed, the second issue is still very challenging

because of the characteristics of WSNs.

In a traditional way, an optimal event aggregation tree is built for each event. These ag-

gregation trees are determined and then transferred to corresponding sensor nodes through

multi-hop communications. However, this is not always feasible for several reasons. First,

the communication overhead of transferring the information of event aggregation trees from

the sink node to other sensor nodes is large, which is increased with the number of events

and the number of sensor nodes involved in each tree. Second, if a new event needs to be

detected, a new tree needs to be built before detection, which causes additional latency.

Third, a large number of event aggregation trees do not only consume limited memory of

sensor nodes (only 3500 bytes are available for Mica2 and Micaz [Cro06]), but also increase

the maintenance overhead in the sensor nodes such as communication link maintenance,

routing adaptation, duty cycling control, etc.

To overcome these drawbacks, it is reasonable to make some events share the event

aggregation trees rather than build their own. By building several proper event aggregation

trees and make them serve for the detection of all events, a desirable performance can be

achieved. We assume that at most a number of m such event aggregation trees can be built.

The specific value of m depends on different consideration to overcome above mentioned

drawbacks including communication overhead, latency, and maintenance overhead. We first

assume this value as a precondition to design our solution, and then discuss how to choose

m if considering only the communication overhead. Further discussions about other factors

are left as future work.

For the sake of simplicity, we select m of n events as base events to build the aggregation
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trees, while others will choose one of them to perform event aggregation. The aggregation

trees of base events are called base event aggregation trees. Correspondingly, We call the

latency constraints of base events base latency constraints, and the aggregation functions

of base events base aggregation functions. Each event chooses a base event as its home base

event, and perform the event aggregation using the event aggregation tree of that home

base event.

It is noticed that since some events use a shared event aggregation tree other than

the optimal aggregation tree of them, the performance in terms of traffic overhead may be

degraded. It weakens the effectiveness of event aggregation. For a better management of the

performance in multiple events environment, we hope to bound the performance degradation

of an event aggregation to some degree, with reference to the optimal performance it can

achieve. We call this requirement performance constraint. The constraint can be posed

on all events or only some important events. In this work, we consider the events with

base latency constraints as such important events, which will be suggested to the users to

promote the usage of base latency values. Other constraints are summarized in Section 5.2.6

and discussed in Section 5.5.5.

5.2.5 Problem Formulation

We then formulate the problem as an Event Aggregation with Different Latency Con-

straints and Aggregation Functions Problem (EALA):

Given:

a. A WSN G(V,E). There is a set of source nodes S ⊆ V and a sink node r ∈ V .

b. A number of n composite events cei(i = 1...n) which need to be detected. Each

composite event cei has a latency constraint li and an aggregation function afi.
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find an aggregation structure in the WSN which consists of at most m base event aggrega-

tion trees, such that the total message cost of event aggregation for all the composite events

is minimized.

subject to

a.(latency constraint) The event aggregation of each composite event meets its latency

constraint.

b.(performace constraint) Each composite event performs the aggregation with the per-

formance at most p% worse than the optimal performance it can achieve in the individual

event aggregation scenario.

We observed that the performance degradation is from the difference (also called gap)

in latency constraint and aggregation function between base events and other events, so the

problem is equivalent to minimize these differences for all composite events. We further

describe the problem how to select base events using the following formula where HB(cei)

denotes the home base event of event cei, LG(a, b) and AG(a, b) denote the difference

in latency constraint and aggregation function between event a and b, respectively, and

αi, βi(i = 1...n) are weights assigned to latency constraint and aggregation function of

event cei.

min

n∑
i=1

(αi ·LG(li, lHB(cei)) + βi ·AG(afi, afHB(cei)))

st. αj ·LG(lj , lHB(cej)) + βj ·AG(afj , afHB(cej)) < Δ,

j : lj ∈ {lHG(ce1)...lHG(cen
} (5.1)

lHB(cei) < li, i = 1...n

HB(cei) ∈ {1...n}
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Several problems need to clarified before solving this formulation, such as the determi-

nation of home base events, and the representation of differences in latency constraint and

aggregation function. Moreover, we need to determine the building of event aggregation

tree if base events are selected.

5.2.6 Problem Variants

There are several variants of the problem with different constraints and objective func-

tions. Here we summarize the family of this problem as follows.

For the constraints, we have strong performance constraint, weak performance con-

straint, and multi-level performance constraint:

(Strong Performance Constraint) The performance degradation of every event is bound-

ed.

(Weak Performance Constraint) The performance degradations of some events are bound-

ed.

(Multi-level Performance Constraint) The performance degradations of different events

are bounded differently.

For the objectives functions, we can minimize overall gap, or maximize desirable event

population:

(Minimize Overall Gap) Minimize the overall gap in latency constraint and aggregation

function between the events and their home events, assuming that all the events can satisfy

the constraints.

(Maximize Desirable Event Population) Maximize the number of events that can satisfy

the constraints.

Different combinations of constraints and objective functions generate different prob-

lems, which adapt to diverse application requirements. In this work, we mainly focus on
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weak performance constraint and minimizing overall gap. However, we will also briefly dis-

cuss other problems in Section 5.5.5 for the reader’s reference.

5.3 Solution Framework

We propose a three-phase solution framework to solve this problem, which is illustrated

as follows:

Phase 1(Base Event Selection Phase): Among n composite events, select at most

m of them as base events.

Phase 2(Base Aggregation Tree Building Phase): Each base event builds the

optimal event aggregation tree based on its latency constraint and aggregation function. All

these event aggregation trees are put in an event aggregation tree repository and distributed

stored in the sensor nodes. This is the aggregation structure for this problem.

Phase 3(Aggregation Phase): Each event chooses the most appropriate base event

as its home base event. After that, the event aggregation tree of this base home event is

retrieved from the repository for performing event aggregation.

Based on this solution framework, we will illustrate the detailed solution as the following

order: first, we propose the solution for Phase 2 in Section 5.4, which constructs the optimal

event aggregation tree for individual composite events. Then we propose the solution for

Phase 1 and Phase 3 in Section 5.5, which completes the solution for multiple composite

events.

5.4 Base Aggregation Tree Building

In this section, we propose the Delay Bounded Event Aggregation Algorithm (DBEA)

to build an event aggregation tree for single composite event, considering both latency
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Fig. 5.2: Possible aggregated distance and conflicting optimal parent candidates.

constraint and aggregation function.

The algorithm builds the event aggregation tree starting from just the sink node, and

then calculates the distance and latency of its one-hop neighbors from the sink node. This

process is repeated with increasing hop number and stopped if the latency constraint is

violated. When a source node is processed, this source node and its proper parent nodes

are added into the event aggregation tree. Compared with existing approaches, the distance

calculated in this algorithm has two differences. First, it considers partial aggregation rather

than just fully aggregation in [TM80, SS97]. When a source node is added into the tree,

the distance increased is not the distance between this node and the processed node set

(defined as the minimal distance between this node and any node in that set), but the

distance between this node and the sink node. One example is shown in Fig. 5.1 where v1,

v2 and v3 are already processed. The distance between v4 and the processed node set is
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1, which is exactly the increased distance in fully aggregation since when a primitive event

traverses from v4 to v3, it merges into the primitive event of v3 hence does not increase the

cost from v3. This does not hold in partial aggregation. The primitive event traversing to

v3 may aggregate into an event with the data amount more than 1 (eg. 1.5), then causes

additional cost from v3 to the sink node (eg. (1.5− 1)(6+ 4) = 5)). Second, the distance is

not simply the physical distance, but with respect to different types of primitive events. One

processed node may have conflicting optimal parent candidates. We introduce the concept

of possible aggregation distance to handle this problem. As shown in Fig. 5.2, given v1, v2

and v3 that are already processed, when primitive event e1 transmits to v3, the optimal

distance is 2 subject to the parent of v2, while for primitive event e2, the optimal distance

is 3 subject to the parent of v2. We record all these possible aggregation distances and

defer the final decision until the primitive events traversing this node are determined.

The details of DBEA are shown in Algorithm 7 and Algorithm 8. Function buildTree re-

turns an event aggregation tree T for a composite event with latency constraintmaxLatency

and aggregation function Ag. ET is the set of primitive events involved in the composite

event. PD[v][et], PP [v][et], PL[v][et] are possible aggregation distance, parent pointer, and

latency, respectively, when an event et ∈ ET transmits from node v to r. After considering

all event types, D(v), P (v), L(v) record current optimal values in the node v. phyD(v) is

the physical distance from v to r. Line 1 initiates a latency shortest path tree LSPT as the

reference structure. Line 2-8 set initial variable values and firstly put only r in T . Q stores

the nodes which have not been considered. Followed this is a loop in line 9-23, each iteration

chooses a nodes with minimum D(v). If the latency cannot be further increased (minimal

D(v) is inf), using LSPT to add vj into T as in line 11-13. Otherwise, if vj is a source

node, as in line 17, the nodes in Path(vj , T ) are added into T where Path(vj , T ) means

the path from vj to T . All affected nodes during above process (eg. vj and the nodes in
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Algorithm 7: Delay Bounded Event Aggregation Algorithm (DBEA)

Global: V , E, S, r, ET
//Global variables for Alg.7 and Alg.8. V , E: sensor nodes and possible communication
links for a WSN; S: source nodes; r:sink node; ET : the set of composite event types;

Input : maxLatency, af
//an event with latency constraint maxLatency and aggregation function af

Output: aggregation tree T
Function: buildDelayBoundedAggTree(maxLatency, af )

1 build the latency shortest path tree LSPT
2 foreach v ∈ V do //Enumerate all sensor nodes
3 D(v) = inf, P (v) = null, L(v) = inf, phyD(v) = inf
4 foreach et ∈ ET do //Enumerate all event types
5 PD[v][et] = inf, PP [v][et] = null, PL[v][et] = inf
6 end

7 end
8 D(r) = 0, T = {r}, Q = V
9 while Q �= ∅ do

10 find vj such that D(vj) = minvi∈Q(D(vi))
11 if D(vj) == inf then
12 use LSPT to add vj into T
13 end
14 Adjust = {vj}
15 if vj ∈ S then
16 add the nodes in Path(vj , T ) to Adjust
17 add the nodes in Path(vj , T ) to T
18 adjust PD, PP , PL, P , D, L, phyD in Path(vj , T )

19 end
20 foreach node u such that (t, u) ∈ E, t ∈ Adjust do
21 modifyAggDistance(t,u)
22 end

23 end
24 return T

Path(vj , T )) are added into a set named Adjust and then call Function modifyAggDistance,

as in line 14, 16, 20-22.

Function modifyAggDistance diffuses distance and latency measurements from node t to

a neighbor node u. D(t, u) and L(t, u) denote the distance and latency between t and u,

respectively. D(t) and L(t) denote the distance and latency between t and r, respectively.

E(t) returns the types of primitive events that may traverse t. There are three kinds of

nodes in the function: tree node (already in T ), intermediate node (considered but not

in T ) and source node(not considered). We distinguish three cases of t to u: tree node
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Algorithm 8: DBEA-Distance Modification

Input : t, u //t, u: two sensor nodes
Result: updated PD,PP, PL,D, P, L
Function: modifyAggDistance(t, u)

1 if t ∈ T then //tree node to other nodes
2 foreach et ∈ ET do
3 let maxFac = maxet af(E(t), et)
4 if min(phyD(t)× (1−maxFac), PD(t, et)) +D(t, u) <

PD(u, et) && L(t) + L(t, u) < maxLatency then
5 update PD(u, et), PP (u, et), PL(u, et)
6 if u ∈ S && E(u) == et then
7 update D(u), P (u), L(u)
8 else
9 if min(phyD(t), D(t)) +D(t, u) < D(u) && L(t) + L(t, u) < maxLatency

then
10 update D(u), P (u), L(u)
11 end

12 end

13 end

14 end

15 end
16 if t /∈ T && u /∈ S then //inter node to inter node
17 foreach et ∈ ET do
18 if PD(t, et) +D(t, u) < PD(u, et) && PL(t, et) + L(t, u) < maxLatency then
19 update PD(u, et), PP (u, et), PL(u, et)
20 end

21 end
22 if D(t) +D(t, u) < D(u)&&L(t) + L(t, u) <maxLatency then
23 update D(u), P (u), L(u)
24 end

25 end
26 if t /∈ T && u ∈ S then //inter node to source node
27 dist = min(PD(t, E(u)), D(t)) +D(t, u)
28 latency = PD(t, E(u)) < D(t)?PL(t, E(u)) : L(t)
29 if dist< D(u) && latency +L(t, u) < maxLatency then
30 update the data in PD(u, et), PP (u, et), PL(u, et), D(u), P (u), L(u)
31 end

32 end

to other nodes, intermediate node to intermediate node, and intermediate node to source

node. PD(u, et), PP (u, et) and PL(u, et) are firstly calculated from tree nodes as in line

4-5, then accumulated between intermediate nodes as in line 14-18, finally reached source

nodes as in line 24-28. For intermediate node, D(v) is simply accumulated in terms of the

physical distance, as in line 8-9 and 19-21. For a source node, it is determined according to

the aggregation distance with respect to the primitive event type of that source node, as in
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line 6-7.

5.5 Optimal Aggregation of Multiple Composite Events

After we discussed the solution of Phase 2, we turn to the solutions of Phase 1 and

Phase 3, which are unique for the event aggregation of multiple composite events. We have

observed that some composite events may suffer performance degradation since only m of

n composite events can be selected as base events to build the aggregation structure. The

performance degradation is from the difference between non-base events and base events

in latency constraint and aggregation function. To solve this problem, we will first discuss

how to describe the difference of two events in latency constraint and aggregation function.

After that, we will discuss how to select a proper home base event for a composite event.

Based on this, we will finally discuss how to select the optimal m base events to achieve a

good performance.

5.5.1 Latency Gap

The latency constraint of a composite event is usually represented by a double value, eg.

2.5 minutes, 50 seconds, etc. The difference in latency constraint between two composite

events is easy to understand. We have the following definitions:

Definition 1: The difference in latency constraint between event A and event B is defined

as the latency gap between A and B, denoted by LG(A,B).

The latency gap between two events is a non-negative double value. For example, event

A with a latency constraint of 25.5 minutes and event B a the latency constraint of 15.1

minutes, the latency gap between A and B is 10.4 minutes.

Definition 2: The difference in latency constraint between event A with and its home base

event is defined as the latency gap of A, denoted by LG(A).
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5.5.2 Aggregation Function Gap

The difference in aggregation function between two composite events is relatively hard to

describe. This is due to the descriptive forms of aggregation function. Some previous works

consider only fully aggregation, which is not suitable for general aggregation case. Some

other works use abstract aggregation function [LLD06, YKP04], which takes two events

as the input and an aggregated event as the output. It can handle general aggregation

case but not easy to compare two aggregation functions in this form. Here we propose a

simple approach called relation matrix to describe aggregation functions. We focus on the

data reduction due to the duplicate information in the primitive events. This approach will

simplify the comparison between two aggregation functions.

Given primitive events ei(0 ≤ i ≤ n), a relation matrix A2 = [aij ](0 ≤ i, j ≤ n, 0 ≤

aij ≤ 1) denotes the similarity between two primitive events, where a element aij denotes

the similarity between event i and event j. Similarly, relation matrixes A3...An denote the

similarity among multiple primitive events. The following is an example of A2:

A2 =

⎛
⎝ a11 a12

a21 a22

⎞
⎠ =

⎛
⎝ 1 0.5

0.5 1

⎞
⎠

a11 = 1 means that two events of type i1 are 100% similar hence they can merge into one

event of the same size. a12 = 0.5 means an event of type i1 has 50% similarity with an

event of type i2 so they can share 50% information.

We give the formal rules of information reduction using relation matrix A2 when event

e1 and e2 aggregate into an event eresult. For the sake of simplicity, we assume all primitive

events having the same data amount d(ep). d(e1), d(e2) and d(eresult) denote the data

amount of event e1, e2, and eresult, respectively.

Rule 1: If e1 and e2 are of primitive event type i and j respectively,

d(eresult) = 2d(ep)− d(ep)× aij
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Rule 2: If e1 is a composite event derived from a set of primitive event types S =

{i1, i2...im}, e2 is of primitive event type j,

d(eresult) = d(e1) + d(ep)− d(ep)× ajj (j ∈ S)

d(eresult) = d(e1) + d(ep)− d(ep)× (
∑

t∈s atj −OSj) (j /∈ S)

OSj = acs2j − (|CS
2 | − 1)acs3j + ....(|CS

|S|−1| − 1)aSj

where |.| denotes the cardinality of a set, CS
i denotes the i-combination set of S. For

example, assuming that S = {A,B,C}, then CS
2 = {AB,BC,AC} and |CS

2 | = 3.
∑

t∈satj

is the sum of shared data amount between event type j and every event type t in S. OSj

denotes the overlap amount of these shared data amount which needs to be cut off in the

computation. For example, among the items in OSj , acs2j denotes the data amount of

overlapped information among three events in which two of them are from CS
2 and the

other is the event j. It can be computed by that acs2j =
∑

pq∈CS
2
apqj where apqj is a element

of relation matrix A3.

Rule 3: If e1 is a composite event derived from a set of primitive event types S =

{i1, i2...im}, e2 is a composite event derived from a set of primitive event types T1 ∪ T2,

T1 = {j1, j2...jn1} , j1, j2...jn1 ∈ S , T2 = {k1, k2...kn2}, k1, k2...kn2 /∈ S

d(eresult) = d(e1) + d(e2)− d(ep)× (
∑

i∈T1
aii −OT1 +

∑
i∈T2

∑
t∈S ati −OST2 −OT1T2)

where OT1 denotes the shared data amount of all event types in T1, and OST2 , OT1T2 are

similarly defined to eliminate the overlap of shared data between S and T2, T1 and T2,

respectively.

Fig. 5.3 shows an example in aggregation using our rules. Two event type i and j are

involved in this example, whose relation matrix is as follows:

A2 =

⎛
⎝ 0.5 0.2

0.2 0.5

⎞
⎠
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Fig. 5.3: Different kinds of event aggregation. 1) aggregation of two primitive events of
the same event type. 2) aggregation of two primitive events of different event types. 3)
aggregation of two composite events.

The case 1 is the aggregation of two primitive events e1 and e2 of the same event type i.

Ci denotes the common data in all events of this event type, while Ue1 and Ue2 denote the

unique data in individual event e1 and event e2, respectively. The numbers annotated in

the figure denote the data amount of corresponding information. When event e1 and event

e2 aggregates, the result shown in the right has a data amount of 1.5. This matches the

result using our rule 1 in which the computation is 1 + 1− 0.5× 1 = 1.5.

The case 2 is the aggregation of two primitive events e4 and e5 of event type i and

j, respectively. Cij denotes the common data in event type i and j, and C ′i denotes the

common data in the events of event type i, excluding Cij . That is C ′i = Ci − Cij . C ′j is

similarly defined. The aggregated event e6 has a data amount of 1.8, which matches the

result using rule 1 in which the computation is 1 + 1− 0.2× 1 = 1.8.

The case 3 is used to validate rule 3. e6 is the result of the case 2. e9 is a similar

aggregation result with e6, but from event e7 and e8. The ground truth of the aggregation
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result is event e10 shown in the right. According to rule 3, S = {i, j}, T1 = {i, j}, T2 = Ø,

the computation result is 1.8 + 1.8 − 1 × ((0.5 + 0.5) − 0.2)=2.8. It matches the ground

truth quite well.

Now we discuss the gap in aggregation function of two composite events. We have the

following definitions:

Definition 3: The difference in aggregation function between event A and event B is

defined as aggregation function gap between A and B, denoted by AFG(A,B).

Definition 4: The difference in aggregation function between event A and its home base

event is defined as aggregation function gap of A, denoted by AFG(A).

We have used relation matrix to describe the aggregation functions. Therefore we can

use the norm [GVL96] of the relation matrix to compare the aggregation functions, which

maps a relation matrix into a real number. There are different forms of norm including

Manhattan norm, Euclidean norm, p-norm etc. [GVL96]. All these forms are equivalent

to describe the difference of matrixes. We adopt Manhattan norm of A2 in this work. If

different events have different effects on the event aggregation, weighted norm can be used.

If more accurate aggregation result is needed, the relation matrix A3, A4... can further be

taken into account.

For example, the aggregation functions of composite event ce1 and ce2 are as follows,

we then compute the aggregation function gap between A and B.

Ace1
2 =

⎛
⎝ 1 0.5

0.5 1

⎞
⎠ ;Ace2

2 =

⎛
⎝ 0.5 0.2

0.2 0.5

⎞
⎠

AFG(A,B) = (1 + 0.5 + 0.5 + 1)− (0.5 + 0.2 + 0.2 + 0.5) = 1.6
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Algorithm 9: Event Aggregation Tree Determination Algorithm (EATD)

Input : cej , T = {T1....Tm}, BE = {cev1 ....cevm} //event aggregatiopn tree repository T ,
base event set BE, Ti is built from cevi

, cej is an event need to determine the event
aggregation tree

Output: event aggregation tree for event cej
Function: deterEventAggTree(cej , T, BE)

1 if cej ∈ BE then //base events
2 find the base event cevi such that cevi = cej
3 Tresult = Ti

4 else //non-base events
5 find the base event sets BE′ such that lk ≤ lj (cevk ∈ BE′).
6 find a base event cevi such that αi(lvi − lj) + βi|afvi − afj | (cevi ∈ BE′) is minimized
7 Tresult = Ti

8 end
9 return Tresult

5.5.3 Home Base Event Selection

In this section, we discuss the solution of home base event selection for Phase 3. For base

events, there is not a concern because its home base event is itself and the event aggregation

tree is already optimal, which is guaranteed by DBEA. The difficulties exist in the non-base

events. For each non-base event, we need to determine its home base event and conduct

the aggregation.

Assume that the base events are already determined and for each base event an event

aggregation tree is built using DBEA. Each non-base event need select one of them to per-

form event aggregation and ensure that the latency constraint and performance constraint

are satisfied. The selection needs to consider both latency and aggregation function.

An example is used to demonstrate the selection. We assume that there are three base

events ce1, ce2, and ce3, with latency constraint l1, l2, and l3, respectively. l1 < l2 < l3. The

aggregation functions of them are af1, af2 and af3, respectively. The aggregation function

is described using the Manhattan norm of relation matrix A2. An non-base event cei with

latency constraint li and aggregation function afi needs to determine its home base event.
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(l2 ≤ li < l3). Both the weight αi and βi of cei are 1 (see Eq. 5.1).

We consider latency constraint first. To meet the latency constraint, cei should choose

ce1 or ce2 as its home base event. Then we take the aggregation function together into

account. According to our objective in Eq. 5.1, we need to minimize the gap in latency

constrain and aggregation function between cei and its home base event. In this example,

we choose ce1 or ce2, depending on which one minimizes the objective function (li − lj) +

|afi − afj |, (j = 1, 2).

We summarize the policy to select home base events as follows:

Given event ei with latency constraint li and aggregation function afi, its home base

event is the base event with latency constraint lj and aggregation function afj , such that 1)

lj ≤ li, and 2) αi(li − lj) + βi|afi − afj | is minimized among all base events.

Based on our analysis, we propose Algorithm 9 for Phase 3, to determine a proper event

aggregation tree for any composite event. According to the algorithm, each base event uses

its own event aggregation tree to conduct the aggregation (line 1-3). Each non-base event

uses the aggregation tree of its base home event to conduct the aggregation (line 4-7). With

this home base event selection, the latency constraint is guaranteed. This algorithm also

try the best to minimize the performance degradation. However, the optimal value is still

subjective to the selection of base events. Moreover, the performance constraint may not be

satisfied without proper base events. We then further discuss the selection of base events

in the next section.

5.5.4 Base Event Selection

In this section, we discuss the solution of Phase 1, to select the base events.

We group all the events according to their latency constraints and in each group further

group them according to their aggregation functions. Without loss of generality, we assume

that there are a number of n different latency constraints li(i = 1...w). For events with
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Fig. 5.4: Event distribution graph grouping by latency constraints

latency constraint li, the number of different aggregation functions is afni. A such example

can be seen in Fig. 5.4.

We propose a two-level dynamical programming approach to select base events. In the

outer dynamical programming process, the latency constraints are considered as stages.

In each stage, we try to determine how many base events are needed. The objective is to

minimize the weighted sum of latency gap and the aggregation function gap of all the events.

The constraints are that the total number of base events is m and all events should satisfy

the performance constraint. We can see if one stage is determined, the further computation

is not related to the previous stages according to our non-base event aggregation policy,

which is suitable for dynamical programming.

In stage li, we need determine how many base events needed and also which events

are selected as base events. We called this sub-problem Latency Constraint Fixed Base

Event Selection (LFBES). Supposing we begin to select a number of s of m composite

events (e1, e2, ...en) as base events in this stage, we need minimize the total aggregation

function gap subjective to the performance constraint. Generally, the base events of these

s composite events can also be the events with a latency constraint less than li, according

to our home base event selection. However, if we exhaust all of them, the state space will

increase dramatically. We use an approximation approach to overcome this problem: the

base events only select their home base events having a latency constraint li. We solve this
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problem also by dynamic programming [Ber05], inspired by video summary [LSKG05].

We use Dk
t to denote the minimum total aggregation gap in the state that k base events

are selected after considering composite events e1, e2, ...et. P
k
t denotes the base event with

maximum ID corresponding to Dk
t . We introduce two virtue composite events e0 and en+1

for the ease of discussion. af0 = 0 and afn+1 = ∞. Composite events e0 is assumed as a

additional base event.

The solution is started from:

D0
1 =

m∑
i=1

afi, P 0
1 = 0 (5.2)

Dr
1 =

m∑
i=1

(afi − af1), P r
1 = 1 (r ≥ 1) (5.3)

After we considered Dk
t , when we choose one more event ej as the base event, the

increased profit is

et,k,j =

m∑
i=Pk

t +1

[|afi − afPk
t
| − min

s∈{Pk
t ,j}

|afi − afs|] (5.4)

It is noticed that when ej is added as the base event, the home base events of ePk
t
,..., ej are

determined, which is either ePk
t
or ej . We must guarantee ePk

t
,..., ej satisfy the performance

constraint. We defined v(Dk
t , t) = true if all these events satisfy the performance constraint,

and false otherwise.

Then the following is the recursive function:

Dk
t = min ( min

1 ≤ j ≤ t− 1

v(Dk−1
j , t) = true

(Dk−1
j − ej,k−1,t), Dk

t−1) (5.5)

P k
t =

⎧⎨
⎩
P k
t−1, Dk

t = Dk
t−1

argmin
1≤j≤t−1

(Dk−1
j − ej,k−1,t), otherwise

(5.6)

For any specific m, we can reversely traverse the Pm
n+1 to get the base events selected to

meet the performance constraint. In this process, we observed that among all aggregation

functions, the most effective ones are selected firstly and make the aggregation function
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gap decrease quickly. With s increases, more aggregation functions are selected to further

decrease the gap but the improvement is marginal. The property can be analyzed by a

convex non-decreasing function. To meet the performance constraint, the minimal number

of base events needed for stage li is denoted by mni.

After we solved LFBES, we continue our base event selection. Sr
li

denotes the state

covering from l1 to li and considering a number of at most r base events. Correspondingly,

Dr
li
describes the objective value of Sr

li
, P r

li
records the maximum base latency constraint

in Sr
li
, and Qr

li
denotes the number of base events with P r

li
. For latency constraint lj , if

s events are selected as base events, the total gap between them and all the events with

lk(lk ≥ lj) is defined as g(lj , s, lk). mni is the minimum number of base events for latency

constraint li, which is calculated by LFBES.

The starting function is

Dr
l1 =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

n∑
i=1

(αili + βiafi), r ∈ [0,mn1)

lw∑
t=l1

g(l1, r, t), r ∈ [mn1,min(m, afn1)]

D
min(m,afn1)
l1

, r ∈ (min(m, afn1),m]

(5.7)

P r
l1 =

{
0, r ∈ [0,mn1)

1, r ∈ [mn1,m]
(5.8)

After we consider latency constraint lj and s base events, if a number of k base events

with constraint li are selected, the increased profit is

elj ,s,li,k =

lw∑
t=li

d(lj , s, t)− d(li, k, t) (5.9)

Then the following is the recursive function:

Dr
li
=

⎧⎪⎪⎨
⎪⎪⎩
Dr

li−1
, r ∈ [0,mni)

min
mni≤k≤min(m,afni)

{Dr
li−1

, Dr−k
li−1

− e
P r−k
li−1

,Qr−k
li−1

,li,k},
r ∈ [mni,m]

(5.10)
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P r
li
=

⎧⎨
⎩
P r
li−1

, Dr
li
= Dr

li−1

argmin
mni≤k≤min(m,afni)

(Dr−k
li−1

− e
P r−k
li−1

,Qr−k
li−1

,li,k
), otherwise

(5.11)

The final result is obtained from Dm
lw

and corresponding values.

Since the state space of the solution is still very large, we want to further decrease it. We

adopt a FPTAS (Fully Polynomial Time Approximation Scheme) proposed in [HKL+08,

HKM+09] to get a K-approximation result. In traditional DP, all the states need to be

exhausted while in this approach, a sub set of the states called weak K-approximation set

represents the whole space.

For a nondecreasing function ϕ : [0, ....U ] → Z+, its weak K-approximation set is an

ordered set W = {i1 < ....ir} such that

1) {0, U} ⊆W ⊆ [0, ....U ]; and

2) for each k = 1 to r − 1, if ik + 1 > ik + 1 then ϕ(ik + 1) ≤ Kϕ(ik).

Based on this weak K-approximation set, we can define a K-approximation function

ϕ′ : [0, ....U ] → Z+ such that ϕ′(x) = f(ik+1), ik < x < ik+1. In this way, the states of a

function is polynomially bounded by the input size.

For our problem, in each step of calculation Dr
li
, we need all the values of Dr

li−1
, which

needs large amount of computation. We observed thatDr
li
in fact is a nondecreasing function

of r, we can use a K-approximation function to reduce the computation complexity and get

a K-approximation result. The detailed approach is shown in Algorithm 10.

This algorithm follows the stages of dynamic programming to calculate the results. In

each stage, Function selectBaseEvents first obtains the weak K-approximation set (line 2)

and then builds the approximation function (line 3-5). After that, the algorithms records

the results in D,P,Q for the computing of the next iteration. Function weakSet is called to

build the weak K-approximation set of Dr
i . Different functions are used to generate the set

according to if the stage is the first stage (line 1-5). After that, a binary search is used to
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Algorithm 10: FPTAS Base Event Selection Algorithm (BES)

Global: li, afni(i = 1...w),m,K, D,P,Q
//li, afni(i = 1...w): the composite events form w groups according to latency constraint. In
group i, the events have the same latent constraint li and a number of afni aggregation
functions. m: the max number of base events. K the approximation ration. D,P,Q: Results
of the dynamic programming.

Output: selected base event in form of Dm
lw

,Pm
lw

and Qm
lw

Function: selectBaseEvents(m)
1 for i = 1 to w do
2 Wli= weakSet(li,K)
3 Let D̄li be the K-approximation function of Wli

4 foreach r ∈ (min(m, afni),m] do

5 add r to D̄li , with the function value of D̄
min(m,afni)
li

6 end
7 for r = 0 to m do
8 calculate and record Dr

li
,P r

li
and Qr

li
using Dli

9 end

10 end
11 return Dm

lw
,Pm

lw
and Qm

lw

Input : li // li: latency constraint
Output: the weak K-approximation set of the event group with the latency constraint li
Function: weakSet(li, K)

1 if li = l1 then
2 set function f as Eq.5.7, the number of base events r is the input variable

3 else
4 set function f as Eq.5.10, the number of base events r is the input variable
5 end
6 generate the weak K-approximation set Wli of Dr

li
using function f where

r ∈ [0,min(m, afni)]. The LFBES algorithm is called to calculate the detailed base event
selection.

7 return Wli

get the weak approximation set. The detailed algorithm can be see in [HKL+08]. During

this process, the LFBES is called to determine the detailed selection of base events. It is

clear that Dli and LFBES are not called only for several possible cases, and hence reduce

the computation greatly.

Combining the solution of base event selection with base aggregation tree building (Sec-

tion 5.4) and home base event (Section 5.5.3), we complete the solution of EALA.
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5.5.5 Discussion

In this section, we discuss some extension of our solution and also possible solutions for

the problem variants discussed in Section 5.2.6.

In LFBES, we take a simplification to consider the performance constraint for the events

with base latency constraints. The home base events of them are just selected among the

events with the same latency constraint. If considering this problem more strictly, we need

consider the events with a latency constraint less than that. This can be implemented when

taking the outer dynamic programming which considers Dr
li
and Dk

li
, eliminate the events

whose performance constraints are already guaranteed by the base events with the latency

constraint less or equal to P r
li
. Similar works can be applied to all the latency constraint

groups and then the solution is revised to satisfy the strong performance constraint. For

the multi-level performance constraint, we assign different performance constraint values for

different composite events. With respect to an alternative objective function of maximizing

desirable event population, we can replace the objective value with the the number of events

satisfy the constraints.

5.6 Simulation

This section presents the simulation results of our approach. The purpose of the simu-

lation has two parts. The first one is to confirm our claims in previous sections. The second

one is to compare our approach with existing approaches in different situations. The result

reveals three issues. First, DBEA strictly meets the latency constraint and fully utilizes the

aggregation to reduce the energy consumption. Second, our approach outperforms existing

approaches for multiple events in a wide of situations. Third, the FPTAS in our approach

leads to a desirable performance.
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Fig. 5.5: An example of WSN in the simulation
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Fig. 5.6: An example of DBEA’s result

5.6.1 Simulation Setup

We generate WSNs for the simulation based on the random graph model proposed by

Waxman [Wax88], which is one of the most common models used in WSN research. We

modified it a little by adding a max communication range constraint. In that model, the

sensor nodes are randomly distributed in the area and the edges are added between any

pair of sensor nodes. A edge between node u to node v exist with a probability as following:

P ({u, v}) =
⎧⎨
⎩βe

−d(u,v)
αL , d ∈ [0, rc]

0, d /∈ [0, rc]
(5.12)

where d is the Euclidean distance from node u to node v, L is the maximum distance

between any two nodes, rc is the maximum communicate distance of a node, and α and β

(0 < α, β ≤ 1) are two parameters to control the network structure. A larger value of β

generate a graph with larger average node degree and a larger value of α makes a larger

ratio of long edges relative to shorter edges for a node. In our simulation, we put 200 nodes

into a 20 × 20(m2) space. A edge between a pair nodes denotes a possible communication

link between these two nodes. The parameters are set as α = 0.3, β = 0.4.

We use energy consumption as the performance metric in event aggregation. We follow

the energy consumption model used in [LLD06]. Assuming the packet with data amount I

and transmission distance d, the transmission cost is I(δdγ + ε)(0 < d ≤ rc), where ε is the
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Fig. 5.7: The performance of DBEA

energy consumption on the transmitter and receiver circuit for one bit information and γ

and δ are two parameters to reflect the radio transmission characterizes. In our simulation,

the parameters are set that γ = 2, δ = 100(pJ/bit/m2), ε = 40(nJ/bit). The number of

hops are used to describe the latency.

Assuming there are a number of n senor nodes in the WSN, we randomly choose one of

them as the sink node and a number of θn senor nodes as the source nodes. θ = 0.33 in our

simulation. The primitive events are evenly distributed in the source nodes. A example of

the WSN in our simulation is shown as Fig. 5.5. The sink node is in red color and largest

marker width, the source nodes is in blue color and a large marker width, normal node is

in black color and only a point.

We run 100 runs to get each data point in Fig. 5.7 to Fig. 5.13. The confidence level is

0.95.

5.6.2 The Performance of Delay Bounded Event Aggregation Algorithm

DBEA is used in our solution to construct the optimal event aggregation trees for

individual composite events. In this section, we check the effectiveness of this algorithm in

different latency constraints and aggregation functions.

We randomly generate WSNs and control the minimum latency of them (i.e. the depth
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of SPT in WSNs) as 4. A collection of primitive events with an aggregation function of N0

(‖A2‖ = 0) are distributed in the WSN. Afterwards, the sink node issues a set of composite

events with the ID from 0 to 20, and with the latency constraints from 0 to 25, respectively.

We call DBEA to build the event aggregation trees for these composite events. An example

of DBEA’s result is shown in Fig. 5.6. The latency of the event aggregation trees are checked

and reported. If the latency is large, there is more aggregation opportunities in the event

aggregation tree. However, the latency also must be less than the requested latency to meet

the latency constraint. The simulations are repeated with different aggregation function

N1(‖A2‖ = 1), N2(‖A2‖ = 2) and N3(‖A2‖ = 3). The result is shown in Fig. 5.7.

All the latencies of the event aggregation trees obtained by DBEA are between the mini-

mal latency and the requested latency, which denotes that all latency constraints are strictly

met. Meanwhile this approach always has a better performance compared with simply se-

lecting the minimal latency. Growing benefits goes with increasing aggregation functions.

The event aggregation tree obtained according to N3 is longer than the aggregation tree

obtained according to other aggregation functions. For event 12, the latency of the event

aggregation tree with N3 is 13, while that with N0 is only 8. This is a desirable result

since the aggregation function N3 has a larger norm of the aggregation function compared

with N0, N1 and N2. The increased latency in the event aggregation tree enable more

aggregation opportunities. DBEA adapts to different aggregation function quite well.

5.6.3 The Performance of Event Aggregation Considering Multiple Com-
posite Events

Several simulations are undertaken to investigate the performance of our approach in

the event aggregation of multiple composite events. For comparison, we choose several

baseline algorithms for comparison including full aggregation, average aggregation and ran-

dom selection. In full aggregation, the minimum latency constraint and fully aggregation
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Fig. 5.9: The performance of our approach
with different number of base events

function are used for all composite events to build the event aggregation tree. The average

aggregation analyzes all the aggregation functions and calculates an average one to build

the event aggregation tree. Random selection uses multiple base events like our approach,

but only selects them randomly. We take the simulations with different number of events

and different number of base events. The results are shown in Fig. 5.8 and 5.9.

In Fig. 5.8, we fix the number of base events as 20 and change the number of events

from 20 to 100. As the result, our approach always has the least energy consumption among

these four approaches. One interesting thing in the result is that the energy consumption

of average aggregation is almost the same with that of full aggregation, which means the

calculation of average value has limited help. This is because with the diversity of the events,

only one average value cannot effectively help to decrease the latency gap and aggregation

gap. Random selection and our approach use more base events hence have much better

performance. When the number of events is 20, it saves 50% energy compared with fully

aggregation. As the number of events increases to 50, the energy saved decreases to 30

percent but the quantity is increased to 1.5 × 106(J). Between our approach and random

selection, our approach always has better performance.

In Fig. 5.9, we fix the total number of events as 1000 and the number of latency con-

straints as 10, then change the number of base event from 0 to 40. The result in this
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Fig. 5.10: the performance of LFBES

simulation can serves as a guideline to decide proper number of base events in the system.

As shown in the figure, the energy consumption decreases sharply from 0 base event to 20

base events. In our approach, about 35% energy is saved. When the base events are more

than 20, the curve decreases much more slowly. From 20 base events to 40 base events, less

than 10% energy is saved. So in this system, 20 base events is a proper choice. According to

this figure, our approach outperform other approaches in terms of quantity and decreasing

speed.

5.6.4 The Performance of Latency Constraint Fixed Base Event Selection

LFBES is a subroutine in our solution to determine the optimal base event selection in

a group of events with the same latency constraint. We have analyzed that the property

of LFBES result can be analyzed by a convex non-decreasing function. Now we use the

simulation to confirm it. The result is shown in Fig. 5.10.

We show the relation between aggregation gap and the number of base events. The

result is repeated with different number of events of 100, 200, 400 and 600. We can clearly

seen that the curve is like a convex non-decreasing function in all these situations. At

beginning, the aggregation gap decreases very quickly with the increase number of base

events. After a threshold, the decrease in aggregation gap is quite little. This property is

very useful. First, it justifies that why we choose the LFBES to reduce the state space.
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Second, we can use appropriation such as FPTAS to further reduce the complexity of the

algorithm.

5.6.5 The Performance of the FPTAS-based Approach

In this section, we demonstrate the performance of the FPTAS-based approach used in

base event selection. We will show that the complexity is greatly reduced using FPTAS-

based approach compared with standard dynamic programming (SDP). We also compare

the performance of the FPTAS-based approach with different values of K. The results can

be seen in Fig. 5.11-5.13.

The performance of dynamic programming depends on several factors: the number of

stages, the number of states in each stage, and the number of actions resulting in one state.

Using FPTAS-based approach, we can greatly reduce the number of states needed to be

investigated. We show that this improvement is useful with the increasing number of events,

increasing number of latency constraints, and increasing number of base events.

As shown in Fig. 5.11, we fix the number of latency constraints as 10 and the number

of base events as 20, then change the total number of events from 100 to 1000. We can

see the execution time of standard dynamic programming increases very quickly, reaching

1200ms when there are 1000 events. The execution time of the FPTAS-based approaches

increases much slower than it. For the FPTAS-based approach with a K larger than 1.005

(which means 0.5% relative error), the execution time is quite stable and always less than

400ms. We also can see that there exists an optimal value of K considering the reduction of

execution time. This value is near 1.005, and a larger value only results in marginal reduction

of execution time but suffer relatively large accuracy loss. Comparing the FPTAS-based

approach having K = 1.9 with the one having K = 1.005, the relative error is increased by

179 times but the execution time is only reduced by 16% when there are 1000 events.

As shown in Fig. 5.12, we fix the total number of events as 1000 and the number of base
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event as 20, then change the number of latency constraints from 10 to 40. The result is quite

similar with Fig. 5.11. It shows the number of latency constraints has similar effect on the

execution time. The FPTAS-based approach with a K of 1.005 saves 52% execution time

compared with standard dynamic programming, when the number of latency constraints is

40. An optimal value of K also exists around 1.005.

As shown in Fig. 5.13, we fix the total number of events as 1000 and the number of

latency constraints as 10, then change the number of base event among 1, 10, 100, 1000. We

can see that the execution time of standard dynamic programming is exponential increased.

This is true since it is a pseudo polynomial algorithm. Using the FPTAS-based approaches,

we can make the complexity of the algorithm fully polynomial with a bounded accuracy

loss.
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In practice, the application may have fixed number of latency constraints or allow the

user to specify the events with arbitrary latency constraint. According to above simulation

results, we can see that in both cases the FPTAS-based approach can save much execution

time. Moreover, our approach is not sensitive to the number of base events compared with

standard dynamic programming, therefore it is suitable for large-scale applications.

5.7 Summary

In this chapter, we investigated the aggregation of multiple composite events with d-

ifferent latency constrains and aggregation functions. Latency constrain and aggregation

function are two important factors impacting the structure of an optimal event aggregation

tree. We proposed a three-phase solution for this problem, including base event selection

phase, base aggregation tree building phase, and aggregation phase. In the base event

selection phase, we select some of composite events as base events and then build their

aggregation trees, while the other composites share these trees to avoid overhead including

energy consumption, memory, etc. We use dynamical programming to choose these base

event to ensure desirable aggregation performance for different composite events. FPTAS-

based approach is further proposed for our problem to reduce the computation complexity.

In the base aggregation tree building phase, we proposed the Delay Bounded Event Ag-

gregation Algorithm (DBEA) to build the event aggregation tree for a specific composite

event. This tree considers both latency constraint and aggregation function. In the aggre-

gation phase, actual event aggregation is performed to detect composite events. Simulation

results show that significant energy (up to 35% in our system) can be saved by using our

algorithms.
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Chapter 6

Fault-Tolerant RFID Reader
Localization

In this chapter, we investigate the fault-tolerant RFID reader localization problem. We

propose a new approach which can tolerate long-lasting reginal fault, an important kind

of fault in RFID reader localization, and define quality index to measure the accuracy of

a localization result. This chapter is organized as follows: Section 6.1 is the overview of

this work. Section 6.2 describes the problem and the system models. Section 6.3 describes

our solution. Section 6.4 extend our solution to network localization based on multidimen-

sional scaling method. Simulation and experiment results are reported in Section 6.5 and

Section 6.6, respectively. Finally, Section 6.7 concludes this chapter.

6.1 Overview

RFID reader localization is an important application of event inference, where the de-

tected RFID tags are used to infer the location of the RFID reader. It is challenging since

various RFID faults may occur.

We target the systems which provide localization service in a large region (e.g. a shop-

ping mall, a warehouse, etc.), where the infrastructure provider cannot afford expensive

RFID readers or on-site maintenance which may disturb normal operations. Instead, the
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infrastructure provider can place a collection of cheap passive RFID tags in the region, and

install readers at the user side (e.g. at shopping carts, forklifts, etc.). The readers are of

a relative small number and easier to maintain in these applications. With the advance of

RFID devices, we even can expect that a human being takes a phone-size RFID reader for

localization in the future.

One fundamental problem of reader localization is how to handle the faults frequently

occurred in the localization process. The faults can be caused by complex radio propagation,

environment interference, or hardware failures. Many researchers have noticed this and

proposed some countermeasures utilizing spatial/temporal redundancy [NLLP03, SWJ+05,

LL06]. A tag’s fault can be corrected by its neighboring tags or through multiple tag

readings. However, these approaches cannot work in the situation that faults exist in a

large region and last for a long time, which is called long-lasting regional fault in this work.

Unfortunately, this kind of fault is not uncommon in RFID applications. For example, an

object to be located happens to be near a metal equipment. Due to shielding effect, all the

tags around the metal equipment cannot respond to the reader during the whole localization

process. One more example is the localization near walls, corners or other objects. It is

difficult to locate the target object in such circumstance since the identification region is

deformed and quite different from that in an open region [WWT07]. Long-lasting regional

fault causes serious localization error if not carefully considered.

Another problem of existing approaches is the lack of quality measurement of local-

ization results. Since RFID faults occur frequently and the causes are complex in most of

applications, a measurement representing the confidence of a localization result is important

for the user. When the quality of a localization result is below a threshold, the user can take

further actions. This kind of quality information is critical to designing hybrid localization
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methods, in which the quality information can trigger the transition among different meth-

ods. The quality information is also useful for the network localization applications that

involve multiple objects. For example, the multidimensional scaling method (MDS) [CC01]

can utilize the objects’ initial inaccurate locations and corresponding quality information,

together with their inter-distances to perform joint optimization to increase the localization

accuracy.

In this work, we first formally categorize the RFID faults in RFID reader localization.

Then we propose an approach which is tolerant of long-lasting regional fault utilizing ge-

ometric knowledge of the identification region and linear second-order cone programming.

We measure the quality of a localization result using quality index defined by us. Both

2D and 3D localization are discussed. After that, we extend our work to network localiza-

tion applications where multiple objects need to be localized. We adopt MDS as the basic

method, and provide the locations and quality index obtained by our approach to MDS as

necessary input for further optimization. Extensive simulations and a real system are used

to validate the effectiveness of our approach. In summary, this chapter makes the following

specific contributions.

• We formally categorized the RFID faults in RFID reader localization.

• We proposed an effective localization approach which can tolerate long-lasting regional

fault.

• We proposed quality index to measure the quality of a localization result obtained by

our approach.

• We integrated our method with MDS to solve the network localization problem. The

locations and especially quality index provided by our approach are validated helpful

to further improve the localization accuracy.
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6.2 System Model

Our work is based on the following system models about localization scenarios and RFID

faults.

6.2.1 RFID Reader Localization of Individual Objects

We first describe the localization model of individual objects. For consistency, we adopt

a system model similar to [WWT07, BP08]. As shown in Fig. 6.1, a hexahedron (i.e. a

warehouse, a reading room, etc.) has the length, width and height of L, W , H, respectively.

A set of reference tags are deployed in the floor and ceiling of the hexahedron, in a grid

with the spacing of d (d is large enough to avoid the interference among tags). With an

arbitrary coordinate system, the coordinates of the reference tags are known in advance. A

target object carrying an RFID reader is in the hexahedron and needs to be located. The

identification region of the reader is assumed to be a sphere. When projected on the ceiling

or floor, the identification region is a circle with the radius of rc and rf , respectively. For

2D localization, the radius is simply denoted by r. We refer the projected identification

region in an ideal environment as ideal identification region in this work. The localization

depends on RFID identification process, in which the tags detected successfully by the

reader are called activated tags and the others are called un-activated tags. The activated

tags having both activated tags and un-activated tags as neighbors are called border tags.

The environment is not assumed perfect and faults occur frequently.

There are two objectives in this problem: 1) to locate the target object with the mini-

mum error; 2) to provide quality information of the localization result to the user.

Several issues need to be emphasized. First, this model is applicable to both 2D and

3D localization. In 2D localization, only the reference tags in the ceiling or in the floor are

needed, but not both. Second, sphere identification region is not necessary. We first assume
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Fig. 6.1: RFID-based localization model

this for convenience in discussion and relax it in Section 6.3.6. Third, it is a range-free

model. The reader only provides the information which tags are detected.

6.2.2 RFID Network Localization

In real applications, it is quite often that there are multiple objects forming a network

needed to be localized. We assume that there are a number of n objects randomly dis-

tributed in a 2D area that has the length of L and the width of W . Each object utilizes

an RFID reader localization method to obtain its own location and corresponding quality

information, following the system model described in Section 6.2.1. Due to RFID faults,

the localization results are inaccurate. Each object measures the distance from its neigh-

bors through different techniques. For example, ranging techniques based on RSS, TOA, or

TDOA leveraging various sensors equipped in the objects [WGD10], or based on adaptive

transmission power of RFID reader assuming that each object is equipped with an RFID

reader and also an RFID tag [AAHI10]. All the information is gathered to a central serv-

er and an optimization process is performed there. The objective is to determine all the

locations of these objects with minimum average error.

Different with existing network localization methods [WZYB08, SW11], we do not simply

classify objects into anchor nodes whose location are determined and non-anchor nodes
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Fig. 6.2: Different RFID faults in the localization process

whose location are not determined. Instead, each object in our model has an initial location

and corresponding quality index, and thus is more generic.

6.2.3 RFID Faults

RFID faults are classified into two categories: unintended reading and missing reading.

As shown in Fig. 6.2(a), unintended reading denotes that the tags outside the ideal identifi-

cation region are read, while missing reading denotes that the tags in the ideal identification

region are not read.

For unintended reading, the solution is based on the assumption that the further a tag is

from the reader, the lower probability it has to be detected. By reading the tags for multiple

times [BHE00, SWJ+05], or assigning different weights to the tags [NLLP03, LL06], the

effect of unintended reading (especially the readings far from the ideal identification region)

can be effectively eliminated.

Missing reading is further classified in temporal dimension and spatial dimension. In
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temporal dimension, there are intermittent fault and long-lasting fault. In spatial dimension,

there are spot fault and regional fault. The combination of long-lasting fault and regional

fault is called long-lasting regional fault, which denotes that faulty tags are dominant in a

region and fail to respond to the reader in a continuous time duration.

If a fault is not a long-lasting regional fault, it can be handled similarly using above-

mentioned multiple times reading method based on spatial/temporal redundancy. However,

long-lasting regional fault is difficult to deal with because the fault is continuous in both

spatial dimension and temporal dimension. Unfortunately, this fault is not rare in the RFID

applications. In this work, long-lasting regional fault is our major concern. Specifically, we

assume that the faults last during the whole identification process. And in the rest of this

section, we discuss more about the regional fault.

In the localization process, we use activated tags to infer the reader’s identification

region. We define activated region to denote the inferred region:

Definition 1 (activated region): Given an activated tag set A, the activated region

inferred by A is defined as the convex hull of the activated tags, denoted by conv(A).

Due to RFID faults, some tags may not be identified, so the activated region may be

different from the ideal identification region. We build a polar coordinate system with the

pole of the reader. Observing the difference between the ideal identification region and the

activated region, we have three basic types of regional fault: pure angle loss, pure radius

loss and mixed loss. More complex faults are the combinations of them. The examples of

them can be seen in Fig. 6.2(b)-6.2(d), and the formal definitions are as follows:

Definition 2 (pure angle loss): Compared with ideal identification region ρ = φ(θ)(0 ≤

θ ≤ 2π), an activated region with pure angle loss is defined as ρ = φ(θ)(θ′ ≤ θ ≤ θ′′, 0 ≤

θ′ ≤ θ′′ ≤ 2π). The angle loss is defined as 2π − (θ′′ − θ′).

Definition 3 (pure radius loss): Compared with ideal identification region ρ = φ(θ)(0 ≤

127



Complex Event Detection in RFID and Wireless Sensor Networks, PhD Thesis, ZHU Weiping

θ ≤ 2π), an activated region with pure radius loss is defined as ρ = φ′(θ)(0 ≤ θ ≤ 2π, 0 <

φ′(θ) ≤ φ(θ)). The max radius loss is defined as maxθ(φ(θ)− φ′(θ)), and the affected angle

is defined as
∫
φ′(θ) �=φ(θ) dθ.

Definition 4 (mixed loss): Compared with ideal identification region ρ = φ(θ)(0 ≤ θ ≤

2π), an activated region with mixed loss is defined as ρ = φ′(θ)(θ′ ≤ θ ≤ θ′′, 0 ≤ θ′ ≤ θ′′ ≤

2π, 0 < φ′(θ) ≤ φ(θ)). The angle loss is defined as 2π − (θ′′ − θ′), the max radius loss is

defined as maxθ(φ(θ)−φ′(θ))(θ′ ≤ θ ≤ θ′′), and the affected angle is defined as
∫
φ′(θ) �=φ(θ) dθ.

6.3 RFID Reader Localization

In this section, we propose an RFID reader localization approach which can tolerate

long-lasting regional fault and provide corresponding quality information. This approach is

for the localization of individual objects. We first invetigate it in 2D area in Section 6.3.1-

6.3.6, and then extend it to 3D area in Section 6.3.7.

6.3.1 Basic Method

It is known that the ideal identification region of a reader in the ceiling/floor of the

hexahedron is a circle centered with the reader. The purpose of localization is to find the

circle center with the help of activated tags. The tags are processed firstly to filter out

unintended readings. Then we discuss how to handle missing reading as follows.

In existing works such as the active scheme of Wang et al. [WWT07] (Wang’s active

scheme for short) and the centroid method [NLLP03, BP09], the activated region is just

viewed as the reader’s ideal identification region. The tags with intermittent fault or spot

fault are corrected into activated tags utilizing spatial/temporal redundancy. However, this

cannot work in the presence of long-lasting regional fault, making the localization result

deviate from the real location (see Fig. 6.3). To overcome this drawback, we propose a

method which makes all activated tags included in the ideal identification region. We
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Fig. 6.3: An example to illustrate the difference between ATI and existing approaches.
There is a regional fault with angle loss of 3π/4.

call this method ATI (Activated Tag Included Method). ATI fully utilizes the geometric

knowledge of the identification region hence has a better performance.

Let activated tags have the coordinates {(xi, yi) |i = 1...n}. ATI is formulated as follows:

min rf

st. (xi − xf )
2 + (yi − yf )

2 ≤ r2f (i = 1...n)
(6.1)

The above formulation can be transformed to be a linear second order cone program-

ming. Let I be the identity matrix, and wi = (w1
i , w

2
i , w

3
i )

T be a variable vector. The

problem is to determine xf , yf , rf , wi(1 ≤ i ≤ n) such that

min rf

st. I ·wi =

⎛
⎜⎜⎝

xi − xf

yi − yf

rf

⎞
⎟⎟⎠ , 1 ≤ i ≤ n (6.2)

√
(w1

i )
2 + (w2

i )
2 ≤ w3

i , 1 ≤ i ≤ n

We obtain the result using SDPT3 4.0 [TTT99] which is a Matlab software package to solve

the linear cone programming problem with interior point method.

An example of ATI and other methods is shown in Fig. 6.3. The reader’s location is of

a great deviation when determined by Wang’s active scheme or the centroid method, but
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quite accurate when determined by ATI.

6.3.2 Accuracy Analysis in Pure Angle Loss

We analyze the effectiveness of ATI in the presence of pure angle loss. Three theorems

are obtained, where the radius of the ideal identification region is denoted by r.

Theorem 3. In pure angle loss, if the angle loss is less than π, the circle determined by

ATI has the radius at least r.

Proof. As shown in Fig. 6.4(a), the activated region is a circular sector, and the angle loss is

θ. Since θ < π, we always can find a diameter AB of the ideal identification region included

in the activated region. |AB| = 2r. When ATI determines a circle with minimum radius say

r′ including all activated tags, point A and B must be included in that circle. According to

the property that the length of a diameter is the maximum length between any two points

in the circle, we have 2r′ ≥ |AB| = 2r, so r′ ≥ r.

Theorem 4. In pure angle loss, if the angle loss is not less than π, a circle with the center

rather than the reader’s exact location and the radius less than r can be found as a feasible

solution of ATI.

Proof. As shown in Fig. 6.4(b), the circular sector ÂOB is the activated region and the

angle loss is θ. We connect point A and B using a line and get the midpoint O′ as the new

circle center. Since θ ≥ π, we have |AO′| = |BO′| < |AO| = r. For an arbitrary point C in

arc AB, we also have |CO′| < r. So at least we can find a circle with the center of O′ and

the radius less than r to include all activated tags.

θ

(a) angle loss θ < π

θ

(b) angle loss θ ≥ π

Fig. 6.4: Different situations in pure angle loss
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Fig. 6.5: Key pairs and quality index in a) ideal identification region b) an activated
region with pure angle loss.

Theorem 5. In pure angle loss, ATI can determine the reader’s exact location if and only

if the angle loss is less than π.

Proof. if the angle loss is less than π, according to Theorem 3, the circle determined by ATI

has a radius of at least r. Considering that the reader’s exact location is also a candidate

of the circle center, ATI finally returns a circle centered at the reader’s exact location and

with the radius of r. On the other side, if ATI can determine the reader’s exact location,

we can prove the statement that the angle loss is less than π by contradiction. Assuming

that the angle loss is not less than π, according to Theorem 4, we can find a circle whose

center is not the reader’s exact location as the solution. This contradicts the precondition

that the reader’s exact location can be determined.

6.3.3 Quality Index in Pure Angle Loss

From previous analysis, the accuracy of a localization result depends on the angle loss.

In fact, the angle loss can be viewed equivalently in another way. We observe how many

diameters of the ideal identification region still exist in the activated region. When angle loss

is less than π, we always can find a diameter of this kind in the activated region (Fig. 6.4(a));

while when angle loss is not less than π, we cannot do that (Fig. 6.4(b)). When the angle

loss is less, we can find more such diameters, and vice verse. Motivated by this, we propose
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Algorithm 11: Quality Index Algorithm

1 qualityIndex = 0
2 put all border tags in N
3 foreach A ∈ N do
4 find tag B such that |AB| is maximized (B ∈ N)
5 if |AB| == 2r then
6 remove A and B from N
7 qualityIndex++

8 end

9 endfch
10 return qualityIndex

to measure the quality of a localization result using the number of such diameters in the

activated region. We then define the quality index of a localization result as follows:

Definition 5 (key pair): In a localization process, two activated tags are defined as a

key pair if they are the end points of a diameter of the ideal identification region.

Definition 6 (quality index): The number of key pairs is defined as the quality index of

a localization result.

An example of key pairs and quality index is shown in Fig. 6.5. In that figure, two tags

connected by a line form a key pair, and quality index is defined as the number of key pairs.

We use quality index to represent the confidence of a localization result with pure angle

loss. Intuitively this is reasonable since quality index denotes angle loss.

We propose Algorithm 11 to calculate the quality index. The algorithm first initiates

qualityIndex to 0 and obtains all border tags in N (line 1-2). For each tag in N , say A, a

process is run as follows (line 3-9). The algorithm finds a tag B which has the maximum

distance from A (line 4). Then the distance is compared with 2r. If the equality holds,

these two tags form a key pair. Remove these two tags and increase qualityIndex (line 5-8).

Since the diameter is the maximum distance between two points in a circle, the correctness

and convergence of this approach are easy to prove. The worst time complexity of this

algorithm is O(n2).
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6.3.4 Considering Grid Placement

In previous two sub-sections, we discussed the solution in theory and assumed that

the border of ideal identification region can be perfectly inferred by the border tags. This

assumption only holds in quite dense placement of tags. However, this placement is not

practical because not only the tag cost is high, but the near-filed effect among tags can

no longer be ignored and affect the radio transmission. In our model, we place the tags in

a grid with constant spacing. The spacing causes errors in the localization result and the

quality index. Here we discuss these errors.

We first compare the border tags with the real border of ideal identification region. The

difference is the error in a localization result caused by grid placement. We have Theorem 6,

which will be validated by simulations.

Theorem 6. The error of a localization result of ATI in the grid placement, is always less

than d. And the relative error is always less than d/r.

We focus on the error of quality index caused by grid placement. Since the border tags

may deviate from the border of ideal identification region, the length of a diameter, also

assumed by Algorithm 11(line 5), may be shorter than 2r. We call this kind of diameter

degraded diameter. In the following, we calculate the lower bound of the degraded diameter’s

length and then revise Algorithm 11 to take this into account.

At first glance, the length of the shortest degraded diameter seems to be 2(r − d).

θ

(a)

θ

(b)

/2θ

(c)

Fig. 6.6: Accuracy analysis considering the grid placement.
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However, this is not true. As shown in Fig. 6.6(c), when a border tag A selects its partner

say B to form a key pair, B may deviate from the ideal location B′ due to the spacing

in grid placement. So the length of degraded diameter AB depends on the angle ∠BOB′.

Assuming that B and P are the two border tags near B′, A choose B to form the key pair

only if |BB′| ≤ |PB′|. Let the central angle ∠BOP = θ, we have ∠BOB′ ≤ θ/2. So in the

following, we calculate the maximum central angle θ determined by two consecutive border

tags before we discuss the length of degraded diameters.

As shown in Fig. 6.6(a) and 6.6(b), A and B are the consecutive border tags. O is the

location of the reader. The central angle is θ = ∠AOB. The arc represents the border of

ideal identification region. There are two cases of θ due to different relations between two

consecutive border tags.

1) Case 1: as shown in Fig. 6.6(a), the consecutive border tags are in the same horizonal

or vertical line, then |AB| = d

θ = arctan(|AB|/|AO|)

< arctan(d/(r − d)) (6.3)

2) Case 2: as shown in Fig. 6.6(b), the consecutive border tags are in the diagonal line,

then |AB| = √2d. With law of cosines, we have

cos θ =
|OA|2 + |OB|2 − |AB|2

2|OA||OB|
=
|OA|2 + |OB|2 − 2d2

2|OA||OB| (6.4)

(r − d < |OA| ≤ r, r − d < |OB| ≤ r)

Due to the symmetry structure of this equation, the minimum cos θ is got when |OA| =

|OB|:
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min cos θ =
2|OA|2 − 2d2

2|OA||OA| = 1− d2

|OA|2

> 1− d2

(r − d)2

θ < arccos(1− d2

(r − d)2
) (6.5)

The result in Eq. 6.5 subsumes the one in Eq. 6.3.

As shown in Fig. 6.6(c), the locations of A and B are bounded by |CD| = d and |EF | = d

respectively, CE//DF , the length of degraded diameter |AB| can be calculated as follows:

|AB| ≥ |DF | = r − d

r
|CE|

= 2(r − d) cos(
θ

4
)(θ < arccos(1− d2

(r − d)2
)) (6.6)

Then we have the following theorem:

Theorem 7. The length of a degraded diameter is at least minDD = 2(r − d) cos( θ4)(θ <

arccos(1− d2

(r−d)2 )).

Theorem 7 gives the lower bound of a degraded diameter’s length. Based on it, we

modify Algorithm 11 to calculate quality index. We relax the condition that two activated

tags form a key pair only if the distance between them is not less than 2r. The threshold 2r

is changed to minDD. However, this relaxation makes the computation of quality index not

polynomial solvable. The following is an equivalent formulation and with the complexity of

NP-hard. xij denotes whether tag i and tag j form a key pair (xij = 1) or not (xij = 0). N

is the set of border tags. The objective is to find the maximum number of key pairs subject

to that each tag can participate in at most one key pair.

max
∑

(i,j)∈N
xij

st.
∑

(i,j)∈N
xij +

∑
(j,i)∈N

xij ≤ 1 (6.7)

xij ∈ {0, 1}
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Algorithm 12: Revised Quality Index Algorithm

1 qualityIndex = 0
2 put all border tags in N
3 threshold = 2r
4 while N �= ∅ && threshold > minDD do
5 foreach A ∈ N do
6 find tag B such that |AB| is maximized (B ∈ N)
7 if |AB| == threshold then
8 remove A and B from N
9 qualityIndex++

10 end
11 record all calculated distance |AB| in S

12 endfch
13 threshold = maxS

14 end
15 return qualityIndex

Since the possible length of a degraded diameter is between 2r and minDD, we propose

an iterative heuristic algorithm to compute quality index as shown in Algorithm 12. We set

the threshold of a diameter’s length first as 2r (line 3), and calculates the key pairs using

similar processing in Algorithm 11(line 5-10). All the lengths of key pair candidates (may

less than 2r) are recorded in a set S (line 11). After that, the threshold is changed to the

maximum value in N (line 13). The process repeats until the threshold is less than minDD

or all tags are considered (line 4). In the simulation section, we will see that the performance

of this algorithm is quite desirable. The worst time complexity of this algorithm is O(n3).

Finally, we have further discussion about the spacing of the grid. In our work, we fo-

cus on that given the spacing of a grid how to calculate the localization error and quality

index in various faults. This work can be extended to determine the spacing of the grid in

specified environment that the required localization accuracy and the faults expected to be

happened are known. The calculation of localization errors and quality index in this section

can also be applied for this purpose.
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6.3.5 Extension for Pure Radius Loss and Mixed Loss

We further extend the ATI method to tolerate pure radius loss and mixed loss.

In pure radius loss, if a key pair exists in the activated region, ATI also can find the

exact location of the reader. The difference between it and corresponding pure angle loss

(its angle loss equals to the affected angle of pure radius loss) is that the activated region

of the former is larger than the latter. The previous defined quality index is still reasonable

since the quality index in this situation is larger than that in corresponding pure angle

loss. If a key pair cannot be found in the activated region, the situation is quite complex.

However, one special case is easy to solve: the radius loss in all angles is a constant value,

say a. ATI again can find the exact location of the reader. The quality index calculation

needs to be revised since, if a is sufficient large, no key pair can be found according to

Definition 5. We revise the threshold of a key pair’s length from 2r to 2(r − a). Further

revision of threshold like in Algorithm 2 can also be made to consider the grid placement.

Inspired by the two cases discussed above, we propose a simple method to define the

quality index for the general case of pure radius loss.

a · maxφ′(θ)
r

2

− b · std(φ′(θ)) + c · count(maxφ′(θ)) (6.8)

The quality index depends on three parts. The first part describes the maximum radius

loss in all angles. The second part considers the distribution of radius loss. The third part is

complementary to the second part and highlights the number of diameters with the length

of max(φ′(θ)). a, b, c are system parameters used to adjust the weights of these three parts

and their values are learned through experiments. Other forms of quality index definition

taking these three factors into account are also possible and left as future work.

Mixed loss is a combination of pure angle loss and pure radius loss. The quality index

defined in Eq. 6.8 is still applicable.
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6.3.6 Analysis of Real Identification Region

We now consider the identification region of real RFID readers, which may not be a

perfect circle due to different signal propagation attenuation amounts and different antenna

gains in different directions. Our analysis is based on [WWT07], where the identification

region is characterized by an upper bound (Ru) and a lower bound (Rl) of the reader’s

signal transmission range, and a Degree of Irregularity (DOI) denoting maximum variation

of the reader’s transmission range per unit degree.

We have two methods to make our solution applicable to a real identification region.

The first method is proposed in [WWT07], to use a low-cost antenna array with multiple

radiation elements in different directions to minimize DOI. If only common antenna at

hand, the authors suggest to rotate the antenna to achieve similar effect of the antenna

array. During this design, the identification region is quite approximate to a circle. The

other method is to compare the ideal identification region with the circle determined by Ru.

The process is like our analysis in the regional fault. If the difference is not so significant (e.g.

angle loss < π), we just use this circle to perform localization. Otherwise, we conservatively

base on the circle determined by Rl to perform localization.

6.3.7 3D RFID Reader Localization

In previous sub-sections, we discussed our solution for 2D localization. Now we demon-

strate how to use it for 3D localization.

According to the system model in Section 6.2.1, both the ceil and floor are placed with

a grid of RFID tags for 3D localization. Based on the ATI method, we can determine a

target object’s projected location in the ceiling and floor. After that, we calculate the target

object’s 3D location according to the geometric relations between the projected locations

and the 3D location. The detailed approach follows [WWT07]. Assuming that the circle
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determined by ATI in the ceiling is centered at (xc, yc, H) and with the radius of rc, and

in the floor is centered at (xf , yf , 0) and with the radius of rf . Then we can calculate the

target object’s 3D coordinate (x, y, z) as follows:

x =
xc + xf

2
(6.9)

y =
yc + yf

2
(6.10)

z =
max(rc, rf )

2 −min(rc, rf )
2 +H2

2H
(6.11)

The analysis of quality index is similar with the error analysis of the localization method

in [WWT07]. Assuming that the quality index computed by ATI in the ceiling is qc and in

the floor is qf , we get the joint average quality index qxy for the coordinates (x, y) based on

error propagation theory:

qxy =
√

q2x + q2y (6.12)

Similarly, we get the quality index for the coordinate z:

qz =
1

H

√
r2cq

2
x + r2fq

2
y (6.13)

Finally we obtain the quality index q of a localization result in 3D area as

q =
√
q2xy + q2z (6.14)

6.4 RFID Network Localization

After investigating the localization of individual objects, we turn to RFID network

localization which involves multiple objects. Although the localization accuracy of a single

object is frequently affected by environmental factors and human activities, it is probability

that some other objects in the neighborhood are localized quite accurately. If the location

information of all neighboring objects and the distance relations among these objects are

taken into account, a more accurate result is possible. We will formulate this problem and
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solve it in this section. The localization results and quality indices obtained by the ATI

method for individual objects are key inputs for this problem.

6.4.1 Problem Formulation

Based on the system model described in Section 6.2.2, we formulate the problem as

follows. There is a number of n objects xi(1 ≤ i ≤ n) which need to be located. (x1i , x
2
i )

T

denotes the coordinates of object xi in a 2D area. The distance di,j between two objects

xi and xj is known if (i, j) ∈ Nx. Nx is a node-pair set in which the distance between the

nodes of each node pair can be obtained in the application. For example, if the objects

use radio RSS (received signal strength) to measure the distance from each other, and the

radio communication range is rd, then Nx = {(i, j) : ‖xi − xj‖ ≤ rd}. Usually, di,j is not

accurate and includes measurement noises. Each object xi performs the ATI method to

localize itself, with the result x̂i, and quality index qi. If ATI is not used by some objects,

just set x̂i as arbitrary value and qi as 0. Each object is also known roughly within an

area with the center of x̄i and the radius of ri according to the application context. If such

information is lacked, just set x̄i as arbitrary value and ri as a sufficient large value. The

objective is to determine (x1i , x
2
i )

T , i = 1, 2....n such that the aforementioned constraints

can be satisfied at well as possible.

Generally, it is a variant of MDS problem. We define the objective function and have

the following formulation:

min
∑

1≤i≤n
qi‖xi − x̂i‖2 +

∑
(i,j)∈Nx

(ui,j + vi,j)

s.t. ‖xi − xj‖2 + ui,j − vi,j = d2i,j , ∀(i, j) ∈ Nx

‖xi − x̄i‖2 ≤ r2i , 1 ≤ i ≤ n (6.15)

ui,j , vi,j ≥ 0, ∀(i, j) ∈ Nx
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This formulation does not classify the nodes into anchor nodes whose actual location-

s are already known and non-anchor nodes whose locations need to be determined as in

[SY07]. Instead, we use a more generic description of nodes based on the quality index.

This can handle the case where no anchor nodes exist but several nodes are localized with

relatively high accuracy, and also the case where nodes are localized with different accura-

cies. Similar idea is also adopted in [CPI04], but it does not discuss how to obtain such

quality information. ATI bridges this gap. We refer to the method combining ATI and

MDS as ATI-MDS method.

6.4.2 Solution

We follow the idea of [SY07] to transfer this problem into a SDP (semidefinite program-

ming) problem and then solve it. Following symbols are used in this section: Tr(A) denotes

the trace of matric A, < A,B > denotes the inner product of matrices A and B, which is

defined as Tr(ATB). rank(A) denotes the rank of matric A. I and 0 denotes the identity

matrix and the zero matrix with proper size. ei denotes a vector whose elements are all

zero except the ith element is 1. Z12 denotes the upper-left 2× 2 principal sub-matrix of Z

that is composed of the cross elements at the 1st and 2nd row and the 1st and 2nd column

of Z.

Let X = (x1, x2..., xn), Z =

⎛
⎝ I X

XT XTX

⎞
⎠, we have the follows:

||xi − xj ||2 = (ei − ej)
TXTX(ei − ej)

= Tr((ei − ej)(ei − ej)
TXTX)

=<

⎛
⎝ 0

ei − ej

⎞
⎠

⎛
⎝ 0

ei − ej

⎞
⎠

T

, Z >

Similarly, we have
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||xi − x̂||2 =<

⎛
⎝ x̂i

−ei

⎞
⎠

⎛
⎝ x̂i

−ei

⎞
⎠

T

, Z >

||xi − x̄||2 =<

⎛
⎝ x̄i

−ei

⎞
⎠

⎛
⎝ x̄i

−ei

⎞
⎠

T

, Z >

Replacing corresponding items in Eq. 6.15, we obtain an equivalent equation with the

variable Z. Then the problem is to find a matric Z which is the solution of the equivalent

equation and satisfy the constraints:

rank(Z) ≤ 2

Z � 0

Z12 = I

It is a non-convex problem due to the constraint rank(Z) ≤ 2. We take a SDP relaxation

by removing this constraint and have the following linear SDP problem. It can be solved

by using matlab software SDPT3 4.0 [TTT99].

min
∑
i∈Nx

qi <

⎛
⎝ x̂i

−ei

⎞
⎠

⎛
⎝ x̂i

−ei

⎞
⎠

T

, Z > +

∑
i,j∈Nx

(ui,j + vi,j) (6.16)

s.t. <

⎛
⎝ 0

ei − ej

⎞
⎠

⎛
⎝ 0

ei − ej

⎞
⎠

T

, Z > +

ui,j − vi,j = d2i,j , ∀(i, j) ∈ Nx

<

⎛
⎝ x̄i

−ei

⎞
⎠

⎛
⎝ x̄i

−ei

⎞
⎠

T

, Z >≤ r2i , i ∈ Nx

ui,j , vi,j ≥ 0, ∀(i, j) ∈ Nx

Z � 0

Z12 = I
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6.4.3 Discussion

This method utilizes the localization results of individual objects and their pairwise dis-

tances to increase the overall localization accuracy. Since the pairwise distance information

is sparse (depends on |Nx|), the localization results especially the quality index are quite

useful to guide the results to the real locations. Further improvements also can be made for

this method. For speeding up the computing process, we can follow the work [WZYB08]

to further relax the SDP problem to reduce the search space. We also can follow the work

[CPI04] to make our method distributed, by reformulated the objective function as a sum

of several localized objective functions. More application-specific constrains are also can be

considered to improve the accuracy.

6.5 Simulations

This section presents our simulation results with two purposes. The first one is to

validate the theorems stated in previous sections. The second one is to compare our ap-

proach with existing approaches in different situations. We choose Wang’s active scheme

[WWT07], and the centroid method [BHE00] for comparison. For Wang’s active scheme,

we adopt its full border method which has the best reported performance. We first check

the performance in the single object scenario (both 2D and 3D), and then further check the

performance in the multiple objects scenario.

For the 2D localization, without loss of generality, we place the tags in a grid with the

spacing of 1m and varies the radius of the ideal identification region. Considering the effects

of grid placement, we carry out simulations by putting the reader at different places in a

grid cell, and calculate the average value. Specifically, we enumerate all the places in a grid

cell in a horizontal and vertical step of 0.1m. In some simulations, we also show the results

only at the grid intersections for comparison. The identification range of a reader is set to
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10m. For the 3D localization and network localization, we will describe their simulation

parameters in corresponding sub-sections.

6.5.1 Errors Caused by Grid Placement

We first check the errors of location and quality index caused by grid placement. The

results are to validate Theorem 6 and Theorem 7.

The relative error of location caused by grid placement is shown in Fig. 6.7 and 6.8. In

the former figure, the reader is placed at the grid intersection (20, 20), and in the latter

figure, the reader’s location is evenly distributed in the grid cell encompassed by (20, 20),

(20, 21), (21, 20) and (21, 21). Due to the symmetry structure of grid, other locations in

the grid share the same results. In both cases, we enumerate all the border tags to check

their differences from the border of the ideal identification region, which is the error caused

by grid placement. The relative error can be calculated correspondingly. We show the

maximum, mean and standard deviation of relative error in the figures. It is shown that the

upper bound of relative error stated in Theorem 6 (d/r) is strictly obeyed, especially when

the reader is in a grid cell (Fig. 6.8). When the reader locates at grid intersections, the curve

is zigzag and some kind of periodic (not in strict sense) (Fig. 6.7). This can be explained

by examining the error computation. Since the tags are restricted to grid intersections, the

error equation has a floor function in it. When expanding the floor function with Fourier

series, there is a sine function, so the result is some kind of periodic.

The error of quality index caused by grid placement depends on the maximum central

angle formed by two consecutive border tags (θ in Theorem 7). We compare the maximum

central angle calculated by our approach with the uniform estimation used in [WWT07]

which considers all border tags uniformly distributed in the circle border. The result is

shown in Fig. 6.9 with different radius r of ideal identification region. When r ≤ 6, our

result can serve as the upper bound for all locations while the uniform estimation cannot.
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Fig. 6.7: Localization relative error caused
by grid placement (the reader is at grid in-
tersections)
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Fig. 6.8: Localization relative error caused
by grid placement (the reader is in a grid
cell)
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Fig. 6.9: The maximum central angle deter-
mined by two consecutive border tags

When 6 < r ≤ 10, uniform estimation also can serve as the upper bound and is stricter than

our result. However, the result reverses when r > 10. As a general estimation of maximum

central angle in different cases, the result of our method is more accurate than that of the

uniform estimation method.

6.5.2 Performance in Pure Angle Loss

The localization accuracy of ATI is compared with that of Wang’s active scheme and

the centroid method in pure angle loss. The results are shown in Fig. 6.10 and 6.11.

When the reader locates at grid intersections, ATI can find the exact location of the

reader (error<0.01m) if the angle loss is not more than 140 degrees, while Wang’s active

scheme and the centroid method cannot do that (Fig. 6.10). The result is less than 180
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Fig. 6.10: Localization result in pure angle
loss (the reader is at grid intersections)
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Fig. 6.11: Localization result in pure angle
loss (the reader is in a grid cell)

degrees proved by Theorem 3, due to the error caused by grid placement. When the reader

is distributed in a grid cell, the result is shown in Fig. 6.11. At the first stage, the result is

quite accurate (error<0.5m), and when the angle loss is more than 140 degrees, the error

sharply increases. It finally increases to be slightly more than (<0.55m) that of the centroid

method when the angle loss is around 250 degrees. After that, the error of ATI drops below

that of Wang’s active scheme and the centroid method again. For a common angle loss

of 90 degrees, the error of ATI is 3.8% of Wang’s active scheme and 4.7% of the centroid

method. We also take similar simulations using other radius values. When the radius is 5

and angle loss is 90 degrees, the error of ATI is 10.3% of Wang’s active scheme and 12.1%

of the centroid method.

Fig. 6.12 shows the quality index in pure angle loss. The ideal value is computed assum-

ing border tags evenly locate at the border of ideal identification region. The theoretical

value of quality index in the grid placement is computed when the location of the reader is

already known. This value is always smaller than the ideal value due to the error caused by

grid placement. From the figure, we can see that our result is quite close to the theoreti-

cal value in most of cases. Slight deviation occurs around 180 degrees but is still acceptable.
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Fig. 6.12: Quality index in pure angle loss calculated by Revised Quality Index Algorithm

6.5.3 Performance in Pure Radius Loss/Mixed Loss

We continue to check the performance of different methods in pure radius loss and mixed

loss. If a key pair still exists, the result is similar to that in pure angle loss. We show a result

of pure radius loss with the affected angle of 150 degrees in Fig. 6.13 to validate this. When

key pair does not exist, we show a result of mixed loss with the affected angle of 270 degrees

in Fig. 6.14. In the former case, with respect to the affected angle, the maximum radius

r of the identification region varies from 4m to 10m, and the radius are evenly distributed

between r and r−3. In the latter case, the maximum radius r varies in the same range, but

the radius are evenly distributed between 0 to r. In both cases, the performances of Wang’s

active scheme and the centroid method are quite close. Compared with these two methods,

the accuracy of ATI is improved by 55% to 80% when a key pair exists (Fig. 6.13), and

8% to 29% when key pair does not exist (Fig. 6.14). The difference between ATI and these

two methods is not so significant when angle loss is large (e.g. 270 degrees as in Fig. 6.14).

Considering moderate faults in practical situations, ATI can achieve desirable performance.

Eq. 6.8 is proposed to compute the quality index in pure radius loss and mixed loss.

Here we check whether the computed quality index matches the ground truth. As shown

in Fig. 6.15, we compare the quality index in pure radius loss with that in corresponding
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Fig. 6.13: Localization result and quality in-
dex in pure radius loss (affected angle=150
degrees)
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dex in mixed loss (affected angle=270 de-
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pure angle loss when the affected angle varies from 0 to 180 degrees. The former is always

higher than the latter, which is consistent with that the activated region in pure radius loss

is larger than the one in corresponding pure angle loss. We also check the case of constant

radius loss in all directions, the result shows that the quality index increase with the in-

creased area of activated region (figure omitted). In a general case of pure radius loss/mix

loss, quality index also fairly matches the ground truth, as shown in Fig. 6.13 and 6.14.

All these results show that our definition of quality index is consistent and distinguishes

different situations quite well.
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Fig. 6.16: 3D localization result of the cen-
troid method
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Fig. 6.17: 3D localization result of Wang’s
active scheme
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Fig. 6.18: 3D localization result of ATI
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Fig. 6.19: 3D localization result of ATI hy-
brid method

6.5.4 Performance in 3D RFID Reader Localization

We further check the localization performance of ATI in a 3D area of 40m×20m×12m.

The object is placed at a height of 5m and moved around the area to get the results. The

results are shown in Fig. 6.16-6.20. Notice that although the object’s actual height is fixed,

the calculated height may deviate from it according to the method discussed in Section 6.3.7.

As shown in Fig. 6.16, the centroid method performs well only in a small central area,

but suffer large error around the sides and at the corners. Wang’s active scheme improves

the localization accuracy in the central area, but introduces even larger error at the corners

(Fig. 6.17). Neither the centroid method nor Wang’s active scheme provide quality index

for the localization results, and thus it is difficult to know whether such large error happens
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Fig. 6.20: Cumulative distribution function of errors in 3D localization

or not. ATI gains a obvious accuracy increase around the sides where the angle loss is less

than 180 degrees (Fig. 6.18). It also causes slight larger error at the corners, compared

with that of the centroid method and Wang’s active scheme. However, ATI can provide

quality index of its localization results, which enables further processing. For instance, we

can combine ATI with the centroid method (named ATI hybrid method), in which the ATI

method is used to locate the object in normal situation, but changed to the centroid method

when the quality index of ATI’s result drops to a threshold that denotes no key pairs exist.

The localization result of ATI hybrid method is shown in Fig. 6.19. Fig. 6.20 shows the

cumulative distribution function of errors in these methods. It can be seen that 69.7%

localization results of ATI and ATI hybrid method have the errors less than 2m, while

22.4% and 44.3% localization results of the centroid method and Wang’s active scheme

have the same accuracy, respectively. Compared with ATI, ATI hybrid method successfully

reduces the localization results whose error is more than 4.4m from 3.7% to less than 1%.

6.5.5 Performance in RFID Network Localization

After considering the localization of individual objects, we make one step further to

consider the network localization. We compare ATI-MDS with original ATI, Wang’s active

scheme, and the MDS method that takes the result of Wang’s active scheme as the input
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Fig. 6.21: An example of the localization
result of ATI in the network localization
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Fig. 6.22: An example of the localization re-
sult of ATI-MDS in the network localization
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Fig. 6.23: An example of the localization
result of Wang-MDS in the network local-
ization

(Wang-MDS for short). 50 objects are randomly distributed in an area of 50m× 50m. The

results are shown in Fig. 6.21-6.25.

Intuitive examples of the localization results of these methods can be seen in Fig. 6.21-

6.23. According to Fig. 6.21 and 6.22, the accuracy of ATI-MDS is much better than that

of ATI, due to joint optimization of the locations of all objects. The effectiveness of quality

index is clear when comparing ATI-MDS with Wang-MDS. Since Wang-MDS’s input lacks

quality information, it is more difficult to converge to the real locations (Fig. 6.23).

We also compare the performance of these approaches in different situations quantita-

tively. The angle losses of the objects are first set uniformly distributed between 90 and 330

degrees, denoting a quite harsh environment. We change the communication range from
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Fig. 6.25: Localization result varying maxi-
mum angle loss in the network localization

6m to 26m to check the performance, as shown in Fig. 6.24. For each method, we record its

average error and maximum error. It can be seen that both ATI-MDS and Wang-MDS sig-

nificantly reduce the maximum error, compared with ATI and Wang’s method, respectively.

However, Wang-MDS has limited effect on reducing the average error (< 14%), while ATI-

MDS reduces the average error by 20%− 74%. Both the maximum error and average error

of ATI-MDS degrease when communication range increases, and reach respective minimum

when communication range is about 18m. After that, the increase of communication range

is not helpful to reduce the errors any more. This is because increasing communication

range provides more distance information of the objects for localization, and thus makes

the final result more accurate, until the information is saturated for MDS method.

Then we fix the communication range of each object as 15m and change the maximum

angle loss to check the localization performance. The result is shown in Fig. 6.25. We can

see that all methods suffer increased error when the maximum angle loss increases. But the

error of ATI-MDS increases much slower than other methods. Its average error is about

15%− 30% that of ATI and 7%− 13% that of Wang-MDS, and its maximum error is about

14%− 19% that of ATI and 16%− 45% that of Wang-MDS in different angle losses.
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Fig. 6.26: Experiment configurations of RFID reader
localization in an office

Fig. 6.27: RFID tag deployment
shown in the software GUI

(a) (b) (c)

Fig. 6.28: Experiment results of different methods.

6.6 Experiments

We developed an RFID reader localization system called RFID-RLS using C# language

and conducted experiments in our office, which can be extended to other environments

including the warehouse. Due to limited resources, we only conducted 2D localization

experiments for single object. Although the experiment itself is simple, we find useful

information from it and validate our approach.

The devices include a 915 MHz UHF RFID reader and some EPC Class 1 Generation 2

UHF RFID tags. The reader has an isotropic antenna. The power of the reader is set to 18

dBm which means an identification range of 2.5m in the floor. The on-site configurations

of the system are shown in Fig. 6.26. The tags are placed in a grid with the spacing of

40cm. Detailed tag placement can be seen in the software GUI (Graphical User Interface)
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(Fig. 6.27) where walls and desks in the office are also shown as the background. Quality

index is shown in the lowest textbox. For ease of comparison, we show the localization results

of ATI, Wang’s active scheme and the centroid method together. The result of Wang’s active

scheme is shown as “N-M Simplex” since it uses Nelder-Mead Simplex method to get the

localization result.

We set a time duration of 6 seconds in each localization process for obtaining more

reliable raw data. Then the data are fed into the localization module to calculate the

result. We observed that the detected tags varied from time to time even the reader was

static. This may be caused by environment interference and human activities in the office.

The walls and desks also make the localization difficult because they block the paths of

radio propagation and cause multipath propagation. For example, the upper-left nine tags

(tag 1-3, 7-9 and 13-15 in Fig. 6.27) failed to be detected during the whole experiment

process due to blocking of the wall.

We move the reader around to check the localization results. Some results are shown in

Fig. 6.28(a) to 6.28(c). The real location of the reader is at a)(60,65) b)(50,75) c)(45,55).

For Wang’s active scheme, we need to roughly estimate the object’s position before starting

the optimization process, which is not easy in practice. Here we use the result of the centroid

method as the initial position. We find Wang’s active scheme is quite unstable. As shown in

Fig. 6.28(a) and 6.28(b), the result is far from the real location. Especially in Fig. 6.28(b),

the result is under the desk, which may make the user quite confused. The centroid method

is relatively stable in the experiments. However, the result of it sometimes is not accurate.

As shown in Fig. 6.28(c), the localization result of the centroid method deviates from the

real location. On the contrary, the result of ATI is quite stable and accurate during all the

experiments.

The quality index works well in the experiments. When the detected tags scatter more
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evenly in all directions, the quality index is higher (Fig. 6.28(b)). When there are more

angle loss or radius loss in the activated region, the quality index is lower (Fig. 6.28(a) and

6.28(c)).

6.7 Summary

In this chapter, we investigated the RFID reader localization when RFID faults fre-

quently happen. We categorized the RFID faults and pointed out that long-lasting regional

fault is the most difficult one to be dealt with. We proposed a method named ATI which

can tolerate long-lasting regional fault, and defined quality index to measure the accuracy of

localization results in both 2D and 3D environment. Our approach is also useful to provide

more accurate information to MDS method for network localization which involving multi-

ple target objects to be located. Simulation and experiment results show that our approach

outperforms existing approaches in terms of localization accuracy, and our defined quality

index matches the ground truth quite well.
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Chapter 7

Conclusions and Suggestions for
Future Research

In this chapter, we conclude this thesis in Section 7.1 and outline some possible future

works in Section 7.2.

7.1 Conclusions

RFID and WSNs are two important data collection techniques in many fields including

mobile computing, pervasive computing, and internet of things. Numerous data are ob-

tained through them, which on one hand promote the development of various applications

based on them, on the other hand pose new challenges to the processing approaches. The

processing approaches also need to meet the special requirements of RFID and WSNs in-

cluding increasing the reliability and optimizing the utilization of limited resources. Event

detection is a data processing technique widely used in many applications. An event en-

capsulates raw data into a meaningful form that denotes a user-specified activity, and thus

relieves the users from tedious underlying data processing. It is desirable to revise and

apply event detection technique to the applications of RFID and WSNs.

In this thesis, we investigated complex event detection in RFID and WSNs. We focused

on the reliability and energy efficiency in different aspects of event detection: data collection,
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event aggregation, and event inference. In each aspect, we identified the problems which

lack sufficient studies and proposed corresponding solutions. We conclude these works as

follows:

For data collection, we focused on reliable data collection in mobile RFID systems.

Specifically, we studied the mobile RFID problem to achieve the maximal tag moving speed

while maintaining a high identification rate. We first classified tag arrival models into the

combinations of constant/variable arrival and dynamic/isolated arrival. We adopted the

dynamic constant arrival model, which is more suitable for an industry environment with

dense tag placement and high-speed moving tags. We proposed two principles for mobile

RFID anti-collision protocols: workload optimal and the earliest deadline first. The former

is used to maintain an optimal number of tags competing for the channel so as to guarantee

the identification rate. The latter is to assign a high identification priority to the tags that

have tight identification deadlines. Following these principles, we proposed the Schedule-

based Anti-collision Algorithm (SAC) to support a high tag moving speed given a high

identification rate requirement. Simulation results show that SAC can increase the moving

speed of tags by 120% compared with existing approaches, given an identification rate of

99.999%.

For event aggregation, we focused on two energy-efficient event aggregation problems in

WSNs. One problem was optimizing event aggregation utilizing complex relations included

in a composite event. The other problem was optimizing the aggregation involving multiple

composite events with different latency constraints and aggregation functions.

With respect to the first problem, we first built a composite event detection model based

on event definition tree and event aggregation tree. Event definition tree supports generic

event definitions that may include arbitrarily complex relations. Event aggregation tree

is a routing tree among sensor nodes for event aggregation. We proposed two principles

158



Chapter 7 Conclusions and Suggestions for Future Research

for building event aggregation tree: supporting complex composite event definition and

supporting decreasing aggregation function. Following these two principles, both centralized

and distributed algorithms were proposed to build energy-efficient event aggregation tree.

Simulation results show that our approach saves up to 20% energy than existing approaches.

With respect to the second problem, we first proposed the Delay Bounded Event Ag-

gregation Algorithm (DBEA) to build the optimal energy-efficient event aggregation tree

which meets the latency constraint and also considers the event relations for a particular

composite event. We further optimized the routing structure for the aggregation of multiple

composite events to save energy, by making some composite events share the event aggre-

gation trees of others instead of building their own. Dynamical programming was used to

select the base events to build the event aggregation trees. Simulation results show that

significant energy (up to 35% in our system) can be saved by using our algorithm.

For event inference, we focused on RFID reader localization, where detected RFID tags

were used to infer the location of an RFID reader. It is a challenging task to achieve such an

objective in the presence of various faults. Among all the faults, long-lasting regional fault

is the most difficult one to be dealt with. We proposed the Activated Tag Included Method

(ATI) which can tolerate long-lasting regional fault, and defined quality index to measure

the accuracy of localization results in both 2D and 3D environment. Our approach is

also useful to provide more accurate information to MDS method for network localization.

We have taken extensive simulations and implemented a simple system to validate our

approach. Simulation and experiment results shown that our approach outperforms existing

approaches in terms of localization accuracy, and our defined quality index matches the

ground truth quite well.

In summary, event detection is a powerful technique of data processing in RFID and

WSNs if carefully considering the characteristics of RFID and WSNs. We identified several
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important problems in different aspects of event detection, and proposed corresponding

solutions. The evaluation results show that our approaches can increase the reliability and

energy efficiency of event detection in RFID and WSNs.

7.2 Suggestions for Future Research

We close this thesis by providing some suggestions for future research. Specifically, we

believe that the following aspects are worth further investigations.

First, in Chapter 3, we consider RFID anti-collision protocols in the dynamic constant

arrival model. The problem is still open in the dynamic variable arrival model and isolated

variable arrival model. Since in these models, the number of unidentified tags in the in-

terrogation area can change and this change may be quite complex, exerting control over

tags is more difficult and needs further investigations. In SAC, we propose a reader-control

tag grouping approach to organize tags and then schedule tag identification. This is suit-

able for passive tags as discussed in this thesis. It is still worth developing tag-control tag

grouping technology in RFID anti-collision protocols for active tags. Finally, it is impor-

tant to investigate the energy consumption of data collection for both active RFID tags and

WSNs. Currently, the investigation of energy consumption focuses more on data transmis-

sion. These two kinds of energy consumption may be considered together to have a more

energy-efficient approach.

Second, in Chapter 4, the complex relations included in a composite event are ultilized

to optimize the event aggregation tree for individual events. This work can be extended to

the multiple events scenario to consider the relations among composite events. Moreover,

the fusion cost in event aggregation is also needed to be considered to make the approaches

more practical especially for the data intensive applications such as multimedia applications.

In Chapter 5, we optimize the aggregation of multiple composite events considering weak
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Chapter 7 Conclusions and Suggestions for Future Research

performance constraint, which means the performance degradations of some events are

bounded. This work can be further extended to consider strong performance constraint

and multi-level performance constraint. The former denotes the performance degradation

of every event is bounded, and the latter denotes the performance degradations of different

events have different bounds. The objective also can change to maximize the number of

events that satisfy our constraints. By solving these variants of the problem, we can meet

diverse requirements of different applications.

Finally, in Chapter 6, we investigate the fault-tolerant RFID reader localization based

on passive RFID tags. This topic is studied in the stationary scenario. We can extend

it to the object tracking applications where the objects move continuously. The mobility

information can be taken into account and combined with our approach. Several details in

our approach also need further investigations, such as the shape of the identification region

and the grid placement. We need to follow the discussions in our work to consider the

irregular identification region and revise the localization approach. Other tag placements

rather than the grid placement are also worth more research. For the network localization,

we plan to develop a distributed approach which can integrate with our approach and

MDS approach. More other event inference problems are also needed to be investigated, to

increase the inference accuracy and measure the quality of each particular inference result.
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