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Abstract 

With the development of sensing and wireless communication technologies, more 

and more applications are designed for wireless sensor networks (WSNs). Object 

tracking is one of the most important applications, which senses the location and 

movement of the target and delivers the sensed data to the users. It has been proved 

challenging to design algorithms, protocols, and systems for object tracking in 

WSNs. On one hand, wireless sensors have limited sensing range, communication 

range, storage, energy, and other resources. Therefore, a single sensor node cannot 

sense the whole area being monitored or store many data. On the other hand, the 

continuous tracking requires the algorithms and protocols designed for calculating 

the location of the target and delivering the data to be simple but accurate. Therefore, 

there is a tradeoff between the accuracy and the complexity of algorithms and 

protocols.  

The process of object tracking can be divided into three stages: deployment stage, 

detection stage, and tracking stage. There are many research problems in the three 

stages of object tracking such as sleeping schedule, coverage, routing, data 

aggregation, prediction of the location of target, etc. The reliability and the 

efficiency of the solution are limited by energy, sensing range, and storage 

capability. In this thesis, we research on the challenging issues in designing 

algorithms to improve the performance of coverage, routing, and data aggregation 

for object tracking in WSNs. The results of this thesis research can be described in 

three parts as follows.  

In the first part, the sleeping schedule and coverage maximization are studied, 

answering questions of how to reduce the number of sensors being used and how to 

enhance the reliability of the network. We focus on how to find the maximum 
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number of the disjoint cover sets, each can completely cover the given area, and how 

to identify the corresponding sets of sensors. We develop a localized approach to 

designing the evolutionary algorithm (EA) in distributed systems. A scheme, named 

localized evolutionary algorithm (LEA), is proposed to solve optimization problems 

that can be divided into several subproblems. LEA is different from parallel EA 

where the global information is required for searching the solution space and 

consequently, consumes a large amount of time and space resources. In LEA, a set of 

processors solve the global optimization problem in a cooperative way. First, each 

processor is assigned to solve a subproblem based on locally collected information. 

Then the locally optimal solutions obtained by all the processors are combined to 

obtain the globally optimal or near optimal solution to the whole problem. We 

analytically discuss the optimal number of subproblems that the problem should be 

divided and the performance metrics for evaluation the proposed algorithm. Next, we 

describe the optimization problem that the proposed algorithm that are suitable for 

being solved by LEA. The characteristics of the suitable optimization problems are 

also summarized. We apply the proposed LEA to solve the sleeping schedule and 

coverage in WSNs. Simulations have been carried out to validate the effectiveness of 

our proposed algorithm in terms of the number of disjoint sets, storage consumed in 

each node, and calculation time.  

In the second part, we study the coverage-preserving routing problem, i.e., how to 

find a routing path in a WSN with the maximum sensing coverage provided by the 

nodes on the path of object movement subject to the delay constraint. In most of the 

WSN applications, covering the area of interest and delivering the sensed 

information to the sink are two fundamental functions. Extensive research associated 

with these two issues, such as energy efficient coverage and delay-constraint routing, 

can be found in the literature. However, few works combine these two issues 

together. Considering the fact that wireless sensors can take the responsibility of both 
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sensing and routing, it is expected that a solution jointly considering these two issues 

will provide more benefit. We first define the coverage-preserving routing problem 

and prove this problem is NP-hard. Then two coverage-preserving routing 

algorithms, one centralized and another distributed, are designed. The two 

algorithms are based on label setting algorithm (LS) and genetic algorithm (GA) 

respectively. Both algorithms are based on Monte-Carlo integration to approximately 

calculate the sensing area. Then the sensing area between the nodes is regarded as 

the weight of edges to find the routing path from source node to sink node. 

Simulation results show that the proposed algorithms achieve better performance 

than other previous algorithms in terms of sensing area of routing path as well as the 

number of hops in the routing path.  

In the third part, we apply our studies on dynamic construction of data aggregation 

tree to track the location of the target. We first consider the sensor set selection 

scheme in a fully distributed way. Based on the prediction model, the current active 

sensors wake up the next set of sensors which are around the predicted location of 

the target independently. After obtaining the set of sensors to be active, the data 

aggregation tree from the set of sensors to the sink node is constructed quickly and 

energy efficiently. When the target is moving, the tree will be reconstructed in real 

time. Simulation results show that the proposed algorithm achieves much better 

performance than other methods for constructing data aggregation tree, in terms of 

the number of active nodes involved and the time of construction of the tree. 
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Chapter 1. Introduction 

In this thesis, we aim to overview the existing works, investigate the challenging 

problems and to propose novel techniques, algorithms and systems for efficient 

object tracking in Wireless Sensor Networks (WSNs). With respect to the topic of 

object tracking in WSNs, we mainly discuss three related techniques: coverage, 

routing, and data aggregation. In this chapter, we gives an general introduction to our 

research, discussing the features of object tracking in WSNs and the challenges in 

designing algorithms for object tracking. The motivation of our works is based on 

the discussion. Moreover, the contributions and the organization of the thesis are 

summarized. 

1.1. Motivation 

With significant advances in hardware manufacturing technology, WSNs have 

gained worldwide attention in recent years. WSNs consist of numerous spatially 

distributed, small, low-cost sensor nodes, which possess the capabilities of signal 

sensing, computation, storage, and wireless communication [ASS+02]. The functions 

of WSNs include: data sensing, processing, and transmission [AY02]. These 

functions consume the limited energy provided by a non-renewable micro-battery on 

the sensor nodes. Therefore, developing applications for WSNs faces many 

challenges, such as 1) how to maximize the lifespan of WSNs as long as possible; 2) 

how to achieve a trade-off between power conservation and quality of sensing; 3) 

how to deliver within time constraints so that appropriate observations can be 

made[S04]; 4) the security of WSNs.  

In WSNs, Object tracking is an important application. It can be defined as tracking 

security attacks [HK09], moving object, and changes in environmental monitoring, 
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such as pressure [LD11], temperature [NS08], and acoustics [CH03]. Recently, 

research usually focuses on tracking the location of moving objects.  

The basic operations of sensors in object tracking include (1) generating the track 

information continuously; (2) delivering to a collector in real-time. There are three 

stages in object tracking process, namely “deployment stage”, “detection stage”, and 

“tracking stage”. The key problem in first stage is about how to deploy the 

minimum number of sensors to achieve the optimal level of sensing and 

communication coverage. The key problem in second stage is about how to 

guarantee the area coverage and extend the lifetime of the networks. The key 

problem in third stage is about how to minimize the number of sensors and get 

high tracking accuracy.  

It remains some key issues to enhance the efficiency of object tracking in WSNs. 

Firstly, how to detect and track the target accurately in real-time. Secondly, how to 

improve accuracy and save energy. Thirdly, how to design tracking algorithm in 

distributed way.  

1.2. Contributions of the Thesis 

The main contributions of this thesis are designing new techniques and algorithms 

for object tracking in WSNs. As shown in Figure 1.1, our contributions primarily 

focus on three topics. 1) With respect to energy efficient coverage in deployment 

stage, we focus on sleep scheduling and coverage, in which the sensors in the 

networks are divided into disjoint sets. The sets are waked up successively, and in 

each set, the active sensors can cover the area completely. We propose a localized 

evolutionary algorithm (LEA) framework to find the maximum number of the 

disjoint cover sets each of which can cover the area completely, and to identify the 

corresponding sets of sensors. The LEA can also solve the optimization problem that 
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can be divided into subproblems, in which there is not an exact sequence between 

the subproblems and the subproblems have the same optimization objectives. 2) 

With respect to routing in detection stage, we focus on coverage preserving routing, 

in which a routing path is selected in a WSN with the maximum sensing coverage 

provided by the nodes on the path. We address the coverage preserving routing 

problem in object tracking with the constraint of time delay. 3) With respect to data 

aggregation in tracking stage, we focus on constructing data aggregation tree 

dynamically, in which the aggregation tree is constructed and reconstructed 

according to the changes of location of the object.  

 

 

Figure 1.1: An outline of the contributions in this thesis 

1.2.1. Contributions in Coverage and Sleeping Schedule 

Evolutionary algorithms (EAs) are search techniques which simulate the process of 

biological evolution [FF95][Z96]. The objective of the algorithm is to find optimal 

or near optimal solutions to optimization and search problems. The basic 

mechanisms of EAs consist of recombination, mutation, and selection. The candidate 
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solutions to the optimization problem are regarded as individuals in a population that 

are initialized randomly, and the survival individuals are determined by fitness 

function. The population evolves after the genetic operations are repeated. The final 

solution is the individual with highest value of fitness. The significant advantages of 

EAs are conceptual simplicity, broad applicability, parallelism, and robustness. 

Because of the strengths, EAs have been widely applied to various research fields, 

such as logistics [MKC09], networking [JW04], scheduling [GMR08], image 

processing [YT03], pattern recognition [JRM00], data mining [IY04], etc.  

In this thesis, a localized EA (LEA) framework is proposed, in which a set of 

processors solve the global optimization problem in a cooperative way. First, each 

processor is assigned to solve a subproblem based on locally collected information. 

Then the locally optimal solutions provided by the parallel processors are combined 

to obtain the globally optimal or near optimal solution to the whole problem. With 

our LEA, the energy efficient coverage problem in WSNs can be solved. The details 

are described in the following subsections. 

1.2.1.1. LEA: A Localized Approach for Evolutionary Algorithms 

We aim to solve optimization problems in large distributed system, such as in WSNs. 

Some existing EAs assume that each processor has the prior knowledge of global 

information. Global information is the information required for obtaining the global 

solution. Because collecting the global information is time-consuming if the 

corresponding information is large and distributed on many processors, the scale of 

the network raises serious matters, especially in the very large systems. Firstly, we 

propose LEA for solving optimization problems that can be divided into several 

subproblems. These subproblems have the same optimization objectives and can be 

solved in parallel way. Then, we discuss the number of search subspaces and 

evaluation metrics of the LEA and present the suitable applications. The proposed 
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LEA is applied to the energy-efficient coverage and sleeping schedule problem in 

WSNs. We also investigate the performance of the proposed algorithm and analyze 

the results. 

1.2.2. Contributions in Coverage Preserving Routing 

Considering the fact that a node in a WSN has the responsibility of sensing and data 

delivery, combining sensing coverage together with routing will have some extra 

benefits. For example, if the overall sensing area of the nodes in a routing is 

maximized, less number of remaining nodes in the area needs to be functioned to 

cover the area. The energy consumption of whole network can therefore be saved. 

Another advantage of a larger sensing area of the nodes in the routing is that the 

probability that a new event will be detected by these relay nodes is increased. The 

new event detected by these relay nodes can be directly sent to the sink along the 

path without the necessity of establishing a new one. For example, in monitoring of 

fire in a forest, if the newly developed fire point is covered by the sensor nodes in a 

routing path, the newly sensed data can be sent along the existing path quickly 

without finding a new path.    

Although both sensing coverage [MKP+05] and routing [AK04] have been studied 

extensively, there still lacks of researches combining these two issues together. In 

this thesis, we mainly focus on the coverage preserving routing problem. We proved 

that this problem is NP-hard and then proposed two methods to calculate the 

coverage area of the routing based on Monte-Carlo integration method and find the 

routing path in both centralized way and distributed way. There are three 

contributions on this topic. Firstly, we propose an efficient and light-weighted 

method to calculate the total sensing area of multiple nodes, particularly when the 

sensing areas overlap with each other. Secondly, we propose two algorithms to 

maximize the sensing coverage of routing under delay constraint. Thirdly, the 
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proposed algorithms do not need the location information of node. The performance 

of our algorithm is demonstrated through simulation data.  The details are described 

in the following subsections.  

1.2.2.1. A Centralized Method for Coverage Preserving Routing 

We consider the coverage preserving routing problem in WSNs, investigating how to 

find the path from source to sink with maximum sensing coverage while the hop of 

the path is less than K. We propose a centralized algorithm based on genetic 

algorithm (GA) for coverage preserving routing problem. According to the 

characteristics of the problem, the operations of GA are modified to select the path. 

Repairing method and CHECK scheme are designed to repair and check the invalid 

path. Simulation results show that the proposed centralized algorithm achieves better 

performance than the existing method. 

1.2.2.2. A Distributed Algorithm for Coverage Preserving Problem 

Since there are many types of overlapping area of different nodes, it is impossible to 

compute the sensing area of routing accurately by only using the directional and 

distance information. Thus, a preprocessing method is proposed to approximately 

calculate the areas. The method is derived from Monte-Carlo integration in [KW08] 

which employs some random points to estimate the area. Based on the preprocessing 

method, we develop a distributed algorithm to solve coverage preserving algorithm, 

which is modified from label setting algorithm (LS) [AMO93].Analysis and 

simulation results show that under the same time delay constraint, the proposed 

algorithms can find a routing path with significantly larger sensing coverage (more 

than 87% in our simulation) than that obtained considering only hop constraint. 
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1.2.3. Contributions in Data Aggregation 

Data aggregation is the fundamental technique that the sensor collects the sensing 

data from the source nodes and delivers the information to the sink node for object 

tracking in WSNs. Construction of data aggregation tree is an interesting method for 

data aggregation in object tracking in WSNs. Data aggregation tree means sink node 

is regarded as root and the source nodes are regarded as leafs, there exists efficient 

paths from the source nodes to the sink through some intermediate nodes that allow 

in-network consolidation of redundant data. 

In this thesis, we propose an algorithm consisting of two components: 1) sensor set 

selection based on the prediction model and 2) dynamic aggregation tree 

construction based on the energy consumption model. Many research associated with 

these two issues, such as information-based selection and tree-based data 

aggregation, can be found in the literature. However, 1)few works combine these 

two issues together; 2)as to the selection scheme, most of existing works are not 

fully distributed that will consume communication cost; 3) as to the construction of 

aggregation, the existing works do not consider the dynamic value of residual of the 

each node. Compared with the existing works, we have the following contributions: 

1) We propose a localized algorithm that the next sensor is woken up by the active 

sensor independently. 2) We propose an algorithm to maximize the residual energy 

of the tree with minimized number of nodes from the source nodes to sink node. 3) 

The proposed algorithm is fully distributed and does not need the location 

information. The details are introduced as follows. 

1.2.3.1. Construction of Dynamic Data Aggregation Tree 

We consider the data aggregation problem for object tracking in WSNs, investigating 

how to dynamical build a data aggregation tree in WSNs with the minimum number 
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of nodes in the tree. At the same time, the minimum residual energy of the node in 

the tree is maximized. We first consider the sensor set selection scheme in fully 

distributed way. Based on the prediction model, the active sensors at current time 

slot wake up the next set of sensors which are around the predicted location of the 

target independently. After obtaining the set of sensors to be active, the data 

aggregation tree from the set of sensors to the sink node is constructed timely and 

energy efficiently. When the target is moving, the tree will be reconstructed as soon 

as possible. Simulation results indicate that the proposed algorithm obtains better 

performance than other method for constructing data aggregation tree, in terms of the 

number of active node involved and the time of construction of the tree.  

1.3. Outline of the Thesis 

The structure of this thesis is described in Figure 1.1.  

Chapter 1 provides an introduction to this thesis study. 

Chapter 2 presents the background and literature review of object tracking in WSNs. 

In Chapter 3, we propose a novel localized approach to EA design, named localized 

evolutionary algorithm (LEA), for solving optimization problems. We apply LEA to 

solve the sleeping schedule and coverage problems in WSNs.  

In Chapter 4, we investigate the coverage-preserving routing problem (CPRP) in 

WSN, and that CPRP is proved NP-hard. Two coverage-preserving routing 

algorithms, centralized and distributed, are developed to solve the CPRP. 

In Chapter 5, we research on the data aggregation problem for object tracking in 

WSNs. We first propose a localized selection scheme for finding the next node to be 
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woken up by the active node. Then based on the nodes selected, we propose an 

algorithm to construct of data aggregation tree.   

Finally, Chapter 6 concludes the thesis and discusses our future works. 
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Chapter 2. Background and Literature 
Review 

In this chapter, we provide a literature review and background knowledge in object 

tracking in WSNs. The organization of this chapter is as follows. Firstly, Section 2.1 

presents an overview of WSNs. Section 2.2 presents an overview of object tracking 

in WSNs. In section 2.2, subsection 2.2.1 describes the classification of the existing 

work on object tracking. Subsection 2.2.2 analyses the challenges in designing the 

algorithm and system of object tracking. Subsection 2.2.3 presents a framework 

which is able to incorporate existing object tracking algorithms. Finally, subsection 

2.2.4 surveys a few representative object tracking systems and summarize the design 

rules of system.  

2.1. Wireless Sensor Networks 

Wireless sensor network is a self-organizing network which consists of numerous 

sensor nodes. The sensor node can sense the data, process the information, and 

communicate with each other. WSNs are used in a vast variety of fields, including 

danger detection [HB07], area monitoring [WJ05] [LC11], managing inventory 

[AS02], and attack detection [HK09]. The basic process of these applications is 

shown in Figure 2.1. For monitoring the environment, sensors are deployed in a 

given area to collect and transmit sensing data to the sink. 
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Figure 2.1: Sensor nodes deployed in a sensor field [AS02] 

2.2. Object Tracking in Wireless Sensor Networks 

2.2.1. Classification of Existing Work in Object Tracking 

Based on different assumptions, the algorithm and system will be different. 

According to three main design assumptions, i.e., the motion mode of object, the 

number of objects, and network architecture, the existing work on object tracking 

can be summarized by a three-dimensional classification description. As shown in 

Figure 2.2, each assumption represents one dimension with a constraint spectrum. 

The class of the existing work can be obtained by combining parameters from 

different dimension in various ways. As a result, the taxonomy of existing work 

(including algorithms and systems) can be yielded. A string of the format X-Y-Z 

expresses a class in which X represents the employed network architecture (hybrid 

sensor network, heterogeneous sensor network, or flat sensor network), Y stands for 

the number of objects to be tracked in the system (multi-target tracking or single 

target tracking), and Z represents the motion mode of target utilized (predefined 

motion mode or random motion mode).  
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Figure 2.2: 3-dimentional of existing works on object tracking 

2.2.1.1. The Architecture of the Wireless Sensor Network 

The network architecture can be classified as three classes. 

(1) Hybrid sensor network. This network is divided into different layers. Sensors 

with different capability are distributed in different layers to finish various tasks such 

as sensing, sending messages, collecting messages, and computing [WZ09] [ZC04].  

(2) Heterogeneous sensor network. This network consists of different kinds of 

sensors, e.g. video, acoustic, light, and others. These sensors work cooperatively to 

track the target [KA08].  

(3) Flat sensor network. Obviously, the sensor in the network has the same function 

and capability without any difference [ZZ09].  
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2.2.1.2.  The Number of Targets 

(1) Single object tracking. A single target goes through a given area [CS11]. When 

the target is moving into the area, the state of target such as spatial trajectories needs 

to be estimated by the measurements of sensors. Each sensor node provides a local 

measurement. However, in most cases, only a relatively small subset of sensors 

contributes significantly to the estimation, due to the sensing range limitations 

[RE07] [MS10]. (2) Multi-target tracking. Multi-target tracking is more difficult 

than single target tracking. Firstly, the states of objects need to be tracked 

simultaneously. Secondly, when the trajectories of the targets overlap, the state of 

each target needs to be split and identified. Thirdly, when there is no prior 

knowledge about the number of targets, the number of targets needs to be 

determined. 

For solving first problem, the traditional method is partition of the sensor network. 

The network is partitioned into equal groups and each group is assigned to track one 

target. After splitting/merging the groups of sensors, if there is a new target or a 

target disappears, the state of the targets can be tracked simultaneously. Network 

partitioning is the common method that widely used to solve the first problem. In 

[HS09], a seed growing graph partition (SGGP) algorithm is proposed to decide how 

to split and merge the group to track new targets. In SGGP, the mobile node that is 

closest to the new target is regarded as a seed node. The seed node initiates a new 

group and adds its sons into the group by broadcasting. The adding operation stops 

until the number of sensors in the new group is equal to a predefined threshold. In 

[Z10], X.Zhang proposes a scheme to partition the network into clusters using the 

maximum-entropy based clustering criteria. Each cluster corresponds with a target 

and the cluster head is selected using decentralized particle swarm optimization 

(DPSO). In [WZ09], a scheme is proposed to select the cluster head and cluster 

member using a Particle Cardinality Balanced Multi-Bernoulli (CBMeMBer) 
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Filtering algorithm. To solve the second problem [TS11], Joint Probabilistic Data 

Association Filter (JPDA)[FS80] is a well-recognized method. JPDA is a single scan 

filter where the states of existing targets are to be updated based on the weighted 

combinations of all latest measurements [LC07]. In [TR09], M. A. Tinati et al further 

enhanced the JPDA filter by developing a distributed JPDA. In the method, the 

marginal posterior densities of the individual targets are evaluated by using the 

Monte Carlo simulations and the local GMM parameters for these distributions are 

calculated by each sensor. Then the average consensus filtering technique is used to 

obtain the global GMM parameters in each node. The consecutive time steps that the 

global approximations for the individual posterior densities are obtained from each 

node are repeated. The disadvantage of JPDA is the number of targets should be 

known as a prior knowledge. To solve the third problem, in [FZ02], for each distinct 

target, a corresponding sensor leader is elected. As targets move, new leaders are 

elected to reflect network changes. The number of targets can be determined by the 

number of leaders elected. F.Zhao and Guibas describe a distributed mechanism for 

counting the number of targets in a given field in [FZ03] by using particle and 

clustering algorithm.  

2.2.1.3.  The Motion Mode of Target 

The motion mode of target can be classified as two classes.  

(1) Random motion mode. In this class, the target goes through the area randomly. 

The trajectory of target is estimated by the sensed data from sensor and previous 

sensed data [TS08].  

(2) Predefined motion mode. The object goes through the area based on a predefined 

motion mode. The CT (constant turn) and the CV (constant velocity) mobility model 

are the usual mobility models that are used in object tracking [TB09]. The uniform 
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acceleration motion (CA) is used in [TB09]. The motion model can also be a 

directional motion model [KA08] that movement models take into account the 

moving direction to imitate the actual object motion. 

2.2.2. Challenges 

The first challenge in object tracking associates with real-time constraint. Real-time 

problem means the objective of the problem must subject to a strict time constraint. 

In object tracking, real-time means the state of the target must been identified in 

short/predefined time delay. In [HV07], the delay of object tracking can be divided 

into six parts: Tinitial (the time for initialization), Tdetection (the time for detection), 

Twakeup (the time for waking up), Taggregation (the time for data aggregation), Te2e (the 

time for routing), and Tbase (the time for computation time on base station). The 

target tracking system tries to shorten the delay of the parts. However, if the location 

of the target needs to be estimated accurately, the sensors need collect enough data 

and use the complex algorithm to compute the result. When the targets enter the area, 

how to track the target accurately in real-time is a challenging task. 

The second challenge is energy efficiency. Because sensor nodes have limited 

energy, how to extend the lifetime of the sensor nodes is a hot topic of research 

[AS02]. This problem is usually related to the consideration of tracking errors and 

tracking algorithms. For reducing the tracking errors, a large number of data and 

exact algorithm are needed. However, it will consume energy to collect the data and 

compute the location. Hence, how to improve accuracy and save energy is the main 

objective of object tracking. 

The third challenge is to realize the tracking algorithm in distributed way. Whenever 

possible, object tracking should be performed in a distributed (in-network) fashion to 

satisfy real-time constraints and energy efficiency [CH03]. However, the limitations 
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of the distributed implementation of object tracking should be considered. As to the 

accuracy of the tracking result, centralized tracking has global knowledge that all 

measured data is available as the history of the trajectory, whereas distributed 

tracking is only based on the current limited estimations. The accuracy of the 

distributed algorithm will be less than the centralized algorithm. 

2.2.3. Methods, Techniques, and Algorithms 

Since the sensor has limited energy supply, the deployment and operations of nodes 

are designed with the need to save energy and guarantee accuracy of the result. 

Based on the characteristics of a complete object tracking process, algorithms used 

in object tracking are classified according to the stages of object tracking – the 

deployment stage, the detection stage, and the tracking stage, as shown in Figure 2.3. 

The focus of the research in different stages is shown in Figure 2.4, Figure 2.5, and 

Figure 2.6, respectively.  

 

 

Figure 2.3:The process of object tracking 
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Figure 2.4: The research focus in deployment stage 

 

 

Figure 2.5: The research focus in detection stage 
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Figure 2.6: The research focus in tracking stage 

In the deployment stage, a proper deployment of sensor nodes not only reduces the 

number of sensors being used, but also enhances the reliability of the network 

[AS02]. The reliability of the network is reflected by the coverage of the sensing 

range of sensors. If the sensors can cover the area with the high probability, the 

detection error will be reduced. The deployment of sensor nodes can be based on 

deterministic or probability sensing model. However, if the deployment of sensor 

nodes cannot be controlled, e.g., randomly dropping sensors from a plane to the 

observed area [M10], the sensor nodes are scheduled to be in different states. Even 

in the controlled deployment of nodes, a sleeping schedule is also an effective way 

of alternating sensors between the sleep and active modes in order to reduce energy 

consumption while maintaining full coverage of the targets [WH08]. Therefore, in 
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detection stage, sleep scheduling is the main task. Classic methods for node 

scheduling can be divided into location-based, distance-based, and random 

independent methods. 

When an object enters the WSNs, the corresponding sensor nodes are awoken to the 

tracking stage. At the same time, other un-related nodes are still at the detection 

stage. In the tracking stage, information aggregation is a commonly used method. 

Tree-based and cluster-based aggregations are the two basic forms for gathering 

sensing and delivering data. Evaluating the state of the target is also an important 

part of object tracking. Predicting the next movement of the target is very 

meaningful for studies of detection and save the energy of node. 

2.2.3.1.  Deployment Stage in Object Tracking 

The deployment stage is the initial stage of the whole process of target tracking. In 

the deployment algorithm, all sensors are deployed by using prior or partial 

knowledge of the environment, such as the position of the node, the relative distance 

between two nodes. How to determine the minimum number of sensors that need to 

be deployed to achieve the optimal level of sensing and communication coverage is 

the key problem [CT05]. Based on the techniques used for determining the position 

of sensors [YF06], deployment methods can be divided into deployment based on 

probability sensing mode and deployment based on deterministic sensing mode. 

The deterministic deployment algorithm only depends on the sensing range and 

distance without considering any probabilistic factors, whereas the probabilistic 

deployment algorithm is for calculating the better positioning of nodes using 

detection probability. Table 2.1 shows the comparison between these two algorithms. 
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Table 2.1: The comparison between deterministic deployment and probabilistic 
deployment 

Technique Deterministic Probabilistic 

Assumptions If the object is in the sensing 
range, it can be detected. 

The sensing accuracy of a sensor 
decreases as the distance to the 
target increases or the energy of the 
sensor decreases. 

Basic idea Use the minimum cost/number 
of nodes to cover the observed 
area/points. 

Calculate the optimal deployment 
based on the probability of 
detection. 

Advantages 1. It is suitable for the binary 
sensor network that is usually 
used in object tracking. 
2. It is easy to design the 
algorithm when the sensors 
have the united sensing 
coverage.  

1.It  is practical in a real world. 
2.It considers the detection error 
and detection accuracy. 

Limitations 1. The assumption is ideal. 
2. It does not consider 
detection errors. 

1. The detection probability model 
is only based on the estimation 
model. 
2. Since the sensing range of the 
sensor becomes irregular when 
considering with the probability 
model, the process of calculation 
becomes complex.  

 

1) Deterministic Deployment Algorithms  

Researchers assume that sensor nodes in WSNs can always successfully detect a 

target within its sensing range, but cannot detect a target beyond the range [ZY06]. 

The aim with deterministic deployment techniques is to use the minimum number of 

nodes to cover the observed area so that any target in the area is included in the 

sensing range of at least one sensor. The output of the algorithms usually is the 

locations of the sensors. A common method is to dividing the given area into 

grids/cells [R10]. Then the sensors are assigned into the sets of grids/cells to cover 

the subareas. Chakrabarty et al. [CI02] applied a grid-based representation to the 

sensor field and transformed object tracking into the problem of locating a target at a 
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grid point. In [CI02], the objective of the deployment problem is to determine sensor 

placement while minimizing the total cost of sensors for complete coverage of the 

sensor field. Integer linear programming (ILP) method and divide-and-conquer 

method are used to find the optimal deployment. In [HS04], the objective is to 

maximize the coverage of the service area while not exceeding a given budget. 

Evolutionary approach is used to solve the problem. 

Different from static deployment, where the positions of the sensors are fixed, a 

mobile sensor deployment method was proposed in [ST05]. Besides using a 

relatively large number of static sensors, mobile sensors are used to fill in holes, 

which are not covered by the static sensors. Using mobile sensors can greatly reduce 

the number of static sensors needed to achieve full coverage. However, it is possible 

that a target appears within a hole that no mobile sensors can detect. Therefore, how 

to apply different optimization methods to optimize the deployment is still a 

challenging issue. 

2) Probabilistic Deployment Algorithms 

Although deterministic deployment is simple for analysis, in reality the detection of 

a target is not a deterministic process [ZY06]. A target is not always detected by a 

sensor because the sensing accuracy of a sensor decreases as the distance to the 

target increases or the energy of the sensor decreases. Since probability-based 

deployment algorithms in a real environment are more practical than in a testing 

environment, they have become the main focus in studies on the coverage of sensors.  

Zhang et al. [ZY06] proposed a differentiated node deployment algorithm called 

DIFF_DEPLOY, which is based on a probabilistic detection model. Not only was the 

miss detection probability considered, the detection requirements for different 
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locations also were included in the optimization problem. The algorithm could be 

used in both precise node deployment and node deployment with uncertainty. 

Inspired by the combination of attractive and repulsive forces in physics, Zou and 

Chakrabarty [ZC+07] applied a virtual force algorithm (VFA) to enhance the 

coverage of sensors after their initial random placement. The resulting probabilistic 

target localization algorithm is executed by the cluster head in a cluster-based sensor 

network architecture. The cluster head calculates the percentage of its local area 

coverage based on a probabilistic node detection model. The factor of the distance 

between the target and the sensor was considered and moving instructions were sent 

to redeploy the sensors. 

Dhillon and Chakrabarty [DC03] proposed two algorithms for placing sensors in a 

sensor field. They assumed that the probability of detecting a target by different 

sensors were different. The probability was defined as a function whose value 

decreased exponentially with the distance between the target and the sensor. One of 

algorithms maximized the average coverage of the grid points in the field. The other 

algorithm maximized the coverage of the most vulnerable grid points. The two 

algorithms cooperated to find an efficient node deployment under the constraints of 

imprecise detections and terrain properties. 

3) Metrics 

As to deployment algorithms, the target is to deploy fewer sensors to achieve a 

greater range of coverage. The number of sensors that should be placed is the most 

popular performance metrics used in deployment algorithms. It is usually compared 

under the same predefined miss probability threshold [ZY06] or the same predefined 

sensing range. If more than one kind of sensor needs to be placed, the density of the 
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sensors and the total monetary cost of the sensors are also performance metrics for 

the deployment algorithm. 

4) Open Issues 

Though the deployment of the sensor has been studies extensively, there are still 

several interesting issues deserve further investigation. The first one is the 

deployment of sensors in a three dimensional WSN. Most of the existing works 

focus on the deployment problem in a 2-D WSN. However, in some applications, 

such as tracking the pollution in sea [WR10], deploying 3-D WSN is needed. There 

are a few work based on the problem, for example, in [HT04], the authors reduce the 

problem from a 3-D space to a 2-D space, and further to a 1-D space to find the 

optimal deployment. In [MS+10], the paper proposes a new heuristic algorithm for 

computing a near optimal sensor node deployment that minimizes the cost for 

achieving the full coverage and node connectivity of a 3-D target space with 

obstacles. Solid space theory, division of the space, and reduction of the space are 

the possible solution for the problem. The second open issue is deployment in the 

heterogeneous network. Since the network consists of different kinds of sensors with 

different sensing model or detection model, how to find an optimal deployment is a 

difficult task [WC07]. In [WK04], impact of heterogeneous deployment on lifetime 

sensing coverage in sensor networks is discussed in single-hop and multi-hop 

communication.  

2.2.3.2. Detection Stage in Object Tracking 

1) Sleep Scheduling 

Generally, sensors are excessively deployed in the observed field. A portion of the 

sensors is able to give complete coverage of the area. Therefore, some redundant 
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sensors can enter a sleep mode to save energy. When needed, a set of sleeping 

sensors are woken up to full activation [WH08]. The classic sleep scheduling 

techniques can be classified as “location-based”, “distance-based”, and “random 

independent”. Table 2.2shows a comparison of these algorithms. 

(1) Location-based Sleep Scheduling. The location-based sleep scheduling requires 

each node to know its accurate location through a global positioning system (GPS) 

or location service. Initially, all nodes are in the active state and then the redundant 

nodes are found using location information of node. The non-redundant nodes 

remain active, while the redundant nodes change into the sleeping mode.  

Wang et al. [WX03] proposed a coverage configuration protocol (CCP) that can 

provide different degrees of coverage under request. In a CCP, each node stays in 

one of the three states: SLEEP, LISTEN, and ACTIVE. HELLO, JOIN, and 

WITHDRAW messages are used to reduce contention among neighbours in the 

transition from LISTEN to ACTIVE and the transition from ACTIVE to SLEEP, 

respectively. Under the assumption that the communication range with other sensors 

is less than twice the sensing range, CPP is integrated with Span [CJ02] to form a 

connected covering set. 

Zhang and Hou [WH05] proposed an optimal geographical density control (OGDC) 

algorithm to schedule the sleep and wake up times based on a triangle tessellation 

process. The objective is to maintain sensing coverage and connectivity using a 

minimum number of active sensor nodes. Each node can be in one of the following 

three states: UNDECIDED, ON, and OFF. Each round is composed of a node 

selection phase and a steady state phase. At the beginning of the node selection 

phase, every node is powered on with the UNDECIDED state. After the remaining 

energy-based selection is performed, the starting active node broadcasts its 

information. The node that is not redundant and has the minimum deviation to the 
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desired direction and angle required by the already active nodes will have the largest 

chance to become active next. After each node has determined its state, the process 

will terminate. 

Table 2.2: The comparison among location-based, distance-based, and random 
independent techniques 

Technique Location-based Sleep 
Scheduling 

Distance-based Sleep 
Scheduling 

Random 
Independent Sleep 
Scheduling 

Assumption Each node is aware 
of accurate location. 

Physical distance-based: 
The distance between the 
nodes is pre-knowledge or 
the distance between the 
nodes can be calculated. 

The time is divided 
into cycles based 
on a time 
synchronization 
method 

Hop distance-based:  
The hop count between 
nodes is pre-knowledge. 

Basic idea Each node has 
predefined state at 
first and then the 
redundant nodes are 
found by using 
location information. 
The non-redundant 
nodes remain active, 
while the redundant 
nodes change into 
the sleeping state or 
other states. 

Physical distance-based: 
The distance is calculated 
by the number of 
neighboring nodes, and 
then the redundant nodes 
are obtained by using 
geometry method. 

Each sensor enter 
the sleep state 
randomly by using 
messages and the 
decisions of 
sleeping/wake up 
are made 
independently 
based on the 
probability mode. 

Hop distance-based sleep 
scheduling:  Each node 
maintains the hop table. 
The state of node is 
determined by the hops. 

Advantages 1. The redundant 
nodes that are 
calculated accurately 
because 
GPS/location service 
accurately 
determines their 
location. 
2. Without the 
complex computing, 
the redundant nodes 
can be determined 
quickly. 

1. It doesn’t need accurate 
locations which is practical 
in real world. 
2. The algorithm can only 
use the local and simple 
information to find the 
redundant node. 

1. It is suitable for 
distributed /local 
computing. 
2. It is energy-
efficient and light-
weight because 
each sensor doesn’t 
require any 
interaction with 
their neighbor. 

Limitations It needs to know the 
geographical 
information of sensor 
or the localization 
information, which 
are considered 
expensive and 
infeasible to obtain. 

The process of calculation 
is time-consuming if using 
the geometric method to 
calculate the coverage area 
accurately.  

It is not robust 
against unexpected 
failures that destroy 
the sensors before 
they run out of 
energy. 
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The CCP and the OGDC are both distributed algorithms. The OGDC is fully 

localized because its scheduling decision is made based on one hop neighbourhood 

information. The authors of [WH05] also compared the performance of these two 

algorithms. The paper showed that the performance of the CCP declined as the 

number of deployed nodes increased. The OGDC took less time to configure the 

sensor network than the CCP. A smaller number of working nodes was needed by 

using the OGDC and the resulting sensor network by the OGDC had a longer 

lifetime than the CCP. 

(2) Distance-based Sleep Scheduling. Because the location-based sleeping schedule 

algorithms need to know the geographical information of the sensors or the 

localization information, which are considered expensive and infeasible to obtain, 

distance-based sleeping scheduling algorithms are proposed. The distance 

information between nodes can be the concrete distance calculated by the geometric 

method or measured by the received signal strength based on an attenuation radio 

transmission model [YK07] or be the hop counts used for transmitting information 

between any two sensors [WH08] [WW06]. According to the distance information, 

geometry method is used to find the redundant nodes.  

In the physical distance-based Sleep Scheduling, Younis et al. [YK07] proposed a 

location-unaware coverage algorithm (LUC), which selects nodes to be active while 

the other nodes are put to sleep. In this paper, the four redundancy check tests are 

applied by using the distance between two-hop neighbours and the number of 

neighbouring nodes. In the first and second redundancy check tests, the coordinate of 

the node needed to be checked is assumed as (0,0). Then the coordinates of the 

neighbouring nodes are assigned according to the distance between the node checked 

and its neighbour. Based on these coordinates, if the node checked is in the triangle 

in which the vertexes are the coordinates of any three neighbouring nodes, the node 

checked is redundant. In the third and fourth redundancy check tests, based on the 
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uniformly deployment, if a node V has more than four active neighbours within the 

sensing range Rs of the node V, and if every neighbour of V is also a neighbour of 

these active neighbouring nodes, V is regarded as a redundant node.  

In [ZC+07], the distance between two nodes is estimated by the number of 

neighbouring nodes. Then the area is divided into non-overlapping triangles, and the 

vertices of these triangles are the active nodes. The basic idea for selecting an 

additional node to be active is that the ratio of the size of the vacancy or white area 

inside the triangle to the area of the triangle should be less than or equal to a 

predefined threshold. 

In the hop count-based Sleep Scheduling, Wang et al. [WF07] proposed a layered 

diffusion-based coverage control (LDCC) protocol, which exploits the hop count 

information to select active sensor nodes. In this paper, the hop counts are the 

transmission times for delivering a packet from a sensor to the base station. Wang et 

al. [WW06] proposed a hop-based sleep scheduling algorithm (HSS) for enhancing 

the lifetime of a WSN. According to the average hop distance to the sink, the HSS 

divides the sensor network into several levels. The probability of putting a node to 

sleep is related to the level and the density of the sensors. Sensors that are farther 

away from the sink node have a greater probability of being in the sleep mode. As 

the HSS algorithm needs to know the information of all levels, it is a centralized 

algorithm. 

(3)Random Independent Sleep Scheduling. Random independent sleeping (RIS) 

algorithms [GM04] [KL04] belong to self-scheduling algorithms, which make each 

sensor enter the sleep state randomly and independently of each other. An RIS 

algorithm has the following major characteristics according to [WX06]: (1) it does 

not require location or distance information; (2) nodes do not maintain a 

neighbourhood table; (3) because the sensors do not dynamically evaluate their 
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situation, the basic RIS mechanism is not robust against unexpected failures that 

destroy the sensors before they run out of energy. 

The probing environment and adaptive sleeping (PEAS), proposed by Ye et al. 

[YZ03], is a self-scheduling method. It consists of a probing environment algorithm 

and an adaptive sleeping algorithm. In the probing environment mechanism, all 

nodes are sleeping for an exponentially distributed random time. When the time 

passes, the node wakes up and sends a PROBE message within a certain range. If it 

does not receive any reply, it wakes up and starts working. In the adaptive sleeping 

mechanism, the aggregate probing rate is calculated by each working sensor based 

on its sleeping neighbours. The measured probing rate is then included in a REPLY 

message from the working node to its probing neighbours. The probing nodes adjust 

their sleeping times according to the probing rate in the message. 

2) Metrics 

Because the design goals of the sleeping schedule are sensing coverage, connectivity 

coverage, and energy cost, the performance metrics of sleeping schedule include the 

energy consumption or lifetime of the network, the number of working nodes 

required, the average coverage ratio (the ratio of the covered area to the total area to 

be monitored), and the latency (the delay from the time that the target shows up to 

the time that the target is detected). 

3) Open Issues 

How to design an efficient sleep scheduling method is still an open research 

question. Most of the papers on problems of coverage are based on a unit disk-

sensing range in WSN. However, in practical environment, sensors have irregular 

shapes of sensing area. For example, as shown in Figure 2.7, cameras and sensors 
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with antennas, the sensing area is a sector. However, if considering the irregular 

shapes of sensing ranges, there are three difficulties. The first is how to adjust the 

angle of each node to cover the area. The second is how to calculate coverage area 

based on the irregular shape of the sensing range of sensors in a given region. The 

third is how to schedule the nodes and find the redundant nodes if the angle of the 

sensor is adjustable. 

 

 

Figure 2.7: The sensor with sector sensing area 

 

2.2.3.3.  Tracking Stage in Object Tracking 

When a target is detected by one or more sensors, the sensors around the target are 

woken up to detect collaboratively. When the target is moving, the sensors should 

always track its information continuously. Using the minimum number of sensors to 

get high tracking accuracy is the objective in this stage. There are three general 

phases in the tracking stage: information aggregation, the target state evaluation, and 

selection of next sensor set. 
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1) Information Aggregation 

The process of information aggregation can be as follows. The sensor nodes 

surrounding the moving target should promptly provide robust and reliable status 

information about the mobile target and the region around it in an energy-efficient 

way. The network should also forward this information to the sinks in a fast and 

energy-efficient way. The main objective of the information aggregation is to 

minimize the amount of communication so as to increase the lifetime of the network. 

The algorithms of information aggregation usually include two types: tree-based and 

cluster-based. Table 2.3 shows a comparison between these algorithms. 

(1)Tree-based algorithms. As in Figure 2.8: An example of a data aggregation tree, 

there are k sources S1, S2, …, Sk  and a sink D. Suppose the graph G=(V,E) consists of 

a set of nodes V and a set of edges E. Building a data aggregation tree is that  finding 

efficient paths from the k sources to the sink D through a set of intermediate nodes 

that allow in-network consolidation of redundant data. 

 
 

 

Figure 2.8: An example of a data aggregation tree 

 



Coverage and Data Aggregation for Object Tracking in Wireless Sensor Networks Jingjing LI, PhD, Hong Kong PolyU, 2013 

32 

 

Table 2.3: The comparison between tree-based and cluster-based techniques 

Technique Tree-based Cluster-based 

Assumption There are source nodes and sink 
nodes. The source node can 
connect with sink node through 
multi-hops.  

The sensors in the cluster can 
connect with the cluster head. 
The cluster head can connect with 
the sink node. 

Basic idea The tree is commonly composed 
of a sink, intermediate nodes, and 
nodes that detect the target. The 
sink is viewed as the root; the 
nodes that detect the target are 
viewed as leaves. When the target 
is moving, the tree is constructed 
dynamically according to the 
resource usage, tracking quality. 

The network is divided into 
clusters. The cluster heads are 
elected by the election 
algorithms. The information is 
detected by cluster members and 
then is delivered to the cluster 
heads. 

Advantages 1. In the tree topology, the sensor 
only maintains the parents’ and 
children’s information. 
2. The information from source 
nodes can be combined/aggregate 
at the middle levels which save the 
energy and message. 
3. The evaluation metrics can be 
mapped to the weight of the edge. 

1. The network becomes a 
hierarchical structure, which is 
beneficial for applying the 
different algorithms to the 
different levels of the network. 
2. The sensors can only 
communicate with other sensor in 
the same cluster which can be 
easily utilized to design the 
distributed algorithm. 

Limitations The algorithms are usually 
centralized, since global 
information is needed when the 
tree is constructed. 

The cluster head needs to manage 
the members in the cluster which 
consumes much energy. Thus, the 
energy of the cluster head will be 
used up quickly. The energy 
balance of the network is broke. 
Furthermore, the features of 
cluster make the cluster-based 
algorithm is not suitable in the 
flat wireless sensor network. 

 

Zhang and Cao [ZC04][ZC+04] proposed a dynamic convoy tree-based collaboration 

(DCTC) framework to detect and track a mobile target and monitor its surrounding 

area. The schemes divide a sensor network into grids, with a grid head in each grid. 

Only the grid head is awake when there is no target near the grid. When a target 

enters the detection region, the corresponding grid heads wake up more sensors. 

These sensors collect sensing information and cooperate to elect a root and construct 
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a convoy tree. The root collects and refines the information from the other sensors 

about the target by using some classification algorithms. Some active sensors change 

to sleep when the target leaves its sensing range, while some other sensors are 

activated by the root for continuous tracking. Therefore, the convoy tree and the root 

are dynamically altered and changed to optimize the communication overhead.  

In [HI04], a dynamic sink-oriented tree is constructed. The nodes that are only one 

hop away from the sink become root nodes, and are responsible for sending 

information on the connection or disconnection status of the mobile sink to its 

descendant nodes. If the sink moves, some root nodes will become disconnected 

from the sink. As soon as the timer has expired, the root nodes flood a JoinREQ 

message to their neighbours. The nodes receiving the JoinREQ make the sending 

node as their descendant by corresponding with a JoinREP message. 

Lin et al. [LP06] developed several tree structures for in-network object tracking, 

which took the physical topology of the sensor network into consideration. The 

proposed method is a two-stage approach, with the aim being to reduce the update 

cost and the query cost, respectively. In the first stage, an object tracking tree is 

generated. The authors discussed two solutions to the object tracking tree: a 

deviation-avoidance tree (DAT) and a one-based DAT (Z-DAT). In the second stage, 

a query cost reduction (QCR) algorithm is developed to adjust the tree in the first 

stage for a further cost reduction. 

The drain-and-balance (DAB) method proposed in [KV03] constructs the tree in a 

bottom-up way. Within each DAB step, a subset of the sensors is merged by utilizing 

the event rate information. Sensors are partitioned using one or more event rate 

thresholds, and the high-rate subsets are merged first. 
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(2) Cluster-based Algorithms. Chen et al. [CH03] proposed a clustering algorithm 

for target tracking using acoustic information. They regarded the network as a 

hierarchical structure, made up of a static backbone of high-capability sensors as 

cluster heads (CHs) and a low-end sensor network for providing the sensing 

information to the CHs. By using the Voronoi diagram which means a special kind of 

decomposition of a metric space determined by distances to a specified discrete set 

of objects in the space, dynamic clustering was realized, ensuring energy 

conservation and sufficient information to determine the location of the target. 

Medeiros et al. [MP08] proposed a distributed object tracking system that employed 

a cluster-based Kalman filter in a network of wireless cameras. The cameras can 

observe the same target and cooperate with each other to form a cluster and elect a 

cluster head. The advantage of using such a cluster-based method is that the 

uncertainty of the position of the moving target can be reduced, making the 

localization more accurate. The experimental results show that the proposed tracking 

protocol requires much fewer transmission messages than a centralized tracker, 

while achieving comparable tracking accuracy. 

Some other methods also combine cluster with tree topology to solve the problem of 

aggregation. For example, Fang et al. [FZ03] proposed a distributed aggregate 

management (DAM) protocol, in which nodes that detect energy peaks become 

cluster heads, and a tree of cluster members is formed by neighbours that detect 

lower energy levels.  

(3) Open Issues. Since the target is moving continuously, the nodes that can sense 

the target will be different from time to time. Therefore, the first open issue is how to 

dynamically select the minimum number of nodes involved to deliver the sensed 

data to the sink. Though there are many paper worked on this problem, most of them 

focus on tracking a single target. In multi-target tracking, it needs to be considered 
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that combining, reconfiguration, and division the tree/cluster with minimum number 

of involved nodes in designing the aggregation algorithm. The second issue is how 

to construct the desired cluster/tree as soon as possible and how to evaluate the 

delay. The researchers are still finding an algorithm which can deliver the 

information to the data centre quickly and accurately. In tracking the pollution in the 

ocean, there is an interesting problem. When the wave is waked upon the sea, the 

topology of the sensor network will be changed. How to construct dynamically the 

cluster/tree in real time in the dynamic topology is a great challenge. 

2) Target State Evaluation 

When the information from sensors has been gathered by the data centre/sink, the 

data centre/sink needs to associate the measurements to calculate the state of target, 

the state can be the position or attributes of the target. However, only set of 

measurements contribute to the final results. Some measurements from sensor are 

not accurate which are regarded as noise. Kalman Filters (KFs) [WB01] and Particle 

Filters (PFs) [GS93] are the representative methods for evaluating the state of target 

and filter out the noise. 

(1)Kalman Filter. KF [AB11] is a set of mathematical equations that provides an 

efficient computational solution to discrete time data filtering problems, in essence 

removing extraneous noise from a given stream of data. A KF has two distinct 

phases: predict and update. The predict phase uses the state (e.g. location) estimate 

from the previous timestamp to produce an estimate of the state at the current 

timestamp. In the update phase, measurement information at the current timestamp is 

used to refine this prediction to arrive at a new, (hopefully) more accurate state 

estimate, again for the current timestamp. In [BC06], the object tracking system is 

modelled by using KF to filter out the measurement noise and estimate the path of 

object. The system consists of four stages: the state space calculations, the 
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measurement model, prediction stage and correction stage. In [SK11], KF is used to 

denoise the signals based on polar coordinates. 

Besides the KF above, the Distributed KF (DKF) is used for locally estimate the 

state of target. The aim of a distributed filter [HR10] is to parallelize the state 

estimation such that every node determines its state estimate independently. 

Abdelgawad [AB11] et al propose a novel DKF which is based on a fast polynomial 

filter to accelerate distributed average consensus in static network topologies. The 

proposed DKF consists of consensus filter and micro KF on each node. In [HR10], a 

data fusion step is added to the filter. This allows the usage of more measurement 

information available in the network to improve the accuracy. It can be used in 

dynamic topology network. Other modified KF, such as the extended Kalman filter 

(EKF) [SL93] [MA08], the mixture KF (MKF) [DL07] and the switching KF (SKF) 

[MM05] are also used for object tracking in WSNs. 

(2) Particle Filter. Recently, PFs are applied for solving object tracking widely. In 

PFs, a set of ‘particles’ represents the candidate state values [IC05]. The filter 

evaluates how well individual particles correspond to the dynamic model and set of 

observations, and forms a state estimate through an appropriate weighted averaging 

of particle values (or perhaps a maximization). It often consists of four steps [CI05]: 

a propagation step, the update step, the estimation step and the resampling step. 

Gordon et al. [GS93] developed a bootstrap filter (also named the sequential 

importance resampling (SIR) PF). The filter introduced a resampling step to prevent 

the filter from diverging, which removed the particles with the lowest weights at 

each step and created new particles at points where the weight was the highest. The 

bootstrap filter was shown to be more accurate than the EKF for tracking in a system 

with nonlinear measurements, such as bearings-only tracking. Since then, several 

variants of this bootstrap have been developed, such as the bootstrap for multi-target 
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tracking [HC02] [VN01] and for manoeuvring targets using an interacting multiple 

model (IMM) PF approach [MI02].  

Since PFs have been shown to be particularly effective in a distributed sensing 

environment [LC04], a Distributed PF (DPF) is proposed in [C04]. The DPF [IC05] 

maintains a local particle filter at selected nodes. Through communication, each 

local filter on the node performs estimation and to implement extensive compression 

of local measurements for transmission to other nodes. In [OB08],a decentralised 

data fusion architecture with channel filters is proposed. Local PFs update 

observation likelihoods from local sensors and fuse information received from 

channel filters. Channel filters maintain a record of common information between 

two nodes. Garrick Ing et al propose two improvements to DPF to reduce 

communication overhead. The first improvement step is that performs Huffman 

coding by constructing the tree from the information of PF. The second improvement 

is that reduces the fraction of communication energy wasted through transmitting 

packet headers. A thorough description of different types of PF can be found in 

[AM02]. 

(3) Open Issues. Designing a distributed version of the filter is the hot research area. 

Because of the distributed property of the particle filter, DPFs are studied in recent 

papers. How to modify DPFs using local information estimation is worth to be 

investigated. Besides the filters, design of the simple and quick method for status 

estimation is the open issue in object tracking. For example, in [WB08], the author 

proposes an algorithm to estimate the target location and the target velocity by using 

reduction from a two-dimensional area into a one-dimensional arc in a distributed 

and asynchronous manner. The method is suitable for solving the tracking problem 

in a densely deployed WSN. For a sparsely deployed WSN, Deepak [JK11]et al 

proposes an approach that the location of a moving target is approximated by tangent 

estimations to three circles, each representing range of a sensor. Most of the filters 
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only consider one type of noise mode. However, when tracking a target in a real 

work, there exist several types of noise, such as environment noise, measurement 

noise, and transmission noise. Thus, designing a robust algorithm in the presence of 

different types of noise is an open issue. In [ZZ09], the paper converts the original 

tracking problem to the problem of finding the shortest path in a graph, which is 

equivalent to optimal matching of a series of node sequences. Then, a tracking 

framework using node sequences is proposed which can be robust to the different 

types of noise models.       

3) Sensor Set Selection 

The simple way to guarantee the sensor network tracks the moving target 

continuously is that all the sensors are waken up and keep active until the target goes 

out from the network. However, it will consume much energy and the lifetime of the 

network will be shortened. Therefore, for saving energy, when the target is detected, 

only a set of sensors around the target needs to be woken up. For tracking the target 

continuously, the current active sensors wake up a next set of sensors to track the 

target based on the possible location at next time slot predicted by the sensors/data 

centre. 

There are many existing algorithms to predict a next sensor set. The basic idea of 

these algorithms is that firstly the next location is predicted according to the current 

measurements and the motion model of target. Then a set of sensors which are near 

the predicted location is selected according to the residual energy, required coverage, 

or the type of information required. Entropy-based solutions where the selection 

schemes aim to minimize the entropy of measurement is the common method in 

object tracking algorithms [RE07]. The paper [MS10] proposes a maximum mutual 

information under energy constraints-based sensor selection approach. The basic 

idea of the sensor selection scheme has five steps. At first, the sensors in the Rmax 
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range are selected. Rmax is equal to the maximum sensing range. Then, Compute the 

mutual information function based on the predicted target position. The third step is 

to select the best sensors by maximizing the mutual information under energy 

constraint. Quantize the sensors’ measurements and execute the quantized variation 

filtering (QVF) algorithm in the fourth and fifth step. QVF is a method which is 

utilized to estimate the position of the target and predict the next position.  

The information-driven solution is also a common method for set selection. The 

information can be the resource usage, or the track quality. In [AL08], Loredana et al 

propose a selection procedure to find informative sensors to minimize the energy 

consumption of the tracking task. According to the predicted location of the target 

obtained by PF, a node Va near the predicted location is woken up. The neighbouring 

nodes of Va within a predefined threshold of RSS are grouped. Finally, a subset of 

nodes Nd (Nd is predefined) is selected to guarantee that the sum of the energy 

consumption of the sensors in the subset is minimized.  

Open Issues. In most of existing work, a node which is nearest to the predicted 

location will be woken up at first. Then, the node will select other nodes which are 

within a predefined range. Then the most informative nodes are woken up from these 

nodes. However, the approach mentioned above is not fully distributed algorithm 

and consumed time and energy when the selection procedure is executed from one 

node to many nodes and then to several nodes as shown in Figure 2.9. Therefore, 

how to perform a selection scheme in fully localized way and in real-time is a 

challenging issue. For example, if an active node can wake up a next node one to one 

which is shown in Figure 2.10, the time and message will be saved.  
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Figure 2.9: A selection process in the existing work 

 

 

Figure 2.10:  A proposed selection process 

 

The other interesting topic in sensor selection is how to recover the error. That means 

when the selection procedure is executed according to a prediction failure, how to 

reselect the right nodes based on the current status of target quickly. In [YF06], a 

mesh approach is proposed to helping the system recover from the prediction failure 

efficiently. It assume that the speed of target is Vt at the time t, then it is not possible 
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for the target to move out of the region C called the mesh region within time period t 

+ t1. The sensors which can cover region C completely will be selected to wake up. 

4) Metrics 

The trade-off in target tracking is between energy efficiency and tracking errors, so 

the main metrics of this stage are: 1) prediction error: which refers to the difference 

between the estimated trajectory and the real trajectory; and 2) energy consumption: 

which refers to the total number of Joules consumed for one whole simulation. 

2.2.4. System 

Several architectures and models have been proposed for object tracking systems. 

This section presents some famous and classic systems. 

2.2.4.1. VigilNet 

VigilNet, proposed by Tian He et al. [HK06], is a popular system for tracking the 

moving vehicles. The system is composed of four major groups: initialization, 

tracking, power management, and general utilities. Its structure is depicted in Figure 

2.11 and its components are described as follows: 

1) Initialization. Initialization components are responsible for the establishment of 

basic infrastructure. 2) Tracking. Tracking components support the event tracking 

functions. The VigilNet tracking operation has six phases: Initial Activation, Initial 

Target Detection, Wake-up, Group Aggregation, End-to-End Report, and Base 

Processing. Figure 2.12 shows the tracking operations in VigilNet [HP07]. In 

tracking, the localization module is responsible for ensuring that each mote is aware 

of its location. The main contribution of the group management component, 

described in [BB03], is to establish a unique one-one mapping between a group and 
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a physical event as well as to add and delete members of the group as the event 

moves through the environment. The aggregation management is in-network 

aggregation by organizing the motes into groups. 3) PowerM. The PowerM module 

performs power management, which puts motes to sleep as described earlier, when 

no significant events are detected. 4) General utilities. Utilities are used for 

facilitating downloading, debugging, tuning, and statistical logging. 
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Figure 2.11: VigilNet system architecture [HK06] 

 

 

Figure 2.12: Tracking operations in VigilNet [BB03] 
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The VigilNet was proposed for military research, so its terminology and original 

application is defence-oriented. The drawback of the VigilNet is that each state needs 

to be sent to the base station to calculate which will cost more in terms of 

communication.  

2.2.4.2. HTM (Heterogeneous Tracking Model) 

The heterogeneous tracking model is a prediction-based object tracking model. The 

model includes three phases: the Data Collection and Mining Phase, the Prediction 

Phase, and the Recovery Procedure. In the Data Collection and Mining Phase, a 

cluster head collects the moving object’s message and exploits the variable memory 

Markov (referred to as VMM) model for mining object moving patterns. Then, the 

cluster head predicts the next movement of the object. When a cluster head cannot 

precisely predict the sensor nodes to detect an object, the recovery procedure will be 

performed to track the object. A recovery procedure will be executed by waking up 

sensor nodes within the coverage region of the cluster head. Based on HTM, only a 

bound number of sensor nodes need to participate in the recovery procedure. 

In contrast to the VigilNet, the HTM does not provide a systemic view. Instead, it 

executes the object tracking from the task view and achieves in-network mining in 

that mining object moving patterns are performed while moving records are 

forwarded to the sink. 

2.2.4.3. MLOT (Multi-Level Object Tracking Strategy) 

Figure 2.13 shows the system architecture of MLOT [TL09]. The system workflow 

consists of three main phases: (1) the clustering of sensor nodes; (2) the discovery of 

movement patterns; and (3) the prediction and recovery of locations of moving 

objects. At first, the sensor network is clustered as a multi-level structure by a 
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clustering mechanism, such as K-means [HK00].Then, the movement logs of the 

moving objects are analyzed by a data mining algorithm to obtain the movement 

patterns. Subsequently, the next location for a moving object in sensor networks is 

predicted and a set of sensor nodes are activated. 

 

 

Figure 2.13: System architecture [TL09] 

 

In contrast to the VigilNet, there is no hierarchical system that consists of sensors 

with different capablity in MLOT. Instead, it pretreats the wireless sensor networks 

and combines the data mining mechanism with an object tracking mechanism to 

obtain a more accurate result. Unlike HTM, there are explicit components to the 

system. The data mining component is responsible for mining movement patterns 

and the object tracking component includes location, prediction, and recovery steps. 



Chapter 2. Background and Literature Review 

45 

 

2.2.4.4. Design Principles 

Energy efficiency and tracking accuracy are the key objectives of these systems. 

Based on the above discussion of the systems, the design principles of the object 

tracking systems can be summarized as follows: 

A generic framework of the system should include three layers at least: physical 

layer, network layer, and application layer. In physical layer, sensors and devices are 

deployed according to the predefined structure. The network layer is utilized to 

control the topology and responsible for the communication and routing. In the 

application layer, different algorithms and functional components are combined to 

track the target.  

Due to the limited energy of sensors, power management component should be 

designed to monitor the energy consumption when tracking a target. The component 

should run through the whole the system and control the energy at each phase of the 

system. 

For the real-time requirement in object tracking, the time controller/timer or time 

synchronization component should be included in the system. The generic system 

workflow consists of three main phases: (1) collection of the data; (2) discovery of 

the status of the target (e.g. localization); (3) prediction.  
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Chapter 3. LEA: A Localized Approach for 
Evolutionary Algorithms 

In this chapter, we describe the proposed localized approach for evolutionary 

algorithms (EA) for solving the optimization problem in large distributed system. 

This chapter is organized as follows: Section 3.1 presents related works in EAs. 

Section 3.2 describes the proposed LEA framework in detail, including the 

implementation steps in the initialization, local search, coordination, and final result 

evaluation methods. Section 3.3 discusses the number of search subspaces and 

evaluation metrics of the LEA. Section 3.4 presents the suitable applications and an 

example of using the proposed LEA framework to solve a coverage problem in 

WSNs. The performance of the proposed algorithm and the analysis of the results are 

also presented. Section 3.5 concludes this chapter.  

3.1. Overview 

Evolutionary Algorithm is one of the popular approaches for solving optimization 

problems in various kinds of applications. However, for obtaining the global optimal 

solution, a processor needs to 1) store the global information of the whole problem 

which consumes storage; 2) search the candidate results in the global search space 

which consumes time. In addition, the existing EAs assume that each processor has 

the prior knowledge of global information. Because collecting the global information 

is time-consuming when the corresponding information is large and distributed on 

many processors, the scale of the network will raise undesirable problems, especially 

in the very great systems. 

Because of the comparatively high computational time required to implement EAs, 

there are many existing works that try to speed up the computation in two aspects, 1) 

speed up the convergence of the algorithm, 2) search the solution in parallel way. For 
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the first aspect, Ant colony optimization (ACO) as an extension of EAs is proposed 

for discrete optimization problems [D04] and particle swarm optimization (PSO) as 

another extension of EAs is proposed for continuous optimization problems. For the 

second aspect, the parallel EA (PEA) is also proposed to speed up the search process 

[OLP03] in parallel way. ACO simulates the behaviour of ants in seeking a path 

between their nest and food to solve the best path problem in a graph. The central 

part of the algorithm is a pheromone model which means that the ants make a 

decision according to the pheromone. The future decision is affected by the current 

decision because of the change of the pheromone. The process of ACO includes four 

basic steps: initializing trail, local trail update, analyzing tours, and global trail 

update. In [D04], the authors analyzed the convergence properties of the ACO, and 

proved that under certain conditions, the ACO can always guarantee convergence. 

PSO is a method which simulates the social behaviour of birds to search the solution 

for an optimization problem. In the PSO, each candidate solution in the search space 

is called a particle and each particle has a vector which determines the flight 

direction and distance. The quality of the particle is estimated by the fitness value. 

The particles find the solutions by following the particle that has the highest fitness 

value. A typical PSO consists of four parts: initialization, evaluation, comparison, 

and change of particle status. Since the particles update their status according to the 

current best solution, the PSO always converges very quickly towards the 

optimization position. 

In the PEA, each processor initializes a subpopulation which consists of individuals 

based on the global information. The EA is executed on each processor to find the 

global solution. After communication between different processors, the individual 

with the highest value is the final result. According to the communication topology 

of the processors, PEA can be classified into three classes: 1) Master-Slave [CG00], 

2) Multiple-Deme [HZD07], 3) Fine-Gained [KKM00]. In Master-Slave PEA, a 
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population is initialized at a master processor, and the individuals in the population 

are assigned to slave processors. Then evaluation of the individuals and the 

application of EA operations are repeated in parallel at the slave processors. Final 

result is selected by the master processor after it collects the individuals with the 

highest value of fitness from the slave processors. In multiple-deme PEA, each 

processor initializes a subpopulation that contains a set of individuals to execute the 

evolution operations respectively and a subset of individuals will be selected with a 

random probability. Then the selected subset will be exchanged among the 

neighbours to compare the fitness value of the individuals. The above steps are 

repeated until the final result is obtained. In fine-gained PEA, each processor 

initializes an individual, and then the evolution operations are executed by 

communicating with a set of neighbouring processors. 

 

Table 3.1: The differences between PEA and LEA 

PEA LEA 
Individual is encoded by using the global 
information. 

Individual is encoded by using the partial 
information stored on the processor. 

The size of each individual on different 
processors is the same.  

The size of each individual on different 
processors can be different. 

The solution obtained on each processor 
is the global result for the whole problem.  

The solution obtained on each processor is 
the result for the sub-problem. 

The individual with the highest fitness 
value is selected as the final solution. 

Processors communicate with each other 
to assemble/elect the best individual as the 
final solution. 

 

Although the above methods can speed up the convergence or reduce the 

computational time, all of them are based on the assumption that the global 

information has been collected and stored at each processor. In this paper, the 
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proposed LEA is inspired by PEA and also borrows the idea of PEA in part of the 

framework. However, LEA is different from PEA in four main aspects as shown in 

Table 3.1. For distinguishing PEA, traditional EAs and LEA, Figure 3.1 shows the 

differences of the definitions of the population and subpopulation among these 

algorithms. We can see that the population in traditional EAs is divided into 

subpopulations in PEA and LEA. In the PEA, the subpopulation is a crosscut subset 

of the population, while it in the LEA is a straight cut subset of the population. 

 

Figure 3.1: The differences between PEA and LEA 

3.2. The Localized Evolutionary Algorithm Framework 

Before we present LEA, the definitions are clarified which may be different from the 

traditional EAs.  

Definition 1. (Local information): Local information is defined as that information 

is distributed on a processor based on its own knowledge. 
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Definition 2. (Global information): Global information is the collection of local 

information from all the available processors. 

Definition 3. (Local solution): Local solution is the solution of a subproblem which 

has been obtained on a processor. 

Definition 4.  (Global solution): Global solution is a solution for the whole 

problem. 

Definition 5. (Search space): Search space represents all the possible global 

candidate solution . 

Definition 6. (Sub-search space): Sub-search space represents all the possible local 

candidate solution for a subproblem. 

Definition 7. (Subpopulation): Subpopulation means the set of possible local 

candidate solution on a processor. 

Definition 8. (Individual): Individual is a local candidate solution. 

Definition 9. (Overlapping search space): Overlapping search space is a common 

subset of variables between the sub-search spaces. 

The LEA consists of four parts: initialization, local search, coordination, and global 

evaluation. The subpopulation on each processor is randomly initialized in the 

beginning. Then, EA operations are executed to determine the optimal local solution 

on each processor through local search. During executing the above operations, 

cooperation between processors is implemented through coordination. Finally, global 

evaluation is carried out to deal with local solutions and obtain the global optimal 

solution. Figure 3.2 shows that there are 5 processors which can communicate with 
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each other and the LEA is executed on each processor. The search space consists of 5 

sub-search spaces. Each processor holds the local information and finds a local 

solution in a sub-search space. Therefore, each processor creates a subpopulation 

based on its information. The dashed line means that there is overlapping search 

space between a pair of processors and coordination is executed between the 

processors. The solid line means that the two processors can communicate with each 

other and global evaluation is executed between the processors. Figure 3.3 depicts 

the procedure of the LEA on each processor, which includes initialization, local 

search, coordination, and global evaluation. The dash line between coordination and 

initialization or local search part means coordination can be inserted into both of 

them.    

 

 

Figure 3.2: The example of the LEA executed on five processors 
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Figure 3.3: The strategy for the LEA. Initialization, local search and coordination are 
executed one time which is called one round 

 

3.2.1. Initialization 

In the initialization stage, the subpopulations are created P = {pop1, pop2, ..., 

popm}on each processor. The number |popi| of individuals in processor i can be 

different, i = 1, 2, ...,m. m is the number of subproblems. The variables in each 

individual can be dynamically changed according to the feedback from the other 

processors (see part 3.2.3: Coordination). 

3.2.2. Local Search 

A local search is implemented on each processor to solve the subproblem. The basic 

procedures for each processor are similar, and their major differences are in the 

design of the fitness functions and the coding of individuals. 
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Table 3.2: Notation 

Symbol Descriptions 

POPi The subpopulation 

P The populations 

Pi The processor i 

Tw Time interval 

Np The size of population 

Ni The number of individual of subpopulation 

Nv The number of variables of individual 

Gen The maximum number of generations 

Pc The probability for crossover operation 

Px The probability for mutation operation 

Ci The individual i 

OSwp The optimal solution of the whole problem 

OSi The optimal solution of the ith subproblem 

N The number of processors 

M The size of the used memory 

G The counter of generations 

Ser The size of the search space 

Si The set of processor in the cluster i 

Ri The request sent by Pi 

Mi The message sent by Pi 

Rc The communication range 

Rs The sensing range 

avgG The average number of generations 
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Step 1: The fitness of each individual in the subpopulation is evaluated in each 

processor. 

Step 2: For each processor, recombination and mutation are performed. 

Step 3: The fitness of the offspring is evaluated. The evaluation depends on the result 

of other processor (see part Coordination). 

Step 4: The best-ranked individuals are selected to reproduce in each node and the 

worst-ranked individuals in the subpopulation are replaced by the offspring. 

These steps are repeated until a termination condition is satisfied, e.g., time limit or 

sufficient fitness has been attained. 

3.2.3. Coordination 

There are two kinds of operations in the coordination. The first is that processors 

exchange partial local information to obtain their optimal local solutions. The second 

is that the idle processors help the busy processors to obtain the local solution. Since 

each processor holds only limited local information, the number of variables in the 

sub-search space may be more than those in the local information. Thus, in order to 

obtain the optimal solution for subproblem, it is essential to propose an operation to 

exchange the partial local information of the processors. The following two 

guidelines are used for coordination: 

1) Is it necessary to increase or reduce the variables on a processor? This is related to 

the impact of the variables on the optimal result in a processor. 
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2) Is it necessary to know the fitness values of other processors so as to evaluate the 

fitness of another processor? This is related to the impact of the fitness values of 

another processor on the fitness of another processor.  

Based on the above considerations, we propose two operations. 

Operation 1 - If variables from other processors can be assigned to another 

processor and lead to significant improvement in the quality of the solution for that 

processor, the variables of the individuals in the corresponding processors can be 

dynamically adjusted. 

The adjustment is considered in the initialization part. There are two types of 

processors for the adjustment: the master processor and the ordinary processor. All 

the variables in the master processor are in the overlapping search space which can 

be assigned to the corresponding ordinary processors. In the ordinary processor, the 

individual in the subpopulation is initialized by the local information and variables 

from the corresponding master processor. The duty of the master processor is to 

communicate with the related ordinary processors, assign its variables to the 

ordinary processors, and execute a local search to find the optimal assignment of the 

variables. The duty of the ordinary processor is to carry out local search to obtain the 

local solution. The essence of the adjustment operation is to adjust the local 

information to obtain a better solution. 

Operation 2 - If the fitness value of the processor PA is affected by other processors, 

the processor PA calculates the fitness of each individual in the subpopulation after 

collecting the fitness values of individuals from other processors. 

Suppose that the fitness value    (  ) of processor PA is affected by processors PB 

and PC. The fitness value    (  ) is calculated as follows: 
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   (  ) =          +      (  ) +                                    (3.1) 

Similarly,    (  ) is the fitness value of processor PB,    (  ) is the fitness value of 

processor PC. Parameters and  are priority factors for processors PB and PC, 

respectively.   ,   and    are individuals in PA, PB, and PC respectively.   is a 

constant value. In the above case, when the fitness of each individual of PA needs to 

be evaluated, PA needs to communicate with PB and PC to obtain the fitness values of 

the corresponding individuals in PB and PC. 

It is critical to note that the above operations are only two examples in the first kind 

of coordination. These operations can be inserted into initialization and local search. 

More coordination operations can be carried out according to the specific 

applications. Since the processor calculates the result according to its own 

subpopulation respectively, the computational time needed varies. If the size of 

individual in the subpopulation is small, the processor quickly finishes the 

calculation. It will take a longer time if the size of the individual in the 

subpopulation is larger. To speed up the computation of the whole system, the basic 

idea of PEA is borrowed, that is, calculation is conducted in parallel way. There are 

two types of processors to execute the second kind of coordination: helper and 

requester. The detailed procedures are as follows. 

1) When the processor obtains the local solution, it becomes idle. The idle processor 

sends an idle message to the neighbors. 

2) When the process is calculating the solution, it is busy. If a busy processor 

receives an idle message from its neighbor, it checks its status. If the current index of 

generation G, Gen− G < Gt or the current result closes to the desired result, the 

processor does nothing. Otherwise, it becomes a requester and sends a help message 
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to idle processor. Gt is a threshold to determine whether the processor requests or 

does not request for help. 

3) The idle processor receives the help message, then becomes the helper and replies 

to the first coming help message. 

4) The requester waits for Tw time interval to receive the replies and divides the 

current subpopulation into ns subsets. Each subset consists of Np/ns individuals. The 

number of subsets is decided upon by the number of helpers received in a time 

interval Tw. The subsets of the subpopulation are sent to the helpers respectively. 

5) When these helpers receive the partial subpopulation, they begin to search for the 

solution in parallel and the status of helpers become busy. 

6) When these helpers finish searching, the individual with the highest fitness value 

is sent to the corresponding requester. Then, the status of the helper becomes idle 

again. 

7) The requester receives the results from the helpers and compares the candidate 

solutions to select the optimal solution. 

The steps are repeated when help messages are sent by the busy processors. We can 

say that these cooperating processors are working in parallel. More idle processors 

mean that more processors can search for the solution for another processor at the 

same time. Figure 3.4 is an example of the first kind of coordination. There are four 

processors and they can communicate with each other. In (1), the four processors are 

calculating their own local solutions. Their status is busy. (2) When Processor 1 

becomes idle, it sends idle messages to other three neighbors. (3) Processor 2 and 4 

send help messages to Processor 1. (4) Processor 1 sends the reply to Processor 2. 

(5) There are 8 individuals in the subpopulation on Processor 2. Processor 2 divides 



Chapter 3. A Localized Approach for Evolutionary Algorithms 

59 

 

the subpopulation into 2 subsets that each subset includes 4 individuals and sends a 

subset of subpopulation to Processor 1. The status of Processor 1 and Processor 2 

become busy. (6) Processor 1 and 2 search for the solution for Processor 2 at the 

same time. (7) When Processor 1 finds the solution, it sends the result message 

which involves the individual with highest fitness value to Processor 2. (8) Processor 

2 compares the solutions and finds the optimal solution. (9) Processor 1 and 

Processor 2 send the idle messages to their neighbors respectively. Figure 3.5 shows 

the concrete procedures of initialization, local search and coordination. 
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Figure 3.4: An example process of the second aspect in coordination part 
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Figure 3.5: The procedures of initialization, local search and coordination, where G 
represents the generation index 

 

3.2.4. Global Evaluation 

Global evaluation is performed after the local solutions of the processors are 

obtained. In order to obtain the global solution of the whole problem, the processors 
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need to communicate with neighboring processors. At the same time, operations 

such as comparison or combination between the local solutions of the processors are 

implemented during the communication. The framework of the LEA is given in 

Algorithm 1 as shown in Figure 3.6. A simple example that explains the process of 

obtaining the global solution from the local solutions is presented as follows. 

Suppose that the problem is divided into m subproblems, the solution for the 

problem is defined as: 

    =            (   ,   ,… ,   )                                  (3.2) 

where OSwp is the global optimal solution of the problem, and OSi is the solution of 

ith subproblem. For attaining OSwp, the detailed evaluation steps are as below: 

Each processor Pi maintains an item I. Initially, I is set to false. 

1) If Pi finishes the calculation of a solution, it sends a request Ri to all of its 

neighboring processors. 

2) When Pj receives a message Ri from Pi, it sends a reply to Pi, showing its status of 

item I. 

3) When Pi receives a reply from Pj , it checks the value of item I of Pj . 

4) If I = true, it does nothing. Otherwise, it sends the message Mi, including its 

solution, to Pj. 

5) When Pi has sent Mi to all the neighbors, its item I is set to true. 

6) When Pj receives a message Mi from Pi, it integrates its solution OSj with Pi’s 

solution OSi and packages the integration into Mj. 
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7) The above steps are repeated until all the node items are set to true. The global 

result is thus obtained. 

 

Figure 3.6: The localized approach for EA 

 

Algorithm 1: The Localized Approach for Evolutionary Algorithms 

 

while the subproblem i needs to be solved do 

G = 0 

Initialize POP(G) 

f(POP(G)) = f(C1(G)), f(C2(G)), …, f(Cn(G)) 

Evaluate POP(G) 

while not termination condition 1 do 

POPC(G) = crossover POP(G) 

POPm(G) = mutation POPC(G) 

Evaluate POPm(G) with coordination operation 

POP(G + 1) = select[POPm(G)]; 

G = G + 1 

if termination condition 1 & not termination condition2 then 

G = 0 

Initialize POP(G)with coordination operation 

end if 

end while 

Solution = Cbest 

Communicate with other processors 

OS = Cbest∪OS 

end while 

Evaluate OS 
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3.3. Evaluation of the Framework 

3.3.1. Finding the Optimal Number of Subproblems 

The number of subproblems is determined by the property of the problem, the scale 

of the search space, the number of processors, and the knowledge of the processors. 

If the problem is divided into too many subproblems, the communication time 

between the processors will increase. If the number of subproblems is small, the 

computational time will increase. Therefore, how to obtain the number of 

subproblems that can minimize the implementation time is a challenge. Suppose the 

implementation time of the LEA is the sum of the computation and communication 

time: 

  =   ×  ×   + ( +  ) ×                                       (3.3) 

where g is the number of generations which is dependent on domain, Tf is the time of 

executing the fitness estimation, and Tc is the time to communicate with one of the 

neighboring nodes, nd is the size of population, a is the time that coordination are 

executed between processors. b is the time that global evaluation is executed 

between processors. 

Assume that the scale of the whole search space Ser is fixed, the number of 

subproblems is h. And also assume that the number n of variables in the individual 

on each processor is the same which is equal to N/h and the value of each variable is 

equal to 0 or 1. Therefore, the number of possible solutions (individuals) is equal to 

2n, then nd is: 

  =  × 2                                  (3.4) 



Coverage and Data Aggregation for Object Tracking in Wireless Sensor Networks Jingjing LI, PhD, Hong Kong PolyU, 2013 

64 

 

where is the probability of the individuals involved in the subpopulation. Since the 

coordination operations and global evaluation depend on the number of 

subproblemℎ,  = ∅ × ℎ,  =  × ℎ.  ∅ is the probability that a processor needs to 

cooperate with other processors during coordination.   is the probability that a 

processor needs to communicate with other processors during the global evaluation. 

Therefore, function (3.5) can be changed to (3.6): 

  =  × 2  ×  ×   + ( +  ) × ℎ ×                                                  (3.5) 

then, we obtain the first derivation and the second derivation of (3.5). 

     =   2 × 2  ×  ×   × ×  −     + ( +  ) × ℎ ×                (3.6) 

    (  ) =   2 × 2  ×  ×   × ×   ×   2    +                                (3.7) 

Because      (  ) ,       is monotone increasing, when h=2, if      > 0, Tp is monotone 

increasing which is shown in Figure 3.7. The optimal number of subproblems is 2. 

Thus when the number of subproblems is 2, the execution time is minimum. When 

h=2, if      (  ) < 0, the value of Tp is shown in Figure 3.8. From the figure, we find 

that there exists a peak value h0 which is the optimal number of subproblems. Thus 

when the number of subproblems is h0, the execution time is minimum. 
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Figure 3.7:  The curve of pT  when h=2,      > 0 

 

 

Figure 3.8: The curve of pT  when h=2,     (  ) < 0 

 

3.3.2. Evaluation Metrics of the LEA 

In this section, we use three metrics to estimate the performance of the LEA. The 

first metric is time Tmt which consists of the time needed for collecting the 

information and computing the final result. 

   =    +                        (3.8) 
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The process of collecting the information includes releasing the requirements and 

collecting the information. The time of collecting the information tcl is mainly the 

communication time. tcl is increased as the increase of the size of system and the 

distribution of the information. The time of computing the final result tcm includes 

the time of executing the LEA and the time of communication.  

The second metric is the quality of the final result Qre. According to the objective of 

an optimization problem, the quality of the result is measured by the fitness value. 

The third metric is the consumed storage of the processor Store, which is estimated by 

the size of the subpopulation stored in a processor. Assume there are Ni individuals 

in the population, and there are Nv variables in the individual, the size of each 

variable is Bs, then Store can be calculated as 

     =   ×   ×                                                     (3.9) 

3.4. Application for the Framework 

3.4.1. The Suitable Applications 

The LEA can be applied to many systems to solve optimization problems. However, 

the proposed algorithm is not suitable for all scenarios and all problems. It is for 

solving an optimization problem that 1) can be divided into subproblems, 2) the 

subproblems should have the same optimization objectives, 3) there is no exact 

sequence between the subproblems. In this section, two types of appropriate 

problems that can be solved by LEA are discussed.  

3.4.1.1. Combinatorial Problem 

A combination is an arrangement in which the order does not matter [I08]. The 

objective of the problem is to find the optimal combination to satisfy various 
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constraints. The problem can be separated into several subcombinatorial problems. 

When using the LEA to solve the problem, coordination operations should be 

inserted into initialization in order to adjust the variables of an individual.  

3.4.1.2. Graph Partitioning Problem 

Given a graph, the graph partitioning problem [HK00] means dividing a graph into 

pieces, such that the pieces are about the same size and there are few connections 

between the pieces. Since the graph can consist of subgraphs, the problem also can 

be divided into subproblems. The objective of the subproblem is to divide the 

subgraph into pieces. When using the LEA to solve the problem, exchanging local 

information with the corresponding processors before a new round of LEA to obtain 

the optimal solution is the main operation of coordination. For example, in a 

monitoring system, each camera captures an image of a limited area. When 

processing the whole image, at first, the image needs to be divided into segments. 

When each processor attached on the camera uses the LEA to execute image 

segmentation, the processor needs to exchange partial information with the related 

processors during coordination. And the whole image segmentation is attained by 

combining the segmentations of processor in the global evaluation. 

3.4.2. Energy-Efficient Coverage Problem in WSNs: An Example 

3.4.2.1. Description of the Algorithm 

In this section, an energy efficient coverage problem is used as an application 

example for studying the effectiveness of the proposed LEA framework. Suppose 

that there are K sensors S = {s1, s2, ..., sk} deployed in a given area A randomly. Each 

sensor has an identical sensing range RS and an identical communication range RC 

(RC> 2RS). Each sensor knows its locations LSi. The objective of the problem is to 
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maximize the number of the disjoint cover sets which can completely cover the area 

A, and to identify the corresponding sets of sensors. Suppose area A is initially 

divided into two subareas, see Figure 3.9(b), and the sensors in the subareas and on 

the split lines are grouped respectively. The original problem is divided into 3 

subproblems that are to maximize the number of disjoint cover sets which can 

completely cover the subareas. For example, in Figure 3.9(c), the sensors in the two 

subareas and those near the midline form three groups, U1, U2, and U3, with 

processors h1, h2, and h3 respectively. 

 

Figure 3.9: Illustration of the sensors in the area A. (a) The network (b) The network 
is divided into two subareas (c) The network after clustering 

According to the proposed LEA framework, the duty of h2 is to assign its group 

members to other two groups, U1 and U3, and determine the optimal assignments of 

the sensors in the group to maximize the number of cover sets, and the duty of h1 and 

h3 is to obtain the maximum number of cover sets and the related sets in the subarea. 

The coordination part is inserted into the initialization. h2 first initializes the 

subpopulation in the group U2. The number of variables in the individual is equal to 

the number of the group members. The value of each variable is equal to the ID of 

the subarea, the ID of U1 is 1, the ID of U3 is 2. Suppose that there are 7 sensors in 

U2, Figure 3.10 illustrates an individual in the subpopulation of U2. Then, the sensors 



Chapter 3. A Localized Approach for Evolutionary Algorithms 

69 

 

of U2 are assigned to U1 and U3 according to the values of variables. Figure 3.11 
shows the subarea after reassignment of the variables. h1 and h3 also initialize the 

individuals in which the variables are the sensors in their subarea and the sensors 

assigned by h2. 

 

Figure 3.10: An individual in cluster U2 

 

 

Figure 3.11: The subarea after reassignment the variables according to the individual 
in U3 

In the local search, h1 and h3 calculate the number of disjoint cover sets and the 

corresponding sets by using the proposed EA algorithm. The coordination in local 

search is to evaluate the fitness value of individuals cooperatively. h1 and h3 send 

messages which include the number of disjoint cover sets and time stamp to h2. h2 

receives the messages and selects the minimum number of disjoint cover sets with 

the same time stamp as the fitness of individual.  

In the global evaluation, individuals with the highest fitness value in U2 are the final 

optimization result. Figure 3.12 shows the LEA steps among the three processors. ①
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The population is initialized in h2. ②The variables are assigned to groups U1 and U3 

according to the individual in U2. ③The EA operations are executed on U1 and U3. 

④ The solutions are sent to h2. ⑤The solutions are compared. 

 

Figure 3.12: The steps among the three processors 

 

3.4.2.2.  Simulation Results 

The proposed LEA is tested with different sensor deployments. There are two factors 

which affect the deployment: the number of sensor nodes in the network and the 

sensing range of the sensors. The performance of the LEA regarding different 

numbers of subareas is compared with existing EA algorithms, multiple-deme PEA, 

genetic algorithm for maximum disjoint set covers (GAMDSC) [LTK07], markov 

chain monte carlos (MCMCCs) [SP01]. For the sake of comparison, the sensing 

ranges or the number of nodes is fixed. The algorithm will terminate when the result 

stops changing or the counter of generation is equal to the maximum number of 

generations G=Gen. In the simulation, pc= 0.1, px=0.04. LEA2, LEA4, and LEA8 

mean the LEA is executed based on 2, 4, 8 subareas respectively. PEA2 and PEA4 
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mean the PEA is executed based on 2, 4 processors. At first, LEA is compared with 

multiple-deme PEA which is very similar to LEA. 

We assume that each processor initializes Ni individuals in subpopulation, and each 

individual holds Nv variables. If the size of a variable is 1 bit, the size of the used 

memory is Store = Ni × Nv. From Figure 3.13, in PEA, we find that the size of the 

storage consumed will not change even the number of processors increases. 

However, in LEA, Store will decreases as the number of subareas increases. And 

obviously, the used memory in LEA is much smaller than that in PEA. 

 

Figure 3.13: Comparisons of the size of consumed storage in each processor 

For further comparison, the numbers of disjoint sets obtained in PEA and LEA are 

compared. We fix the sensing range Rs = 15, and vary the number of sensor from 500 

to 950. Figure 3.14 shows that, in PEA with 2 and 4 processors, the numbers of 

complete cover sets obtained are the same. However, in LEA2, the optimization 

result is equal to the result of PEA in 7 cases. As to computation time, when using 
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the same number of processors or subareas to execute PEA and LEA, the 

computation time of LEA is much shorter than PEA in Figure 3.15. 

 

Figure 3.14: Comparisons of the number of sensor nodes against the number of 
disjoint cover sets when sensing range Rs= 15 

 

Figure 3.15: Comparisons of time against the number of sensors using when sensing 
range Rs= 15 
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Then, we will discuss the influence of the number of subareas on the computation 

time and quality of the LEA. Figure 3.16 compares the number of disjoint cover sets 

obtained by the proposed LEA which is based on 2, 4, 8 subareas, GAMDSC, and 

MCMCCs. The sensing range is set from 6 to 24 for the test case N = 300. From the 

figure, we find that when the area is divided into two subareas, the proposed LEA 

achieves a result that is equal to the result of the GAMDSC in 5 cases. The result of 

the proposed LEA is better than the result of the GAMDSC in 2 cases. Moreover the 

result of the proposed LEA can achieve 4 out of the 5 results in MCMCC. On the 

other hand, when the number of subareas increases, the quality of the result is 

reduced. The time used by the LEA is much shorter than that of the GAMDSC and 

MCMCCs in all 10 cases which is shown in Figure 3.17. When the number of 

subareas increases, the used time decreases. 

 

Figure 3.16: Comparisons of the number of disjoint cover sets against the sensing 
range when number of sensors N=300 
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Figure 3.17: Comparisons of the time against the sensing range when number of 
sensors N=300 

Figure 3.18 shows the number of disjoint cover sets when there are N sensors in the 

network and N increases from 500 to 950, Rs=8. The final results of the LEA based 

on 2, 4, 8 subareas, and GAMDSC, MCMCCs are the average number of disjoint 

complete cover sets that are obtained by computing 100 independent runs. From 

N=650 to N=950, the values obtained by the proposed LEA based on 2 subareas is 

equal to that of the GAMDSC. From N=600 to N=950, the performance of LEA2 is 

better than that of the MCMCCs. Figure 3.18 also shows the quality of the result for 

LEA4 and LEA8 is worse than LEA2. Figure 3.19 shows that the LEA saves more 

time than the GAMDSC and MCMCCs. 
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Figure 3.18: Comparisons of the number of disjoint cover sets against the number of 
sensors using fixed sensing range Rs=8 

 

 

Figure 3.19: Comparisons of the time against the number of sensors using fixed 
sensing range Rs=8 
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3.5. Summary 

In this chapter, a localized approach for evolutionary algorithms (LEA) has been 

proposed. The framework consists of four parts, i.e., initialization, local search, 

coordination, and global evaluation. In the initialization, the subpopulation is 

initialized at each processor and the parameters of the EA are also initialized. Then, a 

local search and coordination are executed to search for the local solutions. The 

optimization solution of the whole problem is obtained after the global evaluation. 

LEA is used for solving the problem that can be divided into subproblems with same 

optimal objectives and without exact sequence among them. An example of using 

the LEA to maximize the number of complete cover sets to prolong the lifespan of 

WSNs is studied. The results are favourably compared with centralized EA 

approaches and PEA, the consumed time and the storage of LEA are much 

shorter/smaller than these algorithms. In the future work, we will investigate more 

applications of LEA. 
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Chapter 4. Coverage-Preserving Routing 
Algorithms for Wireless Sensor Networks 

In this chapter, we present the proposed coverage-preserving routing algorithm for 

WSNs. At first, section 4.1 overviews the work. The preliminary and the definition 

of coverage preserving routing problem (CPRP) are given in section 4.2. In section 

4.3, we first propose how to calculate the sensing areas of multiple sensors. And then 

section 4.4 presents the detailed distributed and centralized solutions for the CPRP. 

Section 4.5 describes the proposed algorithms that can be applied to the irregular 

sensing regions. The simulation and discussion of the proposed algorithm are 

presented in section 4.6. Finally, section 4.7 concludes the chapter. 

4.1. Overview 

Recent years have witnessed a growing interest in the application of WSNs. 

Examples of such applications include environmental monitoring, health, object 

tracking, intelligent transport system, etc. In these applications, effectively 

monitoring the events of interest and reliably delivery the collected information to 

sink in a timely manner are two basic tasks. These two tasks are associated with 

sensing coverage and routing of WSNs, respectively. Considering the network 

scalability and limited energy of wireless sensor nodes, both of them need to be 

implemented in an energy-efficient way. 

Although both sensing coverage [MKP05] and routing [AK04] have been studied 

extensively, there still lacks of researches combining these two issues together. 

Considering the fact that a node in a WSN can take the responsibility of both sensing 

and data delivery, combining sensing coverage together with routing will have some 

extra benefits. For example, if the overall sensing area of the nodes in a routing is 

maximized, fewer number of remaining nodes in the area need to be functioned to 



Coverage and Data Aggregation for Object Tracking in Wireless Sensor Networks Jingjing LI, PhD, Hong Kong PolyU, 2013 

78 

 

cover the area. The energy consumption of whole network can therefore be saved. 

Another advantage of a larger sensing area of the nodes in the routing is that the 

probability that a new event will be detected by these relay nodes is increased. The 

new event detected by these relay nodes can be directly sent to the sink along this 

path without the necessity of establishing a new one. For example, in monitoring of 

fire in a forest, if the newly developed fire point is covered by the sensor nodes in a 

routing path, the newly sensed data can be sent along the existing path quickly 

without finding a new path. Also, in applications of object tracking in WSNs, if the 

trajectory of the object can be covered by the relay nodes of routing, the sensed data 

will be sent to sink in real time without finding a new routing. 

A simple example is illustrated in Figure 4.1. Assume the maximum number of hops 

from the source to sink is required to be four. Under this constraint, two paths are 

selected and are illustrated in Figure 4.1(a) and Figure 4.1(b), respectively. Although 

both of these two paths are of the same length, the sensing areas of the sensor nodes 

in these two paths are different. The path selected in Figure 4.1(a) is better that 

shown in Figure 4.1(b) since more areas are covered by the nodes in this path. 

 

 

Figure 4.1: Examples of choosing routing with(a)/without(b) considering sensing 
coverage 
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In the chapter we first define the coverage-preserving routing problem (CPRP) in the 

WSNs. Then we design a method based on Monte-Carlo integration to 

approximately calculate the sensing area. Based on the method, two algorithms, one 

distributed and the other centralized are proposed. Compared with the existing 

works, we have the following contributions: 

l We propose an efficient while light-weighted method to calculate the total 

sensing area of multiple nodes, particularly when the sensing areas overlap with 

each other.  

l We propose two algorithms to maximize the sensing coverage of routing under 

delay constraint. 

l The proposed algorithms do not need the location information. The performance 

of our algorithm is demonstrated through simulation data. 

4.2. Preliminaries and Problem Definition 

4.2.1. Sensing Coverage of Routing 

In this section, we will define the overlapping area as well as the sensing coverage of 

a routing. 

Definition 1. (Sensing coverage of routing): Let the routing R = (v0, ..., vn) consists 

of n nodes, the sensing disk of the sensor vi is    . The sensing coverage of routing is 

  = ⋃                                              (4.1) 

Figure 4.2 illustrates the sensing coverage of the routing R=(v0, v1, v2, v3)  =    ∪   ∪    ∪    . Since the sensing areas of randomly deployed sensors may partially 
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overlap, if the sensing range of sensor vi is     , the overlapping area OR of NR nodes 

in the routing R can be calculated as: 

  = ∑ ( (    ) )     −                                    (4.2) 

 

 

Figure 4.2: The sensing coverage of routing 

4.2.2. Problem Definition 

It is assumed that there are N sensors randomly deployed in a given area A. Each 

sensor has sensing range     and      can be different. The communication range of 

the node Rc is identical which is   ≥ 2       . The location of the sensors are 

unknown, but the distance d(vi,vj) of each neighbor vi, vj can be estimated by radio. 

The directional information (the orientation of each neighbor)       is also a prior 

knowledge which can be obtained by antenna.       is the angle between node vi and 

node vj. There is a sink node and a source node, the source node sends the sensing 

data to the sink. The objective of the problem is to find the routing with maximum 

sensing coverage and the constraint that the hop of the routing should be less than K. 

We call this problem as Coverage-Preserving Routing Problem (CPRP). The 

problem formulation is: 
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Let G be an undirected graph G=(V,E), where V={v0,...,vN} is the set of nodes, 

|V|=N, E is the set of edges, s and t are two specified nodes. If  ( ,  ) <   , there is 

an edge between the node vi and vj. The sensing range of each node is    . The 

objective of the CPRP is to find a simple path R=(v0,...,vn) from s to t in G, where 

v0=s, vn=t,      ,    ∈  for all g from 1 to n, such that 

   ⋃                             (4.3) 

subject to                                − 1 ≤   

4.2.3. The Hardness of CPRP 

In this section, we give below a brief formal proof of the complexity of CPRP. 

Theorem 1: The Coverage-Preserving Routing Problem in wireless sensor networks 

is NP-hard. 

Proof: The problem can be reduced to a weight constrained shortest path problem 

(WCSPP) which is a well know NP-Hard problem [DB03]. For proving the hardness 

of the CPRP,  effective coverage is defined. 

Definition 2. (Effective coverage): Let the routing R=(v0,...,vi-1,vi), v0=s. Assume a 

set     of nodes vi-j is the set of neighbors of node vi in the routing R, where  ≤  , |   | =    ,    ≥ 1. The effective coverage of node vi corresponded to R is 

     =    −⋃ (   ∩    )                                                   (4.5) 

The sensing coverage of routing can be regarded as cumulation of effective coverage 

of the nodes in the path. The Eq.4.1 can be transferred as 

  =    + ∑                                                                        (4.6) 
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If we use the effective coverage of the node as the weight of the edge between the 

node and the previous node in the corresponding routing, the problem formulation of 

the CPRP can be transferred as follows. 

Let G be an undirected graph   = (  ,  ), where   = {  ,… ,   } is the set of 

nodes, |  | =  ,    is the set of edges, s and t are two specified nodes. Each edge (  ,  ) ∈   has a weight       which is effective coverage of node vj, and an 

associate time cost      . The value of       related to different path is different, the 

value of       is equal to 1. The objective of the CPRP is to find a simple path    
from s to t in   , where v0=s, vN=t,(    ,   ) ∈    for all g from 1 to n, such that 

   ∑    ∈                                    (4.7) 

subject to  ∑    ∈   ≤                                (4.8) 

  = 1,∀ ∈                              (4.9) 

where     denotes the set of edges in the path   , i.e.,   =  (    ,    |  ∈   }. 

According to the above problem formulation, we find that it is similar to the WCSPP 

but it is harder than WCSPP because of the complex computation for the effective 

coverage. Thus, the CPRP is also a NP-hard problem. 

4.3. Calculating the Sensing Coverage of Routing 

Since there are many types of overlapping area of different nodes, it is impossible to 

compute the sensing area of routing accurately by only using the directional and 

distance information. Thus, we use a proposed method to approximately calculate 

the areas. The method is derived from Monte-Carlo integration in [KW08] which 

means using the random points to estimate the area. The basic idea of computing the 
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sensing area is to uniformly deploy the Np points in sensing area of each node. Then 

the sensing area is calculated by checking the point to see if it is within the other 

circles. The calculation is regarded as a preprocessing when the nodes are deployed, 

the output of which is a matrix for each node. 

Considering real environment, we assume that there is no location information 

available for all nodes because of the expensiveness of GPS. Thus computing the 

sensing coverage of routing exactly is impossible. Moreover, because of the limited 

computation ability for sensors, the computation executed in each sensor should be 

as simple as possible. Hence, in the proposed algorithm, the distance and orientation 

of each neighbour and the modified Monte-Carlo integration are used as a substitute 

to approximately estimate the sensing coverage of routing. 

Assume there are      points uniformly distributed in the sensing area of a node vi. 

The density of the points deployed in the node is predefined as Dp, thus     =   /  . All the IDs of the neighboring nodes are recorded in each node. Regarding 

the location of node as (0,0), for each node, the basic steps of the preprocessing 

are:selecting a neighbouring node vj as the basic benchmark, generating the axis 

system that the positive direction of the x-axis is the direction of the line segment 

from vi to a neighbouring node vj, the vertical direction of x-axis is the y-axis, the Np 

coordinates of points are generated according to the coordinate system shown in 

Figure 4.3, transforming coordinates from node vi to any neighbouring nodes, 

obtaining the overlapping matrix and storing the matrix in the node. The details of 

the coordinate transformation and the matrix generation are described as follows. 
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Figure 4.3: Transforming the coordinate of the points from vi to vj 

4.3.1. Coordinate Transformation 

There are two parts of the transformation. One of the parts is horizontal moving of 

the coordinates. The other part is rotation of the axis system. 

In first part, we only need to use Eq.4.10 to transform the coordinate of points in the 

axis system of node vi to the coordinate in the axis system of node vj. 

     =    −  (  ,   )    =                                         (4.10) 

where     is the coordinate of point pi on x-axis, and    is the coordinate of point pi 

on y-axis.      and     are the transformed locations. 

In second part, as shown in Figure 4.4, for node vh, we cannot simply transform the 

coordinate of the points of node vi by Eq.4.10. For obtaining the location of points 

according to the coordinate system that the direction of x-axis follows line segment 

from node vi and vh, we need to rotate the current axis. The axis rotatory angle is the 
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angle between line segment       and      , which can be denoted by  . Because the 

orientation of each neighbour is known,   is computed as: 

 =      −                                          (4.11) 

Therefore, the coordinate of point pi is transformed as: 

      =        +             = −       +                      (4.12) 

After axis revolving, according to Eq.4.10, the coordinate of points in the axis of 

node vh can be obtained. 

 

 

Figure 4.4: Rotating the coordinate system with   

 



Coverage and Data Aggregation for Object Tracking in Wireless Sensor Networks Jingjing LI, PhD, Hong Kong PolyU, 2013 

86 

 

4.3.2. Obtaining the Matrix 

After transforming the location of points, we need to check if the point is within the 

sensing range of neighboring node. We use the Euclidean distance to obtain the 

distance between the point and the related neighboring node. 

   =       +                                                      (4.13) 

   ≤    means point pi is in overlapping area between two nodes. We use a matrix 

M to record the points shown in matrix (4.14).  

   =
⎝⎜
⎜⎜⎛

         
         

  0/10/1   0/10/1 ⋯   0/10/1⋮ ⋱ ⋮                        0/10/10/10/1 ⋯ 0/10/1⎠⎟
⎟⎟⎞     (4.14) 

The first and second column records the coordinates of points. The elements from 

third column to the last column record if the corresponding point is within the 

overlapping area between node vi and all the neighboring nodes. The value of 

elements can be equal to 0 or 1 means the point is both in node vi and the 

corresponding node. 1 means the point is not in the corresponding node. 

The above operations repeat until all neighbors of the node have been considered. 

Finally, the matrix records the relationship of multiple sensing areas. The sum   of 

the elements in column corresponded to node vj means that the effective coverage of 

node vi, which corresponds to the node vj, is  . The number   of elements in row 

corresponded to the point pi means that the point pi is not covered by  corresponding 
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nodes. If   is equal to the number of neighboring nodes of node vi, the related point 

is only covered by node vi. The process of obtaining the matrix in each node can be 

regard as the preprocessing when the nodes are deployed in the area. 

4.4. Coverage-Preserving Routing Algorithms 

In this section, we will describe a centralized and a distributed coverage routing 

algorithm to solve CPRP. 

4.4.1. A Distributed Algorithm Based on LS for Coverage-

Preserving Routing Problem 

In this section, we present a distributed algorithm to solve CPRP. Based on the 

matrix, the proposed algorithm is modified from LS algorithm. In LS algorithm, 

each sensor has a label to record the cost from sink to the current node [AMO93]. 

The labels will be changed during the iterative processing until the desired path has 

been obtained. It is a greedy algorithm which can obtain the routing through the local 

dynamic change of labels. 

Since WCSPP can be solved by LS algorithm, the LS algorithm can also be used for 

CPRP. However, in CPRP, the value of       between the node vi and vj in the 

different routing will be different which is the key difference from WCSPP. For 

example, in Figure 4.5, there are two different routing R1=(v0,v1,v2,v3), R2=(v0,v2,v3). 

The weight of the edge (v2,v3) is      =      =    −    ∩     in R2. However, in 

R1, the weight of the same edge (v2,v3) is      =      =    − (   ∩    ) ∪ (   ∩   ). Based on the above reason, we need to modify the LS algorithm. The detailed 

algorithm is presented in this section. 

Let each node have a set of labels in which each label relates to a different path from 

the sink t to that node. And each label has two numbers denoted as (    ,    ), where 
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     and      represents the sensing coverage and the length of g routing respectively. 

Each label must record the label with different value of sensing coverage of routing. 

The      and      of the node vi can be computed as     =        +         ,     =     + 1,where       is the previous node of node vi in the g path. 

Definition 3. Let (    ,    ) and (    ,    ) be two labels related to two different path 

g q at node vi. We say that (    ,    ) is smaller than (    ,    )if and only if     ≥    ,     ≤     . 

Definition 4. A label is said to be possible if there is no other labels is smaller than 

the label at the node. 

Definition 5. A routing g is said to be feasible if the corresponding label is possible 

at each node of the routing and    ≤  , where     is the time cost of (      ,      ) 

on the source. 

Definition 6.A routing g is said to be best if it is feasible and     is smaller than the 

weight of any label on the source. 

The proposed algorithm is to find the possible label on each node and the best 

routing from sink to source. It consists of two operations: 1) Computing the weight 

of the edge; 2) Updating the labels. 

4.4.1.1. Computing the Weight of the Edge 

In each node's array, the sum of a column (except the first and second column) 

represents the approximate size of the effective coverage of the node for the 

neighbors corresponded to the column. When the node vi receives the query from the 

node vj, it checks the column the node vj corresponds to in its matrix. It also checks 

its neighbors whether the neighboring node is already selected in the routing. If its 
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neighboring node vh is the previous node of the routing, the overlapping area of the 

routing will increase. Thus, node vi should check the column which the node vh 

corresponds to in its matrix. It should be noted that the elements is counted only if 

the value of elements corresponded to neighboring nodes of the routing in a row is 

equal to 1. The counting result is the weight of the edge (vi, vj). 

 

v0 v1

v2

v3

 

Figure 4.5: Two different routings 

For example, in Figure 4.5, if the node v1v2v3 as a routing R=(v1,v2,v3), the weight      ,       can be calculated by using the matrix. To calculate      , node v2 

checks its matrix     shown in matrix 4.15. In     , the third column which is 

related to node v1 is checked. The sum of the column's elements is 4, thus      = 4. 

For       , node v3 checks its matrix     shown in matrix 4.16. Since the previous 

node v1 of the path and the sending node v2 are the neighbors of node v3, the columns 

corresponded to the nodes are checked. According to the above rules, we can see that 

the elements of column v1 and column v2 in row 0, row 1, and row 5 are 1. Thus,      = 3. 
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   =
01234567 ⎝⎜

⎜⎜⎜
⎛  1.213.124.2312.47.924.569.4510.00

 2.111.989.731.0010.643.547.084.00

  11011000

  11101010

  00110010

  11010000

  10110010 ⎠⎟
⎟⎟⎟
⎞                           (4.15) 

   =
01234567 ⎝⎜

⎜⎜⎜
⎛  5.664.779.331.3510.001.249.458.23

 6.440.899.731.006.003.014.009.20

  11011100

  11100110

  00110010

  11010000 ⎠⎟
⎟⎟⎟
⎞                                      (4.16) 

4.4.1.2. Updating the Labels 

At first, there is no labels on any node except for the label (S,0) on sink t. S is the 

sensing range of sink, S=Np. Sink sends the query to the neighbors at the start. The 

node vi receiving the query adds the label (    ,    ) to        , where       =  +     ,       = 1,  ∈    ,     is the index set of labels, and       is a set of labels on 

node vi. Then the neighbors broadcast the message with the label and the query. The 

node vj receiving the message processes the received label (    ,     ),     =     +     ,     =     + 1. And the received label after processing is compared with the 

stored labels in        . If one of the labels in        is smaller than the received 

label or     >  , it should be dropped. Otherwise, it is a possible label that will be 

stored in        . The operation will repeat until the source receives all the possible 

labels. Finally, the best routing is obtained at the source node. The proposed 

algorithm, as it applies to the CPRP, is given in Algorithm 2 as shown in Figure 4.6.  
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Figure 4.6: The distributed coverage-preserving routing algorithm 

 

     =      ∪ (    ,     ) 

Algorithm 2: The distributed coverage-preserving routing algorithm 

 

INPUT:   

a matrix M, the number Neg of neighbors, the number Nre of received message, 

the received label     from node vi, a set Label of labels, a set R of routing,  ∈  , 

I is the index of labels  

BEGIN 

Preprocessing 

if     + 1 ≤   then Calculating       
for (j=0; j<|I|; j++) do 

if    in       that    > (    ,    ) then 

Update I 

endif 

endfor 

endif 

Nre=Nre+1; Broadcast the (    ,    ) and the query 

if Nre=Neg+1 and      is the minimal in       then 

rg in R is the best routing 

endif 

End 
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4.4.2. A Centralized Algorithm Based on GA for Coverage-

Preserving Routing Problem 

Genetic algorithms (GAs) are search techniques which simulate the process of 

biological evolution. In this paper, we use GA to find the path from source to sink 

with maximum sensing coverage and the hop of the path is less than K. The first 

hurdle of using GA is working out how to best encode the possible solutions as 

genes. In the current problem, we use the IDs of the nodes to encode the possible 

solutions as genes. The first position and last position of the encoding are the IDs of 

the source node and the sink respectively. The middle positions are the IDs of the 

nodes that are selected as the nodes of the routing path. For example, in the encoding 

'458270', the ID of source node is '4', and the ID of the sink node is '0'. '5', '8', '2', '7' 

are the IDs of selected nodes in the path. Since the number of nodes in the routing 

path will be different as the different paths are selected, the length of encoding 

cannot be predicted. According to the constraints of hops, the path length of CPRP 

must be equal or smaller than K. Therefore, the length of path is predefined as L and 

L=K. According to the representation of the possible solution, the detailed steps of 

GA are as follows. 

4.4.2.1. Initialization 

At first, L2 nodes are randomly selected from the network. Since the randomness of 

the initialization, there exists invalid encoding which means the nodes of the 

chromosome are not connected from source node to sink. The example of invalid 

chromosome is shown in Figure 4.7(b), the dotted line means there is not the 

connected edge in the network between the nodes that are in the chromosome. For 

obtaining the valid tour (show in Figure 4.7(a)), a CHECK scheme is proposed to 

delete the invalid ones. 
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Figure 4.7: An example of initialization of an individual 

 

 

Figure 4.8: An example of the crossover operation 
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Figure 4.9: The operations of deleting the repeated genes 

 

4.4.2.2. Crossover 

If the traditional crossover technique is adopted, many chromosomes will be 

generated. Thus, another repair scheme is used to guarantee the validity of offspring. 

The process is described in Figure 4.8. Step 1, there are two parents randomly 

selected from the population. Step 2, a random position in the parent is selected 

(except the first and last position). For example, if the position is '3', as to the parent 

1, the second position from source to sink is the crossover point. As to the parent 2, 

the second position from sink to source is the crossover point. Then if the crossover 

point of the parent 1 can connect with the crossover point of the parent 2, the new 

offspring is created. In the step 3, if the forward position next to the crossover point 

in the parent 1 can connect with the backward position next to the crossover point of 

the parent 2, the other new offspring is also created in the step 4. However, the 

individual after crossover suffers the problem as follows. 1) There are repeated IDs 

of nodes in an individual. 2) The length of individual is greater than the predefined 

length. For the first problem, the middle nodes between two repeated nodes and a 
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repeated node are deleted. Figure 4.9 shows the process of the method. As to the 

second problem, the invalid individuals are deleted. 

4.4.2.3. Mutation 

We design a technique to ensure that the chromosome is valid after the mutation. The 

detailed steps are 1) selecting an individual randomly from the population; 2) 

generating a random mutation point in the individual; 3) for the selected node that is 

needed to mutate, selecting a neighboring node. If the neighboring node is connected 

with previous and next node of mutation point in the individual, it will replace the 

mutation point. And the new offspring of the individual is created. Figure 4.10 

illustrates an example of mutation process. If the individual has repeated IDs of 

nodes, we use the method as shown in Figure 4.9 to solve. 

 

Figure 4.10: An example of the mutation operation 
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Figure 4.11: The flowchart of the proposed centralized algorithm 

Having generated a new population, it is necessary to decide which of them are 

fittest in the sense of producing the best solutions to CPRP. To do this, a fitness 

function is required to provide a measure of the suitability of the solutions. The 

fitness function is equal to the sensing coverage of routing path which is described in 

Eq.4.1 and can be evaluated by the values of weights of the edges in the routing path. 

The detailed method of computing the weight has been presented in the previous 

part. A chromosome having the maximum fitness value among a population is called 
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elite and carried through unchanged to the next generation. Figure 4.11 shows the 

procedure of proposed centralized algorithm. 

4.5. Results and Discussion 

Extensive Simulations have been carried out to test the effectiveness of the proposed 

algorithm. The upper bound of the sensing coverage of routing is defined as   ×( + 1). A total of 100 sensor nodes with the same sensing range of Rs=7 are 

randomly distributed within a square area measuring 50 × 50 units. The source and 

sink nodes are located at the bottom left and upper right of the area, respectively. We 

further require that the total number of hops from source to sink should be no more 

than 7 (i.e. K=7). 

First, we assume that when calculating the sensing coverage of routing, using 2000 

points uniformly distributed in each circle is able to give accurate enough estimation 

(further discussion of this assumption will be given later). Figure 4.12(a) illustrates 

the path selected by the proposed algorithm in a typical simulation. It can be seen 

that the selected path satisfies the hop count requirement and the total sensing area 

covered by the nodes in the path is 15784, which is very close to the theoretical 

upper bound 16000. By comparison, a typical path with length of 7 is shown in 

Figure 4.12(b). The total sensing area is however only 13825, about 87% of the first 

one. 

For a better comparison, we use brute force method to search all 7-hop paths from 

source to sink in the graph and calculate the average sensing area of all the obtained 

paths. The simulation is repeated 20 times. In each time, the deployment of 100 

sensors with Rs=7 are randomly generated. The sensing area of the path obtained by 

the proposed distributed algorithm, centralized algorithm and the average sensing 

area of the 7-hop paths in each simulation are illustrated in Figure 4.13. It can be 
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seen that on average, the sensing area of the path by the proposed distributed is the 

same as the centralized algorithm. And the sensing area of the path by the proposed 

algorithm is about 1.3 times of the sensing area when only hop constraint is 

considered. 

 

 

Figure 4.12: The path selected by the algorithm 

 

 

Figure 4.13: The sensing areas of the path obtained by the proposed methods and the 
7-hop paths 
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It is also of interest to see the effect of the hop count constraint. When the 

deployment of sensors is fixed, we increase the hop count constraint from 7 to 14 

and for each hop count constraint; a total of 20 simulations is implemented. Figure 

4.14and Figure 4.15illustrate the average sensing area of 20 simulations for each hop 

count constraint. In Figure 4.14, the ratio of the sensing area of the path obtained by 

the proposed distributed algorithm to that by centralized algorithm floats around 

1:1.1. And in Figure 4.15, it is interesting to find that with the increase of hop count 

constraint, the benefit of using the proposed method to select path is more obvious. 

Finally, we will discuss that when calculating the sensing area, how many points 

which are uniformly distributed in each circle are able to give accurate enough 

estimation.  This is an interesting problem since too sparse points in a sensing disk 

will cause undesirable effect when choosing the path while excessively increasing 

the number of points can significantly increase the computation time and may also 

easily exceeds the memory available in each sensor node. To find the answer, we 

increase the value from 5 to 2000, and then observe the change of the sensing 

coverage of the routing and the computation time of proposed distributed algorithm. 

The simulation is implemented 20 times and the average results are shown in Figure 

4.16. In each simulation, once the path is selected given the number of points, the 

sensing coverage of the routing is calculated by Eq.4.6, and sensing disk of each 

sensor node contains 2000 points. It is interesting to find that when the number of 

points is larger than 50, the selected path is stabilized. The results indicate that 50 

can give as accurate results as 2000 in this simulation. 
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Figure 4.14: S1/S2, S1: the sensing areas of the path obtained by the proposed 
centralized method, S2: the sensing areas of the path obtained by the proposed 

distributed method 

 

 

Figure 4.15: S2/S3, S2: the sensing areas of the path obtained by the proposed 
method, S3: the average sensing areas of the k-hop paths 
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Figure 4.16: The effect of the number of points on the obtained sensing coverage 
(upper) and computational time 

 

4.6. Extension to Irregular Sensing Areas 

In realistic situations, the sensing area of a sensor is not necessarily a circle. In most 

cases, it is likely irregular which is as shown in Figure 4.17. Fortunately, our 

algorithms can be applied to irregular sensing areas with few modifications. 

Given the sensing region of sensors are irregular and the area of the sensing region        of sensor vi is known. It remains a problem how to calculate the overlapping area 

among the sensors. The method proposed to calculate the sensing coverage can be 

used which is illustrated in Figure 4.18. Then based on the obtained matrix, 

according to the list of neighbors, the proposed distributed or centralized algorithm 

is applied to find the routing path with maximum sensing coverage. 
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Figure 4.17: The CPRP with irregular sensing areas 

 

 

Figure 4.18: Calculating the irregular sensing areas 

 

4.7. Summary 

In this chapter, we have proposed the distributed and centralized coverage-

preserving routing algorithm for randomly distributed WSNs. This work is modified 

from Monte-Carlo integration method, LS algorithm and GA. The modified Monte-

Carlo integration method is used for obtaining the overlapping matrix of the 

neighboring nodes and computing the sensing coverage. Based on the matrix, in 

distributed version, the modified LS algorithm is used for finding the routing with 

maximum sensing coverage and the K hops constraint. For centralized version, the 
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algorithm based on GA is proposed. According to simulation results, it is found that 

compared with the k-hops path, the proposed algorithms can find the routing with 

better sensing coverage. The sensing coverage of routing by the proposed algorithms 

is about 1.3 times of the sensing coverage obtained by the k-hops path. We also 

analyzed the relationship between the number of points and the sensing coverage of 

routing. The upper bound of number of points is found in the analysis. 
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Chapter 5. Construction of Dynamic Data 
Aggregation Tree in Wireless Sensor 
Networks-based Object Tracking 

In this chapter, we introduce the proposed localized selection scheme and the 

construction method of data aggregation tree for object tracking in WSNs. In this 

chapter, firstly, Section 5.1 overviews this work. The preliminary models used in the 

paper are described in section 5.2. In section 5.3, we first propose how to select the 

next sensor set to be woken up. Then the distributed algorithm for constructing the 

dynamic data aggregation tree is proposed. The simulation and discussion of the 

proposed algorithm are presented in section 5.4. Finally, section 5.5 concludes the 

paper. 

5.1. Overview 

Object tracking also known as target tracking, is one of the most important 

applications of WSNs. Generally, object tracking in WSNs is defined as tracking of 

targets ranging from security attacks [HK09], to moving objects in civil surveillance, 

and to changes in temperature [NS08] and acoustics [CH03] in environmental 

monitoring. However, currently, most research focus on tracking the location of 

moving objects. The basic operations of sensors in object tracking include (1) the 

generation of track information continuously; (2) the delivery to a collector/sink in 

real-time. For the first operation, the algorithms for evaluation of the location of the 

target and selection of next sensor set are designed. Kalman Filters [WB01] and 

Particle Filters [GS93] are the representative methods for evaluating the state of 

target and filtering out the noise. For saving energy, when the target is detected, only 

a set of sensors around the target needs to be woken up. For tracking the target 

continuously, the current active sensors wake up a next set of sensors to track the 
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target based on the possible location at next time slot predicted by the sensors/data 

centre. Entropy-based solutions [RE07] and the information-driven solution [AL08] 

are the common methods for set selection. As to the second operation, the algorithms 

of information aggregation usually include two types: tree-based [ZC04][ZC+04] 

[HI04] and cluster-based [HD03] [MP08]. 

Although sensor set selection and information aggregation has been studied, there is 

a lack of research combining these two issues together. In [ZC04], the dynamic 

convey tree is constructed when the target is moving. However, in the paper, the 

network is divided into grids and each cluster head in the grid always keeps active to 

track the target. The method that consumes energy and the lifetime of the network is 

short. In [LCZ10], the wake up scheduling is designed based on the pheromone of 

each sensor, however, the routing from source nodes to sink node is not discussed. In 

the object tracking systems [HK06][TL09], though two issues are considered 

together, data aggregation tree is constructed by the centralized algorithm. 

In this paper, we propose the algorithm which consists of two components: 1) sensor 

set selection based on the prediction model and 2) dynamic aggregation tree 

construction based on the energy consumption model. The design of the algorithms 

is by no means a trivial task and needs to address two challenges. The first challenge 

is how to find the next sensor set to be woken up in localized way. The second 

challenge is how to select the cluster head when the target is moving. The third 

challenge is how to find the path from the cluster head to sink node in distributed 

way and in real-time. For solving these issues, we design a method based on the 

geometry method to select the next sensor, adopt the modified LS algorithm to 

establish the routing path dynamically in a distributed way and the remedy rules for 

wake up scheduling is also proposed. Compared with the existing works, we have 

the following contributions: 



Chapter 5. Construction of Dynamic Data Aggregation Tree in Wireless Sensor Networks-based Object Tracking 

107 

 

l We propose a localized algorithm that the next sensor is woken up by the active 

sensor independently. 

l We propose an algorithm to maximize the residual energy of the tree with 

minimized number of nodes from the source nodes to the sink node. 

l The proposed algorithm is fully distributed and does not need the location 

information. 

5.2. Preliminary Models 

In this section, we introduce assumptions and preliminary models. 

5.2.1. Sensing and Communication Model 

In this paper, the sensing area of the sensor in the network is assumed as the disk 

shape. The sensing range of the sensor is Rs. Within the sensing range Rs, a sensor 

node Ni can measure its distance Di and orientation   to a target O. We assume the 

sensing model (5.1), which is practical in the real environment [ZC07]. The sensing 

models are based on radio signal propagation models in which signal strength decays 

as a power of the distance. 

 (  ) =     (     ) 1,  ≤       >   >   0,  >                                              (5.1) 

where, R1 is the initial uncertainty in detection of sensor and the parameters   and   

are adjusted in terms of the physical conditions of the sensor.      is sensing range 

of the sensor with maximum value. Therefore, if the node is nearer to the object, the 

detection probability is higher. 
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The communication range of the sensor is Rc should be at least twice the sensing 

range Rs, which can guarantee the network connectivity. We use the Boolean 

communication model which is given by Equation (5.2) in this paper. 

 ( ) =  1,  ≤   0,  >                                                 (5.2) 

where, x is the distance between two nodes which can estimated by the radio. When 

the distance x is smaller than Rc, the two nodes can communicate with each other. 

5.2.2. Target Motion Model 

The motion mode of target can be classified as two classes. 

(1) Random motion mode. In this class, the target goes through the area randomly. 

The trajectory of target is estimated by the sensed data from sensor and previous 

sensed data [TS08].  

(2) Predefined motion mode. The object goes through the area based on a predefined 

motion mode. The CT and the CV mobility model are the usual mobility models that 

are used in object tracking [TB09]. The uniform CA is used in [TB09]. The motion 

model can also be a directional motion model [KA08] that movement models take 

into account the moving direction to imitate the actual object motion. 

In this paper, the predefined target motion model is used. We assume that the target 

goes through the network with a constant speed. When the target change the 

direction of the motion, the location of the target is still needed to be tracked 

continuously. In the assumption of the paper, we use CT model to describe the 

motion of the target. The model assumes that the target changes the moving direction 
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with constant speed and the turn rate is predefined as  . We use CT model and CV 

models to describe the target motion as follows [9]: 

  =       +                                               (5.3) 

where   = [ , ,   ,   , ]  is the target state at the time k, x, and y are the target 

position coordinates. vx and vy are the corresponding velocities of the x and y 

coordinates.   ~ (0,  ) is the process noise; Ak denotes the state transition matrix. 

Ak and Qk can be described as 

  (  ) = ⎣⎢⎢
⎢⎡ 1 0    (  )/ (   (  ) − 1)/ 00 0    (  ) −    (  ) 0000 100 (1 −    (  ))/    (  )0    (  ) /    (  )0 001⎦⎥⎥

⎥⎤            (5.4) 

  (  ) = ⎣⎢⎢⎢
⎡1 0  0 00 0 0 0 0000 100 100  10 000⎦⎥⎥⎥

⎤                                                                       (5.5) 

  (  ) =   (  ) = ⎣⎢⎢
⎢⎡1/2  0 0 0 0000 1/2   0 001⎦⎥⎥

⎥⎤                                              (5.6) 

where Ak(CV) means the state transformation equation in CV model; Ak(CT) means 

the state transformation equation in CT model. 
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5.2.3. Prediction Model 

KF is a set of mathematical equations that provides an efficient computational 

solution to discrete time data filtering problems, in essence removing extraneous 

noise from a given stream of data. A KF has two distinct phases: predict and update. 

The predict phase uses the state (e.g. location) estimate from the previous timestamp 

to produce an estimate of the state at the current timestamp. In the update phase, 

measurement information at the current timestamp is used to refine this prediction to 

arrive at a new, (hopefully) more accurate state estimate, again for the current 

timestamp. 

In this paper, based on the predefined motion model, the Distributed KF (DKF) 

which consists of low-pass consensus filter and micro KF on each node, is used for 

locally estimate the state of target. The aim of a distributed filter [HR10] is to 

parallelize the state estimation such that every node determines its state estimate 

independently. Low-pass consensus filter and micro KF are described as follows 

[S05]: 

The Kalman filter uses the linear stochastic difference equation to estimate the state  ∈ ℜ  of a discrete-time controlled process 

  =      +    +                                     (5.7) 

with a measurement  ∈ ℜ  that is  

  =    +                                                             (5.8) 

We assume vk and wk are independent of each other, white, and with normal 

probability distributions. They are the random variables which note the measurement 

noise and the process separately.  
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 ( )~ (0, )                                        (5.9) 

 ( )~ (0, )                                         (5.10) 

Q and R represent the process noise covariance and measurement noise covariance 

respectively. In this paper, we assume they are constant, however, in real 

environment, Q and R might change with each time step or measurement. 

(5.11) is difference Equation. The matrix A ( ×  ) in (5.11) concerns the state at the 

time step k-1 to the state at the time step k, when there is not a driving function or 

process noise. A is constant in this paper, but it might change in real world. The 

matrix B ( × 1) is correlation matrix of the optional control input  ∈ ℜ  to the state 

x. The matrix H ( ×  ) is correlation matrix that relates the state to the 

measurement zk. H is constant here but might change in practice.  

 ̇ = ∑    −    + ∑ (  −   ) ∈  ∪{ } ∈                              (5.11) 

where si is the state of node i in m-dimensional, ui is the input of node i in m-

dimensional. The (5.11) can be equal to 

 ̇ = −   −    +    +    ( −  )                                        (5.12) 

where  =    (  ,… ,   ),   =  ⊗    and   =  ⊗    notes a low-pass consensus 

filter with Equation (5.13) from input u to input x. (5.13) is the MIMO transfer 

function that is as follows  

   ( ) =  ( + 1)  +   +         +                                      (5.13) 

This filter is to fuse the measurements. It applies the algorithm to           to 

calculate     as the input of node i.  
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5.2.4. Energy Consumption Model 

In relation to our model, we defines the total energy consumption as E  (k) that 

means a packet with k bit is transmitted from a node i to a node j.  E  (k) is described 

as follows: 

   ( ) =   +       , if j is sink node                                    (5.14) 

             = ( +  ) +       , otherwise                                  (5.15) 

We should note that it is different when one packet is transmitted to the normal node 

and to the sink node. Because the sink node has unlimited energy, we will ignore the 

cost for receiving messages. 

5.3. Problem Definition 

It is assumed that there are N sensors randomly deployed in a given area. Each 

sensor has the identical sensing range Rs and communication range   (  ≥ 2  ). 

The sensing area of node is regarded as the circle. The location of the sensors are 

unknown, but the distance d(i,j) of each neighbor i, j can be estimated by radio. The 

directional information (the orientation of each neighbor)       is also a prior 

knowledge which can be obtained by the antenna.       is the angle between node 

viand node vj. The remaining energy of each node is Eni, and the energy is consumed 

according to the previous energy consumption model. A object goes through the area 

according to the above mentioned motion model. If the sensor detects the object at 

time instant k, the sensor sends the sensing data to the sink and wakes up a set of 

nodes which will be active at time k+1. The objective of the problem is to use the 

minimum number of nodes to construct a data aggregation tree while satisfying the 

constraint that the minimum remaining energy of the non-source node vh in the tree 

should be maximized. At the same time, the residual energy of the non-source node 
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in the tree should be greater than the predefined threshold ThEn. The problem 

formulation is: 

Let G be an undirected graph G=(V,E), where V={v0,...,vN,t} is the set of nodes, 

|V|=N+1,E is the set of edges, t is a specified node. If  ( ,  ) ≤   , there is an edge 

between the node vi and vj. The sensing range of each node is Rs and the 

communication range of each node is Rc. The remaining energy of each node is Eni. 

The objective is to construct a data aggregation tree T, where the root is t, a subset of 

TSsou={vg,...,vh} is the set of source nodes which is woken up to detect the object, so 

that 

   ∑  ( )                ( ) = 1 ∈                             (5.16) 

subject to                ∈ { −     −  }       (5.17) 

∀ ∈ { −     −  }:   >  ℎ                                (5.18) 

 

5.4. A Distributed Data Aggregation Method for Object 
Tracking 

In this section, we describe the distributed data aggregation method which is 

executed on each node to collect the data and send the data to sink for object 

tracking. The algorithm is executed when the location of the node is predicted by the 

sensors. According to the possible next location of target which has been predicted 

on the sensors, a next set of active nodes is woken up and the data aggregation tree 

for the next set is also constructed. 
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5.4.1. Basic Idea 

We will explain the basic idea of the proposed algorithm before describing the 

method in detail. When the target is detected by a set of active sensors at time k, the 

sensors use Distributed KF to estimate the current location of the target and predict 

the possible location of the target at the next time k+1. According to the next 

location of the target, the current active sensors wake up the next set of sensors 

which are around the predicted location of the target by using the geometry method. 

According to the current data aggregation tree and next set of active sensors, a new 

data aggregation tree is constructed by the proposed heuristic algorithm. The time of 

the construction should be minimized and the number of sensor nodes of the tree 

should also be minimized. 

5.4.2. Wakeup Control Method for Object Tracking 

Assume that the active sensor Sei knows the location Lk=(xk,yk) of the target at the 

time step k and the predicted location Lk+1=(xk+1,yk+1) of the target at the time step 

k+1. The active sensor can also detect the orientation of the target which is expressed 

as   . The direction angle of each neighbour         is a prior knowledge. The 

distance between the active sensor and the neighbour is d(Sei,Snj). As shown in 

Figure 5.1, according to the cosine law, the distance d(Sni,Lk+1) between the 

neighbour node and the target at the next time step k+1 and the distance between the  

target  and the node is d(Sei,Lk+1) can be obtained as follows: 
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α
γ

βϕ

ψ

 

Figure 5.1: The location and angles of the target and sensors at different time instants 

 

 (   ,     ) =   (   ,  ) +  (  ,     ) − 2 ×  (   ,   ) ×  (  ,     ) ×                                                                                             (5.19) 

where d(Lk,Lk+1) can be obtained through the Euclidean distance equation 

 (  ,     ) =  (  −     ) + (  −     )                           (5.20) 

  is equal to 

 = 180° −  −                                                  (5.21) 

If d(Sei,Lk+1)> Rs, it means that the sensor Sei cannot detect the target at time instant 

k+1. If d(Sei,Lk+1)<Rs, based on the d(Sei,Lk+1), the d(Sni,Lk+1) can be obtained as 

 (   ,     ) =   (   ,     ) +  (   ,    ) − 2 ×  (   ,     ) ×  (   ,    ) ×                                                                                             (5.22) 
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Since∠        , ∠          and d(Sei,Lk) are known, as shown in Figure 5.2, 

d(Sei,O) and d(Lk,O) are equally expressed as 

 (   , ) =  (   ,  )     [   (   )     ]   (   )                           (5.23) 

 (  , ) =  (   ,  )    (   )[   (   )     ]                                      (5.24) 

γα + ϕ
 

Figure 5.2: The location of sensor Sei and the target at time k 

As shown in Figure 5.3, in ∆        , three edges are known, according to the 

equation as 

    =  (   , ) +  (   ,     ) −  (    , ) /2 ×  (   , ) ×  (   ,     )    

(5.25) 

Thus d(Sni,Lk+1) can be obtained based on cosine theory, 

 (   ,     ) =   (   ,     ) +  (   ,    ) − 2 ×  (   ,     ) ×  (   ,    ) ×                                                                                                               (5.26) 
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Sei selects a neighbour node Sni with the smallest value of distance d(Sni,Lk+1) as the 

next active node to wake up, since the nearer distance between the target and node 

means more accurate detection of the target according to the sensing model 

mentioned in section 2. 

ψ
 

Figure 5.3: The location of sensor Sei and the target at time k+1 

5.4.3. Construction of Data Aggregation Tree 

Since the nodes to be activated at time k+1 are selected, these nodes are regarded as 

the source nodes and the sink node is regarded as the root. There are two cases for 

construction of data aggregation tree. For the first case, when there is not repeated 

source node at time k+1 compared with the source nodes in data aggregation tree at 

time k, the tree needs to be reconstructed completely. The method for the first case is 

called as reconstruction of data aggregation tree. The objective of the method is to 

minimize the number of middle nodes in the tree and maximize the residual energy 

of middle nodes. The second case is that when there are repeated source nodes, the 

new tree is constructed by pruning or adding the branch of tree at time k. The method 

for the second case is called as dynamic construction of data aggregation tree. The 

objective of the method is that the time of the reconfiguration should be minimized 
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and the number of sensor nodes in the tree should also be minimized at the same 

time. 

1) Reconstruction of Data Aggregation Tree. Assume there is a set of nodes 

Nk=(n1,n2,…, ni) needs to be woken up at time k+1. And the set of active nodes 

Nk+1=(c1,c2,…,cj) can detect the target at time k. If  ∅ =   ∩  , the reconstruction 

of data aggregation tree is needed. Since the source nodes can detect the target, they 

can communicate with each other. There are two steps of the method: (1) elect a 

cluster head from the set of nodes Nk, Nk is regarded as the set of source nodes; (2) 

find a routing from the cluster head to the sink node. 

The distance between the possible location of the target at time k+1 and the source 

node is d(Tk+1,nl), therefore, the weight     of the source node is equal to: 

   =     / (    ,  )                                (5.27) 

We select a maximum value of    in the source nodes as the cluster head. When the 

cluster head is selected, the other source nodes will communicate with the cluster 

head directly. Then the label setting algorithm is modified to find the routing from 

cluster head to the sink node. The detailed algorithm is presented as follows. 

Let each node has a set of labels in which each label relates to a different path from 

the sink t to that cluster head. And each label has two numbers by denoted as (    ,    ) , where      and      represents the length of g routing path and the 

minimum value of residual energy in the g routing path respectively. The      and      

of the node vi can be computed as     =          + 1,     = min {       ,    },    ,       is the previous node of node vi in the g path. 
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Definition 1. Let (    ,    ) and (    ,    ) be two labels related to two different path 

g q at node vi. We say that (    ,    ) is smaller than (    ,    ) if and only if (    >    ). 

Definition 2. A label is said to be possible if the label is not smaller than any other 

label at the node. 

Definition 3. A path g is said to be feasible if the corresponding label is possible at 

each node of the path. 

Definition 4. A path g is said to be best if it is feasible and      is greater than the 

weight of any label on the nodes. 

The proposed algorithm is to find the possible label on each node and the best path 

from sink to cluster head. It has two steps: (1) Initializing the labels when the sink 

broadcast the query to the network; (2) Updating the labels and finding the routing 

from the source node to the sink. 

l Initializing the Labels  

At first, there is no label on any node except for the label (0,∞) on sink t. ∞ means 

the sink has the infinite energy. Sink sends the query to the neighbors at the start. 

The node vi receiving the query adds the label (    ,    ) to        , where     = 1,     =     , ∈    ,    is the index set of labels,         is a set of labels on node vi. 

Then the neighbors broadcast the message with the label and the query. The node vj 

receiving the message processes the received label (    ,     ),        =        −    ,     =        + 1,     = min {       ,     },     is the energy consumed when the       sends the query to the node vj. And the received label after processing is 

compared with the stored labels in        . If one of label in         is smaller than 

the received label, it should be dropped. Otherwise, it is a possible label that will be 
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stored in        . The operation will repeat until each node receives all the possible 

labels. Finally, the best path Pb to the sink node is obtained at the each node. The        which is the minimum hop counts from the node vi to the sink node is regarded 

as the level      of the node vi.  

l Updating the Labels and Finding the Routing 

Since the residual energy will be consumed after the operations of the transmission 

and the sensing are executed,      is a dynamic value. When the residual energy of 

the node is smaller than the predefined threshold ThEn, the node is called dangerous 

node. The dangerous node broadcasts the alarm information to the neigboring nodes. 

The neigboring node receiving the information will check its label. If the sending 

node is the previous node in one of the path of the labels, the corresponding label 

will be dropped. Then the information will be forwarded to the neigboring nodes of 

the receiving node. If the sending node is not in the path of the labels, the 

information will be dropped. The information will be broadcasted until all the related 

nodes receive the information and update the labels. The related node means the 

dangerous node is in the shortest path from the node to the sink. 

When the possible location of the target is predicted, a set of the nodes becomes 

active at time k+1. According to the updated value of the residual energy of the 

active nodes, the weight of the node is computed. Since the label will be updated as 

the energy is consumed, the election method of the cluster head will be changed as 

follows: 

1) The source node with the highest value of weight is select as a candidate of the 

cluster head. 
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2) If           = ∅, it means there exists the dangerous nodes on each path in the           . In this case, we need to select the other source node as the cluster head. 

Therefore, the node vm with the weight       ≥   ≥   ,∀     ,  =    ,  =   −       is selected as the cluster head candidate. The cluster head 

candidate will be noted as      . 

3) The step 2 will repeat until            ≠ ∅. The routing is built based on the   ∈           . 

4) If        = ∅, ∀     ,   =     , a random neighoring node Ne of the source 

node with highest weight will be selected. 

5)If        = ∅, the node vm with the weight      ≥   ≥   ,∀     ,  =    ,  =   −       is selected as the cluster head candidate. The cluster head 

candidate will be noted as      .A random neighoring node of the source node      with highest weight is Ne. 

6) The step 5) will repeat until        ≠ ∅. The source node is regarded as      . 

The routing from clusterhead to the sink is (     ,    ). 

After the cluster head is selected, since there are labels on each node, the routing 

from the cluster head to the sink node is also determined. The updated residual 

energy of the nodes on the routing will be sent to the next node of the routing 

integathering with the sensed data. Therefore, the      of the related label in the node 

vi will be updated by comparing the      of sending node vj with current value of 

residual energy of vi. The minimum value of the residual energy is regarded as the     . According to the method, the labels of the all nodes on the routing are updated. 

However, there exists a case as follows. When the sensed data is sent back along the 

routing, there may be the node in which        = ∅. It means that the node vn has 
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received the alarm information or     <  ℎ , and all the labels of the node are 

dropped. Furthermore, the node vn receives the sensed data message before 

broadcasting the alarm information to the neighbours. Thus, when the node received 

the sensed data message, it replied the alarm information to the sending node vm. If |       | > 2, the related label is dropped and the node in the any one of the rest 

labels is selected as the next hop of the routing. If |       | = 1 , vm select a 

neighbour which |       | ≥ 0, as the next node on the routing. Then the routing 

will be traced along the       . 

The above steps and solutions will be repeated until the sensed data is received by 

the sink node. We assume that the network guarantee the connectivity, thus the 

proposed routing method can always converge. 

2) Pruning the Data Aggregation Tree. When the target moves through the network, 

the data aggregation tree is also changed because of difference between the sets of 

source nodes at different time instant. However, it consumes time and energy if 

reconstruction of the tree at each time instant. We found that   ∩    ≠ ∅ if the 

distance between the location of the target at the time step k and k+1 is  (  ,     ) < 2 +  . Therefore, we can reconfigure a new data aggregation tree at 

the time step k+1 by pruning the data aggregation tree at the time step k. The rules 

for pruning the data aggregation tree are as follows: 

1) As shown in Figure 5.4, if    ∩    =  ( ,  + 1),      ( ,  + 1) and     

is available, thus    =       and the other source nodes at time k+1 communicate 

with the    . The node vi is available means         ≠ ∅ . If the     is not 

available, the reconstruction method of the tree is used to find a new tree. 
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Figure 5.4: Pruning the data aggregation tree when the cluster head is in two sensor 
sets 

2) As shown in Figure 5.5, if     is not in   ( ,  + 1), the reconstruction method 

of the tree is used. 

k

k+1

sink

Target

Target

 

Figure 5.5: Pruning the data aggregation tree when the cluster head is not in two 
sensor sets 
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5.4.4. Remedy for Waking Up Method 

If the predicted location of the target is not accurate, the active nodes cannot detect 

the target. Therefore, when a set      of the nodes is woken up at time k+1 by the 

set    of active nodes at time k,    will be active for    time slot. If the target cannot 

be detected by the set     , the cluster head of the set      sends a REMEDY 

message to the neighbour ni in the set   . Then the node ni broadcasts the message to 

the cluster members. All the cluster members wake up their neighbour nodes to track 

the target as shown in Figure 5.6. Thus, the target will not be missed even if there is 

error of prediction. 

 

Figure 5.6: Remedy method 

5.5. Simulations 

At first, we will discuss the complexity of the data aggregation tree construction. We 

assume there are n nodes and E edges in a network is, the maximum number of data 

aggregation trees is M, the number of source nodes is m, in the worst case, each data 
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aggregation tree is needed to be reconstructed. Thus, the time complexity is 

O(n2+M*m)=O(n2), the message complexity is E2+M*(m-1). 

 

Then extensive simulations have been carried out to test the effectiveness of the 

proposed algorithm. A total of 100 sensor nodes with the same sensing range of Rs = 

7 are randomly distributed within a square area measuring 50×50 units. The 

transmission range is calculated using in above model in section 5.2.1. We use a 

mobility model which is mentioned in section 5.2.2 to simulate the movement of a 

target. In this model, the target goes through the network with constant speed and the 

target changes the moving direction with the predefined turn rate θ. Table 5.1 lists 

the parameters in the simulation. 

 

Table 5.1: Simulation parameters 

Parameters Values 

size of field (m2) 50×50 

number of nodes  100 

communication range (m) 14 

sensing range (m) 7 

the speed of a mobility target (m/s) 1.0-10.0 

the turn rate (θ) 0.0-0.5 

prediction accuracy (p) 0.7-1.0 

size of control message (byte) 1.0 

size of a sensing report (byte) 20 

 

In this section, we compare the proposed algorithm with the DCTC method 

according to energy consumption, the number of active sensors involved for tracking 
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and the collection delay. When the deployment of sensors is fixed, we increase the 

speed of target from 1.0 to 10.0. For each velocity of the target, a total of 20 

simulations are implemented.  

 

 

Figure 5.7: Comparing the energy cost of different algorithms 

We first compare the proposed algorithm with the DCTC according to energy cost. 

As shown in Figure 5.7, the proposed algorithm uses less energy than the DCTC for 

constructing the data aggregation tree in object tracking. From the figure, we can 

also find that the energy cost of the proposed algorithm increase as the speed of the 

target increases. The reason is that as the velocity increases, more messages are 

needed to be exchanged for adding or pruning the nodes from the tree.  

It is also interesting to compare the number of active sensors for tracking the target 

between the proposed algorithm and the DCTC. As shown in Figure 5.8, the number 

of nodes in proposed algorithm is less than that in the DCTC. From the above two 

figures, we find that the prediction accuracy affects the energy consumption and the 
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number of active sensors. Since the miss-prediction is found, the remedy method is 

executed which consumes the energy and more nodes are woken up.  

 

Figure 5.8: Comparing the number of nodes involved in the tree of different 
algorithms 

 

 

Figure 5.9: Comparing the collection delay of different algorithms 
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Figure 5.9 shows the collection delay when the velocity of the target increases. 

Collection delay in this chapter means the data is aggregated from the source nodes 

to the sink nodes. Since tree reconstruction is only done when the certain condition 

is satisfied, the tree may not be optimal when pruning the tree is executed if the 

moving speed of the target is high. Therefore, in the figure, it shows that the data 

collection delay is higher when the velocity increases. Compared with the DCTC, 

the proposed algorithm has shorter delay.  

5.6. Demonstration of Single Object Tracking on iSensNet 

We have implemented our proposed approach on our WSN-based ITS testbed, the 

iSensNet (Intelligent Services with Wireless Sensor Network) platform. The 

iSensNet platform consists of the protocols and mechanisms for MAC Layer, routing 

layer, and application layer, and is used to execute different protocols and application 

programs for demonstration and experiments. Both stationery sensor nodes and 

mobile nodes are installed on the test bed. The stationery sensor nodes are installed 

under the platform; and roadside units are installed at each intersection. Mobile 

nodes refer to the sensor nodes installed at each mobile model car. 

In this demonstration, we want to use the light sensors that have been built under the 

test bed to track a car which is moving along the traffic road. We have following 

assumptions. 1) The location of each light sensor is predefined. 2) The ID of each 

light sensor is unique. 3) The light sensor is divided into two parts: communication 

part and sensing part. 4) The base station is connected with the computer and there is 

a table that stores the relationship between the ID and location. Since the location of 

a car at the next time slot is known according to the traffic rules, we don’t need to 

predict the location. The working flow is designed as follows: 
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Step 1: Each sensor has the sleeping schedule for the sensing part before the car 

shows up, e.g. sampled once every second. 

Step 2: When a sensor detects the car, it sends its ID to the base station by using the 

proposed data aggregation tree construction method and wakes up the next sensor on 

the road by using the proposed wakeup control method. Then the detecting sensor 

sleeps. 

Step 3: When the sensor receives the waking up message, it wakes up until the car 

pass by. And then redo step 2. 

Step 4: When the base station receives the ID of the sensor, the car will be drawn on 

the location of the map. The result will be showed by Graphical User Interface 

(GUI). 

We found that the proposed algorithm can be used to demonstrate streetlamp 

tracking. The result shows the proposed algorithm runs correctly even in the real 

word application. However, in this test bed, there exist some problems that are not 

considered in the ideal simulation. Since the streetlights are all controlled by the base 

station, there are two problems in the test bed. If the controlling time on the base 

station is greater than the time that the car passing through two streetlights, the first 

problem is time lag between lightening of the streetlamp and location of car. The 

second problem is disorder between bright light and turned off light. For solving the 

first problem, we use two base stations to control the streetlamp corporately that can 

speed up the controlling time. For solving second problem, we design a queue to 

store the IDs of streetlight on the sink. We can also control the light in distributed 

way by building a controlling sensor on each streetlamp, the sink is only used to 

connect with computer that shows the status of the lights and car on the map by 

using GUI.  Thus, the above two problems can be solved. 
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5.7. Summary 

In this chapter, we apply our studies on dynamic construction of data aggregation 

tree for tracking the location of the target. We first consider the sensor set selection 

scheme in a fully distributed way. Based on the prediction model, the current active 

sensors wake up the next set of sensors which are around the predicted location of 

the target independently. After obtaining the set of sensors to be active, the data 

aggregation tree from the set of sensors to the sink node is constructed quickly and 

energy efficiently. When the target is moving, the tree will be reconstructed in real 

time. Simulation results show that the proposed algorithm achieves much better 

performance than other method for constructing data aggregation tree, considering 

the number of active nodes involved, the energy consumption, and the collection 

delay of the tree. 
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Chapter 6. Conclusions and Future Works 

In this chapter, we summarize our works and discuss the directions for future 

research. 

6.1. Conclusions 

Coverage, routing, and data aggregation are three important issues on the topic of 

object tracking in WSNs. In this thesis, we primarily investigate how to save the 

energy of nodes and improve the accuracy of tracking the mobile target in a WSN. 

The main works of the thesis can be concluded as follows.  

In Chapter 3, considering the existing evolutionary algorithms which need global 

information to find the solution, we investigate the problems for which modified the 

evolutionary algorithm can be modified to find the solution based only on local 

information. In this way, the modified algorithm is suitable for solving the problem 

in distributed system, particularly in WSNs. We propose a localized approach for 

evolutionary algorithm, in which the local information is needed to find the global 

near optimal solution for the optimization problem in distributed system. We also 

analyse the impact of algorithm parameters, evaluation metrics, and some suitable 

applications of the proposed approach. As to the problem in WSNs, we use the 

proposed approach to solve the energy-efficient coverage problem. Simulations have 

been executed to validate the effectiveness of our localized approach for 

evolutionary algorithm in terms of the number of sensors needed to cover the whole 

area, the size of the storage in the sensors, and the calculation time.  

In Chapter 4, considering the integration of the coverage and routing in WSNs, we 

define the Coverage-Preserving Routing Problem (CPRP), in which the objective is 

to find a routing path in a WSN with the maximum sensing coverage provided by the 
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nodes on the path subject to the delay constraint. We prove the CPRP is a NP-Hard 

problem. Then we present the preprocess that calculate the sensing area of multiple 

sensors. We propose two coverage-preserving routing algorithms, i.e. the Centralized 

Algorithm and the Distributed Algorithm, both of which use the sensing coverage  

between the sensors obtained by the preprocess as the weight to find a path that is 

subject to the hop constraint with the maximum weight. Simulation results indicate 

that the proposed algorithms obtain better performance than other existing works 

based on whole sensing coverage of the obtained path. 

In Chapter 5, considering the data aggregation of object tracking in WSNs, we 

investigate the source nodes selection scheme and the construction of data 

aggregation tree for object tracking. We present a novel fully distributed method for 

sensor set selection, which can save the energy of the node and communication cost. 

Each active node can wake up the sensor for tracking the target based on its decision 

independently. The proposed selection scheme makes use of the information about 

the prediction location of the target and the geometry information between the 

neighbours. Then we propose a dynamic construction method for data aggregation 

tree based on the source nodes selected by the proposed selection scheme. The 

objective of the method is to maximize the residual energy of the tree with 

minimized number of nodes from the source nodes to sink node. Simulation results 

show that proposed methods outperformance than other methods in terms of the 

number of active nodes involved for tracking, the accuracy of the tracking. 

6.2. Future Research Works 

In Chapter 3, we propose a localized approach for evolutionary algorithm, which 

can solve the optimization problem in a distributed way. We give two examples of 

suitable application of LEA and apply the approach to solve the coverage problem in 

WSNs. Nevertheless, it is still challenging to apply the proposed approach to solve 
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some other optimization problems in WSNs. Another potential issue is to consider 

how to design the coordination part more reasonable. In the work, the problem 

consists of subproblems. The coordination part is the most important part that the 

local information is exchanged for obtaining the local optimal solution of each 

subproblem in this part. However, as to WSNs, the energy efficiency is the 

fundamental requirement. How to use less communication cost to obtain the local 

optimal solution in the coordination part is a worthwhile future research direction. 

In Chapter 4, we propose a coverage-preserving routing algorithm in order to 

maximize the sensing coverage of the routing path. However, our work is a 

preliminary investigation for coverage-preserving routing problem in wireless 

networks. We only consider a routing path from a source node to a sink node. 

However, in WSNs, there may be multiple source nodes and sink nodes. In multicast 

routing, the calculation of sensing coverage of the routing path will be more 

complex. The current method for selection of path nodes will not be effective for 

solving the multicast routing problem. Research into the coverage-preserving 

multicast routing problem is necessary and promising.  

In Chapter 5, we design a localized selection scheme and dynamic construction of 

data aggregation tree for tracking the target in an energy-efficient way. For tracking 

continuously, when the aggregation tree is reconstructed, how to reconstruct the tree 

as soon as possible is our primary goals. However, as we all know, saving energy is 

the most important issue in WSNs. Thus, how to consider the energy saving of the 

nodes and reconstruct the data aggregation tree in real time will be one of the 

possible future directions on the topic of dynamic construction of data aggregation 

tree.  
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