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Abstract 

 Digital halftoning is a technique that converts a continuous image into a 

bilevel image and is widely used in printing applications. Nowadays, printing 

technology has advanced a lot and printers are able to print images with ink dots of 

different intensity levels. Accordingly, a technique for converting a continuous 

image to a multi-level image is needed. Such a process is generally referred to as 

multilevel halftoning or multitoning. 

 Theoretically, multilevel halftoning can be implemented with conventional 

binary halftoning techniques after replacing their bi-level quantizers with a 

multilevel quantizer. However, this straightforward extension does not work 

properly and generally introduces banding artifacts in their outputs. Threshold 

Decomposition is a widely used technique to remove banding artifacts. It 

decomposes a continuous image into energy layers, converts them to binary 

halftones with a conventional binary halftoning algorithm one by one under a 

stacking constraint, and combines the resultant binary halftones to form a multilevel 

output. Though this approach provides flexibility and is able to remove banding 

artifacts effectively, the operation flow introduces a bias to favor the black dots and 

makes it difficult to preserve both the dark and bright spatial image features in the 

resultant multilevel halftones.    

This work addresses this bias issue and proposes several solutions to remove 

the bias. Two of them are dedicated for producing three-level multilevel halftones in 

which the input continuous image is decomposed into two energy layers. In the first 

solution we process both energy layers simultaneously in an interleaving manner. In 

the second solution we combine the two energy layers to form a complex energy 

plane for being processed such that we can take both layers into account at any time 

of processing. At the end, the idea of the first solution is generalized to take care of 

more than two energy layers without introducing the bias such that one can produce 
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multitones of any number of output levels. Simulation results show that the proposed 

solutions can eliminate the bias effectively and produce multitoning outputs of better 

quality as compared with the conventional multitoning algorithms by preserving the 

spatial image features faithfully.        
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Chapter 1  

Introduction 

1.1 1.1 1.1 1.1 BackgroundBackgroundBackgroundBackgroundssss    

Digital halftoning is originally a process used to generate a bilevel image to 

render a continuous-tone image.  It is developed for printing images or displaying 

images with a binary electronic display [Mits92, Ulic87]. In the past three decades, 

many binary halftoning algorithms were proposed based on various techniques such 

as thresholding [Maku95], error diffusion [Floy76, Zhou11], neural networks 

[Crou93], direct binary search [Baqa98], multiscale error diffusion [Chan99, Kats97] 

and others.  Most of them can produce halftones of good quality and are proved to 

be successful tools to generate binary halftones.   

 As technology advances, electronic devices are generally able to display 

images of multiple levels and hence the application of binary halftoning is now 

mainly on printing.  However, the capability of printing devices has also been 

significantly enhanced recently such that they can now produce outputs of more than 

two intensity levels [Lin01].  Multilevel halftoning technique is hence required to 

convert an input image to a multilevel output image for being printed.  In general, 

multilevel halftoning is referred to as multitoning in the field. 

 In theory, one can easily extend conventional binary halftoning algorithms 

by replacing the binary quantizer with a multilevel quantizer or by adjusting the 

screening thresholds to provide multilevel halftones [Gent90, Kang99].  However, 

when the number of quantization levels is limited, undesirable banding artifacts can 

generally be found in their outputs as the input levels around an intermediate 
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quantization output level are all mapped to the same output level.  In such a case, the 

gradation reproducibility in the region cannot be maintained. 

 Various techniques were proposed to remove the banding artifacts.  One of 

the common approaches is to preprocess the image regions that have the potential 

problem of banding artifacts before multilevel halftoning [Sara12, Yu99].  Another 

popular approach used in screening algorithms is to control the proportion of 

adjacent output pixels for the input levels close to an intermediate output level.  This 

can be achieved by developing dedicated multitoning screens according to the 

desired proportions [Lin02] or adjusting a conventional screen with an improved 

threshold scaling function [Park07].   

Threshold Decomposition is a widely used technique used in multilevel 

halftoning [Suet08, Rodr08, Fung10]. This technique separates an input image 

nonlinearly into several energy planes, halftones each one of them with a binary 

halftoning algorithm, and then combines the binary halftoning results to get a 

multilevel output.  Its application is not limited to screening algorithms. When 

working with error diffusion-oriented algorithms, Threshold Decomposition 

generally maintains the gradation reproducibility more effectively than 

preprocessing and is able to provide outputs of better quality. 

Though conventional multitoning algorithms [Suet08, Rodr08, Fung10] 

based on Threshold Decomposition work effectively to produce multilevel 

halftoning outputs of good quality, their layer-by-layer nature of operation makes 

them biased to favor either the brightest or the darkest spatial features of the input 

images and hence fail to preserve the spatial features well in their halftoning outputs. 

In this work, we devote our effort to address this issue.  Solutions are provided in 

this thesis such that one can use them to produce multilevel halftoning outputs of 

even better quality. 
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1.1.1.1.2222    Organization of thesisOrganization of thesisOrganization of thesisOrganization of thesis    

 This thesis contains six chapters.  Chapter 1 provides a brief introduction to 

multitoning and the issue addressed in the thesis.  In particular, we would like to 

remove the bias introduced by the conventional threshold decomposition technique, 

which is generally exploited in the multitoning algorithms to remove banding 

artifacts, to improve the output quality of multitoning.   

 Chapter 2 provides some background information about halftoning and 

multitoning.  Some classical approaches for their realization are briefly introduced. 

We put specific emphasis on two techniques called Multiscale Error Diffusion 

(MED) [Chan98] and Threshold Decomposition (TD) [Suet08]. The former 

technique allows one to put ink dots on the right positions to preserve the spatial 

features of the original images, while the latter technique allows one to turn a 

multitoning process into a sequence of binary halftoning processes to eliminate the 

banding artifacts commonly found in multitones [Suet08]. The problems of 

threshold decomposition are analyzed such that one can develop better multitoning 

algorithms by combining Multiscale Error Diffusion and improved Threshold 

Decomposition techniques.          

 For three-level multitoning, conventional TD-based algorithms separate the 

energy plane of an input image into two layers and then process them sequentially. 

The processing order introduces bias and affects the quality of the final three-level 

output.  Chapters 3 and 4 introduce two remedial solutions to solve this problem. 

Specifically, Chapter 3 presents an algorithm which handles the two layers in an 

interleaving manner to remove the bias.  The algorithm proposed in Chapter 4 

combines the two layers to form a complex plane for processing such that they can 

be taken care of at the same time during multitoning.   
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 Chapter 5 extends the idea of the remedial solution presented in Chapter 3 to 

provide a generalized TD-based multitoning algorithm for producing outputs of any 

number of levels.  It pairs up matched layers and handles the pairs one by one.  As 

layers are carefully matched and the matched layers are processed at the same time 

in an interleaving manner, the bias can be removed effectively. 

 Finally, the conclusion of this thesis is given in Chapter 6.  We summarize 

our contributions reported in this thesis and suggest some possible developments of 

our work in the future.       

 

 

  



 2013201320132013    

 

5555     

 

Chapter 2     

Background of multitoning 

2.1 Introduction2.1 Introduction2.1 Introduction2.1 Introduction    

 This chapter provides a brief introduction to multitoning.  In Section 2.2, we 

start our discussion with conventional binary digital halftoning and various 

realization techniques.  We pay particular attention into error diffusion techniques 

such as MED [Chan98] as they are effective in providing good binary halftoning 

outputs.  Our discussion is then extended to multitoning and its realization in Section 

2.3.  Focus is put on threshold decomposition, a technique that is widely used in 

many multitoning algorithms to remove banding artifacts. Its implementation and its 

potential problems are discussed in details.  Finally, a brief summary of this Chapter 

is provided in Section 2.4.  

 

2.2 Digital 2.2 Digital 2.2 Digital 2.2 Digital halftoning halftoning halftoning halftoning     

 Digital halftoning is a process that uses bilevel pixels to simulate a gray-scale 

image on a bilevel output device.  It is a necessary process in printing applications. 

There are many algorithms for realizing digital halftoning [Dame01, Hwan04, Lau98, 

Lau03, Li00, Pang08]. They can be roughly classified into one of the following three 

categories: screening [Maku95, Mits91, Schr86, Ulic93, Zeng00], error diffusion 

[Floy75, Jarv76, Lin97, Stev85, Stuc81] and iterative process [Guo11, Papp03, 

Zhen10].   
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Screening is basically a point process. For each pixel, it compares its 

intensity value against a threshold value to determine its output level.  The threshold 

value can be spatially invariant [Klen70] or variant adaptive [Leon92].  It can also 

be adaptive [Baye73] or non-adaptive [Gran90] to the local region of a pixel. 

Screening is very time efficient, but the output image quality is generally low. 

Algorithms based on error diffusion process the image pixels one by one 

according to a specific order [Floy76].  For each pixel being processed, its intensity 

value is quantized to either 0 or 1.  The quantization error of the pixel is then 

diffused to the pixel’s selected neighbors.  Accordingly, the intensity values of the 

selected neighboring pixels are adjusted such that the error diffused into them can be 

taken into account when they are processed in the future.  The processing order of 

the pixels can be fixed [Floy75] or input dependent [Chan99, Kats97].  As compared 

with screening algorithms, error diffusion-based algorithms can provide outputs of 

better quality, but they are more time consuming.  

The remaining algorithms are basically iterative algorithms.  Starting with a 

preliminary estimate of the binary halftoning output, these algorithms iteratively 

adjust the binary output to minimize a predefined quality measure derived based on 

the human visual system.  The realization can be based on neural networks [Anas88, 

Ostr00], simulated annealing [Geis93], and Direct Binary Search (DBS) [Papp03].  

It takes time for the output to converge and hence their computational complexity is 

huge.  However, they generally provide the best halftoning output in terms of their 

corresponding adopted quality measure due to their operation nature.  

 Among the various techniques used in halftoning, Feature-preserving 

Multiscale Error Diffusion (FMED) is proved to be one of the best algorithms in 

preserving the spatial features of an input image and producing the halftoning 

outputs of desirable noise characteristics [Chan04].  As the issue to be addressed in 

this project is on how to produce high-quality multitones, FMED is naturally 
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selected to be one of the key components when developing the multitoning 

algorithms proposed in this thesis.  FMED [Chan04] stems from Standard Error 

Diffusion (SED) [Floy76] and MED [Kats97].  In the following part of this section, 

we will have a more detailed revision on Standard Error Diffusion [Floy75], MED 

[Kats97] and FMED [Chan04]. 

2.2.1 Standard 2.2.1 Standard 2.2.1 Standard 2.2.1 Standard EEEError rror rror rror DDDDiffusioniffusioniffusioniffusion        

 Standard Error Diffusion (SED) was introduced in 1976 by Floyd and 

Steinberg [Floy76].  It is able to provide a halftoning output of better quality as 

compared with screening methods at a cost of slight increase of computational effort.   

Figure 2.1 shows the operation flow of SED.  In particular, it raster-scans an 

input image and processes the scanned pixels one by one until the whole image is 

processed. For each pixel it scans, its intensity value is quantized and the 

quantization error is diffused to its not-yet-processed neighboring pixels with a 

causal diffusion filter.  The error diffused to a pixel changes the pixel’s intensity 

value such that the quantization carried out for the pixel in the future can take the 

error into account.  The diffusion filter determines which neighboring pixels are 

affected and how they are affected. Figure 2.2 shows a diffusion filter proposed by 

Floyd and Steinberg [Floy76]. 

As the pixels are processed according to a predefined order and a causal 

diffusion filter is used in SED, there is a bias in the direction of error diffusion and 

hence a directional hysteresis is resulted in the output.  Various remedial solutions 

were proposed to remove this problem by modifying the scanning paths and 

diffusion filters [Lau08, Mese02].  However, due to the nature of their working 

principle, a fixed predefined scanning order and a causal filter must be used and 

hence the directional hysteresis cannot be completely eliminated from the root. 
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2.2.2 Multiscale 2.2.2 Multiscale 2.2.2 Multiscale 2.2.2 Multiscale EEEError rror rror rror DDDDiffusioniffusioniffusioniffusion    

 In 1997, Katsavounidis et al. proposed a technique called Multiscale Error 

Diffusion (MED) [Kats97] to remove the directional hysteresis.  To a certain extent, 

MED combines error diffusion and iteration method to provide a better halftoning 

result than the conventional error diffusion methods at an acceptable computational 

cost.  Unlike the conventional iteration processes such as Direct Binary Search (DBS) 

[Papp03], the number of required iterations is bounded by the total energy of the 

input image.   

 MED is a two-step iterative method.  At the very beginning, an energy plane 

and an output plane are created and they are, respectively, initialized to be the input 

image and a black plane of equal size.  In each iteration, it searches for the currently 

best location in the output plane to assign a white dot.  The search is based on the 

rule of “maximum intensity guidance”.  In particular, starting with the whole energy 

Figure 2.1   Operation flow of Standard Error Diffusion 

 

Figure 2.2   Causal diffusion filter used in Standard Error Diffusion 
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plane as the region of interest, it repeatedly divides the region of interest into four 

sub-regions of equal size and selects the one with the maximum sum of intensity 

values as the new region of interest until a single pixel is reached.  The selected 

pixel is then quantized to 1 and the corresponding pixel location in the output plane 

is assigned a white dot.  The energy plane is then updated by diffusing the 

quantization error of the selected pixel to the pixel’s neighbors with a non-causal 

diffusion filter.  Figure 2.3 shows a typical non-causal diffusion filter used in MED 

as an example.   

By repeating the above procedures, white dots are assigned to the output 

plane one by one until the white dot budget is used up.  The white dot budget is 

defined as the nearest integer of the total sum of the intensity values of the input 

image.  It determines the total number of white dots to appear in the output image.  

This explains why the number of iterations is bounded by the total energy of the 

input image. 

As there is no predefined scanning order to follow when MED processes the 

pixels and quantization errors are diffused in all directions with a non-causal filter, 

the directional hysteresis can be eliminated when MED is used to produce binary 

halftones.   ×1/12 

 

2.2.3 Feature2.2.3 Feature2.2.3 Feature2.2.3 Feature----preserving preserving preserving preserving MMMMultiscale ultiscale ultiscale ultiscale EEEError rror rror rror DDDDiffusioniffusioniffusioniffusion    

 In the original version of MED [Kats97], the quantization error of a 

processed pixel is diffused in all directions.  It is possible that some of the neighbors 

Figure 2.3  Non-causal diffusion filter used in Katsavounidis et al.’s MED  
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of the quantized pixel have already been processed, so the error diffused into them 

will be trapped forever and eventually degrades the quality of the halftoning output. 

To solve this problem, the quantization error should only be diffused into the 

neighbors that have not been processed. 

 In general, the pixels handled earlier have more freedom to assign dots of 

appropriate output levels.  The critical dots which highlight the local features of the 

original input image should hence processed first.  Chan et al. found that the 

minority dots in a local region of a halftone were critical to show the local features 

and modified MED accordingly to preserve image features [Chan04].  This was 

referred to as Feature-preserving Multiscale Error Diffusion (FMED) in their work 

[Chan04].   

Like MED, FMED is also a two-step iterative algorithm.  In each iteration, it 

searches for the currently most critical location in the output plane to put a dot.  The 

searching is based on “extreme error intensity guidance” instead of the “maximum 

error intensity guidance”.  In particular, starting with the whole energy plane as the 

region of interest, it repeatedly divide the region of interest into nine overlapped sub-

regions of equal size and selects the one with the maximum sum of intensity values 

as the new region of interest until the region of interest is small enough.  At this 

point, if the average energy of the region of interest is above 0.5, it will adjust the 

selection criterion to pick the sub-region with the minimum sum of intensity values. 

Then it continues the divide-and-select step to update the region of interest until a 

single pixel is reached.  According to the quantization result of the selected pixel in 

the energy plane, an appropriate dot is assigned to the corresponding pixel of the 

output plane.  The energy plane is then updated by diffusing the quantization error of 

the selected pixel to the pixel’s not-yet-processed neighbors.  Since there is no 

predefined processing order of pixels, statistically there is no bias on the diffusion 

direction even though some quantization errors may not be diffused in all directions.    
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The rule of “extreme error intensity guidance” allows one to search for the 

pixels that highlight the local features in an input image and then put the appropriate 

dots at the corresponding locations in the output plane.  These dots are put onto the 

output plane first and hence the critical dots are easier to be put at the right positions 

to represent the image details correctly.  These dots are generally minority dots in a 

local region.   

By putting the right dots at the right positions, FMED effectively preserves 

the spatial features of an image and is able to provide a better output in terms of 

various quality measures as compared with any other error diffusion-based 

halftoning algorithms [Floy76, Kats97]. 

   

2.3 Digital 2.3 Digital 2.3 Digital 2.3 Digital multitoningmultitoningmultitoningmultitoning    

 Printer technology has advanced a lot in recent years and current printers are 

able to produce ink dots of more than one intensity levels.  Obviously, rendering an 

input image with more gray levels can reduce the step size between gray levels in 

the output image and hence the quality of the resultant image can be closer to that of 

the original input image.  Multitoning technique is an advanced halftoning method 

used to render an input image with more output levels.  In this section, we will 

address an artifact that can be easily found in the multitones produced with the 

conventional digital multitoning algorithms and review some solutions proposed to 

eliminate the artifact.     
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2.3.1 Banding artifact2.3.1 Banding artifact2.3.1 Banding artifact2.3.1 Banding artifact

 In theory, one can easily extend 

algorithms to produce multilevel halftones 

multilevel quantizer or by adjusting the screening thresholds

halftones [Gent90, Kang99]

limited, undesirable banding artifacts can generally be found in their outputs as 

input levels around an intermediate quantization output level are all mapped to the 

same output level [Rodr08]

region cannot be maintained

 

 

 

 

 

Figure 2.5   

 

Figure 2.4   Banding artifact

 

2.3.1 Banding artifact2.3.1 Banding artifact2.3.1 Banding artifact2.3.1 Banding artifact        

n theory, one can easily extend the conventional binary halftoning

to produce multilevel halftones by replacing the binary quantizer with a

multilevel quantizer or by adjusting the screening thresholds to provide multilevel 

Kang99].  However, when the number of quantization levels is 

undesirable banding artifacts can generally be found in their outputs as 

input levels around an intermediate quantization output level are all mapped to the 

[Rodr08].  In such a case, the gradation repr

region cannot be maintained as shown in Figures 2.4 and 2.5. 

 

 
Figure 2.5   Three-level multitone bearing banding artifact

anding artifacts in three-level multitoning output of a 
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conventional binary halftoning 

by replacing the binary quantizer with a 

to provide multilevel 

quantization levels is 

undesirable banding artifacts can generally be found in their outputs as the 

input levels around an intermediate quantization output level are all mapped to the 

In such a case, the gradation reproducibility in the 

banding artifacts 

level multitoning output of a ramp image 
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 Various techniques have been proposed to remove the banding artifacts.  One 

of the common approaches is to preprocess the image regions that have the potential 

problem of banding artifacts before multilevel halftoning [Sara12, Yu99].  Another 

popular approach used in the screening algorithms is to control the proportion of the 

adjacent output pixels for the input levels close to an intermediate output level.  This 

can be achieved by developing the dedicated multitoning screens according to the 

desired proportions [Lin02] or adjusting a conventional screen with an improved 

threshold scaling function [Park07].  In next sub-section, we will have a brief review 

on Threshold Decomposition, which is also a technique widely used to eliminate the 

banding effect. 

2222.3.2 Threshold Decomposition.3.2 Threshold Decomposition.3.2 Threshold Decomposition.3.2 Threshold Decomposition    

Threshold Decomposition is a widely used technique for removing the 

banding artifacts in multilevel halftoning [Suet08, Rodr08, Fung10].  This technique 

separates an input image nonlinearly into several energy planes, halftones each one 

of them with a binary halftoning algorithm, and then combines the binary halftoning 

results to obtain a multilevel output as shown in Figure 2.6.  As there is no limitation 

on the selection of the binary halftoning algorithm used to halftone an energy plane, 

the application of threshold decomposition is not limited to the screening algorithms. 

When working with the error diffusion-oriented algorithms, threshold decomposition 

generally maintains the gradation reproducibility more effectively than the 

preprocessing approaches mentioned in Section 2.3.1 and is able to provide the 

outputs with better quality. 
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Consider the case that we want to convert a gray-level image A into a 

multilevel image B.  The pixel values of A are bounded in [0,1], where 0 and 1 

denote the minimum (black) and maximum (white) intensity levels, respectively.  In 

contrast, the pixel values of B are confined to be a member of {r/(m-1)│r=0, …, m-

1}, where m is the number of available output intensity levels.  Without loss of 

generality, we assume that the size of images A and B is N × N, where N=2a and a is 

a positive integer.  Note that the size of the input image is not limited to N × N  when 

the algorithm is applied.  It is used for illustration only.  For reference, I(x,y) denotes 

the pixel value of image I at position (x,y).  

 When threshold decomposition is applied, the input image A is first 

decomposed into m − 1 images, each of which is denoted as Ad for d = 1, …, m − 1, 

such that we have 

���, �� 	 ∑ ����, ��/� � 1�������              for x,y = 0,1,2,…,2a-1      (2.1) 

Figure 2.6 Operation flow of Threshold Decomposition-based multilevel 

halftoning 
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 Theoretically, one can adopt any decomposition scheme to determine Ad for 

d = 1,2, … ,m-1.  A widely used decomposition scheme was suggested by Suetake et 

al. [Suet08] to determine Ad  as 

 ����, �� 	 ������, �� � ���, ����� � � �����!
�����!�����!� �1 � ���, ������ 

for d = 1,2, … ,m-1  (2.2) 

where A0(x,y) = 1 for all (x,y).   

With Eqn. (2.2), we can decompose an input image into m – 1 images (also referred 

to as layers) with different intensity scales.  A layer of smaller index value carries 

more energy and is referred to as a higher energy layer while a layer of larger index 

value is referred to as a lower energy layer for reference purpose hereafter.  Figure 

2.7 plots the decomposition curves defined by Eqn. (2.2) for three-level and five-

level multitoning as examples. 

After threshold decomposition, the decomposed layers are processed from 

the layer of the highest energy to the layer of the lowest energy one by one subject to 

a stacking constraint such that the ink dots can be distributed homogenously in the 

intermediate-tone regions of an image to eliminate the banding artifacts [Suet08].  In 

particular, when a location in a higher energy layer is assigned a black pixel in its 

binary output, black pixels must also be assigned to the corresponding locations in 

the binary outputs of the lower energy layers.  Figure 2.8 shows an example of how 

a lower energy layer is affected by a higher energy layer under the stacking 

constraint when producing a four-level multitone.  

This stacking constraint confines the dot assignment in lower energy layers. 

The lower the energy of a layer, the more restriction it has to assign a white dot. As 

the final multilevel output is the sum of the binary halftoning results of all layers, the 

locations of the brighter dots in the final multilevel result are relativity more 
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restricted than the locations of the darker dots.  Hence, it is more difficult to put the 

bright dots at the right positions to preserve the bright features in an image.  In other 

words, the darker dots have more freedom than the brighter dots to be assigned to 

appropriate locations to show the corresponding features.  This results in a bias that 

it does not favor the preservation of bright features.  

 

 

 

 

 

 

 

 

      

 

 

 

 

 

 

Figure 2.7   Threshold decomposition curves suggested in [Suet08] for (a) 

three-level and (b) five-level multitoning 

 

Figure 2.8   Example of stacking constraint in four-level multitoning 

Layer 1 (brightest) 
Highest energy layer 

Layer 2  

Layer 3 (darkest) 
Lowest energy layer 

Stacking Constraint 

Stacking Constraint 
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2222.4 .4 .4 .4 SummarySummarySummarySummary    

 This chapter reviews some techniques used in binary halftoning.  Focus is 

put on SED, MED and FMED.  Among the various binary halftoning algorithms, 

FMED is able to preserve the spatial features and provide desirable noise spectral 

characteristics simultaneously, and so it is selected as a tool to develop the feature-

preserving multitoning algorithms in this thesis.   

 Straightforward extensions of conventional binary halftoning algorithms 

cannot work properly to produce the multitones of high quality.  Banding artifacts 

are commonly found in their outputs.  Threshold Decomposition is a technique 

which can provide flexibility and eliminate the artifacts at the same time.  However, 

it introduces bias to the darker dots due to its nature of operation flow and hence the 

bright and dark spatial features in an image cannot be equally preserved.  In the 

subsequent chapters, some remedial solutions are provided and the corresponding 

multitoning algorithms are proposed accordingly.  
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Chapter 3     

Three-level TD-based multitoning by 

processing layers in an interleaving 

manner 

3.1 Introduction3.1 Introduction3.1 Introduction3.1 Introduction    

 As mentioned in Section 2.3, when Threshold Decomposition (TD) is applied  

to do multitoning, the energy layers are processed one by one using a binary 

halftoning algorithm from the highest energy layer to the lowest energy layer subject 

to a stacking constraint.  By doing so, the positions of the black dots in the final 

multilevel halftone are determined first in the conventional approach.  This bias 

makes the conventional TD-based algorithms difficult to preserve the bright features 

in the image and hence lowers the output quality.  

In order to remove the bias introduced by the conventional TD-based 

algorithms, we suggest handling the layers with maximum energy and minimum 

energy simultaneously to locate the brightest and the darkest dots in the final 

multilevel halftone in an interleaving manner.  To simplify the situation, in our 

preliminary investigation of the issue, a feasibility study is carried out in which the 

number of output levels of a multitone is limited to be three. 

The organization of this chapter is as follows.  After a brief introduction, 

Section 3.2 presents a three-level multitoning algorithm which is developed based on 

the aforementioned idea.  The performance of the proposed algorithm is evaluated 
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using computer simulations and the results are provided in Section 3.3.  A summary 

of this chapter is finally given in Section 3.4.      

3.2 3.2 3.2 3.2 TDTDTDTD----based multibased multibased multibased multitoningtoningtoningtoning    with interleavingwith interleavingwith interleavingwith interleaving        

 Figure 3.1 shows a framework of conventional Three-level TD-based 

multitoning algorithm.  When the number of output levels of a multitone is limited 

to 3, Eqns. (2.1) and (2.2) can be rewritten as     

2

),(),(
),( 21 yxAyxA

yxA
+

=  for x,y = 0,1,…,2
a
-1      (3.1) 

where  
2

1 ),(),(2),( yxAyxAyxA −=                                    (3.2) 

and 
2

2 ),(),( yxAyxA =                                     for all (x,y)   (3.3) 

Note that layer A1 carries more energy and layer A2 carries less energy after 

decomposition. In order words, layer A1 is brighter than layer A2. 

 

Figure 3.1. Operation flow of conventional three-level TD-based multitoning 

  

  As layer A1 is processed first, the black dots in the final multilevel halftone 

are determined first in the conventional approach and the bright feature in the image 

is more difficult to preserve in the resultant multitone.  In order to remove this bias, 
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we suggest handling the two energy layers simultaneously to locate the brightest and 

the darkest dots in the final multilevel halftone in an interleaving manner. 

 In theory, one can apply any binary halftoning algorithm to halftone a layer 

after threshold decomposition.  In our proposed algorithm, FMED [Chan04] and its 

modified version are used to halftone the layers.  Since FMED is more flexible to 

introduce dots of different nature to the outputs of individual layers, it is superior to 

other conventional binary halftoning algorithms in preserving the spatial features. 

 As mentioned in Chapter 2, FMED is a two-step iterative method developed 

based on MED [Chan98] which can provide a good quality for the resultant image. 

We adopt the general idea of FMED and modify it to halftone the layers. 

 Figure 3.2 shows the operation flow of the proposed algorithm for producing 

a three-level output. Instead of processing layers A1 and A2 one by one sequentially, 

the proposed algorithm processes the two layers simultaneously to locate the darkest 

and the brightest pixels in the final multilevel halftone in an interleaving manner. 

 At the beginning of the halftoning process, we need to determine the total 

number of black dots and white dots that should be placed in B. They are, 

respectively, referred to as black dot budget and white dot budget. Specifically, they 

can be estimated as follows. 

 ������0 	  �� � ∑ ����, ��� ,!�  

  ������1 	  ∑ �"��, ��� ,!�                                                                        (3.4) 

where No=N×N is the total number of pixels in the image.  Accordingly, a budget 

ratio is defined as 

������ #$�%& 	  ∑ '(� ,!��),*�  
+,�∑ '-� ,!��),*�                                                                (3.5) 
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 Then we alternately locate a pixel in layer A1 to assign a ‘0’ and locate a 

pixel in layer A2 to assign a ‘1’ under the guidance of the budget ratio.  Under the 

stacking constraint, this is equivalent to alternately placing the darkest and the 

brightest dots in the final multilevel halftoning output.  By doing so, the bias in 

either white or black dots is removed and a balance on preserving the dark and 

bright spatial features in the image can be achieved. 

 When the dots are put in the layers, the black dot budget for layer A1 and the 

white dot budget for layer A2 are consumed accordingly.  At the time when we 

determine which type of dots should be placed next, we pick the one which can 

make the ratio of the remained white dot budget to the remained black dot budget 

closer to the original budget ratio. 

 

 

Figure 3.2 Operation flow of TD-FMEDi for producing three-level halftone 

 

 The search of the pixel to put a dot is based on an energy plane E. To locate 

a pixel to put a black dot, the energy plane E is initialized to be layer A1.  Otherwise 

it is initialized to be layer A2.  The search is carried out as follows.  Starting with the 

selected energy plane E as the region of interest, we repeatedly divide the region of 

interest into nine overlapped sub-regions of equal size and select one of these sub-

regions to be the new region of interest based on a selection criterion.  That sub-

regions are overlapped is for eliminating blocking artifacts.  When we are looking 
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for a pixel in layers A1 to put a black dot, we follow the minimum intensity guidance 

and pick the sub-region having the smallest sum of its pixel values.  Otherwise, we 

follow the maximum intensity guidance and pick the one of the largest sum.  We 

repeat the above steps to update the region of interest until a pixel location is 

reached.  

 Without loss of generality, let Ad be the layer that we select to locate a pixel 

to put a dot and the selected location of the pixel is (p,q).  According to the stacking 

constraint, when a pixel in the brighter layer (A1) is selected to put a black dot in its 

binary halftone, a black dot must also be assigned to the corresponding pixel in the 

binary halftone of the darker layer (A2) to maintain consistency.  Based on the same 

philosophy, when a pixel in the darker layer (A2) is selected to put a white dot in its 

binary halftone, a white dot must also be assigned to the corresponding pixel in the 

binary halftone of the brighter layer (A1).  In other words, once pixel (p,q) is selected, 

no matter whether the search is based on layer A1 or A2, both layers A1 and A2 are 

affected and the dots with identical intensity level are put at B1(p,q) and B2(p,q) 

simultaneously as follows. 

���., /� 	 �"�., /� 	 0 1      %1 2�$345%6� %2 7$2�� &6 �" 0       %1 2�$345%6� %2 7$2�� &6 �� 8                   (3.6) 

where Bd is the binary output plane of layer Ad. 

 For each layer Ai, where i 9{1,2}, the difference between Bi(p,q) and Ai(p,q) 

is then diffused to Ai(p,q)’s neighbors to update layer Ai as follows. 

�:;��, �� 	 <                          0                                                    %1 ��, �� 	 �., /�
�:��, �� � = �>,!�? · A�:�., /� � �:��, ��B · C� ,!�D      �E2� 8   (3.7) 

where A’i(x,y) and Ai(x,y) are, respectively, the values of pixel (x,y) in layer i after 

and before the error diffusion process, Bi(p,q) is the value assigned to pixel (p,q), 

R(x,y) is a mask defined as 
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#��, �� 	 F   0   %1 �:��, �� 5$2 7��6 $22%�6�� $ �&�1                                     �E2�                         8                         (3.8) 

ws,t for (s,t) 9Ω is a filter weight of a non-causal diffusion filter with support Ω, and 

 G 	 ∑ A= �>,!�? · #��, ��B� �>,!�?�9Ω                                                   (3.9) 

By diffusing the difference between Bi(p,q) and Ai(p,q) with Eqn.(3.7), the 

difference can be shared by pixel (p,q)’s neighboring pixels and compensated for 

later. 

The aforementioned procedures are repeated until we use up all black dot 

budget for the higher energy layer A1 and all white dot budget for the lower energy 

layer A2. Values of some pixels in B2 and B1 may be left unassigned at this point.  

They are backfilled as follows to complete the construction of the binary halftones 

of layers A2 and A1. 

����, �� 	 1                 for all (x,y) in B1 not assigned 0                     (3.10) 

and 

�"��, �� 	 0                for all (x,y) in B2 not assigned 1                     (3.11) 

 Finally, the multilevel halftone is obtained by combining the two binary 

halftones as follows. 

���, �� 	 �
" �����, �� I �"��, ���                                                       (3.12) 

 Figure 3.3 summarizes the operation flow of the proposed multilevel 

halftoning algorithm in a form of pseudo code.  As the proposed three-level TD-

based multitoning algorithm is based on FMED and the layers are processed in an 

interleaving manner, it is referred to as TD-FMEDi in this thesis. 
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3.3.3.3.3 3 3 3 SimulationSimulationSimulationSimulation    results results results results and and and and ddddiscussioniscussioniscussioniscussion    

 Simulation was carried out to evaluate the performance of the proposed 

method with nine standard 256 gray-level testing images [Spri] shown in Appendix 

including Lena, Boat, Goldhill, Barbara, Airplane, Peppers, Baboon, Girl and Man. 

Each one is of size 512×512.  For comparison, the results of three additional 

 

Initialize Budget1 and Budget0 with Eqns. (3.4) 

Compute BudgetRatio = Budget1/Budget0; 

WHILE  WHILE  WHILE  WHILE  Budget1+Budget0>0 

    Determine if white or black dot should be put in this round 

 IF  IF  IF  IF  white dot should be put 

    Search for a pixel location in AAAA2222 via maximum intensity guidance 

    BBBB1111(xo,yo) =BBBB2222(xo,yo) = 1      % Assume that the location is (xo,yo) 

    Diffuse error of AAAAiiii(xo,yo)  to its neighbors in AAAAiiii  for i=1,2 

    Budget1 = Budget1 – 1 

 ELSE ELSE ELSE ELSE      

   Search for a pixel location in AAAA1111 via minimum intensity guidance 

    BBBB1111(xo,yo) =BBBB2222(xo,yo) = 0      % Assume that the location is (xo,yo) 

    Diffuse error of  AAAAiiii(xo,yo) to its neighbors in AAAAiiii  for i=1,2 

        Budget0 = Budget0 – 1 

 ENDENDENDEND    

ENDENDENDEND  

BBBB1111(x,y) = 1       for all (x,y) in BBBB1111 not assigned 0    

BBBB2222(x,y) = 0       for all (x,y) in BBBB2222 not assigned 1 

Multilevel halftone is ∑
=

=
2,1 i2

1 )(B),(B
i

x,yyx  

 

 

Figure 3.3  Pseudo code of TD-FMEDi algorithm 
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conventional threshold decomposition-based multilevel halftoning algorithms 

([Suet08], [Rodr08] and [Fung10]) are also evaluated in the simulation.  In particular, 

Suetake et al.’s algorithm [Suet08] halftones each layer with standard error diffusion 

using Floyd Steinberg’s diffusion filter with serpentine scanning while Fung et al.’s 

algorithm [Fung10] halftones each layer with FMED.  Both algorithms adopt the 

decomposition scheme specified in Eqns. (3.2) and (3.3) as the proposed algorithm 

does. In contrast, Rodríguez et al.’s algorithm [Rodr08] exploits another 

decomposition scheme to provide desired noise characteristics according to their 

suggested blue noise multitoning structure.  We also include Sarailidis et al.’s 

algorithm [Sara12] in the comparison as a reference though it is not a threshold 

decompositon-based multilevel halftoning algorithm.  It is included because it also 

stems from MED [Kats97] as the proposed algorithm does.  

Figures 3.4 and 3.5 show some regions of the three-level halftoning results of 

two testing images for subjective evaluation.  The original image shown in Figure 

3.4(a) carries a lot of image details.  Whether these details can be faithfully reported 

in the halftoning output is a challenge to the evaluated algorithms.  In this aspect, the 

proposed algorithm performs the best and Fung et al.’s algorithm follows.  One can 

see that they can report the texture of the rooftop of the house in white, the window 

frames, the white line behind the head of the pedestrian, the vertical drain pipe in the 

left middle of the image and its shadow on the wall better than the others.  From 

Figure 3.4(c), one can even see the white dot on the right top of the image which 

marks a cow in the field behind the row of terraced houses.  This feature is missing 

in all other algorithms’ outputs. 

The image details of the original image shown in Figure 3.5(a) are not as rich 

as that shown in Figure 3.4(a).  However, the proposed algorithm can still provide an 

output of better quality.  This can be verified by inspecting the U.S. air force roundel 

logos and the flight numbers printed on the aircrafts shown in Figure 3.5.  We note 

that there are a lot of smooth regions in the original image shown in Figure 3.5(a) 
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and they can also be rendered well with the proposed algorithm without being 

sharpened.  Similar observations can be found in the simulation results of other 

testing images shown in the Appendix.   

Figure 3.6 shows the halftoning results of a gray level ramp strip.  The output 

of the proposed algorithm offers a smooth transition and there is no banding artifact 

found in its output. 

Both Fung et al.’s and the proposed algorithm are FMED-based multilevel 

halftoning algorithms and adopt the same threshold decomposition scheme.  Their 

only difference is that Fung et al.’s handles the layers one by one while the proposed 

algorithm handles them in an interleaving manner.  This makes the proposed 

algorithm be able to preserve both the bright and dark features in a way better than 

Fung et al.’s algorithm.  As evidence, Figure 3.7 shows the halftoning results of a 

combined artificial testing image having only four input gray levels.  To a certain 

extent, both the bright and dark characters in Figure 3.7(b) are more recognizable 

than those in Figure 3.7(c). 

 The complexity of FMED is proportional to the number of pixels in an image 

and most of the effort is for searching locations to put the dots.  When FMED works 

with the conventional TD framework to produce a multilevel halftone, the total 

searching effort is roughly proportional to the number of layers.  This is because it 

performs FMED once for each layer and the searching effort of FMED is 

proportional to the number of pixels in the input image.  However, when it works 

with the proposed framework, the total number of pixel locations that we have to 

locate is bounded by the number of pixels in the image, which is independent of the 

number of layers.  For the production of a Three-level halftone, a reduction ratio of 2 

to 1 can be achieved.   

In our Matlab simulation, the running time of TD-FMEDi is more or less the 

same as that of Fung et al.’s algorithm [Fung10].  As compared with the running 
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time of Rodriguez et al.’s [Rodr08] and that of Suetake et al.’s [Suet08], the ratio is 

700:1:1.  Since the realization of all algorithms was not optimized in our simulation, 

the complexity comparison reported here may not reflect the real situation accurately.   
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 (a)  Original  (b)   Rodríguez et al. [Rodr08] 

    
(c)  TD-FMEDi   (d)  Fung et al. [Fung10] 

    
(e) Suetake et al. [Suet08]         (f)    Sarailidis et al. [Sara12] 

 

Figure 3.4 Parts of three-level halftoning results of Goldhill: (a) Original, (b) 

Rodríguez et al.[Rodr08], (c) TD-FMEDi algorithm, (d) Fung et 

al.[Fung10], (e) Suetake et al.[Suet08] and (f) Sarailidis et al.[Sara12] 
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 (a)  Original  (b)   Rodríguez et al. [Rodr08] 

    
(c)  TD-FMEDi   (d)  Fung et al. [Fung10] 

    
(e) Suetake et al. [Suet08]         (f)    Sarailidis et al. [Sara12] 

 

Figure 3.5 Parts of three-level halftoning results of Airplane:  (a) Original, (b) 

Rodríguez et al.[Rodr08], (c) TD-FMEDi algorithm, (d) Fung et 

al.[Fung10], (e) Suetake et al.[Suet08] and (f) Sarailidis et al.[Sara12] 
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Original 

 

TD-FMEDi 

 

Suetake et al. [Suet08] 

 

Rodríguez et al. [Rodr08] 

 

Fung et al. [Fung10] 

 

Sarailidis et al. [Sara12]   

 

Figure 3.6 Three-level halftoning outputs of gray-scale ramp obtained with 

different algorithms  
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(a) Original (b) TD-FMEDi (c)  Fung et al. 

[Fung10] 

 

   

   

(d) Suetake et al. 

[Suet08] 

(e) Sarailidis et al. 

[Sara12]   

(f) Rodríguez et al. 

[Rodr08] 

 

Figure 3.7     Three-level halftoning outputs of artificial testing images 
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3.3.3.3.4444        SummarySummarySummarySummary    

 Conventional three-level TD-based multitoning algorithms decompose an 

input image into two layers and process them one by one.  The brighter layer is 

handled first and hence pixels that are of level 0 in the final three-level multitoning 

output are positioned first.  Bright spatial features are difficult to preserve because of 

this bias.  

In this chapter, we have proposed an approach which processes the two 

layers simultaneously in an interleaving manner.  The bias is then automatically 

removed and the visual quality of the output is improved.  The suggested approach 

can be easily realized with FMED [Chan04].  Simulation results have showed that 

the proposed method can provide a better result than the conventional TD-based 

algorithms such as [Suet08, Fung10] in terms of both subjective and objective 

criteria.  

 

  



 2013201320132013    

 

33333333     

 

Chapter 4     

Three-level TD-based multitoning by 

combining layers to process 

4.1 Introduction4.1 Introduction4.1 Introduction4.1 Introduction    

 The stacking constraint adopted in three-level TD-based multitoning 

algorithms introduces a bias to favor the assignment of black dots in their outputs as 

the brighter energy layer is handled prior to the darker energy layer, which makes 

them difficult to preserve the bright spatial image features in their outputs.  In 

Chapter 3, we proposed to process the two energy layers in an interleaving manner 

to reduce the bias.  However, it still cannot solve the problems from the root as not 

all energy layers are taken into account when processing a particular energy layer. 

The binary halftoning processes for individual energy layers cannot be jointly 

optimized simultaneously.  As a result, the halftones produced for individual energy 

layers can be at most optimized for their associated layers only.  As the multitoning 

output is produced by combining the halftones, its quality cannot be globally 

optimized. 

Obviously, in order to solve these problems, the energy layers should not be 

processed one by one sequentially.  Instead, they should all be taken into account at 

the same time when determining the output intensity value of a specific pixel in the 

final multitone.  In this chapter, we will show how this can be done with another 

proposed approach. 
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 This chapter is organized as follows.  Section 4.2 presents our proposed 

method that solves the addressed problems by taking both energy layers into account 

when assigning a dot.  Section 4.3 shows some simulation results for evaluating the 

performance of the proposed method.  Finally, a summary of the chapter is given in 

Section 4.4.   

4.4.4.4.2 2 2 2 TDTDTDTD----based mbased mbased mbased multitoning ultitoning ultitoning ultitoning based on abased on abased on abased on a    complex complex complex complex 

planeplaneplaneplane    

 Consider the case that one wants to produce a three-level multitone for a 

given input image A with threshold decomposition and the decomposition scheme 

suggested by Suetake et al. [Suet08] is adopted.  In such a case, image A is 

decomposed into a brighter energy layer A1 and a darker energy layer A2 as follows. 

 
2

1 ),(),(2),( yxAyxAyxA −=                                  for all (x,y)   (4.1) 

 
2

2 ),(),( yxAyxA =                                     for all (x,y)   (4.2) 

Two binary halftones, say B1 and B2, are then produced based on energy layers A1 

and A2 subject to a stacking constraint and a three-level multitone B is obtained by 

averaging them as 

2

),(),(
),( 21 yxByxB

yxB
+

=           for  all (x,y)   (4.3) 

Note that any binary halftoning algorithm can be applied to produce B1 and B2, but 

the selection of the algorithm affects the quality of the final multitoning result.  

In the proposed framework, the Three-level multitoning process is 

considered as a process which puts the white dots and black dots onto a gray 

substrate.  For each pixel in the multitone, its intensity value, say B(x,y), is 

determined by evaluating both A1(x,y) and A2(x,y) simultaneously at the time the 
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pixel is selected to assign a value.  In such an arrangement, there is no bias to favor 

either the white or black dots and hence the aforementioned problems can be 

resolved automatically. 

 To start the process, one has to estimate the total budgets of black dots and 

white dots that should be put on the gray substrate.  The budgets can be determined 

based on the working principle of conventional TD-based multitoning algorithms as 

follows.  According to the rules, the white and black dot budgets, which are defined 

as the expected total numbers of white and black pixels, for the binary halftones B1 

and B2 should be given by 

 white dot budget for �� 	 ∑ ����, ��� ,!�  

 black dot budget for �� 	 ∑ J1 � ����, ��K� ,!�            for d=1,2             (4.4) 

 The stacking constraint requires that B2(x,y)=0 whenever B1(x,y)=0.  Under 

this constraint and the connection given by Eqn. (4.3), B1(x,y)=0 is the necessary and 

sufficient condition for B(x,y)=0.  Hence, the black dot budget for the three-level 

multitone B is the same as the black dot budget for B1 and is given by 

 black dot budget for B, LM 	 ∑ J1 � ����, ��K� ,!�                                   (4.5) 

 Similarly, the connection given by Eqn. (4.3) and the fact that B2(x,y)=1 can 

only happen when B1(x,y)=1 make B2(x,y)=1 be the necessary and sufficient 

condition for B(x,y)=1.  Accordingly, the white dot budget for the three-level 

multitone B is the same as the white dot budget for B2 and is given by 

 white dot budget for B, LN 	 ∑ �"��, ��� ,!�                                  (4.6)                          

 As a gray substrate, B(x,y) are initialized to be 0.5 for all (x,y).  With the dot 

budgets on hand, the pixels in B are selected and assigned white or black dots by 

changing the values of B(x,y) to 1 or 0 one by one until all white and black dot 
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budgets are used up.  The implementation is basically a two-step iterative process 

adapted from the one used in FMED [Chan04]. 

 The first step of the iterative process is to select a pixel to put a dot.  The 

selection is based on a complex energy plane E which is initialized by combining 

energy layers A1 and A2 as follows. 

 O��, �� 	 �"��, �� I P�1 � ����, ���                       for all (x,y)           (4.7) 

where  1−=j .  Note that A2(x,y) and (1−A1(x,y)), respectively, reflect the 

likeliness that a white dot should be assigned to B2(x,y) and the likeliness that a 

black dot should be assigned to B1(x,y).  Accordingly, E(x,y)  can be used to estimate 

the likeliness that a dot should be put onto the gray substrate.  At each iteration, after 

placing a dot, the complex energy plane E(x,y) is updated to guide us to select the 

most currently critical pixel in B to place a dot. 

 Starting with the energy plane E as the region of interest, we repeatedly 

divide the region of interest into nine overlapped sub-regions of equal size and select 

the sub-region whose cost is maximum to be the new region of interest.  Note that 

any measure can be applied to evaluate the cost of a sub-region, but it affects the 

quality of the final multitoning result.  Two cost measures are suggested as follows.  

QC 	 Rmax�#�$E�Q�, 0� I P max �V$��Q�, 0�R"                                (4.8) 

or     QC 	 Rmax�#�$E�Q�, 0� I P max �V$��Q�, 0�R�             (4.9) 

where  Q 	 ∑ O��, W� · X��, W��Y,Z�9Λ  and Λ denotes the set of pixels in the region 

and M(u,v) is a mask defined as 



 =

=

else

vuBif
vuM

0

5.0),(1
),(                                                   (4.10) 
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Note that the physical meaning of B(u,v)=0.5 is that pixel (u,v) in B has not yet been 

selected to put either a white or black dot.  We repeat the above procedures to update 

the region of interest until a pixel location is reached. 

In the conventional TD framework, A2(x,y) and (1− A1(x, y)), respectively, 

reflect the appropriateness of assigning 1 (a white dot) to B2(x,y) and 0 (a black dot) 

to B1(x,y).  The closer to 0 their values, the less appropriate the assignments are.  In 

other words, the larger the value of (1− A1(x, y))
2
 + A2(x, y)

2
 , the more appropriate it 

is to make either B2(x,y)=1 or B1(x,y)=0. As B2(x,y)=1 and B1(x,y)=0 lead to B(x,y)=1 

and B(x,y)=0, respectively, it implies that B(x,y) should no longer be 0.5.  Adjusting 

the initial value of B(x,y) is equivalent to putting a dot (either black or white) onto 

the gray substrate at location (x,y).  The searching procedures in this step guide us to 

search for the most appropriate location to put a dot.   

 The second step is to assign an appropriate value to the pixel selected in the 

first step and update energy plane E accordingly.  Let the location of the selected 

pixel be (p,q).  The intensity value of the dot assigned to B(p,q) is determined by 

��., /� 	 F  1         %1 �"�., /� [ 1 � ���., /� $6� LN [ 00                                    �E2�                                       8                  (4.11) 

After the dot assignment, the corresponding dot budget for B is reduced by 1. 

 Based on Eqn. (4.3), we have B1(p,q) = B2(p,q) = B(p,q).  The energy layers 

A1 and A2 are then updated accordingly to update the complex energy plane E for 

selecting another pixel in B to put a dot in next iteration.  In particular, for each 

energy layer Ad, where d9{1,2}, the difference between Bd(p,q) and Ad(p,q) is 

diffused to Ad(p,q)’s neighbors to update the energy layer Ad as follows. 

��; ��, �� 	 <                          0                                                    %1 ��, �� 	 �., /�
����, �� � = �>,!�? · A���., /� � ����, ��B · \� ,!�

D      �E2� 8     (4.12) 
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where A’d(x,y) and Ad(x,y) are, respectively, the values of pixel (x,y) in energy layer 

Ad after and before the error diffusion process, Bd(p,q) is the value assigned to pixel 

(p,q), ws,t for (s,t) 9Ω is a filter weight of a non-causal diffusion filter with support Ω, 

and  

         G 	 ∑ A= �>,!�? · X��, ��B� �>,!�?�9Ω                                                     (4.13)                                             

 The two steps are repeated until all the black and white dot budgets for B are 

exhausted.  Since both steps are carried out based on the complex energy plane E 

and the whole iterative process complies with the framework of FMED, the process 

is referred to as complex plane MED in this thesis.  

Figure 4.1 shows the operational flow of the proposed three-level TD-based 

multitoning method.  For reference purpose, the proposed multitoning algorithm is 

referred to as TD-CMED in this thesis. 

 

Figure 4.1 Operation flow of TD-CMED algorithm for producing three-level 

halftone 

4.4.4.4.3  3  3  3  SimulationSimulationSimulationSimulation    rrrresultesultesultesults and s and s and s and discussiondiscussiondiscussiondiscussion    

 Simulation is carried out to evaluate the performance of the proposed method 

on a set of nine 256-level testing images [Spri] of size 512×512 each.  In its 

realization, a 5×5 noncausal diffusion filter with filter coefficients 

 =],^ 	 < �
√](`^(    %1 |2|, |�| b L 	 2  $6� |2| I |�| d 0
0                                                                �E2�

8                            (4.14) 
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is used as the default diffusion filter in the simulation.  However, there is no 

limitation on the default diffusion filter used in the proposed algorithm.  When the 

number of not-yet-processed pixels in the filter support is 0 (i.e. S=0), the value of D 

is increased by 1 gradually to increase the filter support until S≠0. 

 As mentioned in Section 4.2, in TD-CMED various cost measures such as 

those suggested in Eqns. (4.8) and (4.9) can be applied to evaluate the cost of a sub-

region when selecting a new sub-region as the new region of interest to search the 

most critical pixel to put a dot.  Table 4.1 shows the performance of TD-CMED in 

terms of Mean Structural Similarity Index (MSSIM) [Wang04] when different cost 

measures are used.   

MSSIM is an improved version of Universal Objective Image Quality Index 

(UQI) [Wang02] which can be used to measure the information loss after 

multitoning.  The MSSIM measurement is sensitive to structural information 

degradation which reflects the difference between the original image and its 

multitoning results.  The higher the value of MSSIM is, the closer to the original a 

multitoning output is, which implies a better output quality.  Table 4.1 shows that 

the cost measure using Eqn. (4.8) is better than using cost measure Eqn. (4.9) to 

work with TD-CMED.   
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Table 4.1 MSSIM PERFORMANCE OF TD-CMED WHEN DIFFERENT COST MEASURES 

ARE USED TO LOCATE A PIXEL TO PUT A DOT 

Image 
Cost Measure 

Eqn. (4.8) Eqn. (4.9) 

Peppers 0.0963 0.0918 

Man 0.1409 0.1316 

Boat 0.1482 0.1398 

Lena 0.1076 0.1008 

Goldhill 0.1375 0.1256 

Girl 0.0702 0.0643 

Barbara 0.2129 0.2052 

Baboon 0.3140 0.2986 

Airplane 0.1265 0.1201 

average 0.1505 0.1420 
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Figure 4.2 shows some three-level halftoning results obtained with TD-

CMED for visual comparison.  One can see that TD-CMED provides the outputs of 

similar visual quality when Eqns. (4.8) and (4.9) are used as the cost measures. 

Based on the simulation results in Table 4.1 and Figure 4.2, we suggest using Eqn. 

(4.8) as the cost measure when using TD-CMED to produce a three-level multitone. 

Hereafter, when we refer to TD-CMED, we are actually referring to the scheme 

where Eqn. (4.8) is used as the cost measure to locate a pixel to put a dot.     

Table 4.2 shows the MSSIM performances of various three-level TD-based 

multitoning algorithms.  It shows that the proposed algorithm outperforms the others 

in terms of this measure. 

 Figures 4.3 and 4.4 show some three-level multitoning results obtained with 

different three-level TD-based multitoning algorithms for visual comparison.  One 

can see that TD-CMED can render the texture (e.g. the patterns on the tablecloth, the 

scarf and the trousers etc.) in a way better than the others.  Both the bright and dark 

spatial features are reported faithfully in the output of TD-CMED.  Similar 

observations can be found in the simulation results of other testing images shown in 

the Appendix.  Figure 4.5 shows the multitones obtained with various algorithms for 

a ramp input.   

 As complex number operations are required in TD-CMED, its realization 

complexity is higher than TD-FMEDi’s.  In our Matlab simulation, the running time 

of TD-CMED roughly doubles that of TD-FMEDi.    
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Figure 4.2  Simulation results of 

to search a 

and (c) Using 

 

 

 

 

 

    
(a)  

     
(b)                                                            (c) 

Simulation results of TD-CMED when different cost m

to search a pixel to put a dot: (a) Original image, (b) 

Using Eqn. (4.9). 

 2013201320132013    

 

 

when different cost measures are used 

: (a) Original image, (b) Using Eqn. (4.8) 
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Table 4.2 MSSIM PERFORMANCES OF VARIOUS THREE-LEVEL MULTITONING 

ALGORITHMS 

Image [Suet08] [Rodr08] [Fung10] TD-FMEDi TD-CMED 

Peppers 0.0652 0.0624 0.0825 0.0843 0.0963 

Man 0.0772 0.0717 0.1123 0.1138 0.1409 

Boat 0.0842 0.0770 0.1178 0.1175 0.1482 

Lena 0.0601 0.0560 0.0879 0.0885 0.1076 

Goldhill 0.0667 0.0612 0.1079 0.1079 0.1375 

Girl 0.0366 0.0348 0.0578 0.0586 0.0702 

Barbara 0.1346 0.1229 0.1803 0.1834 0.2129 

Baboon 0.1805 0.1701 0.2715 0.2721 0.3140 

Airplane 0.0760 0.0737 0.1073 0.1015 0.1265 

Average 0.0868 0.0811 0.1250 0.1253 0.1504 
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   Suetake et al.

Fung et al. [Fung10]                      TD

Figure 4.3 Simulation results

algorithms

    
 Original                               TD-CMED 

    
Suetake et al.[Suet08]             Rodriguez et al. [Rodr08

    
Fung et al. [Fung10]                      TD-FMEDi                        

imulation results on Barbara for different three

algorithms – part I 
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   Suetake et al.

Fung et al. 

Figure 4.4 Simulation results

algorithms

    
Original                               TD-CMED 

    
Suetake et al.[Suet08]             Rodriguez et al. [Rodr08

    
Fung et al. [Fung10]                      TD-FMEDi 

imulation results on Barbara of different three

algorithms – part II 
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Figure 4.5
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Suetake et al. [Suet08] 

Fung et al. [Fung10] 

Rodríguez et al. [Rodr08] 

TD-FMEDi 

TD-CMED 

4.5 Three-level multitoning outputs of ramp image
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4.4.4.4.4 4 4 4 SummarySummarySummarySummary    

 Conventional three-level TD-based multitoning algorithms process the 

brighter layer first, so the bright spatial features are more difficult to preserve in 

their outputs.  In this chapter, we have proposed a solution to handle all energy 

layers simultaneously to eliminate the bias. Both the dark and bright spatial features 

on the input images can then be faithfully preserved in their multitoning outputs. 

Simulation results have showed that the proposed method can give a better result 

than the conventional TD-based multilevel halftoning algorithms [Suet08, Rodr08, 

Fung10] in both the subjective and objective measures. It is also better than the 

algorithm proposed in Chapter 3 as it can effectively eliminates the bias from the 

root. 
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Chapter 5     
 

Feature-preserving TD-based Multitoning  

5.1 Introduction5.1 Introduction5.1 Introduction5.1 Introduction    

 In Chapters 3 and 4, we proposed two solutions to remove the bias 

introduced by the stacking constraint used in the TD-based multitoning algorithms 

such that we can produce three-level multitones of better quality.  As a preliminary 

study of the issue, the number of the output levels of the target multitones is limited 

to 3 in these chapters.  In Chapter 5, we extend the idea in Chapter 3 and propose a 

multilevel halftoning algorithm to produce multitones for any number of output 

levels.  

 Consider the case to produce a m-level multitone based on the TD-based 

framework shown in Figure 2.6.  Under the TD-framework, an input image should 

be decomposed into m-1 layers.  When m is larger than 3, it may not be possible for 

us to handle all the layers simultaneously as suggested in Chapter 4.  In other words, 

some layers are unavoidably selected to be processed earlier.     

An observation we have had is that, in practice, human is more sensitive to 

the dots of higher contrast.  Hence, in the multilevel halftoning output, the relative 

locations among the dots of higher contrast should be more critical.  From this point 

of view, at any particular moment during the multilevel halftoning process, we 

should handle the layers having the maximum energy level and the minimum energy 

level simultaneously as, under the stacking constraint, the locations of the brightest 

and the darkest dots in the final multilevel halftone are determined by the binary 
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halftoning results of these two layers.  In other words, we should handle layers A1 

and Am−1 first to position the dots of minimum intensity and maximum intensity, 

then layers A2 and Am−2 to position the dots of second minimum intensity and second 

maximum intensity, and so on.  This process should be repeated until all layers are 

handled to reach the final multilevel halftoning output.  

This chapter is organized as follows.  This section gives an introduction of 

the idea to develop the multitoning algorithm presented in this chapter.  In Section 

5.2 we show how the idea presented in Chapter 3 can be extended to preserve the 

image features in a m-level multitoning output.  Simulation results are shown in 

Section 5.3 for evaluating the performances of the proposed multitoning algorithm 

and a summary of the chapter is given in Section 5.4. 

5.5.5.5.2222    Proposed Proposed Proposed Proposed algorithmalgorithmalgorithmalgorithm        

 Let us recall that Figure 2.6 shows the framework of a conventional TD-

based multitoning algorithm that decomposes an input image into m-1 layers for 

processing and produces a m-level multitone.  In particular, the layers are processed 

with a binary halftoning algorithm one by one under a stacking constraint.      

In theory, there is no limitation on selecting the binary halftoning algorithm 

used to halftone a layer when threshold decomposition is used.  As FMED [Chan04] 

has been proved to be effective in preserving features and it is more flexible to 

introduce dots of different nature to the outputs of individual layers, naturally it is 

selected to halftone the layers in our proposed multitoning algorithm.  To be more 

precise, we adopt the general idea of FMED and apply it to our proposed 

multitoning algorithm with modification. 

 Figure 5.1 shows the operation flow of the proposed algorithm for producing 

a m-level output, where m is a positive odd integer. The decomposition scheme 
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suggested by Suetake et al. [Suet08], which is formulated as in Eqn. (2.2), is 

exploited here to separate an input image A into several layer Ad first.  Then, the 

whole multilevel halftoning process is split into (m-1)⁄2 stages.  In the first stage, 

layers A1 and Am−1 are processed to locate the darkest and the brightest pixels in the 

final multilevel halftone.  To achieve this, we alternately locate a pixel in layer Am−1 

to assign a “1” and locate a pixel in layer A1 to assign a “0”.  Under the stacking 

constraint, this is equivalent to alternately positioning the brightest and the darkest 

dots in the final multilevel halftoning output of the input image. 

 

Figure 5.1 Operation flow of g-TD-FMEDi algorithm for producing m-level halftone 

 

Though layers An for n = 2, 3,… m-2 do not contribute to this stage of the 

process, they are affected by the processing result of this stage.  According to the 

stacking constraint, when a pixel in the brightest layer is selected to put a black dot 

in its binary halftone, a black dot must also be assigned to the corresponding pixels 

in the binary halftones of all lower energy layers to maintain consistency.  Based on 

the same philosophy, when a pixel in the darkest layer is selected to put a white dot 

in its binary halftone, a white dot must also be assigned to the corresponding pixels 

in the binary halftones of all higher energy layers.  Hence, the corresponding pixels 

in layers other than A1 and Am−1 should also be assigned a corresponding value when 
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a pixel is selected in either layer A1 or Am−1 to put a dot.  For each one of the 

affected layers, the quantization error in the selected pixel is diffused to its neighbors 

in the same layer. 

 After stage 1, the binary halftones of layers A1 and Am−1 are finalized and 

they will not be affected in the subsequent stages of the proposed multilevel 

halftoning algorithm.  Layers A2 and Am−2 now, respectively, become the brightest 

and the darkest layers among those which have not yet been processed and hence 

they are the two most critical layers.  Accordingly, they are processed in the second 

stage.  Based on the same philosophy, the layers are paired up to be processed in 

subsequent stages until all of them are processed to produce m binary halftones.  In 

general, we process layers An and Am−n in stage n for n = 1, 2, … (m-1)/2. 

 Suppose we are now processing layers An and Am−n in stage n, where n ≤ (m-

1)/2.  At the beginning of the stage, we have to estimate the white dot budget for the 

lower energy layer Am−n and the black dot budget for the higher energy layer An as 

follows.   

 Budget1 	 ∑ ���e��, ��� ,!�  

Budget0 	 �f � ∑ �e��, ��� ,!�                                                                  (5.1) 

where No is the total number of the pixels that have not yet been assigned a value in 

the binary output plane of layer An.  A budget ratio is then determined as 

Budget ratio =  
∑ 'ghi� ,!��),*�
+j�∑ 'i� ,!��),*�                                  (5.2) 

 To achieve a balance on preserving the dark and bright spatial features in an 

image, we remove the bias in either white or black dots by alternately positioning 
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them under the guidance of the budget ratio.  When the dots are put in the layers, the 

black dot budget for layer An and the white dot budget for layer Am−n are consumed 

accordingly.  At the time when we determine which type of dots should be 

positioned next, we can pick the one that minimizes the difference between the 

budget ratio and the ratio of the remaining white dot budget to the remaining black 

dot budget. 

 The search of the pixel to put a dot is based on an energy plane E.  If a white 

dot is desired, the energy plane E is initialized to be layer Am−n.  Otherwise it is 

initialized to be layer An.  The search is carried out as follows.  Starting with the 

selected energy plane E as the region of interest, we repeatedly divide the region of 

interest into nine overlapped sub-regions of equal size and pick a sub-region among 

them to be the new region of interest based on a selection criterion.  When we are 

looking for a dark pixel in layers An, minimum intensity guidance is adopted and we 

pick the one having the smallest sum of its pixel values.  Otherwise, maximum 

intensity guidance is adopted and the one having the largest sum is picked.  We 

repeat the above steps to update the region of interest until a pixel location is 

reached. 

 Without loss of generality, let Ak be the layer that we have located a pixel to 

put a dot and the location of the pixel is (p,q).  A dot with the corresponding 

intensity level is then put at Bk(p,q), where Bk is the binary output plane of layer Ak.  

The difference between Bk(p,q) and Ak(p,q) is then diffused to Ak(p,q)’s neighbors to 

update layer Ak.  In particular, layer Ak is updated with the diffusion equation 

defined as follows. 

�k; ��, �� 	 <                          0                                                    %1 ��, �� 	 �., /�
�k��, �� � = �>,!�? · A�k�., /� � �k��, ��B · C� ,!�D      �E2� 8  (5.3) 
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where Ak(x,y) and A’k(x,y) are, respectively, the values of pixel (x,y) in layer k before 

and after the error diffusion process, Bk(p,q) is the value assigned to pixel (p,q), 

R(x,y) is a mask defined as 





=

else

dotaassignedbeenhasx,yBif
x,yR

k

1

)(0
)(                            (5.4) 

ws,t for (s,t)9 Ω is a filter weight of a noncausal diffusion filter with support Ω, and 

 G 	 ∑ �= �>,!�? l #��, ���� �>,!�?�9Ω                                             (5.5) 

 Under the stacking constraint, some other layers will also be affected and 

they should also be updated.  In particular, we have 

            �:�., /� 	 1     1&3  � m b % b m    %1 m 9 J�`�
" ,�`n

" , … � 1K           (5.6) 

or  

            �:�., /� 	 0    1&3  � m p % p m    %1 m 9 F1,2, …���
" q                           (5.7) 

 For each affected layer Ai, we diffuse the error at pixel (p,q), which is the 

difference between Bi(p,q) and Ai(p,q), to Ai(p,q)’s neighbors with Eqn. (5.3) to 

update layer Ai as well. 

 Dots are consumed one by one and the layers are updated as mentioned 

above until all white dot budget for the lower energy layer Am−n and all black dot 

budget for the higher energy layer An are used up.  The pixels whose values in Bm−n 

and Bn are left unassigned are backfilled as follows to complete the construction of 

the binary halftones of layers Am−n and An. 
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�e��, �� 	 1           for all (x,y) in Bn not assigned 0                            (5.8) 

and 

���e��, �� 	 0       for all (x,y) in Bm-n not assigned 1                        (5.9) 

This backfill process does not affect any other layers and it concludes the operation 

of this stage. 

 Layers are handled two by two until all of them are processed to produce 

their binary halftones.  The multilevel halftone is then obtained by combining their 

binary halftones as follows. 

���, �� 	 �
���∑ �e��, ��e��,"…���                                                   (5.10) 

 Figure 5.2 shows the flow of the proposed multilevel halftoning algorithm in 

a form of pseudo code.  It summarizes the operation of the algorithm proposed in 

this section.  By comparing it with the operation flow of the three-level multitoning 

algorithm proposed in Chapter 3 (i.e TD-FMEDi), one can see that the algorithm 

proposed in this chapter is actually a generalized version of TD-FMEDi and TD-

FMEDi is only a special case of m = 3.  For reference purpose, the algorithm 

proposed in this chapter is referred to as generalized TD-FMEDi (g-TD-FMEDi).  

 As a remark, we note that, though the pseudo code provided in Figure 5.2 is 

for producing an odd-level multitone, it can be easily modified to handle the case for 

producing an even-level multitone based on the same idea presented in this chapter. 
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Decompose input image AAAA to m-1 layers 

Initialize mask RRRR(x,y)=1 for all (x,y) to indicate they are not processed        

FOR FOR FOR FOR  layer pair n=1,2,…(m-1)/2 

  Budget1 = 





∑ −

),(
),(

yx
yxround nnnnmmmmAAAA  

  Budget0 = 







−∑ ),(
0 ),(

yx
yxNround nnnnAAAA  

  BudgetRatio = Budget1/Budget0; 

  WHILE  WHILE  WHILE  WHILE  Budget1+Budget0>0 

   IF   IF   IF   IF   Budget1 ≥  BudgetRatio × Budget0 

   Energy plane EEEE =    AAAAmmmm----nnnn 

   Search for a pixel location in EEEE via maximum intensity guidance 

   FORFORFORFOR         i = 1 to m-n  

    BBBBiiii(xo,yo) = 1        % Assume that the location is (xo,yo) 

    Diffuse error of AAAAiiii(xo,yo)  to its neighbors in AAAAiiii 

   ENDENDENDEND    

   Budget1 = Budget1 – 1 

  ELSE ELSE ELSE ELSE     

   Energy plane EEEE = AAAAnnnn  

   Search for a pixel location in EEEE via minimum intensity guidance 

   FORFORFORFOR i = n to m-1 

    BBBBiiii(xo,yo) = 0        % Assume that the location is (xo,yo) 

    Diffuse error of  AAAAiiii(xo,yo) to its neighbors in AAAAiiii 

   ENDENDENDEND    

   Budget0 = Budget0 - 1 

  ENDENDENDEND    

        Update mask RRRR(xo,yo)=0 to indicate pixel (xo,yo) is processed 

    ENDENDENDEND    

 BBBBnnnn(x,y) = 1          for all (x,y) in BBBBnnnn not assigned 0 

 BBBBmmmm----nnnn(x,y) = 0       for all (x,y) in  BBBBmmmm----nnnn  not assigned 1 

ENDENDENDEND    

Multilevel halftone is ∑
−=−

=
1,...2,11

1 )(),(
mnm

x,yyx nnnnBBBBBBBB  

Figure 5.2 Pseudo code of g-TD-FMEDi algorithm 
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5.5.5.5.3333    Simulation Simulation Simulation Simulation results results results results and and and and discussiondiscussiondiscussiondiscussion    

 Simulation was carried out to evaluate the performance of the proposed 

multitoning algorithm with a set of standard 256 gray-level testing images [Spri] 

shown in Appendix.  All testing images are of size 512×512.  For comparison, the 

performances of two additional conventional TD-based multitoning algorithms 

([Suet08] and [Fung10]) were also evaluated.  In particular, Suetake et al.’s 

algorithm [Suet08] halftones each layer with SED using Floyd Steinberg’s diffusion 

filter with serpentine scanning, while Fung et al.’s algorithm [Fung10] halftones 

each layer with FMED [Chan04].  All evaluated algorithms adopt the same 

decomposition scheme specified in Eqn. (2.2).  

As mentioned earlier, TD-FMEDi is a special case of g-TD-FMEDi in which 

the number of output levels is 3.  The performance of g-TD-FMEDi in producing 

three-level multitones can hence be evaluated based on the simulation results 

presented in Section 3.3.  In this section, we will put our focus on the performance in 

producing multitones of more output levels.    

Tables 5.1 and 5.2 show the MSSIM performances of various algorithms 

when they are used to produce five-level and seven-level multitones.  In terms of 

MSSIM, g-TD-FMEDi performs better as compared with the other evaluated 

algorithms. 
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Table 5.1 MSSIM PERFORMANCES OF VARIOUS FIVE-LEVEL MULTITONING 

ALGORITHMS 

Image [Suet08] [Fung10] [Sara12]  g-TD-FMEDi 

Peppers 0.1086 0.1351 0.2183  0.1388 

Man 0.1345 0.1843 0.4034  0.1874 

Boat 0.1439 0.1909 0.3727  0.1947 

Lena 0.1044 0.1460 0.3518  0.1486 

Goldhill 0.1211 0.1842 0.4238  0.1876 

Girl 0.0690 0.1009 0.3113  0.1067 

Barbara 0.2144 0.2704 0.4649  0.2749 

Baboon 0.2954 0.3963 0.6269  0.4003 

Airplane 0.1256 0.1636 0.3144  0.1627 

Average 0.1463 0.1969 0.3875  0.2002 

 

Table 5.2 MSSIM PERFORMANCES OF VARIOUS SEVEN-LEVEL MULTITONING 

ALGORITHMS 

Image [Suet08] [Fung10] [Sara12]  g-TD-FMEDi 

Peppers 0.1427 0.1731 0.3282  0.1800 

Man 0.1787 0.2357 0.6044  0.2401 

Boat 0.1892 0.2427 0.5603  0.2485 

Lena 0.1399 0.1886 0.5062  0.1928 

Goldhill 0.1670 0.2403 0.5741  0.2447 

Girl 0.0979 0.1386 0.4552  0.1450 

Barbara 0.2713 0.3297 0.6124  0.3347 

Baboon 0.3758 0.4717 0.7549  0.4790 

Airplane 0.1643 0.2090 0.4285  0.2067 

Average 0.1919 0.2477 0.5360  0.2524 
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Figures 5.3 and 5.4, respectively, show the five-level and the seven-level 

halftoning results obtained with different multilevel halftoning algorithms for 

evaluation.  Their original carries a lot of image details and is shown in Figure 3.4(a) 

as a reference for comparison.  In general, for the same multilevel halftoning 

algorithm, the more the output levels of its produced multitone, the better the quality 

of the multitone is.  By comparing the rooftops, the drain pipes and the window 

frames in Figures 5.3 and 5.4, one can tell that the proposed algorithm can preserve 

the spatial details better no matter how many output levels a halftone contains. 

However, the difference between the output of Fung et al.’s [Fung10] and that of g-

TD-FMEDi becomes less significant when there are more output levels.  Similar 

observations can be found in the simulation results of other testing images shown in 

the Appendix.   

 Both Fung et al.’s and g-TD-FMEDi are FMED-based multilevel halftoning 

algorithms and adopt the same threshold decomposition scheme.  Their only 

difference is that Fung et al.’s handles the layers one by one while the proposed 

algorithm handles them two by two such that the two layers with the largest contrast 

among those not yet processed can be processed at the same time to remove the bias 

to either bright or white dots.  This makes the proposed algorithm be able to preserve 

both the bright and dark features in a way better than Fung et al.’s algorithm.  

Figures 5.5 and 5.6 show, respectively, the five-level and seven-level multitoning 

results of a combined artificial testing image in which there are only four input gray 

levels.  To a certain extent, both the bright and dark characters in Figures 5.5(b) and 

5.6(b) are more recognizable than those in Figures 5.5(c) and 5.6(c). 

 Figures 5.7 and 5.8 show, respectively, the five-level and seven-level 

multitoning results of a gray level ramp strip.  The output of g-TD-FMEDi offers a 

smooth transition and there is no banding artifact found in its output.  It faithfully 

preserves the spatial details of an image without purposely emphasizing the high 
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frequency components.  In general, a multitone of more output levels provides an 

output with higher quality. 

 The complexity of the proposed algorithm is in the order of O(Ns), where Ns 

is the total number of pixels of the input image.  Note that, in the proposed algorithm, 

once a pixel location of the image is picked, the binary output values of the 

corresponding locations in all layers are determined and hence the number of layers 

contributes almost nothing to the complexity.  For the conventional threshold 

decomposition-based algorithms like those in [Suet08], [Rodr08] and [Fung10], the 

layers are halftoned one by one and hence the complexity is directly proportional to 

the number of layers.  As a final remark, we also note that the complexity of the 

proposed algorithm can be significantly reduced with the approach proposed in 

[Lui07] to achieve a real-time implementation.   

In our Matlab simulation, the running time of gTD-FMEDi is more or less the 

same as that of Fung et al.’s algorithm [Fung10].  As compared with the running 

time of Rodriguez et al.’s [Rodr08] and that of Suetake et al.’s [Suet08], the ratio is 

500:1:1 for producing a five-level multitone and 350:1:1 for producing a seven-level 

multitone.  Again, since the realization of all algorithms was not optimized in our 

simulation, the complexity comparison reported here may not reflect the real 

situation accurately. 
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 (a)  g-TD

 (c) Suetake et al. [

Figure 5.3 Parts of 

Fung et al.

[Sara12]

   

TD-FMEDi (b)  Fung et al. [

   

(c) Suetake et al. [Suet08] (d) Sarailidis et al. 

Parts of five-level halftoning results of Goldhill: (a) 

Fung et al. [Fung10], (c) Suetake et al. [Suet08] and (d) 

[Sara12] 

 2013201320132013    

 

 

(b)  Fung et al. [Fung10] 

 

(d) Sarailidis et al. [Sara12]  

: (a) g-TD-FMEDi, (b) 

and (d) Sarailidis et al. 
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 (a)  g-TD

 (c) Suetake et al. [

Figure 5.4 Parts of seven

Fung et al.

[Sara12]

 

 

 

   

TD-FMEDi  (b)  Fung et al. [

   

(c) Suetake et al. [Suet08] (d) Sarailidis et al. 

seven-level halftoning results of Goldhill: (a) 

Fung et al. [Fung10], (c) Suetake et al. [Suet08] and (d) 

[Sara12] 
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(b)  Fung et al. [Fung10] 

 

(d) Sarailidis et al. [Sara12]  

: (a) g-TD-FMEDi, (b) 

and (d) Sarailidis et al. 
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(a) Original 

  

(b) g-TD-FMEDi 

  

(c)  Fung et al. [Fung10] 

  

(d) Suetake et al. [Suet08] 

 Figure 5.5     Five-level halftoning outputs of artificial testing images 
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(a) Original 

  

(b) g-TD-FMEDi 

  

(c)  Fung et al. [Fung10] 

  

(d) Suetake et al. [Suet08] 

 Figure 5.6     Seven-level halftoning outputs of artificial testing images 
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Original 

 

g-TD-FMEDi 

 

Suetake et al. [Suet08] 

 

Fung et al. [Fung10] 

 

Figure 5.7    Five-level halftoning outputs of gray-scale ramp obtained with different 
algorithms 
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Original 

 

g-TD-FMEDi 

 

Suetake et al. [Suet08] 

 

Fung et al. [Fung10] 

 

Figure 5.8   Seven-level halftoning outputs of gray-scale ramp obtained with 
different algorithms 
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5.45.45.45.4    SummarySummarySummarySummary    

 In this chapter, we have generalized the idea presented in Chapter 3 and 

proposed a TD-based multitoning algorithm to produce multitones of any output 

levels.  As human is more sensitive to the dots of higher contrast, at any particular 

moment during the multilevel halftoning process, we should handle the layers of 

maximum energy and minimum energy at the same time.  In the proposed algorithm, 

the maximum and the minimum energy layers that have not yet been processed are 

paired up and handled simultaneously in an interleaving manner.  By doing so, the 

bias introduced by the conventional TD-based algorithms is automatically removed. 

Besides, the dots of larger contrast can be positioned earlier to improve the visual 

quality of the output.  The suggested change can be easily supported by FMED to 

provide an output of high quality.  Simulation results have showed that the proposed 

method can provide multitoning outputs of better quality as compared with 

conventional TD-based multitoning algorithms such as [Suet08], [Rodr08] and 

[Fung10]. 
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Chapter 6     
 

Conclusions  

6666.1 .1 .1 .1 Summary of workSummary of workSummary of workSummary of work    

 Digital halftoning is a technique used to convert a continuous image into a 

binary image for being displayed or printed.  Nowadays, even the printing 

technology has been developed a lot and a printing system can produce printouts of 

more than two output levels.  Multilevel halftoning is hence required to produce 

multitones of pleasant quality.  Threshold Decomposition is a framework that can be 

used with a binary halftoning algorithm to produce a multitone of good quality. 

Under this framework, an input image is decomposed into layers such that they can 

be processed with a binary halftoning algorithm one by one under a stacking 

constraint.  On one hand this provides flexibility and reduces the realization 

complexity of multitoning.  On the other hand, that it processes layers in turn favors 

the layers being processed first and hence introduces a bias to position those darker 

dots in the multitoning output first.  This makes it difficult to preserve the bright 

spatial features of the input image.  In this thesis, we have addressed this issue and 

proposed several remedial solutions to remove the bias.  With these solutions, one 

can produce multitones of even better quality.     

 As a preliminary study of the addressed issue, in Chapter 3 we have put our 

focus on how to produce a three-level multitone under the Threshold Decomposition 

framework and suggested a solution to remove the bias.  In three-level TD-based 

multitoning, an image is decomposed into two layers.  Instead of processing them 

one by one, we have suggested processing them simultaneously in an interleaving 

manner with FMED.  Accordingly, the black dots and white dots are alternately put 
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into the output to generate a three-level multitone.  This eliminates the bias and 

allows the resultant multitone to preserve both the dark and bright spatial image 

features.  A three-level TD-based multitoning algorithm referred to as TD-FMEDi is 

developed based on the solution proposed in Chapter 3.      

 In Chapter 4, we continue our preliminary study on the addressed issue based 

on three-level multitoning.  The solution that is proposed in Chapter 3 still cannot 

remove the bias from the root.  When a particular layer is processed, the other layer 

is not taken into account.  The binary halftoning processes for individual layers 

cannot be jointly optimized simultaneously.  To solve this problem, we combined 

the two layers into a complex energy plane.  Without having any predetermined 

preference, we determine the optimal type and the optimal location of the dot to be 

put simultaneously based on the complex energy plane at the moment we assign a 

dot. By doing so, both layers can be taken into account at any time when they are 

processed and it completely eliminates the bias from the root.  A three-level TD-

based multitoning algorithm referred to as TD-CMED is developed based on the 

solution proposed in Chapter 4.      

The two remedial solutions proposed in Chapters 3 and 4 are dedicated for 

three-level multioning.  When the number of allowable output levels of a multitone 

is more than 3, it may not be possible for one to handle all layers at a time.  In 

Chapter 5, we extend the idea of the three-level TD-based multitoning algorithm 

proposed in Chapter 3 to develop a generalized multitoning algorithm for producing 

multitones of any number of output levels.  In particular, layers are paired up and 

processed pair by pair.  At any particular stage, we select the layer of maximum 

energy and the layer of minimum energy from the layers that have not yet been 

processed, and process them in an interleaving manner.  This arrangement removes 

the bias and allows us to position dots of largest contrast first to improve the visual 

quality of the resultant multitone.  It works with FMED [Chan04] to form a 

multitoning algorithm referred to as g-TD-FMEDi which is able to produce high 
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quality multitones of any number of output levels.  Simulation results showed that 

the proposed method can provide multitoning outputs of better quality as compared 

with conventional TD-based multitoning algorithm such as [Suet08], [Rodr08] and 

[Fung10]. 

6.6.6.6.2222        Future work Future work Future work Future work         

 Conventional TD-based multitoning algorithms decompose an image into 

layers and process them sequentially under a stacking constraint.  The order that the 

layers are processed introduces a bias to favor particular types of dots in the resultant 

multitone, which significantly affects the quality of their outputs.  Obviously, 

whether we can eliminate this bias is critical in improving the quality of the outputs. 

We have proposed several solutions to remove the bias in this work, but they still 

have their limitations. In particular, TD-FMEDi and TD-CMED can only produce 

three-level multitones. G-TD-FMEDi is a generalized version of TD-FMEDi and is 

able to produce multitones of any number of output levels.  However, though it is 

able to remove the bias to a certain extent, it does not take all layers into account at 

the time it processes a layer and hence it cannot jointly optimize the positioning of 

all kinds of ink dots.   

In TD-CMED, two layers are combined to form a complex energy plane for 

being processed such that both layers can be taken care of simultaneously when the 

complex plane is being processed.  This idea may be extended to produce multitones 

of more than 3 output levels.  In particular, it is worthwhile to explore if we can 

combine all layers into a plane of vectors that contains all information of the layers 

and search the vector plane to determine the type of the dot that we should assign at 

a particular moment and the location that we should assign the dot simultaneously. 

This would be a proper direction to reach the ultimate solution of the problem that 

we address in this thesis.  
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Appendix 

Testing images 
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