
 

 

 
Copyright Undertaking 

 

This thesis is protected by copyright, with all rights reserved.  

By reading and using the thesis, the reader understands and agrees to the following terms: 

1. The reader will abide by the rules and legal ordinances governing copyright regarding the 
use of the thesis. 

2. The reader will use the thesis for the purpose of research or private study only and not for 
distribution or further reproduction or any other purpose. 

3. The reader agrees to indemnify and hold the University harmless from and against any loss, 
damage, cost, liability or expenses arising from copyright infringement or unauthorized 
usage. 

 

 

IMPORTANT 

If you have reasons to believe that any materials in this thesis are deemed not suitable to be 
distributed in this form, or a copyright owner having difficulty with the material being included in 
our database, please contact lbsys@polyu.edu.hk providing details.  The Library will look into 
your claim and consider taking remedial action upon receipt of the written requests. 

 

 

 

 

 

Pao Yue-kong Library, The Hong Kong Polytechnic University, Hung Hom, Kowloon, Hong Kong 

http://www.lib.polyu.edu.hk 



 

 

 

 

Novel Algorithms for Video Object Tracking 

 

 

CHEN ZHANG 

 

 

 

A thesis submitted in partial fulfillment of the requirements for the 

degree of Master of Philosophy 

 

 

February 2013  

The Hong Kong Polytechnic University 

Department of Electronic and Information Engineering 

lbsys
Text Box
This thesis in electronic version is provided to the Library by the author.  In the case where its contents is different from the printed version, the printed version shall prevail.




   

           II 

 

Certificate of Originality 

I hereby declare that this thesis is my own work and that, to the best of my knowledge and 

belief, it reproduces no material previously published or written nor material which has been 

accepted for the award of any other degree or diploma, except where due acknowledgment 

has been made in the text.  

 

_______________________(signed) 

_____CHEN ZHANG____ (Name of Student) 

  



   

           III 

Publications 

 

 Zhang Chen and Wan-chi Siu, “Novel Multi-Step Recursive Sampling Strategy for 

Particle Filtering in object tracking”, proceedings, pp.1067-1070, the 11th International 

Conference on signal processing, Beijing, China, Oct. 21-25, 2012. 

 Zhang Chen and Wan-chi Siu, “New Multi-Step Sampling with Adaptive Sampling 

Patterns in Particle Filtering for Tracking in Surveillance Systems”, proceedings, pp.288-

289, 2013 IEEE International Conference on  Consumer Electronics (ICCE), Las Vegas, 

USA, 11-14 Jan. 2013. 

 Zhang Chen and Wan-chi Siu, “Embedded Adaptive Multi-Step Recursive Sampling 

Strategy in Particle Filtering for Visual Tracking”, submitted to Pattern Recognition, UK. 

  



   

           IV 

ABSTRACT 

Visual tracking is a way to trace the position of an object in a video sequence. It has been 

widely used in film industry, interactive gaming, surveillance and auto-robotics. In this thesis, 

we will initially introduce some existing approaches for target representation, such as 

templates, color histograms and orientation histograms. These models are then used to 

examine the similarity between a target and possible candidates. Let us recall some more 

tracking techniques. The template matching approach takes a template (a sub-image) for 

searching within a pixel region with the least distance to it. The mean shift is a gradient-

decent method which indicates that the candidate with the highest similarity stays at the zero-

gradient position. The particle filter follows the sequential Monte-Carlo method to form a 

discrete expression of posterior pdf (probability distribution function of possible states given 

the known observations), where the expectation is designated as estimate.  

Experiment results illustrate that the particle filter is much robust than other two approaches. 

However, the computation is much more complex subsequently. In the research work, we 

propose a new sampling strategy for particle filtering in object tracking. A particle filter 

formulation is not always able to generate effective samples at the step of importance 

sampling. It requires heavy computation in order to achieve acceptable tracking results. We 

propose a multi-step recursive sampling method to replace the direct importance sampling. 

This relies on the feedback derived from the resampling procedure. New particles are sampled 

recursively from the existing particles with high weights. After several iterations, particles 

become densely populated, and this new sampling policy gives significant contributions to 

achieve accurate position estimation.  
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Besides, in order to strengthen the density around the probable area, we have to generate a 

good sampling pattern for the proposed candidates. Usually, the particle transition vector is 

simulated by element-wise Gaussian samplings in the literature, i.e. the covariance is a 

diagonal matrix. However, it cannot react properly due to the changing target motion. 

Therefore, we may apply a 2D predictive transition vector to update the pattern of the 

multivariate Gaussian sampling. Before this, several predictive models are analyzed for 

comparison. The adaptive averaging model wins over others which include the AR model and 

Taylor series expansion. Then it has been decomposed into rotational angle and magnitude, 

which help update the sampling pattern. Finally, the adaptively updating sampling pattern is 

able to establish a more appropriate searching region which can reach the real state. 

Experimental results indicate that the proposed method reduces computation substantially and 

it also preserves good tracking results comparable to other algorithms in the literature. 

Also the static histogram-based representation sometimes may not be robust enough in 

observing really good candidates and serving the long tracking process. So we have adopted 

the structural histogram set to settle the problem of low-confident similarity map. During 

tracking, every partial histogram in the set is assigned a dynamic weight according to its 

performance. The weight dominates its contribution to the final summed similarity result. 

Meanwhile, the referenced target model is dynamic via selecting one in a candidate set. It 

helps ensure the model to follow the real changing appearance of target. Furthermore, the 

elements in the set can also be replaced by a real adorable estimate in a fixed interval. 

Experimental results illustrate that the new model can effectively track objects with clutter 

background. Acceptable tracking results are achieved for long videos.  
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Chapter 1. Introduction 

1.1 Introduction of the visual tracking  

Visual object Tracking based on camera is an important topic in video monitoring and 

surveillance. It aims to capture the movement of one specific object and locate where it stays 

from time to time. Nowadays, because of fast developing techniques and creative innovations, 

more applications have been exploited, such as automatic CCTV surveillance system, traffic 

control, navigation, augmented reality, video compression and editing, etc. It needs analysis 

of the video contents, which brings in complex computation in processing. Thus in this 

research project, we aims at finding the optimal tracking results under limited computation 

environment. However, video tracking is not only an estimation process for optimal results, 

but is an integrated composition of research work with object detection, classification related 

and localization. Note that if the object cannot be separated out from the background, the 

tracking object from the videos is even more difficult in real-time application. Figure 1.1 

gives a functional diagram of an object tracker system. It has been divided into three major 

sections as input, Tracker and output. The input part needs the fluent video stream in sequence 

and the target model of the object. As video frames in processing, several candidates are 

generated. They travel through the procedures of feature extraction, similarity measurement. 

Then the similarity results give the confidence of localization. Sequentially, the target is found 

in the video frames. Finally in the output part, we collect the past states to form a trajectory of 

the object. Also as object varying in appearance, its features need to be feedback to the model 

and tracker to capture the really closet candidate.  
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Figure 1.1 The structure of a video tracker 

Let us start with some object identification and classification concepts for a tracking system. 

Features from one particular object have to be extracted. The area with the similar features 

then can be located as the possible object candidates. If multiple candidates are generated, the 

most similar one will be estimated as the final state of the object target. In other words, the 

features provide the evidence to classify the object candidates. A good formulation of 

processing the features ahead gives a good contribution to the representation of targets and 

candidates. However, not all features are successful in distinguishing between the real target 

in reference and candidates. Only the description of their characteristics has to be collected to 

form a set of records. Then, those records will act as the representatives for particular pixel 

regions, i.e. the image area owned by the target or other candidates. Therefore, target 

representation and feature extraction are tightly combined together. If different features 

provided, different representation forms will be obtained. As a result, these will significantly 

take influence on candidate evaluation, because they are used in similarity measures. 

Currently, it is still a big challenge for researchers exploiting out reliable features and a good 
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representation of target. If inappropriate features are extracted from images, the subsequent 

target representative will not be sufficiently unique and can be easily mistaken as part of 

background. The candidates are then incorrectly judged and the resultant estimate becomes a 

mistake. Equivalently, good features are desirable, which can effectively set up a proper 

description of the target. Candidates are therefore easily identified with great discrimination 

power. No doubt that the best candidate is absolutely most close to the real target. Finally, the 

estimate will approximate or equal to the current target state.  

Also similarity measurement is essential in the tracking algorithms. It takes advantages of the 

representative of target model together with candidates, and computes similarities between 

them. These similarity values can be used to filter out the probable target and wrongly 

proposed candidates. Thus they are significant references for estimating the unknown state of 

target.  

However, the useful similarity outputs rely on an effective candidate proposal. Candidates 

should be discriminated with each other and cover the possible region where target occurs. 

Then candidates are chosen with relatively higher possibilities. However, the candidate 

evaluation requires much more computation with heavy load to a real-time tracking system. 

Furthermore, the candidate generation and filtering process can also be regarded as a so-called 

localization procedure in the structure of visual tracking. The output is therefore a result of an 

estimated state for the object. Certainly it can include the tracking of multiple objects via 

processing each of them individually and taking advantage of some mutual relationship in 

different aspects. This part belongs to the tracking management.  
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In the following paragraphs, we will discuss furthermore the details of a complete tracking 

system. According to the met problems, we are motivated to settle them as the objectives.  

1.2 Literature Review of the trends 

1.2.1 Representation with reliable features for target and candidates 

Object representation in a video frame is based on the pixel region covered by its image. The 

same pre-processing procedure is handled for special characteristics. However, they are 

hidden in pixels with confusing and complex intensities. So the concept of feature is involved 

to project the characteristics into different “dimensions”. Typically, the simplest feature is a 

template in frames, where the template is the image of the object. It has been widely used in 

the video coding systems. A template usually contains nearly the whole object image. 

However, it is easily corrupted by the noise in many circumstances [1, 2, 3]. In some papers 

[4], the template cooperates with the linear transformation matrix for perfect matching. Thus 

researchers have tried other methods to separate the features in different views, e.g. color, 

gradients or edges, scale, contour, motion and etc. [1, 5-7]. Histograms are therefore taken to 

collect features from different pixels to form a presentation in counting among bins. Color 

histograms [8, 9] and orientation histograms [10, 11] are popular tools for feature extraction. 

Color histograms encode pixel intensities into statistical distribution using bins. As not mixed 

with global information, the color histogram is robust in dealing with partial occlusion, 

rotation and scaling. Also the computation would be simplified with less data collected and 

processed. In chapter 2.1.2, we will explain its mechanism in details. Then the structural 

histogram [8, 12, 13] is considered in chapter 2.1.3 by referring more other features, 

especially, the spatial information. This solution is effective for high accurate similarity 

computation. But, the computational complexity is a few times to that of the single histogram. 
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Haar-like feature [14] has also been simply applied by researchers. The integral image can 

help create feature values using pixels with different patterns. Accordingly, the contents in the 

features can be collected to act as the representation of objects. Popular representations of 

objects include templates, histograms and vectors from different features.  

1.2.2 Tracking algorithms 

In recent decades, useful tracking algorithms also developed fast. Among all methods related, 

template matching [2-4] is the simplest and the most popular one, which has been widely used 

in video coding, image registration and pattern recognition. In visual tracking, one sub-image 

called template is extracted from the starting frame containing the pixel intensities. And in 

Chapter 2.2.1, the cost functions or score functions were derived to perform the comparison 

between the target template and the candidates in pixel region. The candidates are arranged to 

have a local searching region and to take full search or the advantage of fast searching 

algorithms. However, the simple template matching is relatively not satisfying in most cases, 

since object is changing with dynamic scenes. Also the template could mislead the tracking 

results, because pixel intensity values are easily corrupted by noises. 

Mean shift [9, 15-18] is also usually adopted as a video tracking approach. Physically, it is an 

extension of Gradient descent method, as the increasing ramp becomes smoother and 

smoother. When the Gradient reaches zero, it comes to the top position which is considered as 

an estimate of its highest probability of occurrence. Normally, mean shift is used as one kind 

of clustering method [15]. However, since the similarity map is generated in a uni-modal 

distribution, the similarity could be recursively increasing until the motion stops. Some details 

on mean shift approach are described in chapter 2.2.2. 
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Then Bayesian filtering trackers [19] are totally different approaches from the previous 

approaches discussed so far. Under the assumption of Hidden Markov Model [20], they 

address the uncertainty problem by modeling the states and observations in one dynamic 

system with transitions and measurements. The goal of such filter is to estimate the posterior 

pdf where the object states probably occurring, given the known observations at current time. 

The estimation is performed recursively in two steps, namely prediction and updating. 

The Kalman filter is one well-known Bayes filter [20]. Indeed, Kalman Filter needs more 

assumptions of linearity in state transition and Gaussian noises in systems. And the estimation 

process is a sort of analytical computation. However, the results are limited by these 

assumptions. And particle filter [18], in chapter 2.2.3, has no such assumption or limitation. 

Particle filter (PF) applies the sequential Monte-Carlo method [21, 22] to construct a discrete 

expression of posterior pdf (probability density function) given known past observations. The 

posterior probability distribution of the system is represented by a set of weighted random 

samples (called particles) and the prior distribution of the system is achieved by a Bayesian 

iterative evolution produced over these particles. The key is to use a number of discrete 

random samples (particles) to approximate the probability density function of random 

variables of the sample. Thus the expectation replaces the integral operation to achieve 

estimation of the system for minimum variance. With an increase in the number of particles 

the probability density function of the particles gradually approximate the probability density 

function thus the optimal Bayesian estimate is achieved. 

The PF has also attracted recently the attentions from many researchers. The SIR (sequential 

importance resampling) particle filter, also known as Bootstrap filter, is most widely 

recognized as the standard particle filtering format [18], because it has simple and efficient 
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structure [22]. For the sake of convenience, the state transition probability is assumed to 

follow the proposal distribution, i.e. the pdf of self-proposed state transition in sequential 

importance sampling. Importance sampling is the significant sampling strategy adopted in the 

particle filtering. It uses the instances in the known distribution to describe a different 

distribution with weights. In practical tracking, the random walk transition model with 

multivariate Gaussian sampling is used in the algorithm to generate new particles/samples 

[23]. Indeed, the sampling process is not performed precisely following the exact state 

transition. Namely, the unknown distribution needs many samples in order to obtain precise 

description. Hence, it is unreliable for tracking using a small set of particles. Normally, a large 

amount of particles, which results in loss of simplicity and efficiency, are exploited in 

likelihoods to compute the weights as discrete coefficients of the posterior density.    

Some recent works [18, 24-26] have succeeded on improving the proposal distribution by 

techniques, such as the unscented transform [24], extended Kalman filter [25] and mixture of 

Gaussians [26], which are closer to the prior transition density. However, they do not reduce 

the number of sampled particles and much computational cost is spent on processing particles 

separately. Since it may be ineffective for using randomly sampled particles, the mean shift 

[16] approach was proposed which can possibly optimize the moving positions and give better 

candidates. It not only results in better performance, but also reduces computations. Several 

papers have described its advantages by proposing similar approaches, i.e. the kernel particle 

filter (KPF) in [27], mean shift embedded particle filter (MSEPF) in [28]. Furthermore, the 

hybrid particle filter with mean shift (HY) [29] tracker is a typical example that uses mean 

shift to refine the particles, whilst its extended version is written in [30]. But it may have the 

drift problem after the mean shift process. Because the multi-modal similarity map has several 
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modes, particles can be misled to undesirable modes rather than the optimal state. Ref. [31] 

claimed that a compact association of PF and mean shift can effectively solve the drift 

problem. Before running the mean shift, the incremental Bhattacharyya coefficient [32] and 

matrix condition number are formulated to eliminate particles at positions with ill-posed 

conditions. The computational complexity is inevitably increased in settling this particular 

filtering operation. Moreover, block matching based motion estimation (ME) can be used for 

the prediction of target motion cue. In [33], the authors took advantage of this to optimize the 

transition distribution. Critically, this becomes effective after processing the ME operation. 

On the other hand, as motivated by multistage sampling in [34], MCMC(Markov Chain 

Monte Carlo) PF in [35] and Annealed PF in [36], the sampling may not involve any direct 

filtering operation or refinement of individual particles, but is done in stages or layers 

according to the feedback of previous samples. In [34], the proposal distribution is a 

continuous function that is initialized by unscented transform, and is then updated by an 

estimate of likelihood function from iterative sampling. The MCMC PF can also improve the 

efficiency of particles by Metropolis-Hastings (MH) algorithm [37] through acceptance and 

rejection in both burn-in and smoothing steps. However, the step number is relatively large in 

order to make particles converge to a high-likelihood region. The efficiency is not largely 

improved in realization. In the annealed PF [36], the simulated annealing sampling [38] is 

adopted for a layered discarding and redrawing scheme from the annealed weight 

computation. However, the annealing sampling is constrained by noises of the likelihood map. 

When an occlusion happens and there are not enough sampling layers, the results may drift far 

away easily. The final number of particles used for estimation is fewer than the replaced ones 

in the layers. Even though they are particles with high likelihood, the noisy likelihood map 
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can lead the estimation deviating from the optimal case. The posterior density becomes 

inaccurate subsequently. Thus it is inevitable that the estimate fluctuates heavily around the 

optimal state. 

1.2.3 Transition model between states 

As is known, the particle filter does not rely heavily on the transition prediction. However, an 

accurate transition prediction will still bring samples to the probable region with high density 

[18]. Then the weight extracted from each particle would lead to the most probable state by 

computing the expectation of the particle distribution with individual weight assigned. In the 

generic PF, we need not have the prediction but assume the particles transit randomly to the 

new vector at the next stage. By the way, particles are resampled at each stage to keep 

particles effective in case of sampling degeneration. In paper [39-41], some predictive 

methods, such as Taylor expansion and adaptive average transition model, have been 

proposed. And it needs further analysis whether their models are suitable to multiple video 

sequences with different situations. Besides, we also note that the conventional particle 

filtering approaches have little discussion on the sampling patterns. Most of them, e.g. [42-44], 

adopt the Gaussian sampling patterns with diagonal covariance matrix. However, they 

empirically set up fixed parameters for sampling patterns before implementation. Normally, 

these parameters are suitable only for one specific sequence. It is not robust in real object 

tracking. As the sampling pattern constrains the searching region and the samples density, the 

sparse density or a case with little overlapping between the target and searching region can 

lead to loss of tracking. In [45], Pan and Schonfeld noted this problem and addressed it by 

simultaneously adjusting the proposed variances. But they also neglected the mutual relation 
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between two dimensions of the vector in describing object position, i.e. the covariance may 

not be a diagonal matrix.    

1.3 Objectives 

The objectives of this research work are to develop an operational real-time video auto-

surveillance system, combine with a well-reconstructed background extraction, form an 

accurate shape or type or structural identification for objects, and suggest a stable tracking 

process according to the real trajectory. Thus, we want to establish a new tracking method to 

handle single object tracking robustly and correctly. It is proposed to overcome difficulties in 

tough situations which are related to the changing scenes, deforming objects, occlusions and 

segmentation. Meanwhile it should be operated online while the video is playing. We mainly 

focus on modifying the particle filtering approaches to a simplified version by using fewer 

particles. The target can be well described with discriminative features and updated as object 

pose or environment changes. So a more stable tracking process is necessary for the object.   

1.4 Organization of thesis 

The rest of the thesis is organized as follows. In Chapter 2, we make a technical review on 

existing tracking algorithms, especially the particle filtering approaches for comparison. In 

Chapter 3, we proposed a novel multi-step recursive sampling strategy for particle filtering. 

Intuitively, sampling is done in steps in order to observe higher probable areas, which allows 

giving feedback and good convergence. Chapter 4 consists of the analysis on several 

predictive models for state transitions. And we embedded dynamic patterns in the new 

sampling strategy. The sampling pattern is updated according to the predicted transition 

vector which decreases the sampling scope effectively. In Chapter 5, we propose a new target 
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model as representation. A multi-part structural histogram set is formulated with 

corresponding partition weights. During the iterative tracking process, aiming at capturing 

varying object appearance, a new updating scheme is created to update the reference model of 

target.  Chapter 6 concludes the research and discusses possible future research works in this 

area. 
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Chapter 2. Technical Review 

2.1 Target representation and observation model 

2.1.1 Templates 

The most common target representation is the small template (Figure 2.1(a)), which is 

extracted from the frame with all pixels stored. Indeed, it is a small sub-image with all 

possible features which can be further exploited [2, 3]. Template matching is considered as 

the simplest tracking approach among the recent proposed ones. We need to match the 

template to an image frame, where template is a sub-image that contains the essential features 

of the target to be tracked. And according to real exploration, the most matched part in the 

frame can determine the right time position of the target. Furthermore, the searching candidate 

is transformed to cooperate with the referenced template. Typically, the transformation can 

contain translation, scaling and even affine transformation. Interpolation is allowed for better 

scaling to integer pixel coordinates. If its simplest target model is adopted without any further 

processing, the pixel intensities will mislead to obtain a wrong score of the comparison 

between the template and the candidates if noises are considered, such as the clutter 

background, partial occlusion, and body rotation in 3D circumstance. 
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Figure 2.1(a) color template (pixel region in the red box) (b) color histogram (encoded with 16 bins) 

2.1.1 Color histograms 

To track an object in a video sequence, the special features of the target shall be obviously 

different from the other area in the frame picture. This approach of particle filter mainly relies 

on the color context, i.e. the correlated information from pixel intensities in color, which 

captures the important features apart from the background. Also color distribution in the 

target model normally achieves robustness against the rotation, partial occlusion, and the 

transition. Meantime, the color distribution (Figure 2.1(b)) is multiple bins in the form of a 

histogram with density where bin order can been seen as “quantized” pixel intensity. 

Normally, we applied the histograms using eight or more bins for every color channel. 

As an initial stage, the target model built using a rectangular window, and the YUV or RGB 

values of which are counted in histograms for density calculation. In the following iteration 

computation, candidates with the same shape are used to match the reference one in similarity 

measurement. 

To increase the reliability of the color distribution, when the boundary pixels are occluded by 

other objects or belong to the background, smaller weight coefficients are assigned to the 

pixel further away from the center position of the particle. Here, we have 
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where r is the normalized distance from the region center. Thus, we increase the robustness 

against occlusion and background misleading [9]. 
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2.1.2 Structural histograms 

The target window can be split into regions with regular rigid blocks (Figure 2.2) and we can 

compute multiple histograms (per rectangular window).  Let the window center be the 

location of each block; in other words, the blocks are connected symmetrically around the 

center of window. This solution is effective for a specific application with clutter background. 
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And such a combined system of histograms forms a structural histogram [10, 46]. Indeed it 

can resolve the problems of the robustness and flexibility. 

 

Also for the same objective, the spatial information can be used for associating each bin of the 

histogram with the first two spatial moments of the pixel coordinates of the corresponding 

colors. Spatiogram therefore can be interpreted as a GMM (Gaussian Mixture Model) in the 

2D Gaussian distribution and weighted by the bin of the histogram [46, 47]. 

2.2 Recent tracking algorithms 

2.2.1 Template matching 

Normally, the template matching can be defined as a method of parameter estimation. And it 

can help deduce the position of the template. A template is collected as a discrete function of 

pixel yxT , , where x and y are the coordinates in the template window. If the noises of 

surrounding pixels follow the static rule, for example, the Gaussian distribution, they will 

have a mean value of zero and the standard deviation σ. So the probability of the pixels which 

varies among the templates can be defined as 
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Figure 2.2 subdivisions for generating spatially sensitive appearance (e.g. histogram-based) 

representations. 
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where i and j are the coordinates of target candidate in the current frame, and jyixI  ,  is the 

pixel in the candidate corresponding to yxT , . 

Since the template is composed of many independent pixels, likelihood function can be 

derived as the exponential output of the L2 difference, which is  
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So the most matched part generally owns the maximum output of the likelihood function. To 

reduce the complexity, the logarithmic form can be interpreted for a reformed equation. Thus 

it can be defined as 
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We can observe that the second formulation emphasizes much more at the minimum value. 

Consequently, the maximum value of the likelihood is able to be generated subsequently. 

Indeed, the squared error controls the best match in the frame. Also it could be simplified by 

cancelling negligible terms to be 
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This cost function is capable in the tracking process. The minimum score obtained helps 

determine the optimal position of target. Still, eqn (2.6) can be modified in L1 norm 
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where eqn (2.7) is the simplified version for pixel comparison of template. 

Furthermore, the cross-correlation between the template and the current frame pixels can be 

maximized to obtain the best match. However, as 
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dependent on the size of the template and the image conditions. Thus an implementation of 

cross-correlation should be generally normalized. 

Therefore, the equation is derived and modified as 
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where CC means the cross-correlation coefficients, 
jiI ,
is the mean of the pixels value in the 

frame of the same size as the template window. T is the mean of the pixels of the template.[3] 

All the equation (2.6), (2.7) and (2.8) can be taken to compute the possible position by 

searching the minimum or maximum output. 

Then such approach will result in the problem of searching for the right corresponding 

position according to some deterministic procedures. Well, the searching methods related to 

the motion estimation could perform a great function in fast searching rather than the full 

searching approach. 
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2.2.2 Mean-Shift 

It is a nonparametric statistical method for clustering and seeking the proper center position. 

And it also performs an iterative procedure that shifts each data point to the average of data 

points in its neighborhood [16, 17]. The dissimilarity between the target model (its color 

distribution) and candidates are expressed by a metric derived from the Bhattacharyya 

coefficient [16]. Therefore, the mean-shift method could be useful in clustering, mode seeking, 

probability density estimation, tracking, etc. 

2.2.2.1 Kernel functions 

The total algorithm brought in the kernel function that indicates how much the guessed value 

contributes to the estimation of the mean. 

Generally, two main kernel functions are related in the real implementation. 

Epanechnikov kernel: 
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where cd is the volume of the unit d-dimensional sphere, x is the position vector. 

Multivariate normal kernel: 
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And the profile of the kernel should be introduced for later computation for convenience, 

which Rk ),0[: such that )()(
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Kernel gradient: 

Denote )(')( xkxg  ; assume the derivative of k exists for all ),0[ x . The kernel function 

G(x) then can be defined as 

)()(
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xCgxG  ,                    (2.11) 

where C is a normalization constant. 

In reality, the g(x) is the necessary profile for mean shift procedure, since others only help 

define the density estimates. 

2.2.2.2 General mean shift 

The multivariate kernel density estimator )(ˆ xf , with kernel K(x) and window radius 

(bandwidth) h, is computed in the form of the function given a set of n points  
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dimensional space. We aim at finding the densest position in the distribution of points. 

Therefore, the density estimator at position x is established as the mean of kernel weights. 

They are assigned with distances from points to the designated position x. 
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Then, by converting the estimate of the density to the gradient form, we have  
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where 

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 is assumed to be a nonzero function. 

Note that the derivative of Epanechnikov profile is a uniform profile, which is
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The derivative of a Gaussian profile remains a normal form, which is 
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Therefore, the mean shift vector MG with kernel G(.) in eqn (2.14) or eqn (2.15) is 
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Also the density estimator )(ˆ xfG
 at x with kernel G(.) can be defined as 
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where C is a normalization constant. This definition helps to simplify the Motion vector 

expression in eqn (2.16). 
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And the equation can be simplified as 
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2
                    (2.18) 

It could be declared as an estimate of the normalized gradient of
kf̂ . Therefore, it can be used 

to obtain the estimate of
kf̂ . 

Since the kernel has a monotonic decreasing profile, the approximated kf̂ will accordingly 

become a convergent sequence. Thus, the maximum value of the density estimator can be 

observed by recursive calculation. The Mean-shift vector in that case also converges to zero 

through mathematical proof. 

When the mean-shift algorithm is applied to the video tracking process, the model relies on 

color distribution with histogram in color probability density. Thus the Bhattacharyya 

coefficient is taken in charge of the comparison with the target candidate of the object model. 

2.2.2.3 Target model 

To track an object in a video sequence, the special features of the target shall be obviously 

different from the other area in the frame picture. The target model is established by 

describing the histogram of pixel density in the selected object region. The description of 

target relies on the color context to apply capturing of the important features apart from the 

background. Also color distribution in the target model normally achieves robustness against 

the rotation, partial occlusion, and transition. 
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Meantime, the color distribution can be separated into m-bins to form specific histograms 

with density. In one implementation example, we applied the histograms using 8*4*4 bins for 

YUV values. 

As in the color representation, partial occlusion happens sometimes. The probability of the 

color where the pixel belongs shall be assigned a weight, which is smaller for further location 

from the center of the kernel. It increases the robustness of the estimation, since the peripheral 

pixels are the least reliable, because of the influence of the occlusions or background. 

In our implementation, the features of objects in the first frame would be extracted into target 

model establishment, such as 

 
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])([                  (2.19) 

where cy is the center position of the target (also the kernel); u is order of the bins;  
Iix

...1
is 

the set of pixel positions in the rectangular target region; )( ixb exports the bin number of that 

particular pixel; f is the normalization constant. 

Similarly, the target candidates, centered at y in the current frame, are described by that 

equation. 

2.2.2.4 Distance minimization 

Assume that the target will not charge a lot (stand similar) in the video sequence. Then, the 

most probable location of the target would always contain the minimum value in difference. 

As in mean-shift algorithm, it is aimed to maximizing the Bhattacharyya coefficient 
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equivalently. Firstly, the search of the new target position starts at the estimated location
0

y of 

the target in the previous frame. The color distribution   
mu

u
yp

...10 
at the right position in the 

current frame has to be computed. Then to obtain the most similarity in the Bhattacharyya 

coefficient, it could be expanded by the Taylor series, such as 
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where 
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As the first term in equation (2.20) is constant, the second one shall be maximized. It 

represents the density estimate with the particular kernel profile and weight of i . The mean 

shift algorithm can be carried out iteratively to converge to the maximum value of 

Bhattacharyya coefficient. The resultant mean-shift vector describes the right motion of 0y to 

the next location in the current frame. 

2.2.2.5 Algorithm development 

Mean-shift procedure for tracking 

Table 2.1 Mean-Shift Algorithm 

Given the target model {
u

q } and location
0

y of target in the previous frame: 

(1) Initialize location of target candidate at the same position as
0

y . 
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(2) Compute   
mu

u
yp

...10 
, and ]),([

0
qyp . 

(3) Compute weights, i= 1, …, nh. 
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(4)Apply mean shift: compute new location z as 
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Derive   
mu

u
yp ...1

, and ]),([ qyp  

(4) While ]),([]),([ 0 qypqyp   , do )(
2

1
0yyy  . 

(5) If 
0

yy   is less than 4, stop. Else, set yy 
0

and jump to step (1). 

2.2.3 Introduction of Bayesian filtering framework 

The tracking process can also be seen as the estimation of the unknown object state given 

current view in global scope. It can be modeled into the Bayesian filtering system. The 

dynamic system can be modeled with two equations in state transition and measurement. 
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where fk is the evolution function which is used to introduce the (k-1)
th

 state to next stage; hk  

is the measurement function which is used to observe the state from existing image pixels; xk 

and xk-1 are the current and previous states of object which declare position or appearance of 

the object; zk and zk-1 are the k
th

 current and previous measurement which is seen from the 



 

 __________________________________________________________________ Chapter 2. Technical Review 

           25 

existing knowledge, such as the object model for reference; vk-1 and nk-1 are the state noise and 

measurement noise (usually not Gaussian variables)[48, 49]. 

 

As shown in the flowchart, to estimate the real state xk, the posterior probability should be 

obtained according to the Bayesian approach.  

Generally, this approach is taken to compute the expectation of the state series x0:k using the 

formula: 

 kkkkk dxzxpxfxfE :0:1:0:0:0 )|()()]([                 (2.23) 

where x0:k means a list of states from frame 0 to frame k, which actually stands for some 

mathematical results obtained via the history of the object going through stages 0 to k (stages 

usually refer to different time in this investigation). zk is the observation at time k, which is 

usually the result of some measurement or deduction from the measured results, i.e., the target 

model in most cases. z1:k means a list of observations from time 1 to time k. In visual tracking 

process, f(x0:k) output the historical locations of the object. So we need integrate all possible 

states at k stages to compute the expectation as the estimate. This is a general expression of 

 k k-1 

 xk-1 

zk-1  zk 

  xk 

Measurements 

Hidden states 

Evolution process / 

state transition 

Measurement 

process 

depend on 

current state 

Figure 2.3 the diagram of a Bayesian filtering system  
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tracing object trajectory. We have object models z1:k in k frames. And we measure all 

individual candidates with their probability of occurring instances. It is a test to observe the 

confidence level whether candidate matches the model and possibility of grapping that hidden 

state. And the posterior density )|( :1:0 kk zxp  shows the probability of such state series given all 

existing observations. 

Therefore, the posterior pdf was established to estimate the distribution of the states of the 

target given all the known previous measurements z1:k. For simplicity, we will not estimate the 

trace of states x0:k. Instead, every stage will be processed to observe its corresponding state.  

Let us recall xk is the target state at time k and z1:k denotes a set of past k observations. x0 is 

the prior knowledge, zk is the observation at time k, whereas in this case z0 has no meaning. 

x0:k represents the sequence of the hidden states which is modeled by the Markov process with 

initial distribution p(x0) and transition function p(xk|xk-1). The observations z1:k are assumed to 

be conditionally independent when the state sequence x0:k exists. The marginal distribution 

p(zk|xk) [18,19] indicates the likelihood function between the observation and state. In a video 

tracking process, we compute the expectation of the k
th

 state as the estimated result using the 

simplified formula: 

 kkkkk dxzxpxfxfE )|()()]([ :1
                                     (2.24) 

where E[.] is the expectation of the input distribution,  f(xk) is the general function that can 

output the parameters of the possible state, )|( :1kk zxp  is the posterior density function which 

estimates the probability distribution of the target state given the known previous 

measurements z1:k. 

Practically, the tracking process works iteratively after the initial state, with the initial pdf 

p(x0|z0)≡p(x0). 
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Suppose the posterior density p(xk-1|z1:k-1) at last stage is available. 

Prediction: If the initial distribution of the target is known, recursively, the predicted 

distribution of the next state can take the following equation: 

   11:1111:1 )|()|()|( kkkkkkk dxzxpxxpzxp ,                      (2.25) 

where the prior density p(xk|z1:k-1) gives the prediction and the density p(xk|xk-1) declares the 

state transition. This prediction process should have the integral of all possible transitions 

from any cases of state xk-1. 

Update: In the update, we compute the posterior pdf from the predicted prior pdf and newly 

observation according to the Bayesian rule. 
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zzp
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zxp ,                              (2.26) 

where p(zk|xk) is the Likelihood given observation zk, and the denominator is a normalizing 

constant. It has been applied as effective estimation of the hidden state. The Kalman filter is 

one extended application for a linear, discrete-time dynamical system. This filter predicts the 

state at some time and then obtains feedback in the form of (noisy) measurements. Thus, the 

equations for the Kalman filter fall into two groups: time update equations and measurement 

update equations [25]. The time update equations are responsible for projecting forward (in 

time) the current state and error covariance estimates to obtain the a priori estimates for the 

next time step. The measurement update equations are responsible for the feedback, i.e. 

incorporating a new measurement into the a priori estimate to obtain an improved a posteriori 

estimate. In other way, the time update equations can be thought as a predictor, while the 

measurement update equations can be thought of as a corrector. Indeed the final estimation 

algorithm resembles that of a predictor-corrector algorithm for solving numerical problems.  
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The particle filter is another extended application of the Bayesian filtering framework.  It is a 

deduced model for tracking object from a video sequence based on the sequential Monte 

Carlo methods. It is a hypothesis tracker, which approximates the filtered posterior 

distribution by a set of weighted particles. 

2.2.4 Particle filter 

2.2.4.1 Theory of particle filtering 

For particle filter, the posterior probability density function (pdf) )|( :1kk zxp  is characterized 

by a set of N weighted samples or particles, namely,  N

i

i

k

i

kx
1

,


 , where i is index for the 

particles, i

k
 is the weight of particle

i

kx  and is usually normalized as  
i

i

k 1 . Then, 

practically, the posterior density [18] at state k can be approximated as  
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where (.) command this formula to be expressed only by those discrete particles. 

According to the principle of importance sampling, the sequential distribution of states 

p(x0:k|z1:k) can be obtained by the weighted importance density. Sample i

k
x is drawn with the 

importance density q(x1:k|z1:k). Subsequently, the weight can be defined, according to the 

importance sampling, 
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where the particle weight
i

k is computed as the ratio between the instant probability density 

)|( :1k

i

k zxp and the proposed importance density q(xk|z1:k). 
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Then, relying on eqn(2.28), the estimated state kx̂  is expressed as 
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kk xx
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ˆ  .                             (2.29) 

Basic particle filter algorithm: 

For i = 1: N 

- Draw )|(),|(~ 11

i

kkk

i

k

i

k

i

k xxpzxxqx   . 

- Assign weight to the i
th

 particle, 
i

k , according to the formula (2.29). 

End For 

Actually, the equation (2.28) could be further devised, since assuming the particle transition 

distribution (importance density), i.e. ),|( 1 k

i

k

i

k zxxq   approximates to the prior state transition

)|( 1

i

kk xxp   for each particular state, eliminating the two elements from the equation will not 

influence the proportional characteristic. And finally it becomes 

)|(1
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k xzp ,                   (2.30) 

where the )|( i

kk xzp  is the likelihood density, which shall be obtained through comparing the 

similarity of the features between target and each particle. 

2.2.4.2 Systematic resampling 

After several iterations of tracking process, except a small portion of particles, weights of the 

remaining particles is negligible. Thus a large number of computations are wasted in updating 

particles with small weights. Sometimes even only one left with acceptable weight performs 

as the effective particle and weight of others approximate to zero, which result in a 

degradation of the distribution. Resampling method can effectively reduce the particle 
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degradation. The general idea is that low-weight particles are removed, and then the vacancy 

is filled by concentration to the high-weight particles. 

And it is time to take the resampling method to solve the degeneracy problem. Basically, we 

need to eliminate the low weight particles and concentrate on particles with large weights. It 

involves the generation of a new set of particles by resampling N times from the 

approximated posterior density. The new weights would be entirely reset to 1/N for all the 

particles. 

Generally, we apply the most preferred resampling algorithm called systematic resampling. 

Table 2.2 Algorithm of Systematic Resampling 

[ N

j

jj

k

j

k ix 1

* },,{  ] = RESAMPLE [
N

i

i

k

i

kx 1},{  ] 

- Initialize the CDF: 01 c  

- FOR i = 2: N 

 Construct CDF: 
i

kii cc  1  

- END FOR 

- Start at the bottom of the CDF: i = 1 

- Draw a starting point: ],0[~ 1

1

NUu  

- FOR j = 1:N 

 Move along the CDF: )1(1

1   jNuu j
 

 WHILE ij cu   

 i = i + 1 

 END WHILE 

 Assign sample:  
i

k

j

k xx *
 

 Assign weight:  
1 Nj

k  

 Assign parent:  ii j   

- End FOR 

2.2.4.3 Color-based particle filter 

Compared with the standard SIR particle filter algorithm, the difference is described below by 

further complement for fulfilling the successful tracking. In convenience to explain this 
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approach, an example is set up. We will track an object with square shape in a gray-scale 

image sequence. And details will be introduced in the following paragraphs. The figure 2.4 is 

the starting frame of that particular sequence. 

 

 

2.2.4.3.1 The Object confirmation and representation 

At the starting frame (frame 0), we want to confirm an object and its state. Here, figure 2.4 

with pixel intensities shows the content in the frame. The black area is considered as the 

background region, while the grey region is chosen as the image projection of the object. The 

value in each grid indicates the pixel intensity, which the yellow number is obviously 

different from the background part. 

1) Object representation: 

Figure 2.4 an 8×8 grey-level frame owns a view of object in size of 2×2. 
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From figure 2.4, it is known that this starting frame can help identify a clear recognition of an 

object (the rectangular part). So this particular view is used as the reference of the object, 

which would be represented by a color histogram. 

 Description of object state x:  

Since the object is determined at first, we should have the object details stored in a state 

vector. It is the set of the location and window size, i.e. {object location in the row direction 

(x), object location in the column direction (y), window height (H), window width (W)}. 

As shown in figure 2.4, the state vector at the beginning frame is x0: [x, y, W, H]
T
 = [4, 4, 2, 

2]
T
. (the object location depends on the position of  upper-left corner.)  

Object modeling 

Meanwhile, the referenced color histogram of the target should be established accordingly. 

We select 16 bins as total bin number. Since, the pixel intensity of a frame varies in the range 

[0, 255]. So the score of one pixel is computed with the expression: 

 16/
256

16
I

I
BinI 







 
 ,                  (2.31) 

where I is the luminance value of a pixel; BinI is the output bin order in a histogram, in other 

words, it can be seen as the quantized integer part. For example, Bin50=3 and Bin10=0.  

The referenced color histogram of the object, i.e. composition of bins such as 16...1}{  u

uqq , is 

formed in a vector in 16 subsequently. So in that figure, it is deduced from 



 

 __________________________________________________________________ Chapter 2. Technical Review 

           33 



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u uIhfq  ,                   (2.32)  

where f=(W×H)
-1

 is constant for normalization; u is the current bin order. (.) is the pulse 

function to match the pixel intensity to corresponding bin. 

Then, as in this example, q = [0 0 0 1 0 0 …0]
T
. 

 

2) Generation of the initial particles 

As for convenience, it is assumed that, initially, particles are all staying in the same object 

position. Thus, the weights of the particles are typically the same with value 1/N, namely, this 

is the optimal situation that all particles could be transited with the exact movement of object. 

The particle number N is determined empirically by testing and trials. Here, we took N = 16 

in the example. Therefore, in the set of particles, every particle shares the same location as the 

object, which is (4, 4).  The particle weight is 1/16. Every particle owns a set describing the 

particle information, e.g. {Row position of particle, Column position of particle, particle 

weight}. Correspondingly, in the vector form, for the i
th

 particle
ix0 at frame 0, it owns a vector 

[4, 4, 1/16]
T
. 

2.2.4.3.2 Tracking in the following frames  

As video playing, frames are different since moving information is brought in. Generally, as 

mentioned, figure 2.5 below has illustrated the frame content in pixel intensity. The square 

object transits to an upper-right position. Here the primary work is to automatically estimate 

the hidden object position in this frame. And later frames will follow exactly the same 

procedures as this one.  We will take this figure to analyze the detailed flow of computation 
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using particle filtering algorithm. Some data are introduced to generate an intuitive impression 

for this algorithm. 

 
 

 

1) Particle Transition 

Since the proposal distribution of particle self-augmentation is assumed equal to the prior 

distribution )|( 1

i

ki xxp  . We can let the proposal transition follow rules of the normal 

distribution. 

   iii

i

ii wNyNxwyx 00,0,11,1, )),2,0(),2,0((),,(                 (2.33) 

where (xi,0, yi,0) is the position of x0
i
; 

iw0 is the particle weight. Then all the particles can be 

translated to the new positions. 

Figure 2.5 content of pixel intensity in the 2
nd

 frame  
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For instance, we compute the random transition and list the new particles below in the table 

2.3. 

Particle order Position in rows Position in 

columns 

Weight not 

updated 
1 4 4 0.0625 

2 3 7 0.0625 

3 5 3 0.0625 

4 4 6 0.0625 

5 3 1 0.0625 

6 1 3 0.0625 

7 4 3 0.0625 

8 3 5 0.0625 

9 4 3 0.0625 

10 3 3 0.0625 

11 2 2 0.0625 

12 7 6 0.0625 

13 7 7 0.0625 

14 4 3 0.0625 

15 5 5 0.0625 

16 1 1 0.0625 

 

2) Particle feature extraction 

Color histogram p(xk
i
) within the 2-D window with size of heightwidth  is calculated 

according to the particle position xk
i
 (still upper-left corner of the window) after the sampling 

transition. Then those histograms can also be derived similarly as computed in the reference 

frame. In Table 2.4, the histograms of all sixteen candidates are shown below. These 

histograms can be seen as collection of features for every candidate. Thus, if we measure 

these candidates to compare with the reference, the similarity computation should be adopted.   

 

 

 

Table 2.3 Example of particles and their properties 
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0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

1 0.25 0.5 0 0.25 0 0 0 0 0 0 0 0 0 0 0 0

2 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0

3 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0

4 0 0.75 0 0.25 0 0 0 0 0 0 0 0 0 0 0 0

5 0.5 0.5 0 0 0 0 0 0 0 0 0 0 0 0 0 0

6 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0

7 0.25 0.75 0 0 0 0 0 0 0 0 0 0 0 0 0 0

8 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0

9 0.25 0.5 0 0.25 0 0 0 0 0 0 0 0 0 0 0 0

10 0.25 0.25 0 0.5 0 0 0 0 0 0 0 0 0 0 0 0

11 0.25 0.75 0 0 0 0 0 0 0 0 0 0 0 0 0 0

12 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0

13 0.5 0.5 0 0 0 0 0 0 0 0 0 0 0 0 0 0

14 0.25 0.75 0 0 0 0 0 0 0 0 0 0 0 0 0 0

15 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0

16 0.25 0.75 0 0 0 0 0 0 0 0 0 0 0 0 0 0  

3) Similarity measurement 

Similarity of color histogram between particles and the target is compared using 

Bhattacharyya similarity coefficient measurement and its calculation formula is  





16

1

)(

1,

)(

1 ]),([
u

u

i

ui

i pqqxp ,                              (3.34)    

where q is the reference histogram of target while p belongs to the i
th

 particle.  

That is, in the specific frame, we have 

particle 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 

ρ 0.5 0 0 0.5 0 0 0 1 0.5 0.707 0 0 0 0 0 0 

 

The Bhattacharyya distance therefore can be used: 

  5.0

0 )),((1]),([ qxppypd i

kii  ,                 (2.35) 

Table 2.4 normalized color histogram in particles. Each row indicates a 16-bin color histogram distribution. 

 

 

Table 2.5 Similarities in Bhattacharyya coefficients for existing particles. 
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As a result, the measurement of likelihood is then approximately given by an exponential 

function of the Bhattacharyya distance, such as: 

]),([ 1
2

)|(
qxpdi

kk

i
iexzp


 ,                  (2.36) 

where λ is adjustable to different scenes of video sequences ( λ = 10 in this example). 

Thus as in table 2.6, likelihood is then collected by these equations. 

particle 1 2 3 4 5 6 7 8 

Likelihood 0.0067 0 0 0.0067 0 0 0 1 

particle 9 10 11 12 13 14 15 16 

Likelihood 0.0067 0.0535 0 0 0 0 0 0 

  

4) Particle weight update 

Since resampling running iteratively, the weight updating performs,   

 

 i

iii

xzp
N

xzpww

11

1101

|
1

|





                   (2.37) 

After computation in eqn(2.37), the new weights still need normalization. So 1/N is not 

required here for simplification. 

Then normalize
iw1 using the formula below. 





N

j

j

i
i

w

w
w

1
1

1
1                      (2.38) 

Update the weights of particles, e.g. in table 2.7, 

Table 2.6 Similarities in likelihoods for existing particles. 
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particle 1 2 3 4 5 6 7 8 

Weight
1w  0.0063 0 0 0.0063 0 0 0 0.9310 

particle 9 10 11 12 13 14 15 16 

weight
1w  0.0063 0.0498 0 0 0 0 0 0 

                    

5) State estimation:  

According to particle set N

i

ii wx
111 ,


, the posterior distribution )|( 11 zxp is approximated by 





N

i

ii xxwzxp
1

11111 )()|(   ,                  (2.39) 

and the state estimation is 



N

i

ii xwx
1

111
                                           (2.40) 

In the example, let us bring those weights into eqn(2.39) and eqn(2.40). 

)5,3(
1

111 


N

i

ii xwx            

Sum up the particles vectors with weights. Then, the estimated target position is (3, 5). It is 

quite reasonable, because we can observe that the object has moved to (3, 5) in position.  

6) Resampling 

As known, particles transit for sampling in every frame. However, most of these particles will 

not follow the exact tracking routine. Therefore, the weights of such particles will be 

alleviated from time to time. When repeating for a few iterations, many particles contain 

negligible weights. It implies that a large computational effort is devoted to updating particles 

whose contribution to the approximated posterior density is almost zero. Therefore, 

Table 2.7 Corresponding weight of existing particles. 
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resampling is a must in applying particle filter for long tracking. It aims to discard particles 

with low weight and simultaneously replace them with others having high weights.  

For a particle set  N

i

i

k

i

k wx
1

)(,


, the resampling algorithm is as shown below. 

Set 
1

1 kwc  , and calculate the cumulative weight 
i

kii wcc 
1

 . 

Generate uniformly distributed random number ],0[: 1NUu .  

Set 1i , for Nj :1   

(i)If uj > ci, repeat i=i+1; else
i

k

j

k xx  , 1 Nw j

k
  

(ii) )1(1   jNuu j
 

Set 1 kk    

 

After the special designed algorithm, the resampled particles have been centralized to high-

weight positions. For instance, table 2.8 tells the final resampled particles. It can be observed 

that most of the particles concentrate in the position (3, 5). And the corresponding weight is 

replaced by the average 1/16.  

Particle order Position in rows Position in columns Weight not 

updated 

1 4 4 0.0625 

2 3 5 0.0625 

3 3 5 0.0625 

4 3 5 0.0625 

5 3 5 0.0625 

6 3 5 0.0625 

7 3 5 0.0625 

8 3 5 0.0625 

9 3 5 0.0625 

10 3 5 0.0625 

11 3 5 0.0625 

12 3 5 0.0625 

13 3 5 0.0625 

14 3 5 0.0625 

15 3 5 0.0625 

16 3 5 0.0625 

 

Table 2.8 Properties of residual particles for next-frame particle sampling. 
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2.2.4.3.3 Algorithm procedures 

Overall, this color-based Particle filter can be summarized in the table below. It has been 

proved efficiently in processing. However, still problems exist as mentioned in the 

introduction chapter. 

Given the initial target model and particle set 
N

i

ix 10}{   

 Reference color distribution:  q  by eqn(2.2) 

 Particle set: 
ix0  uniformly distributed around the target location. 

 Assign the particle weights to 1/N. 

Perform the iteration steps when k does not reach the end: 

 FOR i = 1: N      (state transition of sampling particles) 

- Draw ))5,0(),5,0((),(),,|(~ 1 NyNxyxparticlezxxqx k

i

kk

i

k   

- Keep the particle weight as the previous state one. 

 END FOR 

 FOR i = 1: N      (Observe the color distribution) 

- Calculating the color histogram of each particle 

- Compute the Bhattacharyya distance between the particle and the referenced target model. 

- Approximate the Bhattacharyya distance into Likelihood computation. 

- Update the weight at current state from the eqn(2.37) 

 END FOR 

 Normalize the weight value with sum equal to 1, according to eqn(2.38) 

 Apply the particles and the current normalized weights to estimate the output state through 

eqn(2.40) 

 Resample using the systematic resampling algorithm 

Stop tracking 

 

Table 2.9 Summarized Algorithm of the Color-base PF. 
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Chapter 3. Embedded Adaptive Multi-Step Recursive 

Sampling Strategy 

3.1 Introduction 

We propose in this chapter a new multi-step recursive sampling in resampling algorithm 

[76,78]. It aims to find useful samples appropriately. Thus fewer particles are required for an 

acceptable estimation. Though the basic idea appears close to the Annealed PF [17], we have 

succeeded in preserving the tracking results more robustly and smoothly. In our approach, the 

particles at each step are formulated into likelihood computation and resampling procedures. 

The residual particles with the top weights are then drawn for the next sampling step. Thus 

some low-weight particles can be filtered, and only the more possible ones are kept to form 

the center of next sampling pattern. Iteratively, when the limited particle allocation is 

exhausted, global maximum position will be confirmed by estimating among these particles. 

Equivalently, an adaptive sampling pattern scheme is proposed. According to the results of 

previous tracking estimates and inertia, the pattern updates effectively. This creates better 

searching area. Also our scheme allows simple evaluation of tracking to control the number of 

particles, hence it saves computation cost. An early version on part of these ideas has been 

written in conference papers [28, 29]. 

The rest of the chapter is organized as follows. Section 3.2 gives our resampling modification 

and describes the details of our new sampling strategy, called Multi-Step Recursive Sampling 

in Resamping. The overall algorithm is expressed in section 3.3. Implementation and 

experimental results are reported in section 3.4. Finally, in section 3.5, we conclude the paper. 
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3.2 Multi-step sampling 

3.2.1 Problem formulation 

In our tracking algorithm, the objective is to find the closest estimate to the target, including 

the position and other parameters. Normally, those particles with high weights are considered 

as close candidates to the referenced target.  

Hence, we assume that the highest weight, i.e. the highest posterior probability density in the 

discrete form, gives the most probable candidate. In the Hidden Markov Model, estimation is 

a method choosing the closest candidate to the hidden state given some prior knowledge. 

Weights of the particles are extracted from a comparison against the reference target model. 

Practically, the problem turns to observe the global maximum from those discrete weights. If 

the particle density is high enough after sampling, owning to the highest weight, the peak 

particle will be recognized as the estimate. However, error may arise from the computation of 

weights. Rather than simply searching for the highest-weight candidate, it is better to find the 

expectation of particles in a uni-modal weight distribution. If the sampled particles are mainly 

chosen from the high-likelihood region, where the particle density is high around the global 

maximum, the expected estimate will closely approximate the peak point with the real global 

maximum in weight.  

This inspires us to propose the idea of multi-step recursive sampling to obtain high-weight 

particles as many as possible. Therefore, during one time interval, say at frame k, we will 

perform the sampling in chain actions after the initial predictive transitions of some residual 

particles. Sampling in a chain means drawing particles in a path with a few steps, which is 
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shown in figure 3.1 (a) and (b). Particles are the candidates of state. A state set contains all the 

possible candidates. As shown in figure 3.1 (a), it is the new sampling process between steps.  

New particles at the next step are generated based on the ones existing and an appropriate 

sampling function (e.g. the Gaussian distribution) is represented by dash-line ellipses in figure 

3.1 (a). From the likelihoods which are obtained from the density p(zk|xk) function, we can 

observe that the new particle is more probable to stay in the high-likelihood region if its 

referenced particle (blue blob) is also in it. After several steps, these particles at every step 

can be linked together to form a possible path which is in the form of a particle chain.  

particles

Likelihood: 

p(zk|xk)

Likelihood: 

p(zk|xk)

Sampling 

process

new 

particles

i
…

…

1

2

…

N

j

i+m

State

set

Step:  0 1 2 3 p(zk|xk)  

 

In figure 3.1 (b), the candidates (from 1 to N) in the state set are connected to candidates of 

the next steps, with the blue arrow lines. Each candidate also owns its likelihood from the 

density function, p(zk|xk). Thus there are numerous possible routes in this example. 

Objectively, let us compose a chain with all leading particles and normally all high weights 

particles will stick around this chain. For example, the red arrows in figure 3.1 (b) represent 

the most prominent route. Unlike other less efficient algorithms, we have fewer steps in a 

chain, which can reduce the sampling particles and the complexity of computation.  

(a) (b) 

Figure 3.1 simulation result of recursive sampling:  (a) example of sampling process between two steps, (b) 

possible ith chain path given the knowledge of likelihood distribution. 
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3.2.2 Theoretical derivations 

Since, after resampling and predictive transitions, the existing particles are considered as the 

starts of the chains. Each chain is labeled by an index for its start. Subsequently, the 

estimation process relies on the newly proposed particles in the chains. Hence, we define a 

new term i

Skx :0,
as the i

th
 particle chain which is a list of consecutive particle records i

skx ,
from 

steps 0 to S, where S is the final step order of the chain, s is one instant of steps in [0, S], and i 

labels the particle chain which is equal to the index of a starting particle among all particles in 

the initial stage. Let us also denote i

Sk :0, as the weight of the particular particle chain i

Skx :0,
. 

Since the particles are samples according to the Markov property, such chain weight is 

proportional to the multiplication of every single weight. Namely only all high-weight 

particles can compose a good chain. It also tells that the particles approach the high likelihood 

in few steps. As i

Sk :0, is a certain combination of discrete particle weights, it dominates the 

quality of sampled chain of particles. When its value is higher, the chain is a better one in 

sampling. Hence, our objective is to let each chain obtain weights with values as high as 

possible. Particles with the promising route are most possibly staying in the high-likelihood 

area. Then convert eqn (2.27) into 


 


N

i

S

s

i

skk

i

skkk xxzxp
1 0

,,:1 )~(~)|(                                     (3.1) 

where    i

Sk

i

Sk

i

Skx :0,:0,:0, maxarg~,~   ,    

i.e. i

Skx :0,
~ is the chain of particles with the maximized weight

i

Sk :0,
~  at time k. The highest 

weight i

Sk :0,
~ indicates that particles in this chain will reach the high-likelihood region as soon 
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as possible and the individual weights ( i

sk , ) of particles will be high as well. Then, the 

weight i

Sk :0,  can be expressed similar to eqn (2.37), i.e.,  

)|(

)|(

:1:0,

:1:0,

:0,

k

i

Sk

k

i

Ski

Sk
zxq

zxp
 .                                                 (3.2)               

where )|( :1:0, k

i

Sk zxp is the posterior pdf output of the i
th

 particular chain, and )|( :1:0, k

i

Sk zxq is 

the importance sampling strategy in pdf. 

In eqn (3.2), the discrete instances of posterior density )|( :1:0, k

i

Sk zxp  is separated into parts: the 

likelihood of the chain ),|( 1:1:0, k

i

Skk zxzp , the Markov process in particle propagation with 

density )|( 0,:1,

i

k

i

Sk xxp at time k, the prior state transition pdf )|( 10,

j

k

i

k xxp 
conditioned on the 

deterministically reordered particle 
j

kx 1 (after resampling) at time k-1 for sampling the 

sequence with particles i

Skx :0,
, and the posterior pdf )|( 1:11  k

j

k zxp  at time k-1. 

According to the equation of the posterior density updated from the prior via Bayes’ rule as in 

eqn (2.25), then have, 
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Because )|( 1:1 kk zzp is assumed to be constant,  
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)|()|()|(),|()|( 1:1110,0,:1,1:1:0,:1:0,  k

j

k

j

k

i
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k

i

Skk

i

Skkk

i

Sk zxpxxpxxpzxzpzxp .              (3.3) 

As assumed in the Markov chain, the sequential particle propagation i

Sk
x

:1,
in the prior density 

can also be modeled as the multiplication of mutual state transitions, i.e., 
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

 .  

Eqn(3.3) can then be derived as 
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(3.4) 

where )|( 10,

j

k

i

k xxp 
is the initial sampling density based on residual particle 

j

kx 1 . 

The importance density q(.) distribution can be chosen by augmenting the existing particles 

from )|( :11:0, k

i

Sk zxq 
 with the known proposal density ),|( :11,, k

i

Sk

i

Sk zxxq 
. Subsequently, it can 

further be factorized as the multiplication of the proposal Markov transitions )|( 1,,

i

sk

i

sks xxq 

together with the importance density )|( :10,0 k

i

k zxq  of the beginning particle
i

kx 0, . Note that 

)|( 1,,

i

sk

i

sks xxq 
declares the proposal sampling density of particle i

skx ,
sampled from i

skx 1, 
at the 

previous step, which is regardless of the observations kz :1 .Thus the importance density of the 

chain can be factorized as   
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                 (3.5) 

Consider the beginning of Markov transition, which follows the SIR particles filtering 

approach. Let us assume that the importance density function (.)0q is factorized as 
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k
zxqzxxqzxq                    (3.6) 

where ),|( :110,0 k

j

k

i

k zxxq 
denotes the proposed particle transition density from the residual 

particle 
j

kx 1 at the previous stage, k-1, to the newly sampled one,
i

kx 0, , at the current stage, k, 

and )|( 1:11- k

j

k zxq is the importance density of particle
j

kx 1  with the previous observations 

provided.  

Hence, substitute eqn (3.4), eqn (3.5) and eqn (3.6) into eqn (3.2), the subsequent weight 

update becomes, 
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The likelihood of particle chain )|( :0,

i

Skk xzp  is given by the multiplication of the all individual 

likelihood outputs )|( ,

i

skk xzp . Therefore, we have 
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Consequently, the weight of particle chain i

Sk :0,  can be simplified as 
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where j
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Note that
j

k 1 is available as a constant after resampling. The term i

k 0, is the beginning (s=0) 

weight of i
th

 particle after random or predictive transition, and i also acts as an index of the 

same chain. Among s steps,  
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where  ss ,1 which assumes that the proposed distribution is equal to the prior transition 

distribution. The weight of particle chain i

Sk :0,
 is the multiplications of the likelihood at each 

step )|(
,

i

skk
xzp and the initial weight of the ith particle i

k 0,
  before the multi-step sampling.  
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                 (3.10) 

where 
j

k 1 is the weight of the residual particle after resampling at the last stage . 

Recall the Vertibi algorithm, the most probable list of instances is the combination of those 

which have maximized the probability at corresponding steps. As the maximum of i

Sk :0, is 

essential for an efficient sampling, through the Vertibi algorithm, the expression in eqn (3.10) 

is converted into the consideration of maximizing the chain weight at each sampling step, i.e.  
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                     (3.11) 

In other words, under a considerable number of samples, if we can obtain the particle with the 

highest likelihood at each step from eqn (3.11), the chain of particles can finally be converged 

to the area holding the optimal candidate. Also, the top-weight particles will let sampling at 

next step possibly have better performance in weight. Because, it is known that distribution of 

the Likelihood map is gradual against the spatial offset. The particles sampled from the top 

ones will more possibly receive high weight again. For example, the ellipse pattern of 

sampling in figure 3.1(a) indicates the 1-D Gaussian sampling intuitively. It can be observed 

that the high-likelihood point owns higher probability to sample new particles with still high 

likelihood. 

The mathematical derivation has thus proved that the multi-steps sampling is effective to the 

estimation in discrete form. Because the optimal estimate is considered to have the highest 

sum of weights, it is certain that the appropriate particle chain should have the highest 

possibility. Also this particular chain must be the fastest route (fewest steps) towards the near 

peak region (the most probable position) of the estimate. Hence, our objective is to focus on 

finding the routes of particles with the highest weight. In other words, it can be considered as 

iteratively searching top particles with high likelihood which are drawn from the last top 

particles. 

3.2.3 Resampling Modification 

Let us recall that, for systematic resampling methods [22, 42, 45], high-weight particles are 

used to replace the low-weight ones. If weight of a particle is lower than the average, i.e. 1/N, 
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it will be replaced by a particle with higher weight. Hence, we can collect the times of 

replication for such particles, namely, [ N

j

jj

k

j

k
tx 

1

* },,{  ] = RESAMPLE [ N

i

i

k

i

k
x

1
},{


 ], where t 

denotes the times of repetition using the i
th

 particle to cover those low-weight particles. If t is 

bigger than zero, reorder the current i
th

 particle with a new index j in the remaining particles. 

Obviously, the repetition (t) is an intuitive representation of the weight. For instance, the 

particle with a weight of 2/N will repeat one more time to replace one particle with a weight 

lower than 1/N. Thus t is equal to two for this particle in the residual set. After resampling, as 

illustrated in Fig.1 (a), the recursive sampling will perform the next sampling process based 

on the residual particles in the new Gaussian sampling functions. The sampling priority 

depends on the repetition of residual particles. The most repeated particle owns the highest 

priority compared with others. It will be arranged to proceed the sampling firstly. The largest 

portion of particles will be allocated to samples around it. Fewer repetitions indicate lower 

priority. Then there will be fewer particles sampled from it. When the number of particles 

meets the given upper limit of allocation, the sampling will be terminated and the feedback in 

likelihood will be carried out. Details will be discussed in the next section. 

3.2.4  Recursive sampling method 

Intuitively, we sample a few particles as pioneers. They are examined by likelihood 

computation. Then we will resample them in terms of the density distribution. The next 

sampling step is performed based on the coarse density distribution.  It is assumed that the 

area nearby higher-weight particles must be more probable to cover the high-likelihood region 

as well. Then according to the repetitions of the residual particles, new samples are randomly 

picked around them at the corresponding priority in the sampling order. Meanwhile, to 

enhance the role of higher-weight particles, the number of newly sampled particles around 
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one specific residual is made proportional to its repetition, e.g., No. ≈ repetition × 1.2. It is 

allocated to have more new samples generated from it. Equivalently, some local classifiers, 

say for example, the dissimilarity measure from multi-cue features, can be used to compute 

weights with better discrimination power for residual particles. Then sample allocations at the 

next step can concentrate mainly on particles with higher weights. Table II describes the 

details of the sampling strategy at each step. The input set
1,

111,1, },,{ 


skN

i

i

s

i

sk

i

sk tx   is the 

resampled particle set from the previous step. Nk,s-1 denotes the number  of already sampled 

particles before step s. Based on the residual particles, new particles are generated around 

those with higher weights. 

Table 3.1 Algorithm of Recursive sampling 
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1, sk
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- Initialize: Nk,s= 0, j = Nk,s-1 

- WHILE Nk,s < Threshold_Particle_No×0.8 + Nk,s-1 

 FOR i = 1:N’k,s-1,  

 IF t
i
s-1 > Threshold_repetition       //get rid of the sampling impoverishment 

o SampleRep = round (t
i
s-1 ×1.2) 

o FOR a = 1: SampleRep 

 x
j
k,s = x

j
k,s-1 + V,  

        V is the multivariate Gaussian random vector with zero mean 

   j= j + 1 

 IF j ≥ Ns + Nk,s-1 

 Nk,s = j 

 STOP, and jump out of all loops  

 END IF 

o END FOR 

o ti
s-1 = 0 
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 END IF 

 END FOR 

- Threshold_repetition = Threshold_repetition - 1 

- END WHILE 

 

This algorithm is designed for a recursive approach to reach the high-likelihood region. 

Additionally, we set up a mechanism for decreasing the threshold of repetition to continue the 

sampling from relatively lower weight particles for the sake of robustness in diverse sampling 

environment. We also define an upper-bounded particle number (Ns) at each step in order to 

regulate the sample size properly. 

3.2.5 Online evaluation and operations 

An evaluation procedure is carried out in each step. If the estimation result is sufficiently 

good at a certain step, the sampling process can be terminated. Hence, we can reduce further 

redundant sampling and similarity measurements. On the other hand, if the tracking result is 

bad, more particles are added step by step, until the evaluation is good again. The evaluation 

contains two parts: the result is 

(i) Good & Converging, if 
hsksk Txx  1,,

ˆˆ &
1, 9.0  ksk LL , or 

(ii) Bad, if
1, 6.0  ksk LL , then, N=N+Ns 

where skx ,
ˆ is the estimate at the s

th
 step. Th (Th=2) is the threshold of the distance between two 

estimates. 
skL ,
is the average of the particles’ likelihood at the s

th
 step. N is the size of particle 

set. Ns represent the number of generated samples at each step.  
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3.3 Overall algorithm 

In general, the recursive sampling algorithm (in section 3.24) is combined with the modified 

resampling strategy (in section 3.23). We have used this composition to formulate our new 

particle filtering algorithm. Thus this Multi-Step Recursive Sampling in Resampling 

(MSRSIR) Algorithm can be illustrated in Table 3.2. Figure 3.2 shows the intuitive diagram 

of the algorithm.  

It is mentioned that the approach keeps all used particles with their un-normalized weights, 

and then computes the expectation as the final estimate from all of them. This sampling 

approach involves more effective particles than simple random walk model. Meanwhile, some 

pioneer particles are more or less influenced by the residual particles (first-step sampling) of 

the last frame. Hence, making use of the influences of the current and last stages, the tracking 

results will be smoother on the overall trajectory rather than oscillating in the subjective 

evaluation.  
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Table 3.2 Algorithm of MSRSIR. 
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- Initialize:  sampling stage s=0 
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- Normalize those weights with sum equal to 1. 

- Resample those Nk,1 particles  
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- FOR s = 1: S (Maximum) 

 Sample again according to the resampled results 
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 Assign the particle a weight in eqn(9) 

 Normalize those weights with sum equal to 1 

 Resample these Nk,s particles 
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 Stop iterations 

- End FOR 

- Collect all sampled particles in kN

i
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     (ω
i*

k is kept un-normalized.) 

- Calculate the total weight of all sampled particles 

- Normalize each particle. 

- Compute the estimate using eqn(3.7) 

- Update the sampling pattern by eqns (4.15), (4.16) and (4.17). //details are discussed in section 4.4 
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During the resampling procedure, other than Annealed PF, all existing particles should be 

brought in. It is an efficient way to address the partial occlusion and the drift problems. A 

good way of evaluating particles is necessary for searching the global maximum. If only a 

fixed few particles are considered in resampling, in the multi-modal likelihood distribution, 

the samples at the next step will be attracted by other modes and mislead the final estimate. 

However, as we consider all existing particles, more information of the likelihood distribution 

is observed. Thus, the sampling efforts at previous steps should be included for comparison in 

resampling. It ensures that all the top-weight residual particles are used in the next sampling.  

Transition Prediction 

1
st
 Step Sampling 

(at most N0 new 

particles) 

Feature Extraction  

and Likelihood 

Measurement 
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Resampling     

Sampling new particles 
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Figure 3.2 Float chart of our proposed method 
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Figure 3.3 Comparisons of the tracking results in frames by SIR PF (a), Annealed PF (b), HY (c), and our 

proposed method (d) in the soccer (left) and table tennis (right) video sequence 

a)  

b)  

c)  

d)  
Figure 3.4 Tracking results of the silver car (3 left columns) and red car (2 right columns) sequence using the 

four approaches, i.e., SIR PF (a), Annealed PF (b), HY (c), and our proposed method (d) 

a) 

b) 

c) 

d) 
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3.4 Simulation and Experiments 

3.4.1 Implementation 

Much experimental work has been done. For example, the algorithm was implemented to track 

the 2-dimensional positions (x, y) of a soccer ball, a ping pang ball or a car. As we only focus on 

localization, we need a clear target (easily to classify) as the subject to be tracked. Uniformly, the 

target is represented by its color histogram as the reference model [23, 50]. The model is not 

updating but keeps static in following tracking process. In the subsequent frames, particles are 

sampled to compute the similarity in the form of Bhattacharyya coefficient. The likelihood is the 

exponential output of the Bhattacharyya distance multiplied by a coefficient λ (30 in default) for 

a better discrimination of different particles.  

Table 3.3 Parameters of four approaches in realization 

Method Particle 

No. (N) 

Initial Sampling 

Pattern: N(0, Q0) 

Steps 

(S+1) 

sample  

refinement 

SIR PF 

[23] 
200/100 









100

010
 1 No 

APF 

[36] 
14 









100

010
 5 

Particle 

replacement in 

weight 

HY 

[28, 29] 
36 









100

010
 1 

Mean shift (max 

iterations = 3) 

Our  

Method 

N0=22, 

Ns=14, 

N=55 









100

010
 3-4 No 

 

In the implementation, some parameters were predefined empirically as shown in Table 3.3., 

our target model is initially extracted from the beginning frame with a rectangular window e.g., 

44*44 for a soccer, 20*20 for a ping pang ball, 40*28 for a grey car, and 40*24 for a red car. 
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Subsequently, the reference color histogram as the static target model is generated from that 

rectangular region. Then it used to measure similarities of samples in the following frame. 

Samples are generated with their locations. The static rectangular window will help extract the 

pixel regions centered at those positions. Soon, candidate histograms are deduced from such 

pixel regions and are applied to compute likelihoods against the reference model. These 

similarities will be converted into weights for estimation. Because our objective is to evaluate 

different approaches, we have to balance the efficiency and effectiveness of samples, namely the 

approaches should consume little computation in sampling and processing while tracking object 

correctly. We should select particles as few as possible to observe the acceptable results given 

fixed initial sampling pattern. Empirically, the particle numbers are arranged in Table 3.3.  It is 

fair to every approach to find out the most efficient and effective way for respective algorithms. 

3.4.2 Experimental Results 

3.4.2.1 Subjective evaluation 

The tracking results of several sequences are illustrated in figure 3.3 and figure 3.4. The black 

box represents the current estimates. The dots in the frame are the current distribution of particles. 

For example, in figure 3.3(a), using SIR particle filtering, most particles (blue dots) are spreading 

out in a large area with little contribution. The rest particles with weights higher than the average 

are drawn in red dots. However, the other three approaches make use of many fewer particles as 

shown in Table 3.3.   

In the soccer sequence, the ball is stable with nearly no motion in the beginning frames (1st – 

10th frame). Then, in frame 18, it is kicked with a rapid acceleration, and is later occluded by the 

legs. Note that, when the ball stands still, e.g. the first column of figure 3.3, the performance of 
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SIR PF (a) and Annealed PF (b)  is worse than other two methods. They are partially offset to the 

real target. It is observed that SIR PF (a) samples particles in the offset area. Due to the noisy 

likelihood distribution, most of these particles are therefore wrongly contributing to the estimate. 

For APF (b), the overall density of particles is sparse in the possible target region. Without 

enough feedback of discrete weight distribution, it misleads the estimate to the lower-likelihood 

point. However, our method (by collecting all particles together) does not have such problem. 

After frame 18, most particles can not react to the fast transition in position, but are sampled 

around the previous estimate, such as the second column of figure 3.3(a). Also, the similarity 

result meets the multiple modes format in the likelihood distribution.  

The generated multi-modal likelihood map increases the difficulty to capture the target. Hence, 

sampling in steps and particle refinement are inevitable for searching more effective particles in 

the right region. HY relies on mean-shift to move every particle iteratively to the position with 

higher likelihood. Annealed PF and our methods both sample the particles in steps. It is observed 

that all of these extended methods are positive in improving particle efficiency. Compared with 

200 particles used in the SIR PF, fewer than 100 particles are utilized in the other three methods. 

It is observed that all of the four methods successfully catch the target again. But our method 

adapts to the abrupt acceleration faster than the other methods. As the person on the right-hand 

side starts moving, the legs occlude the soccer for a while. When the soccer comes out again, as 

shown in the third column of figure 3.3, it is beneficial for the algorithm making use of larger 

searching region and more particles to be involved, such as those in SIRPF (a). Though some 

particles find the correct target region as in the Annealed PF (b) and HY(c), due to the lag of 

others, results of the Annealed PF and SIR PF do not match well the target. Sometimes, the HY 

approach even loses track of the soccer ball as shown in figure 3.3 (c), as the mean shift traps the 
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particles around other modes in the map. However, the performance of the proposed method is 

still the best among all algorithms, by observing the soccer carefully. 

In the table tennis sequence, we have examined again the effectiveness of algorithm in handling 

the motion abrupt change. The ball drops down (e.g. the fourth column of figure 3.3) and is 

pounced up (the fifth column of figure 3.3) subsequently. As the velocity changes dramatically, 

other methods lose the track of ball, while our approach keeps track of the ball. Let us also refer 

to the silver car sequence in figure 3.4. When the car speeds up and takes over by several similar 

cars, this gives the multimodal likelihood distribution. The SIRPF (a) uses many more particles 

and can present the same good results as ours. The APF (b) mistakes the neighbouring one as the 

target. HY(c) still holds the car but can not perfectly match the region of target. We have also 

applied the algorithms to the red car sequence. The red car stays at the center of the video frame 

with quite slow motion. All four algorithms are more or less capable of tracking the target. 

However, the fluctuation of the black box is significantly high in the APF (b) and HY (c). 

Occasionally, the estimate from HY (b) drifts away from the target. Our algorithm performs the 

best tracking as the SIRPF (a). Because of using the random sampling process, we have 

repeatedly performed the video tracking process many times. Hence, among these results, our 

method constantly gives stable tracking results as compared with other approaches.  

3.4.2.2 Computation comparison 

For simplicity, we take the number of used samples to represent the computation complexity for 

sampling efficiency. Since it is observed that every particle or samples are handled with the same 

work as pixel-wise feature extraction, similarity measurement. The repeated work has consumed 

the majority of computation sources. So the number of particles adopted is an intuitive 
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representation of computation efficiency. We have drawn the comparison figure in the thesis. 

Without doubt that mean-shift can also be considered to be computed like particles. Thus a 

feasible quantitative analysis of computation is utilized to illustrate our contribution of 

computation reduction. Moreover, this kind of comparison is regardless of computation speed of 

different machines. It is a relatively objective comparison of computation complexity. 

Usually, the SIR PF requires the highest computation cost. Figure 3.5 illustrates that 200 

particles have been used to pursue acceptable results in the soccer sequence whilst only 100 are 

required for others. If enough particles and proper searching region are provided, the final 

estimate is able to come close to the optimal one. However, it is a waste of computation in 

calculating some redundant particles as mentioned before. Meanwhile, the weight computation 

of particles is much complex, especially for large targets, since feature processing and similarity 

measurement need heavy computation.  

Hence, the Annealed PF and HY were proposed to save computation by proposing fewer 

particles. The Annealed PF samples particles in layers and each layer contains the same particle 

number. In the soccer video sequence, totally, 70 (14 particles × 5 layers) particles were sampled 

and computed, which is a great reduction compared with that of SIR PF. For HY, since only 36 

particles were proposed at each frame. Note that the mean-shift algorithm iteratively refines 

every particle by moving it to a new position with higher similarity. Approximately, the 

computation cost at the new position is similar to that of a new particle. For the simplification of 

comparison, the mean shift iteration can be regarded as the process required for at least one 

“particle”. As shown on figure 3.5, the number of particle computations (real particles + MS 

iteration) for the HY algorithm varies from 72 to 162, depending upon the Mean-shift iterations. 
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In our evaluation work, the computation cost is also considered in the terms of “particles”. On 

average, 136 units of “particles” were required in the soccer sequence; 80 were used for table 

tennis sequence; while there were 106 for silver car and 74 for red car. Figure 3.5 shows that our 

proposed method has succeeded in saving computation by multi-step sampling, much better than 

HY and SIRPF approaches. On average, 60, 74, 51 and 56 particles were sampled in these 

sequences, which are the fewest numbers of particles among all algorithms in most cases. 

Though it is not the fewest one in the table tennis sequence, it outperforms in terms of tracking 

quality with only a slightly increasing in particles. And for slow motion sequences, it can reduce 

numerous redundant samples. For example, it can save surprisingly up to 70% of the samples as 

compared with the SIR PF in tracking soccer. Hence, the computation cost can be the lowest 

comparing with other three methods. Meanwhile, the tracking result is the most successful 

among all the four approaches given such a limitation on computation. 

Still the computation time of the four approaches has been examined by collecting their average 

processing time for tracking objects. As running in a computer, the real-time application depends 

on computational power of a PC, size of object and number of particles. If CPU of a PC is 

powerful and the object is relatively small, the real-time processing is reasonable. As in our 

simulation, our computer owns the specification with the Pentium® 4 CPU with clock frequency 

3.4GHz and 3GB RAM. In the soccer and table tennis tracking, the program can handle the 

tracking with frame rate 7 frames/sec. The car sequence has speeded up their video playing as 25 

frames/sec.  In table 3.4, the average processing time of each frame is collected for comparison 

in these four methods. It is observed that our method still need least time to estimate the target 

while Mean shift approaches is not well optimized due to its longest processing time. Though our 

method has reduced numerous samples, the saved computation is not much apparent via 
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comparing with the original Particle filter (a) and APF (b). Approximately, 0.8 ms are saved in 

processing such four videos. However, the computation is heavily influenced by the object size. 

When object is much larger, it is an advantage for method using fewer samples, such as the 

method proposed by us. And the real-time application is much easier to be applied. 

Table 3.4 Processing time for tracking objects using four approaches 

Video  SIR PF (a) APF (b) HY(c) Proposed (d) 

Soccer seq. 16.3ms/frame 9.7ms/frame 18.2ms/frame 7.0ms/frame 

Table tennis seq. 3.6ms/frame 3.2ms/frame 12.0ms/frame 3.4ms/frame 

Silver car seq. 5.7ms/frame 5.6ms/frame 15.9ms/frame 4.9ms/frame 

Red car seq. 5.4ms/frame 5.3ms/frame 15.8ms/frame 4.7ms/frame 
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Figure 3.5 Comparison of the computational cost in “particle” respect to every frame in these sequences. 
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3.5 Conclusion 

This chapter presented a new adaptive sampling approach for particle filtering. Rather than 

sampling all particles in one step, which refers to as resampling strategy, we proposed a multi-

step recursive sampling method. It is designed to look for high-weight particles as many as 

possible in steps. Thus the sampled particles are more efficient in estimation, which is closer to 

the highly probable area. Experimental results have verified the effectiveness of the proposed 

method in reducing computation and improving robustness of our algorithm.  

  



 __________________________________________ Chapter 4. Analysis of Sampling Patterns for Target Searching 

           66 

Chapter 4. Analysis of Sampling Patterns for Target 

Searching 

4.1 Introduction 

As observed, the Gaussian distribution is composed of the mean or expectation value with the 

covariance. In the Standard form, the mean is 0, namely, the samples are generated or sampled 

around the previous particles after resampling without any prior motion. It is known that, 

Gaussian distribution obeys the rule that the closer position to the mean, the higher probability of 

the samples occurring at that place. And the covariance matrix controls the shape of the sampling 

region, i.e. in the normal distribution, when the distance to mean position is less than twice of the 

standard deviation, 95% of the confidence has been determined that samples will occur in this 

area. 

Generally, if we do not sketch out the possible region of estimate state, large sampling area is 

inevitable, which indicates a large variance for each parameter in the state. Otherwise, samples 

may miss some good candidate areas, which result in the wrong estimation as shown in figure 

4.1. Furthermore, numerous samples would be randomly generated without positive impact to 

measurement. Since the good candidate region is rather small when compares with the search 

region/sampling region, it is recognized that lots of samples can be neglected in contributing to 

resultant estimate. In other words, some samples are created wastefully but increase computation 

complexity in statistical model. Furthermore, as the sampling pattern following the Gaussian 

distribution, probably, the best candidate area is out of region containing high sampling chance. 

As in figure 4.2, only few particles with high weights are certainly not enough to attract the 
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estimate moving in the right position, because of lack in effective samples. Therefore the 

intuitive solution is to accumulate more particles and sooner or later, enough effective particles 

could be collected, e.g. it is shown in figure 4.3. However, the tradeoff is apparent that heavy 

load of size in particle set would cause dramatically increasing in computation. 

 

Yellow and light blue points represent the particles sampled, while the yellow ones own the 

over-average weight and the light ones contain the below-average weight. The red square box 

confirmed the estimated position of the object which is far away from the actual position. And 

the green box is the last estimated position from the previous frame. 

 

Figure 4.1, small sampling variance – lost in tracking.  

 

Figure 4.2 Large sampling variance – lost in tracking by 100 particles. 
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As the object moving frame by frame, sometimes we can observe its regulation of the movement 

from its trajectory. If the good prediction of target position accepted, the sampling will be easier 

by finding out good candidates. 

As a result, we have to introduce a more or less reliable prediction method to coarsely shrink or 

narrow a region around some position to eliminate some impossible sampling area. Then several 

strategies have been adopted to improve the prediction rather than assuming the previous 

estimated state as the predicted state. And an adaptive sampling pattern scheme [77] is proposed. 

According to the results of previous tracking estimates and inertia, the pattern updates effectively. 

This creates better searching area. 

  

Figure 4.3 large sampling variance – keep tracking with 400 particles. 
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4.2 Most accepted AR model 

4.2.1 Formulation of AR(3) model 

It is observed that the predicted transition has been applied by several auto-regressive models.  

Therefore, it is reasonable that the auto-regressive model can be accepted to apply in the 

prediction. One paper in [39] use AR model to perform smoothing operation. 

k

P

i
ikik xCx   






1

 ,             (4.1) 

where xk
-
 represents the state in prediction at stage k; C is a constant in the expression;  xk-i is the 

state with AR coefficient φi multiplied as regressive weight; P is the total order of relative states, 

e.g., if P = 3, this expression is typically called AR(3) model; εk is the white noise referred with 

normal assumption as Gaussian noise. 

Verbally, the current term of the series can be estimated by a linear weighted sum of previous 

terms in the series. The weights are the auto-regression coefficients. 

Of course, the key issue is to realize the model by computing the AR coefficients together with 

noises. 

Since autoregressive model focuses on the wide-sense stationary process, we should assume the 

signal sequence still hold this assumption. In other words, the state chain {xk}k=1,…,T in set should 

be a typical WSS process. However, apparently, the state chain does not belong to the WSS 

process in the long term. And the training set contains the collection of previous estimated states 

in a good tracking procedure. 
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To simplify the AR expression, we neglect the constant value C by subtracting the mean value of 

the collected data in the training set. Therefore, all states in different stages would minus the 

average to construct the all-pole term fluctuating around zero. 


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q

i

ikkk x
q

xxxx
1

1
, ,             (4.1) 

where x  is the  average of the sample set {xk-i}i=1,…,q with the size of q; kx  is the shifted 

samples with distribution centered around zero. 

Then, the prediction equation could be reformulated as 
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In order to estimate the best coefficients, many methods could be derived to obtain the solution. 

In our approach, we accepted the typical tool called Yule Walker equations. And those equations 

are formulated by autocorrelations together with the noise and AR parameters. 

We could derive these equations by further exploiting the autocorrelation m  with shift m (m ≥ 0) 

of its sequence. 
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We separately derive the two terms from right-hand side. We have assumed that the noise 

function outputs are mutually independent. And the signal mkx   is independent to the noise εk 

when m is non-zero. 
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Then the second term could be derived to 
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  )(2 mxE mkk    , 

where )(m is the Kronecker delta function. 

And the first term can be analyzed to figure out the relation of AR coefficients with 

autocorrelation in different shifts. 
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At last, we summarize the derivations together. 
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 , s.t., m ≥ 0            (4.4) 

And the Yule-Walker equations are created by assigning m with 0, 1, …, P. If P = 3, then the 

equation system is therefore expended as 
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And mm   , since we assume the sample sequence belonging to the WSS process. So far, we 

have three unknown variables (AR coefficients) with three equations in settling them. 

As for realization, the autocorrelation is modeled in the statistical method. We noticed that the 

autocorrelation were re-written to 
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In our implementation of prediction using AR(3) model, an approach is established to estimate 

the next transition or next state information. 

Table 4.1 An algorithm of iterative prediction of transition by AR(P) model 

FOR k = 12: Frame_No 

Store The individual estimated parameter in set along the time domain. { kx̂ }k= k-11, k-10, …k-1 

Then compute the average of the state 
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Apple the Yule-Walker equations for the AR coefficients i  and noise variance
2 . 

END FOR 
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4.2.2 Analysis of applicable AR model for prediction 

It is obviously that we hold the assumption of the sequence of state transition belonging to the 

WSS process.[40] Therefore, if, coincidently, the extracted sequence no longer fits that 

assumption, the computed AR coefficients would be helpless or even bringing in large error to 

confusion. 

Thus we should propose a method to examine whether the AR coefficients are good or not. 

Firstly, we noticed that WSS process owns some properties we should not avoid. [41] 

1. A random process X(t) is said to be WSS if its mean and autocorrelation function are time 

invariant. 

2. Autocorrelation is a symmetrical function only related to the time different τ, i.e. RX (-τ) = 

RX (τ). 

3.      ,)(0 2 tXERR XX   the “average power” of X(t). It can be proved by the Schwartz 

inequality. 

            22222
0)()(()()(( XX RtXEtXEtXtXER           (4.7) 

Secondly, we rewrote the prediction expression in the simple form with noise unplugged. 

k
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3
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)()(               (4.8) 

Assume this model well describe the sequence by setting up a particular filter performed with 

this function.  As the sequence belongs to the WSS process, so the filter should be stable and 

causal at the same time. 
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Then Apply to the expression with Z-transformation. And to fulfill the conditions, all the poles 

of the system function must be inside the unit circle, i.e. |z|<1. 
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To obtain the poles, 

Since the pole must have at least one real number, 
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where P(z) is considered as the function of the denominator of F(z), P’(z) is the first-order 

differentiation of the function P(z). Apply 0 and 1 into both functions for consideration of the 

conditions. In figure 4.4, these curves are all the possible cases of the roots in the range of (-1, 1). 

Nevertheless, P(-1)<0 and P(1)>0 should be fulfilled, thus 
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Then separate two situations in classification. 

(1) If all the roots are the real numbers, i.e. 0 , 

then the derivatives in the both positions are increasing accordingly, 

-1 1 

Figure 4.4 Conditions of roots existing 
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(2) If 0 , the complex-conjugate roots exist with one more real root. 

Since P(-1)<0 and P(1)>0 keep the real root belonging in the domain of (-1, 1), the complex root 

need verification of ensuring their magnitude smaller than 1. 

Referring to the General solution of the cubic equation 0)( zP , 
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Then , 
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Then for those AR coefficients corresponding to the conditions, we could accepted them as good 

realization adaptive to the AR(3) model. Otherwise, they would be abandoned by taking other 

methods instead of applying the AR model. 

4.3 Comparison with other simple predictive models 

We have introduced a sequence of 2-component vectors to describe the estimated positions in 

two maps shown in figure 4.5. Apply the linear prediction to test whether these methods improve 

transition by moving the search region/sampling area closer to the optimal place. 

Three properties of WSS state have constrained the prediction approach using AR models. We 

should find the most proper representation of the state. As a result, functionality of AR (3) model 

has been examined to observe the experimental results. 

To be mentioned, we do not involve the conditions of proper AR coefficients for a BIBO system. 

Also, though noises are not related in the prediction, it can hardly be formulated regularly except 

the optimal white noise. So in the most cases, when noise is recovered into estimation, the 

estimation of predicted transition will be much away from the optimal one. Since the compared 

approaches are handled via predicting the next transition, the subsequent transition maps of X 

and Y dimensions have been plotted out in figure 4.6. It declares the real transitions of state 

changes. Then we carried out the AR model to predict the following transitions using the 

updating training set from previous optimal states.  
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In our experiment, the dominant issue is that the closer prediction of transition to the optimal one, 

the better for late sampling strategy. Therefore, we should compare the length of distance in two 

dimensions. By the way, since the comparison involves some other methods, as for a better 

comprehension, the simple introduction is explained. In figure 4.7, the transition is predicted 

under the AR(3) model. And two components in the transition vector are computed 

independently. 
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Figure 4.6 Difference vector known as transition vector is illustrated by the components individually. 

Left one is the transition in X-coordinate in stages, while the right one is the transition in Y-coordinates 

as time passing. 

 

Figure 4.5 the elemental values of vectors in displaying separately along the time line. Left figure shows 

estimate positions in X-coordinate respect to time. Right Figure shows the estimate positions in Y-

coordinate respect to time. 
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And this prediction should be examined of the advantages and disadvantages. The distances are 

computed through comparing with the real transitions in figure 4.7. And this distance can be 

considered as the error between the prediction and the correct results. Meanwhile, we included 

some other methods into comparison, such as, Taylor extension by the 1
st
 order derivative, 

Adaptive Average Transition Model, and also the no prediction by replacing with zero motion. 

a. AR(3) model 

Details have been explained in the previous paragraphs. 

b. 1
st
 order derivative of Taylor series expansion 

ST(k) = 2×ST(k-1)-ST(k-2),  where ST(k) is the state transition at time k 

c. Adaptive Average Transition Model 

  
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  11
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kkk xxx  , where 


kx~ stands for the prediction of adaptive average transition 

from k-1 to k; and 1
ˆ

kx is the corrected Transition from time k-2 to k-1. 
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Figure 4.7 Predicted transition vectors by separately displaying in diagrams 
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The idea is obvious that average of the transitions covers the prediction, while the last 

transition still performs more or less heavy influence on the results. Actually, the coefficient 

λ, with value 0.2 in the experiment, is a tradeoff referring all previous average’s function and 

the sudden eruption problem. If motion of the object is generally smooth with no giant 

sudden change, the last estimate is more or less similar to the previous average. The 

coefficient λ can be smaller. However, as sudden change occurs, the nearest estimate is a 

marvelous correction to the current prediction. Thus, the high weight cannot be ignored with 

coefficient larger enough. 

d. Zero Motion 

It obeys the original particle filter algorithm, since the particle transition is dominated only 

by the random generated Gaussian distribution, which also could be considered as the big 

noise. Then the prediction is not taken into account but only the previous state is kept as the 

center the searching region. 
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The upper figure shows the difference of the components in X-coordinate, while the lower figure 

is about the difference in Y-coordinate. In these figures, four lines in difference color have been 

drawn to compare with each other. The red solid line comes from method (a), the blue dotted line 

belongs to method (b), the Green line is the results from method (c), and the magenta line is from 

method (d). In figure 4.8, no method is extraordinarily better than others, as not clear line 

majorly stays in a lower level of distance. Obviously, zero-motion method (d) obtained the worst 

results, because its curve is on the top of others in most of time. However, when motion is slow, 

i.e. magnitude smaller than 5, it is still competitive against others. And it can be seen in Y map 

of figure 4.8, especially, in the sequence range between 30 and 50. Indeed, motion magnitude 

smaller than 2 is considered that the object is still but some perturbations exist, regarding to the 

size of object (much larger than 2×2). The method (b) relies on replacing the prediction with the 

previous estimated transition. It is similar to the method (c) except the averaging part. Actually, 
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Figure 4.8 Length of difference of the predicted vector and the real transition in stages. 
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averaging is a clever approach to smooth the fluctuation by introducing more information. It is 

observed that the method (c) not only perform better in the error distance, but also less fluctuated 

accordingly. The AR model method is also a good trial. Though it does not perform well in the 

rather small movement part (motion less than 4), it is perceived that AR model could exactly 

predict the little oscillated motion part from sample index 30 to 50 under considerable size of 

Motion. However, it still can not solve the problem of abrupt motion change (insert marvelous 

acceleration). Overall, the Method (c) and Method (a) are the comparatively best approaches in 

prediction. But in this experiment Method (c) is much smoother in prediction and takes the 

advantage of Method (a). As a result, Method (c) wins a bit. We found that the variance of noise 

is dynamic according to the Motion change after prediction. When some abrupt motion change 

occurs, the large variance would be introduced. In the frame domain of [10, 30], it is clear that 

much larger variances have been forced due to the fluctuated motion change. 

 

Hopefully, we are considering bonding the variance with the coarse sampling. And it is 

convenient to stop using predetermined parameters but adaptive to the situation. 
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Figure 4.9 the standard deviation of noise after construction the AR(3) Model 
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4.4 Adaptive sampling pattern 

During the sampling process, the s
th

 step particle transition for generating new particle (i) is 

formulated as 

s

j

sk

i

sk xx  1,,
~ ,                         (4.13) 

where ),0(~ s

ks QN , which is sampled from the multivariate Gaussian distribution with 

covariance 
s

kQ  and zero mean. As we have mentioned that fixed variances are proposed for the 

sampling transition. It works in slow-motion videos. However, for videos with fast changes and 

active motions, we might have to manually adjust these parameters. Indeed the situation becomes 

difficult and does not allow good control for handling different video sequences. Furthermore, 

some large variances will create oversize sampling region which need more particles to fill in. 

Hence, the efficiency of particles is reduced.  As shown below, we will propose our adaptive 

sampling pattern to adjust automatically for the time-varying requirement of sampling region due 

to the motion changes. 

4.4.1 Adaptive averaging transition model  

Similar to [10, 29], If a particle is constrained by a 2D location vector in the frame, the transition 

vector between stages can be predicted by  

  



  11 1ˆ
kkk vvv  ,                      (4.14) 

where ),( ,,

  ykxkk vvv stands for the prediction of adaptive average transition from k-1 to k; and 

1
ˆ
kv is the estimated transition from time k-2 to k-1. Accordingly, it belongs to the model of 

method (c) in the previous section. The idea is obvious that the average of transitions could cover 
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the prediction, but the last transition still perform more or less heavy influence on the results. 

Actually, coefficient λ, with value 0.2 in the experiment, is a tradeoff taking care of all previous 

average’s function and sudden eruption problem.  

 

4.4.2 Adaptive covariance matrix 

The covariance matrix Q can be Eigen-decomposed [51] into the following  
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             (4.15) 

where Rk is the rotation matrix with count-clockwise angle θ to the positive horizontal direction, 

s

kP  is the diagonal covariance matrix, where the non-zero elements are the variance alongs the 

two perpendicular axis directions. 
s

kP controls the shape of the sampling region. 2

,kw and 2

,kh are 

the starting variances on kth frame before sampling in steps. ρ = 0.8 is the constant to shrink the 

sampling region as step (s) incrementing.  In figure 4.10(a), the color blobs are particles. The 

dash-line arrow shows the predicted state transition. The dash-line circle stands for the sampling 

region with 98% of confidence by the pattern only using the diagonal covariance matrix. 

Similarly, the solid-line ellipse declares our new pattern for sampling. According to figure 4.10 

θ 

(a) (b) 

Particles 
Width 

Height 

Last state 

Current state 

Figure 4.10 (a) Simulation of comparison between the new sampling pattern and the 

standard one.  (b) The description of sampling pattern in diagram. 
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(b), it is observed that the sampling region owns its orientation, which is rotated by adding 

constraint Rk. Figure 4.10(a) shows our new pattern can limit some unnecessary transition by 

assigning lower probability. Conversely, the designated area will be more probably covered, 

which improve the sampling efficiency. Intuitively, the current state is more easily reached by 

using our adaptive pattern.  

The rotation angle θk can be approximated by the orientation of the predicted transition vector 

obtained in eqn (4.13). If the vector length     8
2

,

2

,  

ykxk vvD , i.e. the predicted transition 

distance is long enough, update θk with the predicted vector components 

xkv ,
and 

ykv ,
, as 

 
 

,
1.0

1.0
arctan

,

,





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
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








xk
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k
v

v
   5.0,5.0k                    (4.16) 

where μ is the sign of   xkyk vv ,,
. 

Let us consider that the assumption of the law of inertia exists. The direction perpendicular to the 

motion vector has less probability with state occurring. Thus we can reform the pattern shape for 

more proper sampling region by adjusting the value of elements in Diagonal matrix P. 

Accordingly, we lengthen the axis (width) following orientation of the predictive vector, and 

shorten the perpendicular one (height). 


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, )1( h

kw

hw

kh 



              (4.17) 

where β (β=1.2) is the coefficient which expands the pattern with higher probability of the vector. 

0,w and 0,h are the initially known parameters of standard deviations, i.e., 100,0,  hw   in 

our implementation. γ (γ=0.2) is the multiplier that can compensate some extreme situation while 
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magnitude of the predictive vector is too large. At least the variance at the perpendicular 

direction should not be too small to deal with the motion diversity. Thus, combining eqns (4.15), 

(4.16) and (4.17), the new sampling pattern can be updated in the frames with acceptable 

tracking results. In our implementation, as for robustness, the vector orientation domain is 

uniformly quantized into 6 angle levels.  

4.4.3 Experimental results 

 

 

 

 

As the velocity of the targeted objects varies much in the four sequences, the empirical sampling 

parameters should be adjusted differently for each sequence. Otherwise, the sampling region may 

not be good enough to reach the target, or its sample density is too low, while both result in 

wrong samples. Hence we applied our adaptive sampling patterns to these existing three methods. 

The results are illustrated in figure 4.11. As an abrupt change happens, the adaptive pattern reacts 

to update itself. All of them are able follow the motion of the ball rather than losing it in figure 

3.3. It indicates that the adaptive patterns can ensure the algorithm much more robust in handling 

varying motion situation.  

To sum up, we have observed that our proposed method is the most stable algorithm in 

addressing sudden acceleration and occlusion problems and it also allows efficient computation. 

(c) 

(a) 

(b) 

Figure 4.11 Tracking results of the table tennis sequence after applying adaptive 

Sampling patterns to the existing methods, i.e., SIR PF (a), Annealed PF (b), HY (c). 
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Chapter 5. New Target Models and Observation Handling 

5.1 Introduction 

Generally, a target object in a video sequence is included in an image region of pixels. Template 

matching is a possible way for matching, but usually it is difficult to model the object. It is 

because the complex and confusing pixel region is difficult to handle. Many kinds of models 

have been established according to different features in need. The feature extraction and typical 

modeling methods have been described in the previous chapters. Currently, the color histogram 

is the most used representation of the target. Even though it is invariant to scale change and 

rotations, the similarity results between target and candidates usually can not correspond to the 

real ones. Therefore, we have improved the existing color histograms into a new model. First, the 

multi-partition color histograms [46, 51] are adopted to settle problems of partial occlusion. We 

segment the target window into non-overlapping blocks. Each partition of the target constructs 

one histogram. Subsequently, while computing the similarity, the effectiveness of different 

partitions is determined according to their weights. The weights dominate the influence of 

partitions to the whole similarity result. Second, we propose a new weighted histogram by 

enhancing the foreground and attenuating the interference of background. Note that the 

background information should be distinct from the foreground information. However, some 

features in the background still contain the foreground area. An improper use of the wrong 

features may result in indiscriminative similarity results. Therefore, we should select some 

important features and enhance them, while reduce the effects of features mixed in the 

background. Here, aiming at a better color histogram, we have designed a scheme that obtains 

redistributed bin weights for the histogram-based representation. The distance between the 
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foreground and background controls the weight assignment. As the model is different from the 

single color histogram, we should update the similarity measurement to fit this particular target 

model. It can be simplified into one expression for computational efficiency. Furthermore, in 

considering the appearance change of the target, only one static model is not practical enough for 

the long video sequence with non-rigid object in it. Therefore, we have exploited some dynamic 

multi-reference models which can automatically capture the appearance change. Meanwhile, as 

the object scale varies, the newly generated reference models are easily corrupted by the 

background information. Thus, a simple scale selection mechanism is proposed to find out the 

best matched target size.   

5.2 Multi-partition target representation 

It is mentioned that the structural histogram has been adopted by several researchers. We also 

adopt this as our starting stage to improve it in a better formulation. At beginning, the partition 

should be split out from a rectangular window. This has been introduced in the introduction part. 

We can divide the window into several non-overlapping partitions. And we do not limit the 

segmentation with just 2×2 structure. Let us predefine it to have Nw×Nh blocks, where Nw is 

generated from the width and Nh is obtained from the height. Therefore, it is useful for objects 

with different shapes. We can design different types of divisions for videos with different object 

tracking purpose. It is known that the partition contains partial features of the objects.  As the 

object appearance changing, the features of each partition may vary significantly from the target. 

Thus we establish a weight-voting scheme to evaluate every partition. Those higher weight 

partitions have more interference on the similarity results. In this case some partial occlusion 

would give no harm in the similarity measure.  
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5.2.1 Description of representation 

In this work, we still take the color histogram as our key form of feature representation. Some 

modifications have been carried out to perform a new structural histogram. For a window 

divided into M (Nw×Nh) blocks, the structural histogram is actually a set of histograms. As an 

example in figure 5.1, the rectangular image region of a man is shown. It has been divided into 

2×2 sub-regions (partitions). Then we should extract four histograms from each partition. 

Globally, also the overall region has its histogram. Therefore, totally we should have 5 (M+1) 

histograms forming a set of structural histograms. In figure 5.1, we stretched out these 5 

elemental histograms. 

Let us derive the representation in the term of structural histogram p(y) =   
Mii

yp
...0

. It 

composes of M+1 partial histograms. Separately, we can write their constructed their 

formulations as follows. 

1) The overall histogram  
mu

u ypyp
...100

)}({


 , which follows similar expressions as mentioned 

in chapter 2.1.1. 
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where I is the number of pixels in region 0, )(
j

xh gives the output the corresponding bin 

index of the pixel at xj, u is the current bin number, k(.) is the spatially convex kernel 

function that output the coefficient between 0 and 1, and f is the normalizing constant. 
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where )( ypu

i
is the value in bin u,  Ii is the pixel number in the sub-region i, fj is the current 

normalizing constant. 

As a result, the structural histogram is the combination of those (M+1) histogram, which is used 

for the representation of target. 

 

× 

Figure 5.1 the stretched structural histogram set, which is composed by the 5 histograms (YUV 8×4×4) 

including one overall histogram in part 0 and partial histograms from part 1 to 4.  

5 parts of the target  Spatial kernel 

3 

2 

4 

1 0 
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5.2.2 Partition weight  

Indeed, the contribution of each partition varies as the object moves. Because the object will not 

keep in the same shape, some partitions fail in obtaining a good similarity, i.e. they are less 

effective than others. Then an algorithm should be generated to identify the deceasing 

contribution of partitions and reduce their weight accordingly. On the opposite side, if some 

partition can match perfectly with the reference, we shall give more weight to it to confirm it as 

the possible target. Therefore we should add weight parameters for partitions.  Let us denote 
i

w

as the symbol of weight for the i
th

 partition ( ],1[ Mi ).  

Initially, as no evaluation of the partitions is given, we can predefine their weights. In paper [53], 

authors did some similar work by assigning spatial weights for partitions.  In our scheme, it is 

slimily done by the following assignment 

sp

i

init

i
ww  ,                 (5.3) 

where the initial weight init

i
w of the i

th
 partition is its spatial weight sp

i
w .  Note that 

sp

iw is the ratio 

that is the percentage of pixel weights occupied in this part compared with that of the whole 

window. Mathematically,
i

sp

i
f

f
w  , where f is the normalizing constant for histogram 

formulation of the target window, and fi is also the normalizing constant for the i
th

 partition.  

After initialization, the weights should be updated according to their performance in the final 

estimate. Note that the weight can not meet sudden changes in case of wrong estimate at some 

time. The weight is gradually updated by the current likelihood. Thus, the new weight of the i
th

 

partition can be derived as an updating process, i.e.,   
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18.02.0   k

i

k

i

k

i
www ,             (5.4) 

where k

i
w  is the assigned i

th
 partition weight at frame k, 1k

iw is the contribution response for i
th

 

part after frame k-1. 

Then, 
1k

iw is computed by the equation below, namely,  
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where, 
1k

iw is the contribution response after frame k-1, 1k

i
L is the likelihood output of the ith 

part given the estimated target,  and C is the normalizing constant. 

As shown in eqn(5.5), we take the likelihoods of partitions to update their weights. Thus, when 

some part gradually losing its features stored in the reference one, its weight is forced down to a 

lower level. The similarity results will not change significantly for a varying target in the 

temporary domain. Subsequently, those close candidates will be kept rather than discarded.  

5.2.3 Background-foreground-weighted histogram 

Since the clutter background misleads our target identifications, people tried methods to reduce 

its harmful influence. In [9], Comaniciu et al. proposed a background-weighted histogram (BWH) 

to decrease the interference of background features. They derived a simple histogram of 

background region and select only the salient feature (e.g. color bins) from the Target and 

candidates. Technically, they attempt to decrease the weight of prominent background features. 

Ning et al. in [54] pointed out their incorrect use of BWH and enhanced it. In [55], the authors 

improved this via a comparison between the color histograms of foreground and background. 
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However, its mechanism is complex in setting up thresholds and equations. Let us propose our 

Background-foreground-weighted histogram. It works well and gives stable tracking of object 

with enhanced prominent features. 

                                                                                                

         

 

 

 

It is good if the background histogram can also be extracted. We select a rectangle (such as in 

figure 5.2(a)) with the double size of the object in the center area. The pixel region except the 

object window (foreground) is recognized as the background area (in figure 5.2(b)). Then 

0 

0.1 

0.2 

0.3 

1 11 21 31 41 51 61 71 81 91 101 111 121 

Histogram of Foreground 

0 

0.1 

0.2 

0.3 

1 11 21 31 41 51 61 71 81 91 101 111 121 

Histogram of Background 

0 

0.01 

0.02 

0.03 

0.04 

0.05 

0.06 

0.07 

0.08 

1 11 21 31 41 51 61 71 81 91 101 111 121 

Distribution of Bin weights 

Figure 5.2 An intuitive example for Bin weight distribution extracted from background and foreground. The upper-

left image in (a) with pixel region covered by gray color is the foreground window. The histogram below is the 

corresponding part of representation. The upper-right image in (b) excluding the white region is the background 

area with histogram shown underneath. The diagram in (c) illustrates the output Bin weight distribution. 

(a) (b) 

(c) 
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according to the process mentioned before, we can obtain its color histogram without embedding 

the kernel in the spatial domain. Let us denote  ypBG as the color histogram of background area. 

It can be observed in figure 5.2 that the background contains some pixels with the same color 

bins in the foreground regions. We proposed an equation to decrease its interference and enhance 

some bins which occur occasionally in the background. Its result is shown in figure 5.2(c). As for 

an example, we take  yp
0

 in the structural histogram of foreground. Consequently, the bin 

weight 
uU 0 can be derived as 

  

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           (5.6) 

where
U
 is the constraint constant to limit the domain of  bin weight in U0.  In our 

implementation, we select 
U
  equal to 2.0. Thus 

uU 0 will not own too small or too large value 

(  39.7,13.00 
uU ), namely, the feature integrity can be preserved. Meanwhile, the “special” 

bins, which is different from background ones, can perform more in the role of similarity 

measurement process. 
0UC is the normalizing constant, where
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As a result, the formulation of the structural histogram should be updated by adding this bin 

weight into histograms, i.e. 
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where f and fi are the new normalizing constants. 



 ______________________________________________ Chapter 5. New Target Models and Observation Handling 

           94 

5.3 Simplification of likelihood computation for new target model 

From these sections, we can finally establish a new target model both for the reference (q) and 

candidates (p) in eqn (5.8). They should be compared to output a similarity result. The 

Bhattacharya coefficient (BC) is the most popular similarity measurement approach. We also 

take advantage of it as the core algorithm. It is known that we have multiple histograms. The 

integration of similarity result should be exploited.   

Firstly, we propose an integrated Bhattacharyya coefficient ρM. It is computed to gather the 

average of the partial histograms. So, it can be written as  





Mi

k

iiM w
...1

  ,              (5.9) 

where the integrated BC ρM is weighted the average of the Bhattacharyya coefficients (ρi) of 

corresponding partitions, k

i
w is the weight of the i

th
 partition on frame k.   

Meantime, we have to compute the similarity of the overall histogram  yp
0

. We give the symbol 

ρ0 to represent this original BC. 

Finally, the effective Bhattacharyya coefficient   can be derived from making use of the 

integrated BC ρM and original BC ρ0.   


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,             (5.10) 

where 
 is the parameter that controls the significance of original BC. For simplicity, 1


 . 
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Respectively, the likelihood (L) is another explanation of similarity measurement. In our work, it 

is the exponential output when Bhattacharyya Distance (D) is used as input. 

 DL
sim

 exp  ,              (5.11) 

where 1D , and sim  is the parameter which adjusts the slope of likelihood difference. sim  is 

selected empirically, e.g. sim =10, from our wide experimental testing results. 

 This Likelihood equation can then be further decomposed as 
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Indeed the two terms in the braces can be identified as the Likelihood value of some candidates 

to the model. Note especially for the second term,    001exp Lρλsim  . 0L is the likelihood 

value for candidate with the overall histogram p0.  

In eqn(5.12), the first term can be substituted by eqn(5.11), we then have,  
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As 1
...1


 Mi

k

iw ,  
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Actually,    iisim L  1exp , which is the likelihood of i
th

 partition while the corresponding 

Bhattacharyya Coefficient is ρi. 

At last, the final likelihood L is simplified as the multiplication of element-wise likelihoods with 

their power components. 
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where Li and L0 are likelihoods of elemental histograms in the structural histogram set, 
k

iw is the 

weight of histogram from i
th

 partition. 
 is the constant parameter that controls the role of the 

similarity resulting from the overall histogram. 

Via eqn (5.15), we can simplify our program code with simpler structure and fast processing 

speed. Also, this expression intuitively tells us the role of each element in the structural 

histogram of the target representation. Meanwhile, those partition weights can be seamlessly 

involved in the similarity measurement. 
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5.4 Target model updating 

5.4.1 Linear updating by successful estimate 

In the previous implementations, the static model was employed to act as reference in similarity 

measurement. However, experiments have indicated that the similarity of estimate decreased as 

time goes on. Because the object would not keep a steady view in the camera, and their 

appearance varies. Thus, the so-called online updating is inevitable to be used to preserve the 

long-time tracking. Researchers in [51, 56] have studied the linear updating process. The 

histogram-based representation of the target model can be updated by that of the estimate. A 

coefficient α contains the linear relation with the current estimate view and the reference model. 

Thus, New_reference = (1- α) Old_reference + α Current_estimated_object.  This updating 

algorithm happens when the current estimated object is much similar to the reference but still a 

little different from it, e.g. the similarity value or likelihood probability is larger/higher than a 

particular threshold Thr (Thr = 0.3).  Empirically, many authors select 0.1 as the constant 

coefficient. 

In implementation, the reference model qk at frame k is updated by the previous model qk-1 and 

the estimate pk-1, i.e., 

 kkk qpq )1(   .             (5.16) 

Accordingly, the new reference model in histogram is more close to the changed object 

appearance. However, this approach contains its limitations. Firstly, in the real sequence, the 

object appearance change must not follow the linear updating process. The estimate can not be 

regarded as the real target state. Therefore, error still exists in the estimate. When the update 

repeats for many times, the problem of error propagation is inevitable. Even worse, the new 
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reference model will lose characteristics of the target, namely, the model can not represent the 

object well. Second, several constraints need to be satisfied when allowing updating the 

reference model. However, the intended conditions cannot cover all the situations. If the object 

has suddenly changed its appearance and later its keeps steady, according to the condition 

provided before, no updating process is handled. Indeed the current model is wrongly recorded.  

Consequently, the similarity measurement is meaningless because of incorrect comparison to the 

target.  So we should design a new flexible and feasible target model for the updating scheme. 

5.4.2 Dynamic target model selected in sets 

 Here, we will propose our new Target Model updating algorithm. It includes a brand new 

symbol (T) to represent the “reference set”. All reference models are contained in this set. Each 

time, we will pick up the most probable one to perform as the next reference for similarity 

measurement. Consistently, the dynamic reference model needs update in the set. Some useless 

reference candidates can be replaced by the new one generated from the estimates. Still, the 

estimates of past frames are stored in a back-up set, which is called “reference back-up set”. It 

can be denoted by the symbol B. The dynamic model update approach is motivated by paper [57], 

where the authors used a set of templates as the object model, which are updated according the 

assigned weights and a similarity threshold. We modified it to fit our histogram-based model. 

Comparing against using a set of templates, we only pick up the most matched reference 

candidate as the object model at a time. Meanwhile, during the tracking process, we collect the 

used times of those candidates acting as standard reference. The fewest used candidate will be 

discarded and replaced by an existing estimate. Details are discussed in the following sections. 

5.4.2.1 Reference set and candidate model selection 
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Initially, we should establish a new reference set.  In frame 0, due to no temporal information 

provided, some references q (R = 8 is the number of references in our implementation) are 

manually selected around the designated position. Among these references, one in the structural 

histogram set is exactly extracted at this position.  The others are generated via perturbing only a 

few pixels around it. We use Gaussian random variables to answer the perturbation. For example, 

in figure 5.3, sequences of small images for car, soccer and humans are shown. They are used to 

extract the histogram-based models for corresponding video sequences. We can identify their 

images which come from different positions. Therefore, these references are different between 

each other in the set. Thus the reference set is created at the beginning frame before the tracking 

process is started. 

(1)  

(2)  

(3)  (4)  

 

 

We then have to select one of these references to act as the current designated reference. Above 

all, we have to admit an assumption that the neighboring two frames will have only little 

variation in appearance. Given this condition, we can select the appropriate reference model 

based on the estimate results at the last frame.  Suppose, before k
th

 frame starting, we examine all 

the references in the set by computing the similarity results with the estimated “target”. The top 

similar one will be adopted as the next reference. Also we will record the least similar one. 

Figure 5.3 The templates of the reference set. Each template will extract its structural histogram as candidate model.  

The sequence in (1) shows car images. (2) contains the soccer templates. (3) and (4) are images of human beings for 

reference. 
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Subsequently, when applying reference set updating, the most frequently recorded reference will 

be replaced by another newly proposed. 

5.4.2.2   Back-up set for reference entry 

As mentioned, we have an online-reference updating approach. However, it is not reliable to 

track object with only those fixed initial references. In real application, the candidate reference 

can also be replaced in order to adapt to the varying pose change. A back-up set (B) is created to 

contribute to its online learning method.  To achieve this, we segment the video into parts with a 

fixed time interval F, e.g. F=10 frames. The set is filled by estimates with structural histograms 

in one interval. When the set is full, we seek the local maximum of similarity result with its 

corresponding reference and decide whether the reference set can be updated. If the local 

maximum is larger than a threshold (Thr), we select this estimate to replace one in the reference 

set. Otherwise, no replacement is made, namely, the reference set is not updated.  

Index: 0 1 2 3 4 5 6 7 

 
 

 

            

Frame_Index 10 11 12 13 14 15 16 17 18 19 

Max_Sim_Index 3 3 3 3 3 3 3 1 3 6 
Min_Sim_Index 6 6 6 6 6 6 6 2 6 3 
Max_Sim 0.72 0.82 0.98 0.97 0.45 0.81 0.95 0.24 0.36 0.47 

 

Index: 0 1 2 3 4 5 6 7 

 

Estimate set: 

(10 frames) 

Old Reference set: 

New Reference set: 

Closest 

correspondence: 

Figure 5.4 Example of target model updating and entry of new candidate reference. 
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For example, in one time interval from frame 10 to 19, we can see the operations in figure 5.4. In 

this particular interval, the estimate will be carried to examine the similarity with all candidate 

references. The most matched one will be considered as the closest correspondence to the 

estimate. Then in the next-frame tracking, the “official” reference will be this one (the third 

reference). It repeats until the end of the interval. After that, we will take advantage of the full set 

as the back-up set. Only when the top similarity among all elements is larger than the Thd (0.15), 

the most similar estimate (at frame 12) will be inserted to the reference set with the index of the 

discarded one, e.g. 6 in this example. Because it happens mostly as the least similar reference, it 

is regarded as the weakest reference adapting to the new changing target and environment. 

5.4.3 Overall dynamic target model updating approach 

This model update scheme is summarized in table 5.1. It includes the previously mentioned 

details. We not only apply this model selection approach but also adopt the linear updating for 

closer reference to the current target appearance. At the starting frame, we choose the random 

distributed positions in a small area for creating reference models. Thus, this method keeps the 

objects still with the major appearance and preserves some differences with each other. As 

sequence moves on, the reference model is updated according to similarity feedbacks, which is 

shown in the form of likelihood. As the object changes gradually, the temporarily neighbouring 

target views must have similar appearance. We take this property to select the most matched 

reference and also further update it linearly. Because the reference set can not cover long-time 

object models, we can replace some low similar reference with the newly proposed estimate after 

every fixed interval. Experimental results have proven the robustness and effectiveness of our 

approach. 
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Table 5.1 the algorithm of Reference Model selection and Reference set updating 

Initialization:  

At frame 0, given the initial state vector y0 and pixel region I0 in rectangle window. 

 Initial target model in structural histogram p(y0) can be extracted from I0.  

 Create a reference set T0 by position perturbations and histogram Extraction,  

i.e., T0 = {q(y0,i)}i=0,…R, where y0,i = y0+Δyi and Δyi is a small Gaussian random vector. 

While the frame index k>0, 

Target Model Update:  

kŷ is newly estimated vector at frame k. the reference set is Tk = {q(yk,i)}i=0,…R. 

 Apply the estimate to compute Likelihoods (L( kŷ ,yk,i )) with all references. 

 Find the reference containing maximum likelihood. (its index is marked by j)  

   
Riikk yyLj

,...,0,,ˆmaxarg


  

 If L( kŷ ,yk,i )> Thr =0.3, 

 then, the next-frame reference q(yk+1) is obtain by linearly updating newly selected reference q(yk,j) with  

estimate kŷ , where )ˆ()-(1+ )q(y = )q(y jk,1+k kyp . 

 Otherwise,  )q(y = )q(y jk,1+k
. 

 END IF 

 Fill histogram-based representation of estimate kŷ  into the reference back-up set Bn= 
]1)1,([

)ˆ(
 FnnFkkyp . 

 Write down the maximum likelihood L( kŷ ,yk,j), its reference index j, and the index containing the minimum 

likelihood.  

Reference set update : 

 IF k=(n+1)F-1, 

 Examine the reference set and observe the most frequent index l with minimum likelihoods for past F estimates. 

 Examine this interval and find out the representation of the maximized likelihood in records. Suppose t is the 

optimized index from estimates. 

 If its likelihood L(
tŷ ,yt,j)> Thd=0.15, 

- Update the reference set. q(yk,l)=P(
tŷ ) 

- Otherwise, no update. 

 End if 

 END IF 

 Pass the reference set to the next frame, where Tk+1 = {q(yk,i)}i=0,…R 
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5.5 Target scale estimation 

It is known that histogram-based representation is invariant to scale and rotations. In other words, 

if the kernel matches well with the target window, the histogram will be almost the same to that 

of newly scaled one. In our work, scale is denoted as “scl”. For example, in figure 5.5, if we 

create a luminance (value in [0, 1]) histogram for a rectangular target region, the half-sized 

region gives a histogram with very similar pattern. We can check that both regions can have 

nearly the same histogram output as we apply a matched kernel with the same scale format. 

 

Reference [9] has stressed the importance of scale invariance. Via running target localization 

algorithm separately in three different scaled bandwidths (h, 0.9h and 1.111h), this approach 

successfully estimates the target scale. In reference [58], it has been further discussed by 

exploring a scale space for better choice of scale. Motivated by this idea, we come out a method 

1 

0 

r 

2

1
h

r
w

Epanechnikov kernel Original size 
Half size (0.5scl) 

Figure 5.5 An example that a scaled target having the same histogram representation if the spatial kernel 

follows its scale change 
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by applying different kernels to a target region for a kind of representations in both matched and 

mismatched formulation. Since it is observed that the outlier pixels in the target region have 

weights close to zero, namely, their contribution to the histogram can approximately neglected.  

Therefore, as in figure 5.6, we indicate multiple histograms after applying differently scaled 

kernels correspond to the reciprocally scaled object regions. In the particle filtering approach, the 

particles are sampled to evaluate its similarity and weight. It will only choose one scale for all 

particles to the corresponding pixel region for feature extraction. Size of such regions is applied 

with the estimated scale at the previous frame. We have then to collect similarity results through 

comparing the obtained representation with those three scaled-kernel models. Figure 5.6 tells that 

we select three kernels for a reference image region. Different scaled models are thus created to 

compare with candidates for best match. As the variation of the three scales is little, the image of 

the candidate, i.e. transparent and blue region, still contains nearly all characteristics of the target, 

which are valuables pixels. Also the outlier pixels are negligible since the spatial kernel limits 

these pixel contributions approximate to zero. Therefore, the candidates using one specific kernel 

can feedback their matches to scaled models. The maximum similarity result and corresponding 

target scale are confirmed to reflect the current scale of that candidate. In order to preserve the 

robustness, the determination of real scale change is voted by every possible particle. Then 

similarities of all particles (candidates) are converted into normalized weights. We compute the 

weighted scale average as the estimate.  However, in case of misleading by failure candidates, 

only those with weights higher than two times of the average weights can be included in the 

scale computation.  
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(1) 

Matched kernel 

Bandwidth: h 

(2) 

Smaller kernel 

Bandwidth: 0.9h 

 

(3) 

Larger kernel 

Bandwidth: 1.111h 

 

Correspondence   

Representations by applying reference Object region with three kernels 

Corresponding Target region for the matched kernel in reference  

Correspondence   

Reference in scales 

Generated Candidate 
As mentioned, the non-overlapping pixels have few contributions 

to the histogram formulation.   

Evaluate the 

similarities with 

the three scaled 

models. The 

highest one tells 

the 

corresponding 

scale. 

≈

  

≈

  

The overlapped region can represent all the three possible target regions. 

≈1.111 scl ≈0.9 scl 

≈1.0scl 

If we need close 

histograms for the 

static-kernel model, 

Figure 5.6 Intuitive diagram of scale estimation scheme for one candidate  
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5.6 Experiments 

First, we have to prove the effectiveness and robustness of our target representation scheme (i.e. 

Background-foreground-weighted structural histogram set). We choose two kinds of objects in 

computing the likelihood map in the square region with a size of 10000 pixels. As mentioned, the 

likelihood is computed by an exponential function with the power of Bhattacharyya Distance and 

parameter λ which controls discrimination. λ is multiplied with the Bhattacharyya Distance. In 

this experiment, we take λ = 5. It is known that the quality of likelihood map is a significant part 

in our evaluations. Likelihood map feedbacks coefficients for target candidates, which judges the 

candidate’s contribution. In figure 5.7, a man and a red car are target representation for 

evaluation. In one particular frame, pixels in the black rectangle window are considered as 

foreground pixels, while others belong to background. We therefore model the representations in 

four formats, which include an original color histogram, a background-foreground-weighted 

(BFW) histogram, structural histogram set and BFW structural histogram set. In order to create a 

likelihood map, we drew a green box (size: 100×100) around the target center. Pixels in this 

transparent green box can be considered as particles to compute the likelihood. Each particle 

owns its pixel region like the target region for feature extraction and representation. Finally, 

figures in figure 5.8 and figure 5.9 illustrate the likelihood maps in three-dimensional plots. In 

the X-Y plane, the two coordinates are both ranged in [-50, 49], where the point (-50, -50) is 

located at the left-upper corner of the box in figure 5.7. They are converted into color maps 

which introduce colors to discriminate mutual differences in values, where pink is close to the 

value 1 and orange occupies small value near to 0. Also, the relations between the spatial 

distance and likelihood are obviously shown in these 3D diagrams.  
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Figure 5.7 Illustration of the examples for likelihood map extraction within area covered by transparent green color. 

The image (a) holds a human target in a clear background. And (b) contains the car in the clutter background.  

(1) (2) 

(3) (4) 

Figure 5.8 Likelihood maps for the man in figure 5.7(a) through different Target representations, such as (1) by 

original color histogram, (2) by Background-foreground-weighted histogram, (3) by multi-partition color histogram 

set, and (4) by our proposed representation, i.e. Background-foreground-weighted structural histogram set. 

(-50, -50) 

(50, 50) 

(-50, -50) 

(50, 50) 

(1) (2) 

(a) (b) 
Y 

X 
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Figure 5.9 Likelihood maps for red car in figure 5.7(b) through different Target representations, such as (1) by 

original color histogram, (2) by Background-foreground-weighted histogram, (3) by multi-partition color histogram 

set, and (4) by our proposed representation, i.e. Background-foreground-weighted structural histogram set. 

(3) (4) 

(1) (2) 
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In figure 5.7(a), as a man standing in the road, the background is clear with smooth regions. The 

existing original histogram can produce an acceptable uni-modal likelihood distribution. 

However, the climbing slope is not smooth when slightly approaching the center (where the peak 

stays) in the X-coordinate direction. After processing BFW procedures, the map is better in 

smoothness of the spatial domain. Also the absolute background position is attenuated in 

likelihood, namely the value is closer to zero. Therefore its performance is certainly better than 

the original one. When we adopt the multi-partition structural histograms, the likelihood map 

shows more discriminative results as pixels spreading. The slopes are much sharper than that of 

the one histogram representation. The slopes are still not smoothly sliding up or down. After 

integration of the structural histogram set and the BF weights for bins, the best uni-modal 

distribution is observed. They are not only the mostly discriminative but can also preserve the 

slope with smooth sliding surface. So this good likelihood map can improve our sampling 

efficiency in tracking algorithms, especially the weight feedback from the map gives the best 

match to the real image. In a different video source, we take the red car in figure 5.7(b) as 

another target for example. Because of the clutter background in the image, the likelihood map is 

not uni-modal any more. Figure 5.9 shows the results of these four approaches in comparison 

and contrast. It is seen that the BFW operations successfully decrease the similarities of 

candidates in the background area. Thus these candidates will not be coherent with mistaken 

weights and contribute wrongly to the estimate. Meanwhile, the multi-partition structural 

histogram set effectively attenuates the neighbouring modes and highlights the global maximum 

at the peak area. So our model still performs the best among all four approaches.  

Second, as partition weight is dynamically updated together with the reference model, we have to 

evaluate our updating scheme in the temporary dimension.  We carried out the visual tracking in 
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one video sequence, i.e. PETS_view_1. Based on the figures from figure 5.10 to 5.13, we can 

have comparison among the four methods i.e., our proposed representation with proposed 

updating scheme, proposed representation with linear updating model, BFW histogram with 

proposed updating scheme and BFW histogram with linear updating model. It is observed that 

the linearly update scheme can not react well to the real target pose change and sudden occlusion. 

So the involved approaches in figure 5.11 and figure 5.13 fail in restoring the object tracking 

after partial occlusion in frame 22 and frame 162, which are pointed out by red arrows. Even 

worse, the updated model can lead the tracking to a wrong target in the both figures. For 

representation of the single BFW histogram, the target information is not enough for tracking in 

a complex situation. It can be easily confused by other objects since the model is not sufficiently 

discriminative. We can see in figure 5.12, though a great target updating model is adopted, this 

approach still loses target for times. Above all, our target representation with selective model and 

dynamic reference update in figure 5.10 outcomes better performance in a real-time tracking. It 

conquers the difficulties of partial occlusion and real-time pose change. Still the tracking results 

are preserved well.   

Thirdly, the adaptive scale estimation is integrated into our target model. It has been proved 

working well in the walking sequence. The results are shown in figure 5.14. Three scales are 

handled for three models aiming at one target. The candidates are evaluated to see which is the 

most matched. This is a proper model which can react to a scale change for that candidate. After 

computing as frames moves on, the averaged scale will be brought in as the current scale after 

estimation. In figure 5.14, it is shown that the rectangle window turns to smaller size as frames 

passing by.  The recorded references and past few estimates are illustrated in the left-down 

corner. Also, the black window captures the man perfectly.   
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Figure 5.10 Tracking results by our selectively updating model using proposed target representation format 

Figure 5.11 Tracking results by our linearly-updated target model using proposed target representation format  
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Figure 5.12 Tracking results by BFW histogram with selectively updating model 

Figure 5.13 Tracking results by linearly-updated BFW histogram  



 ______________________________________________ Chapter 5. New Target Models and Observation Handling 

           113 

 

  
Figure 5.14 Tracking results by involving scale estimation into our Target models   
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5.7 Conclusion 

This chapter gives a new target model based on the structural histogram set. Every partial 

histogram in the set is assigned a dynamic weight correspondingly. The new representation can 

effectively produce a better confident similarity map, which is closer to the real map. Meanwhile, 

the modified similarity measurement can adapt to the newly established model. Since the static 

model is not suitable for long-time tracking, we have to apply a model updating strategy. The 

referenced target model will be selected from a candidate set. The set is subsequently updated 

after every fixed time interval. Results of our extensive experiments show that the new model 

has better performance when two objects with backgrounds are handled for examining 

similarities in the specified areas. Indeed, our proposed method succeeded in classifying the 

clutter background apart from the real possible object area. The new updating scheme can 

support the target appearance changes, and the tracking process is much more robust and 

successful. Finally, we have also adopted a simple scale estimation approach. It has been tested 

to partially useful for solving the scale varying problem. To sum up, our approach relies on the 

existing estimate to be candidate models. However, in some complex video scenes, the object 

varies a lot and tracking will be not reliable. Thus not enough good estimates are provided for 

candidate models in selection. Then the updating scheme cannot follow the change of target. 

Meanwhile, the tracking results become worse given of those wrong models. So in the future, we 

will extend our exploration into the detection field, which can monitor the tracking quality while 

provides better appearance with sufficient confidence.   
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Chapter 6. Conclusion and Future Work 

6.1 Conclusion 

In this thesis, we focus our research major on two topics, namely better sampling strategy and 

better target modeling. We have obtained improvement by proposing our new methods. Details 

are described in the previous chapters. 

Chapter 3 gives a new adaptive sampling approach for particle filtering. Rather than sampling all 

particles in one step, which refers to as resampling strategy, we propose a multi-step recursive 

sampling method (MSRS). It is designed to look for high-weight particles as many as possible in 

steps, while it neglects most of the low-weight ones. Thus the sampled particles, which are 

denser and closer in the highly probable area, are more useful for estimation. In chapter 4, the 

predictive models of transition are analyzed for considering a better density of sampling in the 

proper region. The adaptive averaging model is the simplest and best of all four approaches, 

especially if we include the AR model. It is then applied into the computation of the shape of a 

possible sampling region. In other words, the sampling pattern is adjusted corresponding to the 

average transition. The adaptive patterns can then contribute to handle varying motion models. 

The sampling region by such patterns corresponds to motion prediction for observing better 

particles. Also our proposed method (MSRSIR) can adaptively adjust the number of iterations 

according to the evaluation after each step. Experimental results have verified the effectiveness 

of the proposed method in reducing computation and improving robustness of our algorithm.   

Note that the particle filtering approach has been widely explored in visual tracking and 

surveillance. The development of the engineering applications is hindered by its computation 
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complexity. Our approach gives a more efficient structure of the particle filtering algorithm via a 

better sampling scheme. It can be considered as a sparse sampling for more accurate estimation 

of posterior density. It will be much more effective and efficient when higher dimensional state 

space is required, such as those in articulated motion tracking. Interestingly, our approach can be 

extended to improve the mean shift approach as well with better particle refinement.  

In Chapter 5 we have proposed a new target model and updating approach. An object is 

segmented into parts. All of these partitions contribute to an existing structural histogram set. 

Partition weight is provided to reduce the giant drop of the candidate similarity. The similarity 

measurement is accordingly modified to fit the new model. This model has been proven to have 

better performance with a feedback of better estimate. In the temporal dimension, the model 

keeps updating after every fixed interval. It captures the pose change of a target or illumination 

change. The tracking results are significantly improved in terms of accuracy and robustness.  

Moreover, the new model has better description of target characteristics. Thus it can be used 

partially to identify different targets by inserting different thresholds. This is also a part of the 

research in pattern recognition. 

6.2 Future work 

In the future work, the noisy likelihood map can be integrated by fusing multiple cues in 

similarity measurements, such as making use of the SIFT features [59, 60] and histogram of 

gradient (HOG) [61]. For sake of reducing computation, hierarchical likelihood measurement 

with different discriminate levels can be established as appropriately robust and accurate 

guidance of sampling. Not all of the particles need to measure the likelihood from all cues. 

Hierarchical levels may ensure efficient particle sampling or the transition stays on the most 
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probable area. Furthermore, the multi-modal problem needs a fast classifier to identify the global 

mode. Accordingly, fewer samples should be attracted by those useless modes. Some 

deterministic optimization methods, such as mean shift and other Expectation Maximization (EM) 

ideas, may be helpful to replace some particle transitions by random sampling. If the confident 

likelihood-map is occupied, their efficiency can be better than Gaussian random walk. It is also a 

good research direction to investigate an optimal scheme aiming at getting the best choice for 

particle generation and optimization. 
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