
 

 

 
Copyright Undertaking 

 

This thesis is protected by copyright, with all rights reserved.  

By reading and using the thesis, the reader understands and agrees to the following terms: 

1. The reader will abide by the rules and legal ordinances governing copyright regarding the 
use of the thesis. 

2. The reader will use the thesis for the purpose of research or private study only and not for 
distribution or further reproduction or any other purpose. 

3. The reader agrees to indemnify and hold the University harmless from and against any loss, 
damage, cost, liability or expenses arising from copyright infringement or unauthorized 
usage. 

 

 

IMPORTANT 

If you have reasons to believe that any materials in this thesis are deemed not suitable to be 
distributed in this form, or a copyright owner having difficulty with the material being included in 
our database, please contact lbsys@polyu.edu.hk providing details.  The Library will look into 
your claim and consider taking remedial action upon receipt of the written requests. 

 

 

 

 

 

Pao Yue-kong Library, The Hong Kong Polytechnic University, Hung Hom, Kowloon, Hong Kong 

http://www.lib.polyu.edu.hk 



The Hong Kong Polytechnic University

Department of Applied Mathematics

Near-field beamformer design problems

Zhibao Li

A thesis submitted in partial fulfilment of the requirements

for the degree of Doctor of Philosophy

September 2013

lbsys
Text Box
This thesis in electronic version is provided to the Library by the author.  In the case where its contents is different from the printed version, the printed version shall prevail.



ii



Certificate of Originality

I hereby declare that this thesis is my own work and that, to the best of my knowledge

and belief, it reproduces no material previously published or written, nor material

that has been accepted for the award of any other degree or diploma, except where

due acknowledgement has been made in the text.

(Signed)

LI Zhibao (Name of student)

iii



iv



Dedicated to my parents.

v



vi



Abstract

This thesis is concerned with the near-field beamformer design problems in reverber-

ant environment and the microphone array placement design problems.

Firstly, we study the influence of room acoustics on the design of broadband

beamformer. We introduce the image source method to estimate the room impulse

responses, and establish several optimization models for the broadband beamformer

design. We also study the barrier beamformer design problem, and introduce the

space-time conservation element and solution element method to estimate the corre-

sponding barrier impulse responses.

Secondly, we study the time-domain beamformer design problem in the reverber-

ant environment. We formulate the beamformer design problem as a linear system,

and convert it into the least squares problem, whereas it has large scale and bad

condition in the reverberant environment. Thus we introduce the Tikhonov regu-

larization technique to improve the condition of the original problem. Moreover, we

analyze the effectiveness of beamformer design as the filter length increases.

With considering the nondirectional background noise of speech enhancement,

the indoor LCMV beamformer problem is studied in the next. We use the estimated

room impulse responses to formulate the model of indoor LCMV beamformer de-

sign, then construct a relaxed optimization problem to solve the filter coefficients

approximately. Moreover, post-filtering technique combining with indoor LCMV

beamformer is studied to further improve the speech quality, and it is found that
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the MSIG post-filter combining with indoor LCMV beamformer has the best perfor-

mance.

Then we study the microphone array placement design problem, and formulate a

composite optimization model for it. With the help of infinite length technique, we

convert the subproblem on the solving of filter coefficients into the performance limit

estimation problem. Moreover, we develop a hybrid descent method with genetic

algorithm to solve the problem of microphone array placement design, the descent

method can find the best solution around the current placement, and the genetic

technique can jump out from the local solution.

Finally, we study the microphone array placement design problem in reverberant

environment. We introduce the LCMV framework combining with the infinite length

technique to evaluate the effectiveness of placement design. And we also introduce

the hybrid descent method to find the optimal array placement design eventually.
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Chapter 1

Introduction

1.1 Background

We are surrounded by lots of different kinds of sounds. Among those, some carry

the information that we want or need, are normally labelled as ‘desired’, others do

not contain any useful information but interfere with the desired sound, are usually

referred to as ‘noise’. The term ‘noise’ was coined in 1905 by Einstein [20], and its

definition evolves due to the penetration of the research and engineering field.

Many researchers and engineers divide noise into several categories based on the

mechanism of the generation of it and conquer each category using different ap-

proaches. From the view of the physical property [7], it is divided into four basic

categories: additive noise, echo, reverberation and interference. Combating these

four categories of noise has led to the developments of diverse acoustic signal pro-

cessing techniques. They include noise reduction (or speech enhancement), echo

cancellation and suppression, speech dereverberation, and source separation, each

of which is a rich subject of research, a broad coverage of these research areas can

be found in [6, 54, 88]. Echo cancellation involves first recognizing the original-

ly transmitted signal that re-appears, with some delay (usually very small), in the

transmitted or received signal. Once the echo is recognized, it can be removed by

‘subtracting’ it from the transmitted or received signal.
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If we narrow the definition of noise down to additive noise, there are lots of

approaches to deal with it from the different aspect: spectrum subtraction methods

[116, 9], digital short-time Fourier analysis [2, 97], statistical spectral estimation

[84, 27], harmonic (or sinusoidal) model using comb filtering [74], linear predictive

coding (LPC) model and the Kalman filter [96], the hidden Markov models (HMMs)

[29, 26, 25], subspace methods [23, 30], and so on.

That above approaches are developed for noise reduction, and designed depending

on the environment. Moreover, their effects and performances are very different. As

for interference and reverberation, acoustic beamforming is the effective technique to

suppress them. Beamformer combines the spatially distributed sensor collected array

data linearly with the beamforming weight to achieve spatial filtering. It enhances

the signal from the desired spatial direction and reduces the signal(s) from other

direction(s) in addition to possible time/frequency filtering. The simplest beam-

forming technique is the delay-and-sum (D&S) technique developed by Johnson et

al. in 1993 [57] and Flanagan et al. in 1994 [34]. In this technique all channels are

equally weighted at the output, the other kinds of more complex beamforming tech-

niques are to update their parameters to better suit the input signal, and adapt to

changing noise conditions. These adaptive beamforming techniques [44, 59, 58, 60]

present a higher capacity at reducing noise interference, but are much more sensitive

to steering errors due to the approximation of the channel delays.

In the application of speech acquisition, such as teleconference and automobile

voice pick up, microphone arrays are commonly deployed to reduce the level of local-

ized and ambient noise from a desired location via spatial frequency filtering. Many

approaches on the design of near-field beamformer have been developed in the lit-

eratures [61, 62, 103, 90, 91, 66, 118]. In [61, 62], the near-field-far-field reciprocity

relationship is derived and applied to design near-field beamformers via far-field de-

sign techniques. An interesting approach is presented in [103], which makes use of

2
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a signal propagation vector representing an ideal point source of acoustic radiation.

When the desired response is known, multidimensional filter design techniques can

be applied. In [90], the minimax problem is formulated as a quadratic programming

problem and the sequential quadratic programming (SQP) method is applied. A

penalty function method is developed in [91] to formulate the problem as an uncon-

strained nonlinear optimization problem. In [66], this problem is transformed into an

equivalent problem by minimizing an auxiliary function, and the solution is given by

the first root of this auxiliary function, then they proposed a root-catching method

to find this root and solved this problem. In [118], the L1-norm measure and the

real rotation theorem are applied to formulate the problem as a semi-infinite linear

programming problem.

In general, the impulse responses for describing sound propagations from the

source point to microphone array have important role in the design of beamformer,

and they are often described by simple but elegant mathematic formulae in the open

air. However, in the reverberant environment, such as the system in a small room

or with barriers around, the sound wave propagation is a very complex phenomenon

in the enclosure. Where the sound conducting medium is bounded on all sides

by walls, ceiling and floor, and the effect of the beamformer will likely fail if the

simple transfer function is employed in the design process. Thus, some researchers

have worked on speech dereverberation, noise reduction and source localization in

reverberant environment [88, 71] recently. However, it is still a challenging problem

on the beamformer design in reverberant environment.

Ward and Elko developed a mixed nearfield/farfield technique to solve that beam-

former design problem [115], they designed a near-field beamformer to pass desired

signal from a chosen near-field source location, and a far-field beamformer to sup-

press room reverberation. Whereas, their studies were based on the assumptions

that a typical office environment has only one desired near-field source and most

3
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interference/reverberation are generated from far-field. Moreover, the room impulse

responses (RIRs) calculated in [115] are generated by Legendre function and spher-

ical Hankel function. To improve the array performance in reverberant enclosure,

Flanagan et al. [35] proposed the multiple beamforming and mathched-filtering tech-

niques, and Jan et al. [56] also investigated the performance of the matched-filter

array (MFA) processing in real room. In the MFA approach, the output of each

microphone element is processed by a time inverse of the impulse response with fixed

delaying truncation from the focal point to the microphone, and the array output is

the summation of outputs from each matched-filter, where the RIRs are measured

by using the maximal length (ML) pseudo-random sequences [82]. These pioneering

works provide ideas for dereverberation, but have limitations such as inaccurate RIRs

estimation. Another common idea to deal with this problem is to design beamform-

ers based on approximating the convolutive transfer function (CTF) [36, 37], and

more recently, the relative transfer function (RTF) estimator applying [109]. In the

last three decades, various methods have been developed to identify the RTFs, more

details can be found in [55] and the references therein.

For the specific beamforming technique using microphone array investigated in

teleconferencing, hands-free communication systems, speech recognition, and even

hearing aids [12, 6, 77], the minimum variance distortionless response (MVDR) beam-

former is among the most popular. The MVDR beamformer, also known as Capon

beamformer [14], minimizes the output power of the beamformer under a single lin-

ear constraint on the response of the array towards the desired signal, the idea of

combining multiple inputs in a statistically optimum manner under the constraint

of a distortionless mainlobe response toward the desired signal can be attributed

to Darlington [21]. Unfortunately, the MVDR beamformer may have unacceptably

low nulling level, which leads to significant performance degradation in the case of

unexpected interfering signals. Specially, the performance of MVDR degrades in

4
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rapidly moving jammer environments, because the jammer motion may bring the

jammers out of the sharp notches of the adapted pattern. Several researchers de-

veloped beamformers in which additional linear constraints were imposed (e.g., Er

and Cantoni [31]), these beamformers are known as linearly constrained minimum

variance (LCMV) beamformers, of which the MVDR beamformer is a special case.

It is worthwhile noting that the main objectives of most methods are noise reduction

and interference suppression, the imposed constraint is usually constructed from the

transfer function for describing sound wave propagating in free-field. However, in

the reverberant environment, for instance, a simple acoustic room, the speech sig-

nals will be not only corrupted by interfering signals and background noise, but also

the reverberation.

Apart from the filter coefficient factors on the design of beamformer, the place-

ment of the microphone array also plays an important role in the overall perfor-

mance. Different microphone array configuration may have a significant difference

in performance. Finding good placement for the microphone array configuration has

significant influence on the further design of the near-field beamformer. Therefore,

the microphone array placement problem has been addressed partially in the array

thinning technique [83, 105, 85, 63, 81, 92, 102], which attempts to reduce the number

of elements and adjust the positions of the remaining elements to retain performance.

Usually, the formulated problems for microphone array placement design are nonlin-

ear, and there are various global optimization methods have been developed to solve

them, including evolutionary programming [64], genetic algorithm [50, 19], simulat-

ed annealing algorithm [111, 110, 24] and pattern search algorithm [100]. However,

the array thinning technique is essentially one-dimensional and is more suited for

antenna design. In formulating the multi-dimensional design problem, a nonlinear

optimization problem under the L2´norm was proposed in [33], which allows the mi-

crophones to move around in a multi-dimensional solution space in search of better
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performances. However, the objective function is highly nonlinear and is nonconvex

with respect to the placement variables, it is therefore hard to tackle with traditional

gradient-based methods. Moreover, the microphone array placement design problem

is complicated further by the influence of different filter lengths, in which optimal

designs might vary for different filter lengths. This problem can be avoided by consid-

ering the performance limit when the filter length is sufficiently long. By taking the

limit of the filter length to infinity, it was shown in [33] that the filter coefficients are

defined by a set of reduced one-dimensional convex optimization problems and the

coefficients can be sought efficiently for a particular array configuration. By treating

this as a subproblem, we can reduce the original mixed optimization problem to the

placement problem with microphone placements being the only decision variables.

1.2 Literature Review

1. Indoor beamformer design problem

Indeed, the sound field can be described by wave equations and appropriate

boundary conditions for the walls, and it can be simulated by some useful wave-

based acoustic simulators. However, in some regular configurations, many sim-

ple but efficient geometrical methods are also effect to simulate it. One way

to model this process is to make use of some geometrical acoustics modelling

techniques, such as ray or beam tracing method (RTM or BTM) and image-

source method (ISM) [70, 108, 1, 10]. They have been widely used to model

the acoustic field of enclosed spaces, especially the image-source model origi-

nally proposed for rectangular enclosures by J. Allen and D. Berkley in 1979

[1]. However, the required simulation times are growing exponentially with

the reflection order, and the associated computational costs constitute a well

known drawback of the original image-source implementation. E.A. Lehmann
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and A.M. Johansson [68] proposed a diffuse reverberation model (fast-ISM) to

achieve a reduction of the computational requirements by modelling the diffuse

reverberation tail as decaying random noise, and using the ISM simulator for

the computation of the early reflections.

We formulate the indoor beamformer design problem with the help of estimated

RIRs, and transform it into the minimax optimization problem, where the max-

imum of the cost is chosen over the constrained class of position and frequency,

while the minimum is taken over the set of filter coefficients. The minimax

filter design problem is equivalent to a semi-infinite linear programming prob-

lem, so that we can convert it into a constrained linear programming problem

by using the discretization technique. Since it usually includes the first 50ms

after the direct sound as being useful early reflections [78, 11] that they usually

have most of the power of the reverberation, the design criteria separating the

direct path, early reflections suppression and late reverberation suppression

will be meaningful. In view of this, we propose several optimization models

based on the L1-norm to design indoor beamformers by considering different

combinations of the desired response and the formation of reverberation.

2. Barrier beamformer design problem

In designing beamformers for acoustic applications, obstacles in the surround-

ings are often neglected due to a lack of model in handling sound wave propaga-

tion around objects. In fact, existing design methods employ simple geometri-

cal models that can not be extended to simulate the acoustics around barriers,

due to the assumption of the system inside the simple enclosure. To address

this problem, we employ the conservation laws directly and solve them in a do-

main of interest using the finite volume scheme with the conservation element

and solution element (CE/SE) method developed recently for computational
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aeroacoustics to simulate such complex acoustic wave field [17, 18, 79, 75, 52].

This method is also termed the space-time conservation element and solution

element (CE/SE) method. It is distinguished by the simplicity of its conceptu-

al basis: flux conservation in both space and time, and robust enough to cover

the complete spectrum of inviscid flow from linear acoustic waves all of the way

to high-speed flows with shocks. The great strength of the CE/SE method is

that it is a very robust, intrinsically shock-capturing scheme and has no diffi-

culty in dealing with vortex-shock interactions. Therefore, it can be expected

to deal effectively with a variety of important and real-world computational

aero-acoustics (CAA) problems [79, 75, 52], and can be used to simulate the

sound propagations under barrier conditions.

We first demonstrate the deterioration in performance when an object is placed

nearby the microphone array. Then we formulate the barrier beamformer de-

sign problem as a minimax optimization problem with the help of estimated

barrier impulse responses. We also transform the beamformer design problem

into the minimax optimization problem. And we convert it into a constrained

linear programming problem by using the discretization technique. Then we

propose optimization model based on the L1-norm, and introduce effective nu-

merical solver to solve the filter coefficients.

3. Time domain beamformer design in reverberant environment

In the time domain beamformer design, it is often processed on receiving a

desired signal of interest arriving from a known location, whereas suppressing

all the interference signals arriving from other locations. Thus, a linear system

or least squares problem for the design of beamformer can be formulated ac-

cordingly [113, 118, 76, 121]. In the open air communication, the formulated

linear system is with small scale and can be solved by common least squares
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techniques. However, in the reverberant environment, the linear system usually

has large scale and with bad condition due to the room acoustics, especially in

heavier reverberant cases. Then more effective techniques on the beamformer

design in the reverberant environment are necessary to be developed.

In numerical computation, many effective techniques have been developed for

large scale linear systems, especially for well structured problems. For instance,

the projection methods, Krylov subspace methods, preconditioning techniques

and domain decomposition methods for the sparse linear systems[104]. More-

over, there are also many advanced iterative methods in optimization softwares,

such as the conjugate gradient method and LSQR method [51, 95]. And in prac-

tical, the systems of linear equations are usually within highly ill-conditioned

constraint matrices, it is necessary to introduce regularization methods to im-

prove the conditions and find approximate stable solutions. It is also noted

that the linear system for beamformer design has not very good sparse struc-

ture for iterative methods applying, and the idea of LSQR method is essentially

a behavior of regularization approach.

The Tikhonov regularization is a powerful tool for the solution of ill-conditioned

linear systems and linear least squares problems in the literature [45, 43, 40, 13].

Thus, we introduce this approach to improve the condition of the least squares

problem on the design of beamformer in reverberant environment, and analyze

the regularizing property on the convergence of this method. Moreover, to

study the influence of the filter length on the beamformer design, we also

investigate the effectiveness of the proposed beamformer design method as

filter length increases.

4. Indoor LCMV beamformer design problem

The LCMV beamforming technique is effect on the speech enhancement for
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nondirectional noise reduction, we also study the design of indoor LCMV

beamformer problem. Notice that the output of the LCMV beamformer is

a single channel signal, and there are a vast amount of short-time spectral do-

main speech enhancement techniques have been developed. In terms of single

channel approach, the well known methods are the spectral subtraction (SS)

[9, 8, 47], the minimum mean square error (MMSE) based estimator, such as

the Wiener filter (WF), log-spectral amplitude (LSA) [27, 28, 106, 80]. Among

these methods, SS employs only the second order statistics without utilizing

the statistics and the distributions of the stochastic signal process. It was s-

tated in the literature that the performance of the gain functions is mainly

determined by the a priori SNR, while the a posteriori SNR acts only as a

correction parameter for low a priori SNR [15], then its performance is limited,

which results in audible sound artifacts known as the musical noise. However,

in the MMSE based methods, a priori SNR is required, and the most widely

used approach for estimating the a priori SNR is the decision-directed (DD)

method [27], which preforms a linear combination of an estimate of previous

a priori SNR and another being the maximum-likelihood (ML) SNR estimate.

And the MMSE LSA estimator with the DD a priori SNR estimate is preferred

for less musical noise and speech distortion.

Most recently, Yong et al. developed a low complexity gain function by using a

sigmoid (SIG) function, which is a logistic function and can be viewed as a gen-

eral cumulative distribution function (CDF) function [120], it provides several

parameters that can be adjusted to flexibly model exponential distributions.

To provide a vehicle to enhance the speech quality in high noise conditions,

Yong et al. proposed a modified sigmoid (MSIG) gain function in [119], it

combines a logistic function with a hyperbolic tangent function, which provid-
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ing a more flexible gain function with three parameters, that can be optimized

to match various criteria to achieve a compromised trade-off between speech

distortion, noise reduction and musical noise. Moreover, a modified decision-

directed (MDD) approach for estimating the a priori SNR has been developed

in [119], which reduces the one-frame delay problem and results in an improve-

ment of speech quality. Thus, at the post-filtering step, we can introduce these

useful single channel speech enhancement techniques by using the modified

decision-directed (MDD) approach to estimate the a priori SNR.

5. Common microphone array placement problem

The microphone array placement design problem can be formulated as a com-

posite optimization function. Due to the objective function of the problem is

highly nonlinear and nonconvex with respect to the placement variables, the

local search techniques might not yield the best result. The genetic algorith-

m is a stochastic global search method that mimics the metaphor of natural

biological evolution firstly laid down rigourously by Holland [53] in 1975, and

are well described in many literatures [22, 86]. Genetic algorithms operate on

a population of potential solutions applying the principle of survival of the

fittest to produce (hopefully) better and better approximations to a solution.

At each generation, a new set of approximations is created by the process of

selecting individuals according to their level of fitness in the problem domain

and breeding them together using operators borrowed from natural genetics.

This process leads to the evolution of populations of individuals that are better

suited to their environment than the individuals that they were created from,

just as in natural adaptation.

We propose a hybrid descent method consists of a genetic algorithm combin-

ing with a gradient-based method to solve the microphone array placement

11



PhD Thesis

design problem. The literature in genetic algorithm is vast and it has been

employed for beamformer design recently [16] to enhance speech recognition

accuracy. Since the formulated nonlinear optimization problem will have many

local minima, we employ the genetic algorithm here to generate the new feasi-

ble solutions in order to jump out from the local minima while retaining previ-

ous useful information. Once a descent point is identified, the gradient-based

method is executed to descend to the nearest local minimum rapidly. This

method has a nice descent property and the objective function is improved

monotonically. Numerical experiments will be given to demonstrate that much

better placements can be found.

6. Microphone array placement design in reverberant environment

In the time domain, the LCMV beamformer can be used to process some

specific targets for signal of interest capturing and interference suppressing, and

it can achieve good performance on noise reduction. Moreover, in reverberant

environment, the cost for microphone array placement design in continuous

region is high because of room acoustics.

We formulate the microphone array placement design problem based on the

LCMV beamforming framework. And introduce the infinite length technique

to convert the beamformer coefficients solving subproblem into performance

limit estimation. Then, we establish the microphone array placement design

problem based on the error between beamformer output and the given de-

sired signal. Moreover, the composite optimization problem with respect to

placement variables can be solved by the hybrid descent method with genetic

algorithm effectively.
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1.3 Organization of the Thesis

The thesis is structured as follows:

• Chapter 2 reviews the common broadband beamformer design problem in open

air. With the help of the transfer function for describing the sound propagation,

we can formulate the beamformer design problem as a minimax optimization

problem. Then the discretization method can be used to approximate the

corresponding semi-infinite problem.

• Chapter 3 focuses on the indoor broadband beamformer design problem, we

introduce the image source method to simulate the room acoustics for the

RIRs estimation. And we develop several optimization models to solve the

formulated indoor beamformer design problem effectively.

• Chapter 4 is to study the beamformer design problem under barrier condi-

tion. We introduce the space-time conservation element and solution element

(CE/SE) method to estimate the barrier impulse responses. We also develop

effective optimization model for barrier beamformer coefficients solving.

• Chapter 5 makes a study on the time domain beamformer design problem in

reverberant environment. The problem can be formulated as a linear system

or least squares problem, whereas it usually has large scale and within bad

condition. Thus we introduce the regularization technique to improve the con-

dition of it. And the effectiveness of the beamformer design with respect to

filter length is also studied.

• Chapter 6 develops the indoor LCMV beamformer design problem. We in-

troduce the LCMV-like optimization model for the design of beamformer in

acoustic room, and formulate the relaxed model to solve the filter coefficients
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approximately. Moreover, we do numerical experiments to study the relation-

ship between beamformer design and filter length. We also introduce kinds of

effective post-filtering approaches to further reduce the remaining noise in the

output of beamformer.

• Chapter 7 studies the microphone array placement design problem in space-

frequency domain. We develop an optimization problem for it, and introduce

infinite length technique to solve the corresponding subproblem. In considera-

tion of nonlinear and nonconvex properties of the composite optimization prob-

lem respect to the placement variables. We develop a hybrid descent method

employing a gradient-based technique for local neighbourhood improvement

and the genetic algorithm technique to jump out form local minima.

• Chapter 8 deals with the design of microphone array placement problem in

reverberant environment. We develop the subproblem for evaluate the place-

ment variables under LCMV framework. We also introduce the infinite length

technique to convert the subproblem into performance limit estimation. And

we use the hybrid descent method to find the optimal placement.

• Chapter 9 concludes the whole thesis and plans for the future work.
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Common Beamformer Design

Beamforming is such a signal processing technique to provide a versatile form of

spatial filtering by a processor in conjunction with an array of sensors, and in many

applications, such as teleconferencing, hands-free communication systems, speech

recognition, and even hearing aids, the speaker is close to the array. That is corre-

sponding to the near field beamformer design problems.

In general, the beamforming techniques were developed for a spectrum of applica-

tions including wireless communications [99, 73, 46]. However, in audio speech signal

processing, the process of sound wave propagation is very important to develop the

methods for beamformer design. In this chapter, we firstly introduce a brief review

on the design of near field broadband beamformer.
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2.1 Sound Wave Propagation

In physics, the wave equation governs the propagation of waves through fluids (gas

or liquid). The form of the equation is a second order partial differential equation.

The equation describes the evolution of velocity potential or sound pressure ppr, tq

as a function of position r “ rx, y, zs and time t.

For a homogeneous medium undergoing inviscid fluid flow, one can linearize the

equations governing the dynamic behaviour of the fluid, namely the Euler’s equation

(i.e., Newton’s 2nd law applied to fluids), the continuity equation, and the state

equation, to obtain the wave equation

4ppr, tq ´ 1

c2

B2ppr, tq

Bt2
“ ´spr, tq, (2.1)

where 4 is the Laplacian operator expressed in the Cartesian coordinates px, y, zq, c

is the speed of sound, and spr, tq denote the source function. By defining the Fourier

transform as

P pr, fq
∆
“ Ftppr, tqupfq “

ż 8

´8

ppr, tqej2πftdt, (2.2)

applying the Fourier transform to (2.1), the time-independent Helmholtz equation

can be obtained

4P pr, fq ` κ2P pr, fq “ ´Spr, fq, (2.3)

where κ denotes the wave number that is related to the angular frequency 2πf and

the wave length λ through

κ “
2πf

c
“

2π

λ
.

For a unit-amplitude harmonic point source at position rs “ rxs, ys, zss, we have

Spr, fq “ δpr ´ rsq “ δpx´ xsqδpy ´ ysqδpz ´ zsq, where δp¨q denotes the Kronecker
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delta function. The partial differential equation in (2.3) can be solved by solving the

following inhomogeneous equation:

4Hpr, rs, fq ` κ2Hpr, rs, fq “ ´δpr ´ rsq, (2.4)

where Hpr, rs, fq is the Green’s function, or called Transfer function. And for an

omnidirectional point source in an unbounded space, i.e., free space, the Green’s

function is

Hpr, rs, fq “
1

||r ´ rs||
e
´j2πf ||r´rs||

c . (2.5)

2.2 Broadband Beamformer Design

Assume there is an M -elements microphone array, where behind each elements is an

L´tap FIR filter, and the microphone elements have been set at the fixed points

ri, i “ 1, 2, ..,M . If the signals received by this microphone array are sampled

synchronously at the rate of fs per second, the frequency responses of these FIR

filters are defined as

Wipw, f, Lq “ w
T
i d0pf, Lq, i “ 1, 2, ...,M, (2.6)

where wi is the coefficients of the i-th FIR filter

wi “ rwip0q, wip1q, ..., wipL´ 1qsT ,

and d0pf, Lq is the vector defined as

d0pf, Lq “ r1, e
´j2πf
fs , ..., e

´j2πf
fs

pL´1q
s
T .

The beamformer output can be obtained by using the impulse response (IR) and FIR-

filter responses Wipw, f, Lq. Denote the frequency IR of the i-th microphone given

by transfer function (2.5) as Hipr, fq (here we omit the i-th microphone position),
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where r is a source point, suppose the desired response is Gdpr, f, Lq, then our target

is to find a group of coefficients w “ rw1,w2, ...,wM s
T for the FIR filters, such that

the beamformer output

Gpr, f, Lq “
M
ÿ

i“1

Wipw, f, LqHipr, fq “H
H
pr, fqW pw, f, Lq, (2.7)

is close to the desired responseGdpr, f, Lq, whereHpr, fq “ rH1pr, fq, ..., HMpr, fqs
T

is the frequency domain RIR vector, andW pw, f, Lq “ rW1pw, f, Lq, ..., WMpw, f, Lqs
T

is the frequency filter response vector defined in (2.6), p¨qH denotes the Hermitian

transpose.

Good criteria to measure the effectiveness of the designed beamformer is impor-

tant. A simple model for the broadband beamformer design problem can be described

as the following optimization problem

min
wPRMˆL

max
pr,fqPΩ

›

›HH
pr, fqW pw, f, Lq ´Gdpr, f, Lq

›

›

p

p
, (2.8)

where p ą 0, Ω is the spatial-frequency domain for definition of Gdpr, f, Lq. The

problem formulation (2.8) is a general form for describing the beamformer design

problem, when the desired response Gdpr, f, Lq is given.

It is noted that the minimax problem (2.8) is formulated in the continuous space-

frequency region Ω, thus it is a semi-infinite problem. And the general numerical

schemes in dealing with the semi-infinite problem are the discretization methods and

the reduction based methods. For the discretization methods, in order to determine

suitable multi-dimensional grids to solve the semi-infinite problems, sequences of

adaptive meshes can be applied so that the meshes are refined gradually. Consider

problem (2.8) with a multi-dimensional grid region ΩK for approximating Ω using

uniform grid containing K mesh points in each dimension of the spatial-frequency

domain. By combining the impulse response vector Hpr, fq with the steering vector
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d0pf, Lq together, we can extract the filter coefficients and rearrange the beamformer

output as

Gpr, f, Lq “HH
pr, fqW pw, f, Lq “ wTdpr, f, Lq, (2.9)

where dpr, f, Lq “Hpr, fq b d0pf, Lq, and b denotes the Kronecker product.

Expanding the complex functions as

dpr, f, Lq “ d1pr, f, Lq ` jd2pr, f, Lq, Gdpr, f, Lq “ Gd1pr, f, Lq ` jGd2pr, f, Lq.

and denoting

upr, fq “ pwTd1pr, f, Lq ´Gd1pr, f, Lqq, vpr, fq “ pwTd2pr, f, Lq ´Gd2pr, f, Lqq.

then the minimax filter design problem (2.8) can be rewritten as

min
wPRMˆL

max
pr,fqPΩK

|upr, f, Lq ` jvpr, f, Lq| .

We noticed that if the standard modulus of the complex function is used to

measure the complex number upr, fq ` jvpr, fq, i.e.,

min
hPRNˆL

max
pr,fqPΩM

u2
pr, fq ` v2

pr, fq, (2.10)

a quadratic term will arise which will increase the nonlinearity of the problem, this

corresponds to the use of a L2-norm to measure the vector rupr, fq vpr, fqsT . On

the other hand, the L1-norm has a lot of favorable properties, it provides the upper

and lower bounds for the L2-norm,

?
2

2
||x||1 ď ||x||2 ď ||x||1, @x P R2.

Therefore, we can use the L1-norm to measure the vector rupr, fq vpr, fqsT in prob-

lem (2.10), which makes the numerical implementation easier. By using the L1-norm,

the beamformer design problem can be expressed as

min
wPRMˆL

max
pr,fqPΩK

|upr, f, Lq| ` |vpr, f, Lq| . (2.11)
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It is noted that the above minimax problem can be converted it into a linear pro-

gramming, one approach is to introduce two new variables for controlling the real

part and imaginary part separately as

z1 “ max
pr,fqPΩK

|upr, f, Lq| , z2 “ max
pr,fqPΩK

|vpr, f, Lq| ,

then an implementation model for problem (2.8) can be established as

min
wPRMˆL
zPR2

z1 ` z2

s.t. |upr, f, Lq| ď z1, @pr, fq P ΩK ,
|vpr, f, Lq| ď z2, @pr, fq P ΩK .

(2.12)

The developed optimization model (2.12) is a linear programming problem, it can

be formulated as a standard linear programming model (2.13) in matrix notation.

min
ZPRMˆL`2

cTZ
s.t. Apr, f, LqZ ´ b ď 0, @pr, fq P ΩK ,

(2.13)

where

Apr, f, Lq “

¨

˚

˚

˝

d1pr, f, Lq ´1 0
´d1pr, f, Lq ´1 0
d2pr, f, Lq 0 ´1
´d2pr, f, Lq 0 ´1

˛

‹

‹

‚

,

Z “

¨

˝

w
z1

z2

˛

‚, c “

¨

˝

0
1
1

˛

‚, b “

¨

˚

˚

˝

Gd1pr, f, Lq
´Gd1pr, f, Lq
Gd2pr, f, Lq

´Gd2pr, f, Lq

˛

‹

‹

‚

.

The above standard linear programming problem (2.13) can be solved by some

optimization toolbox efficiently, such as linprog function provided by the optimiza-

tion toolbox from Matlab.
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2.3 Beamforming Performance

In this section, we take a simple example to evaluate the proposed broadband beam-

former design method. To define the microphone array, an equispaced linear array

with 5-microphone elements are setup at

Mic = {(2,3.9,1.5), (2,3.95,1.5), (2,4,1.5), (2,4.05,1.5), (2,4.1,1.5)}

in meter, respectively; the array spacing is 5cm to avoid spatial aliasing for the fre-

quency of interest, and an L-tap FIR filter is fixed behind each microphone element.

To define the specific objective region for pick up, the passband is defined as

Ωp “ tpr, fq | x “ 1m, |y ´ 4| ď 0.4m, z “ 1.5m, 0.5kHz ď f ď 1.5kHzu,

and the stopband is defined as

Ωs “ tpr, fq | x “ 1m, |y ´ 4| ď 0.4m, z “ 1.5m, 2.0kHz ď f ď 4.0kHzu . . .

Ytpr, fq | x “ 1m, 1.5m ď |y´ 4| ď 3.0m, z “ 1.5m, 0.5kHz ď f ď 1.5kHzu . . .

Ytpr, fq | x “ 1m, 1.5m ď |y ´ 4| ď 3.0m, z “ 1.5m, 2.0kHz ď f ď 4.0kHzu.

The desired response function in the passband is given by

Gdpr, f, Lq “ e´j2πf
||r´rc||

c
`L´1

2 , (2.14)

and in the stopband, we simply set Gdpr, f, Lq “ 0 in order to filter out the interfer-

ence and noise. For numerical calculation, we discrete the spatial-frequency domain

of the passband and stopband into a grid of 30ˆ 30 frames. And use a more density

grid scheme 120ˆ 120 to evaluate the beamforming performances.

By using the proposed beamformer design method, we can get an effective beam-

former for the desired objective in passband and stopband at some feasible filter

length selections. The evaluation performances on passband gain, passband ripple

and stopband ripple with respect to filter length L are given in following Table 2.1.
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Table 2.1: Beamforming performance with respect to filter length L.

L Passband gain Passband ripple Stopband ripple (dB)
5 0.8933 0.2956 -7.8355
6 0.9506 0.2424 -12.1399
7 1.0157 0.1905 -14.9641
8 0.9948 0.1893 -16.6218
9 1.0031 0.1625 -15.9187
10 0.9942 0.1468 -15.6222
11 0.9893 0.1822 -15.4857

From the above table, we can see that there are some proper filter length for our

specific beamformer design, the broadband beamformer should be designed at filter

length L ě 7 to achieve some better performance. To give an illustration, two overall

performances are plotted in the following Figure 2.1.
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(a) L “ 7

(b) L “ 11

Figure 2.1: The overall beamforming performance at different filter length L.
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Chapter 3

Indoor Beamformer Design

In the application of indoor beamformer design, there is no general formula of transfer

function like (2.5) that can be used due to the reverberation caused by room acoustics.

The common approaches used for beamformer design suffered in accuracy as a result,

a simple example for illustrating the beamformer designed by the method developed

from (2.13) for indoor acoustics is given in the following Figure 3.1 (the more detail

on room configuration is defined in the later Section 3.3).

The cause of losing effectiveness on the design of beamformer (2.13) in acoustic

room is that the transfer function (2.5) has been used directly. Therefore, more

effective method is necessary to be developed on the design of indoor beamformer.

In this chapter, we propose a method employing the room impulse responses (RIRs)

to deal with such a problem, where the RIRs are estimated by the effective room

simulator based on image-source method (ISM).
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(a) T60 “ 0.1s

(b) T60 “ 0.2s

Figure 3.1: Poor performances of the beamformer designed by using the direct path
transfer function (2.5) applying to an acoustic room with different reverberation time.
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3.1 Room Impulse Response Estimation

For a model of shoebox enclosure with dimensions L “ rLx, Ly, Lzs
T containing a

sound source and a microphone receiver, located at rs “ pxs, ys, zsq
T and rm “

pxm, ym, zmq
T , respectively. The ISM technique for measuring the RIR from rs to rm

is use the image sources on an infinite grid of mirror rooms expanding in all three

dimensions. And the contribution of each image source to the receiver signal is a

replica of the source signal delayed by a lag τ and attenuated by an amplitude factor

A, therefore, the RIR from rs to rm can be denoted as

hptq “
1
ÿ

µ“0

`8
ÿ

ν“´8

Apµ,νq ¨ δpt´ τpµ,νqq, (3.1)

where µ “ pµx, µy, µzq
T and ν “ pνx, νy, νzq

T are triplet parameters controlling the

indexing of the image sources in all dimensions, β “ tβx,i, βy,i, βz,i, i “ 1, 2u are the

reflection coefficients for each of the six enclosure surfaces, and Ap¨q is the amplitude

factor is defined as

Apµ,νq “
β
|xm´xs|
x,1 β

|xm|
x,2 β

|ym´ys|
y,1 β

|ym|
y,2 β

|zm´zs|
z,1 β

|zm|
z,2

4π ¨ dpµ,νq
, (3.2)

δp¨q denotes the Dirac impulse function and τpµ,νq “ dpµ,νq{c is the time delay of

the considered image source, c is the sound propagation velocity and dp¨q represents

the distance as

dpµ,νq “‖ diag p2µx ´ 1, 2µy ´ 1, 2µz ´ 1q ¨ rs ` rm ´ diag p2νx, 2νy, 2νzq ¨L ‖ .

In (3.1), the sum over µ (respectively, ν) is used to represent a triple sum over each

of the triplet’s internal indices, see [1, 68] for more details.

Notice that the above ISM approach is dealt with by using nearest-integer round-

ing of each image source’s propagation time, resulting in a shift of the corresponding
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impulse in the RIR. It thus leads to a coarse histogram-like representation of the

desired RIR, which subsequently requires high-pass filtering in order to remove the

nonphysical defect of it resulting at zero frequency. A more accurate solution to this

problem is to carry out the ISM computations in frequency domain, which allows

the representation of delays that are not necessarily integer multiples of the sampling

period. In the frequency domain, a time shift τ is represented as expp´jωτq, with

j “
?
´1 and ω denoting the frequency variable. The frequency domain RIR Hp¨q

hence results from (3.1) as

Hpωq “
1
ÿ

µ“0

`8
ÿ

ν“´8

Apµ,νq ¨ e´jωτpµ,νq,

and the time domain RIR follows as the inverse Fourier transform of Hpωq, i.e.

hptq “ F´1
tHpωqu .

Moreover, the acoustical property of each surface in the enclosure is characterized

by means of a sound absorption coefficient α, related to the reflection coefficient β

according to

α “ 1´ β2.

That is

β “ ˘
?

1´α, (3.3)

and the positive definition of the β parameter was adopted by the original ISM imple-

mentation. However, when used in conjunction with a frequency-domain implemen-

tation, this approach generates anomalous RIR showing a distinctively nonphysical

tail decay.
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An alternative approach is to use the negative definition of the parameter β

previously studied and used by J. António et al. [3], this can be explained by consid-

ering the angle-dependent formula for the reflection coefficient of a boundary with

impedance ζ,

β “
ζ cospθq ´ 1

ζ cospθq ` 1
,

which can become negative for certain range of incidence angle θ. This alternative

approach results in RIR represent a much better approximation of typical real-room

RIR.

Since the amplitude factor (3.2) decreases as reflection order increased, the last-

ing RIR (3.1) should be cutoff when appropriate. The reverberation time (RT) is

an important acoustical property in room acoustic simulation, and it is primarily

determined by the volume of the room and how much sound absorbing material is

present.

Previous literature works have made extensive use of well-known RT formulae to

solve the problem under consideration, many RT expressions can be found in the a-

coustics literature [89], and the present work investigates some of the most commonly

used definitions, namely Sabine, Eyring, Millington and Fitzroy’s formulae. Howev-

er, these classical RT prediction methods have significant risk that the performance

results are ultimately presented for a reverberation level that does not correspond

to the actual testing conditions. And some alternative approaches still do not pro-

vide much insight into the practical reverberation characteristics of the considered

environment.

Use the energy decay envelope of RIR is a straightforward manner for the purpose

of RT prediction, the energy decay envelope Eptq, known as energy decay curve

(EDC), can be computed using the normalized Schroeder integration method [72,
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107]:

Eptq “ 10 ¨ log10

¨

˚

˚

˝

ż `8

t

h2
pξqdξ

ż `8

0

h2
pξqdξ

˛

‹

‹

‚

,

where Ep¨q is expressed in dB. The work presented in [67] also provides an approxi-

mation method of the EDC in ISM-simulated RIR.

The RT T60 defined as the time required by the RIR energy Ep¨q, to decay from

´5dB to ´65dB:

T60 “ E´1
p´65q ´ E´1

p´5q,

where E´1pκq corresponds to the time lag tκ for which Eptκq “ κ. It is demonstrated

that the accuracy of the EDC approximation method allows to generate a RT in the

simulated impulse responses within a small percentage of the targeted value [69].

In addition, as the required simulation times grow exponentially with the consid-

ered order of reflection, a significant and well known drawback of the ISM implemen-

tation is still its intrinsic computational cost. Due to the tail of the simulated RIR

hptq is noise like, as shown in Figure 3.2, by decomposing the RIR into early reflec-

tions and late (diffuse) reverberation with a proper cut-off selection, where the early

part is simulated according to the standard ISM technique, and the diffuse RIR tail

is synthesised as a decaying random noise, a diffuse reverberation ISM (DRM-ISM)

proposed in [68] allows for a significant reduction of the computational costs in RIR

implementation.
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Figure 3.2: Example of the RIR.

3.2 Indoor Beamformer Design

Given a small rectangular room with M -elements microphone array, where behind

each elements is an L´tap FIR filter, assume that the microphone elements have

been set at the fixed points ri, i “ 1, 2, ..,M . With the same definition as frequency

responses Wipw, f, Lq, i “ 1, 2, ...,M and steering vector d0pf, Lq defined in Section

2.2, and the frequency domain RIR vectors Rpr, fq “ rR1pr, fq, ..., RNpr, fqs
T have

been estimated by the ISM room simulation model. We can denote the beamformer

output as

Gpr, f, Lq “
M
ÿ

i“1

Ripw, f, LqWipr, fq “ R
H
pr, fqW pw, f, Lq,

and establish the optimization problem for beamformer coefficients solving based on

the desired response Gdpr, f, Lq as:

min
wPRML

max
pr,fqPΩ

›

›RH
pr, fqW pw, f, Lq ´Gdpr, f, Lq

›

›

p

p
. (3.4)
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In the following, we use the discretization method to solve the minimax problem

(3.4) numerically, and use a multi-dimensional grid region ΩK for approximating

Ω with uniform grid containing K mesh points in each dimension of the spatial-

frequency domain.

3.2.1 Implementation Models

For the beamformer design problem (3.4), by combining the RIR vectors Rpr, fq

with the steering vector d0pf, Lq together, we rearrange the beamformer as

RH
pr, fqW pw, f, Lq “ wTdpr, f, Lq. (3.5)

Expanding the complex functions as

dpr, f, Lq “ d1pr, fq ` jd2pr, fq, Gdpr, f, Lq “ Gd1pr, f, Lq ` jGd2pr, f, Lq, (3.6)

and denoting

upr, f, Lq “ pwTd1pr, fq ´Gd1pr, f, Lqq, vpr, f, Lq “ pwTd2pr, fq ´Gd2pr, f, Lqq.

The minimax filter design problem (3.4) can be rewritten as

min
wPRML

max
pr,fqPΩK

}upr, f, Lq ` jvpr, f, Lq} .

Using the L1-norm, the design problem (3.4) can be expressed as

min
wPRML

max
pr,fqPΩK

|upr, f, Lq| ` |vpr, f, Lq| . (3.7)

To convert it into a linear programming, one approach is to introduce two new

variables for controlling the real part and imaginary part separately as

z1 “ max
pr,fqPΩK

|upr, f, Lq| , z2 “ max
pr,fqPΩK

|vpr, f, Lq| ,

then an implementation model for problem (3.4) can be established.

32



Chapter 3 Indoor beamformer design

Model I:

min
wPRML

zPR2

z1 ` z2

s.t. |upr, f, Lq| ď z1, @pr, fq P ΩK ,
|vpr, f, Lq| ď z2, @pr, fq P ΩK .

(3.8)

The developed optimization model (3.8) is a linear programming problem, it can

be formulated as a standard linear programming model (3.9) in matrix notation.

min
ZPRML`2

cTZ
s.t. Apr, f, LqZ ´ b ď 0, @pr, fq P ΩK ,

(3.9)

where Apr, f, Lq, Z, c and b are defined the same as those in problem (2.13).

The above is also a standard linear programming problem, and can be solved by

linprog function provided by the optimization toolbox from MATLAB. This indoor

beamformer design model (3.9) employs the whole RIRs to form the desired response

Gdpr, f, Lq in both passband and stopband, whereas for dereverberation, the main

task is to remove the sound reflections include early reflection and late reverberation.

However, the early reflection and late reverberation are exactly generated by the early

and late parts of RIRs, thus, developing criteria for reflections suppression are more

reasonable, we study them in the following.

3.2.2 Multi-criteria Models

Take a look at the plot of the RIR in Figure 3.2, it is noted that it can be decoupled

into three parts, namely the direct path response, early reflections and late reverber-

ation, with different delays and different energy decay. We denote these three part

of the RIRs as RDpr, fq, REpr, fq and RLpr, fq, that is

Rpr, fq “ RDpr, fq `REpr, fq `RLpr, fq. (3.10)
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If we model the desired response with the direct path response, then the early reflec-

tions and late reverberation are expected to be suppressed.

In view of this, we can extract the reverberation part from the RIRs to modi-

fy the indoor beamformer design model (3.4) for desired response formulation and

dereverberation respectively. One simple multi-criteria model is

min
wPRML

max
pr,fqPΩK

ρ1

›

›RH
Dpr, fqW pw, f, Lq ´Gdpr, f, Lq

›

›

p

p

`ρ2

›

›pREpr, fq `RLpr, fqq
HW pw, f, Lq

›

›

p

p
,

(3.11)

where ρ1 ą 0 and ρ2 ą 0 are weighting parameters. In this model, the total rever-

beration is suppressed as a whole.

On the other hand, due to the early reflections have most of the energy of the

reverberation, a better multi-criteria model for indoor beamformer design can be

established as

min
wPRML

max
pr,fqPΩK

ρ1

›

›RH
Dpr, fqW pw, f, Lq ´Gdpr, f, Lq

›

›

p

p

`ρ2

›

›RH
E pr, fqW pw, f, Lq

›

›

p

p
` ρ3

›

›RH
L pr, fqW pw, f, Lq

›

›

p

p
,

(3.12)

where ρ1 ą 0, ρ2 ą 0 and ρ3 ą 0 are weighting parameters.

For the multi-criteria problems (3.11) and (3.12), we can also convert them into

the linear programming problems like Model I based on the L1-norm measure.

If we denote the reverberation responses for problem (3.11) as

RRpr, fq “ REpr, fq `RLpr, fq, @pr, fq P ΩK ,

and rearrange

RH
Dpr, fqW pw, f, Lq “ hTdDpr, f, Lq, RH

R pr, fqW pw, f, Lq “ hTdRpr, f, Lq,

and expand the complex functions as

dDpr, f, Lq “ dD1pr, f, Lq`jdD2pr, f, Lq, dP pr, f, Lq “ dP1pr, f, Lq`jdP2pr, f, Lq.
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Denote

uDpr, f, Lq “ pw
TdD1pr, f, Lq ´Gd1pr, f, Lqq,

vDpr, f, Lq “ pw
TdD2pr, f, Lq ´Gd2pr, f, Lqq,

uP pr, f, Lq “ w
TdP1pr, f, Lq, vP pr, f, Lq “ w

TdP2pr, f, Lq,

the problem (3.11) can be reformulated as

min
wPRML

max
pr,fqPΩK

ρ1 t|uDpr, f, Lq ` jvDpr, f, Lq|u ` ρ2 t|uP pr, f, Lq ` jvP pr, f, Lq|u .

We also use the L1-norm and introduce the variables as

z1 “ max
pr,fqPΩK

|uDpr, f, Lq| , z2 “ max
pr,fqPΩK

|vDpr, f, Lq| ,

z3 “ max
pr,fqPΩK

|uP pr, f, Lq| , z4 “ max
pr,fqPΩK

|vP pr, f, Lq| ,

then the corresponding numerical model for problem (3.11) can be established as

Model II:

min
wPRML

zPR4

ρTz

s.t. |uDpr, f, Lq| ď z1, @pr, fq P ΩK ,
|vDpr, f, Lq| ď z2, @pr, fq P ΩK ,
|uP pr, f, Lq| ď z3, @pr, fq P ΩK ,
|vP pr, f, Lq| ď z4, @pr, fq P ΩK ,

(3.13)

where z “ rz1 z2 z3 z4s
T , and ρ “ rρ1 ρ1 ρ2 ρ2s

T are the weighting parameters

developed in (3.11).

For the multi-criteria problem (3.12), we can divide the reverberation responses

RRpr, fq into early reflections and late reverberation, and rearrange them as

RH
E pr, fqW pw, f, Lq “ hTdEpr, f, Lq, RH

L pr, fqW pw, f, Lq “ hTdLpr, f, Lq,
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and expand to

dEpr, f, Lq “ dE1pr, f, Lq`jdE2pr, f, Lq, dLpr, f, Lq “ dL1pr, f, Lq`jdL2pr, f, Lq.

Denote

uEpr, f, Lq “ w
TdE1pr, f, Lq, vEpr, f, Lq “ w

TdE2pr, f, Lq.

uLpr, f, Lq “ w
TdL1pr, f, Lq, vLpr, f, Lq “ w

TdL2pr, f, Lq.

and introduce the additional variables as

z3 “ max
pr,fqPΩK

|uEpr, f, Lq| , z4 “ max
pr,fqPΩK

|vEpr, f, Lq| ,

z5 “ max
pr,fqPΩK

|uLpr, f, Lq| , z6 “ max
pr,fqPΩK

|vLpr, f, Lq| ,

then the corresponding numerical model for problem (3.11) can be established as

Model III:

min
wPRML

zPR6

ρTz

s.t. U pr, f, Lq ď z, @pr, fq P ΩK ,
(3.14)

where

Upr, f, Lq “ r|uDpr, f, Lq| |vDpr, f, Lq| |uEpr, f, Lq| . . . |vLpr, f, Lq|s
T ,

and z “ rz1 . . . z6s
T , ρ “ rρ1 . . . ρ6s

T .

The above multi-criteria models Model II and Model III can also be transformed

into similar linear programming problems as in (3.9) of Model I.

3.3 Illustration Examples

In this section, we evaluate the performances of the beamformers designed based

on the proposed models. One simple rectangular room with a microphone array is

36



Chapter 3 Indoor beamformer design

defined to generate a reverberant environment, it is suitable for the fast-ISM room

simulator to estimate the RIRs. In addition, we apply an audio signal to evaluate

the performance of the designed beamformers on noise suppression in the stopband.

3.3.1 Broadband Beamformer Design in Acoustic Room

Specifically, we define a simple 8m ˆ 4m ˆ 3m rectangular office with adjustable

absorption coefficients characterizing the room surface, which is also measured by

reverberation time T60 for convenience. To define an microphone array for beamform-

ing, an equispaced linear array with five microphone elements are setup at We define

a simple 8m ˆ 4m ˆ 3m rectangular office with adjustable absorption coefficients

α characterizing the room surface. To define the microphone array, an equispaced

linear array with 5-elements microphone array is setup at

Mic = {(2,3.9,1.5), (2,3.95,1.5), (2,4,1.5), (2,4.05,1.5), (2,4.1,1.5)}

in meter, respectively. The array spacing is 0.05m to avoid spatial aliasing for the

frequency of interest, and a 10-tap FIR filter is fixed behind each microphone element.

In the room acoustics, the RIRs to each microphone element may have big d-

ifference from different source points due to the reverberation, although they have

the same distance. Therefore, its wiser to define the specific position in space to

evaluate the beamforming performance. And in following example, we define the

specific passband region as

Ωp “ tpr, fq | x “ 1m, |y ´ 4| ď 0.4m, z “ 1.5m, 0.5kHz ď f ď 1.5kHzu,

and the stopband are defined as

Ωs “ tpr, fq | x “ 1m, |y ´ 4| ď 0.4m, z “ 1.5m, 2.0kHz ď f ď 4.0kHzu . . .

Ytpr, fq | x “ 1m, 1.5m ď |y´ 4| ď 3.0m, z “ 1.5m, 0.5kHz ď f ď 1.5kHzu . . .

Ytpr, fq | x “ 1m, 1.5m ď |y ´ 4| ď 3.0m, z “ 1.5m, 2.0kHz ď f ď 4.0kHzu.
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The diagram of the above specific configuration is shown in Figure 3.3.
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Figure 3.3: Room setup for indoor beamformer design.

The desired response function Gdpr, f, Lq in the passband and stopband is defined

the same as (2.14). For numerical calculation, we discrete the spatial-frequency

domain of the passband and stopband into a grid of 30ˆ 30 frames. And use a more

density grid scheme 120ˆ 120 to verify the beamformer performances.

In a typical room environment, a sound wave strikes a surface, a certain fraction

of it is absorbed and a certain amount is transmitted into the surface; these are the

energy loss from the room and the fractional loss is characterized by the absorption

coefficients α. The overall effect can be represented by the reverberation time T60.

We will choose different reverberation time T60 to verify the proposed indoor beam-

former design models with uniform absorption coefficients for all room boundaries.

The implementation of Model I is a standard linear programming problem and

the beamformer coefficients can be solved from it directly, whereas the beamformers

designed from the multi-criteria decision Model II and Model III are related to the

weighting parameters φ. For Model III, we can vary the weighting parameters φ to

obtain the Pareto optima set corresponding to different indoor beamformer design.

From Figure 3.4, clearly we cannot find a design to minimise both early reflections

and late reverberation and we need to trade off the performance of both suppressions.
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Figure 3.4: Conflicting nature of early reflections suppression and late reverberation sup-
pression (the measurements of them are defined as ERS and LRS in the following) in the
acoustic room with reverberation time T60 “ 0.2s.

To explain the multi-criteria Model III, we give an example to illustrate the

conflicting of the early reflections suppression and late reverberation suppression in

Figure 3.4. From that figure, clearly we cannot find a design to minimize both

early reflections and late reverberation and we need to trade off the performance of

both suppressions. It demonstrates that the separation scheme for suppressing early

reflections and late reverberation in Model III is meaningful.

Assume all the indoor beamformer design models can achieve the desired response

in the passband, then the other criterion of beamforming performance is the noise

reduction and reverberation suppression in the stopband. We shall use the following

performance indicators to measure and compare between different models: the direct

path response suppression (DRS (in dB)):

1

||Ωs||

ÿ

pr,fqPΩs

›

›RT
Dpr, fqHph, fq

›

›

1
,
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the early reflections suppression (ERS (in dB)):

1

||Ωs||

ÿ

pr,fqPΩs

›

›RT
Epr, fqHph, fq

›

›

1
,

and the late reverberation suppression (LRS (in dB)):

1

||Ωs||

ÿ

pr,fqPΩs

›

›RT
Lpr, fqHph, fq

›

›

1
.

And the overall performance of the designed beamformer will be the total reverber-

ation suppression (TRS = DRS +ERS+LRS). We summarize the results in Table

3.1 under different acoustic room conditions with four kinds of reverberation time

T60 “ 0.05s, 0.1s, 0.15s and 0.2s, respectively.

Table 3.1: Summary of the beamforming performance on desired response formulation,
early reflections and late reverberation suppression.

T60
Model I

DRS ERS LRS TRS
0.05 -14.1400 -39.2890 -61.2107 -14.1267
0.1 -14.1377 -24.4809 -55.4227 -13.7536
0.15 -14.1377 -19.4207 -47.1581 -13.0090
0.2 -14.1364 -16.6324 -38.2722 -12.1865

T60
Model II

DRS ERS LRS TRS
0.05 -21.4810 -45.1816 -65.9210 -21.4624
0.1 -20.5304 -29.4417 -59.1716 -20.0049
0.15 -20.4440 -21.9449 -41.0765 -18.0977
0.2 -20.2677 -21.1781 -38.8466 -17.6556

T60
Model III

DRS ERS LRS TRS
0.05 -22.4063 -44.4467 -67.2945 -22.3791
0.1 -21.6910 -29.8507 -59.7177 -21.0730
0.15 -21.6191 -24.7314 -50.3162 -19.8880
0.2 -20.8478 -21.2104 -40.7866 -17.9921

From Table 3.1, we can see that the proposed indoor beamformer design models

are all effective for noise reduction and reverberation suppression for small reverber-
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ation time T60 cases. But the multi-criteria decision based on Model II and Model

III have better performance than Model I in general for all performance indicators,

and it can be seen that Model II and III has bigger improvements on on DRS than

Model I. In particular, Model III performs slightly better than Model II in the TRS,

which gives credit to the flexibility introduced into Model III in controlling differ-

ent weights. To take a closer look at the the overall performance of the designed

beamformer, we give two performance graphs from Model III in the acoustic room

with reverberation time T60 “ 0.1s and T60 “ 0.2s in the Figure 3.5 (in these figures,

x(m)-label and f(Hz)-label denote space and frequency domains, respectively).

Moreover, to examine the robustness of the designed beamformer for estimation

error in some of the parameters, we evaluate the off-design performance for the de-

signed beamformer with T60 “ 0.1s and perturb it to T60 “ t0.08s, 0.09s, 0.11s,

0.12us. We find that the designed beamformers from the proposed models are al-

l robust to little perturbation of measurement on room acoustics, the results are

summarized in Table 3.2.

3.3.2 Testing Signal Suppression in Stopband

In this example, we want to input a testing signal at the stopband, and evaluate the

performance on the suppression of the proposed indoor beamforming approaches. We

firstly cut a testing signal from a broadband male speech “Dots of light betrayed the

black cat” as the inputting signal, then we setup inputting placement at the stopband

Ωs of the acoustic room defined in the above Example 3.3.1 with reverberation time

T60 “ 0.1s.

Then, we can use the beamformers solved by the proposed Model I, Model II and

Model III to process the signals captured by the microphone array. In comparison,

we use the signal captured by the center element of the microphone array as the

unprocessed reference. Simple tests are to put the inputting signal at the placement
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(a) T60 “ 0.1s

(b) T60 “ 0.2s

Figure 3.5: Performance of the indoor beamformering given by Model III.

r “ p1, 2, 1.5q P Ωs and r “ p1, 1, 1.5q P Ωs to verify the amplitude suppressing in

the Figure 7.7, respectively.

It can be seen that all the beamformers designed by the proposed approaches are
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Figure 3.6: Examples of beamforming performance on the noise suppression in the stop-
band.
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Table 3.2: Summary of off-design performance for indoor beamformer with T60 “ 0.1s.

T60
Model I

DRS ERS LRS TRS
0.08 -14.1395 -28.1768 -57.3646 -13.9712
0.09 -14.1392 -26.1214 -56.0164 -13.8722
0.11 -14.1387 -23.1337 -54.5959 -13.6228
0.12 -14.1385 -22.0046 -53.4133 -13.4806

T60
Model I

DRS ERS LRS TRS
0.08 -21.1037 -33.8798 -62.1626 -20.8800
0.09 -22.0220 -31.7308 -60.2814 -21.5802
0.11 -20.7166 -28.2511 -57.8366 -20.0103
0.12 -20.5373 -26.9751 -56.1224 -19.6475

T60
Model I

DRS ERS LRS TRS
0.08 -20.9454 -33.4870 -62.0590 -20.7097
0.09 -21.8461 -31.6153 -60.6142 -21.4102
0.11 -22.0703 -28.5929 -58.3538 -21.1962
0.12 -21.2157 -26.9252 -56.7525 -20.1816

effect to suppress signals in the stopband, and it seems the beamformer designed from

Model III is more effective than Model I and Model II. To measure the performance

on stopband suppression, we define the suppression function as following

Supp “ 10 log10

||Spfq||22
||Y pfq||22

pdBq, (3.15)

where Spfq and Y pfq represent the frequency spectrums of the inputting signal and

the beamforming output. And we select the stopband placement from r “ p1, 1, 1.5q

to r “ p1, 2.5, 1.5q with 0.1m spacing to evaluate the noise suppression, and for

convenience, we just use the y´axis as the variable in denoting, a summary of results

are plotted in the following Figure 3.7.
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Figure 3.7: Evaluation of the noise suppression in stopband.

From these results, it can be seen that the proposed indoor beamformer design

techniques are effect and stable, and the multi-criteria based Model II and Model III

are more effective than Model I, and the proposed Model III is the best one.
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Chapter 4

Barrier Beamformer Design

It is usually barriers exist between the sources and sensors in practice, and the

common approaches used for beamformer design suffered in accuracy under barrier

condition, a simple example for illustrating the same beamformer designed by the

method developed from (2.13) in open air and barrier conditions are given in the

following Figure 4.1 (the more detail on barrier configuration is defined in the later

Section 4.3).

The main cause of failure of the beamformer under barrier condition is that the

influence of barrier acoustics. Thus, find effective method to simulate the barrier

acoustics and develop the beamformer design model by using the barrier impulse

responses (BIRs) are necessary. In this chapter, we introduce the conservation el-

ement and solution element (CE/SE) method to estimate the BIRs and study the

beamformer design problem under barrier condition for the first time.
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Figure 4.1: Overall performance of the common designed beamformer under different
conditions.
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4.1 Barrier Impulse Response Estimation

Acoustic signal transmitted through fluid which is modeled as a continuum and its

dynamic behavior is governed by the principles of conservation of mass, momentum

and energy. The acoustic fluctuations are regarded as weak perturbation of density

and pressure in the continuum. The governing equations for the fluid flow are the

unsteady compressible Navier-Stokes equations with the equation of state of perfect

gas. The time-domain impulse response estimation can be calculated by solving 2-D

unsteady compressible N-S equations under the numerical platform CE/SE [17, 114].

The dimensionless N-S equations without source term can be written as

BU

Bt
`
B pF ´ Fvq

Bx
`
B pG´Gvq

By
“ 0, (4.1)

where

U “

»

—

—

–

U1

U2

U3

U4

fi

ffi

ffi

fl

“

»

—

—

–

ρ
ρu
ρv
ρE

fi

ffi

ffi

fl

, F “

»

—

—

–

f1

f2

f3

f4

fi

ffi

ffi

fl

“

»

—

—

–

ρu
ρu2 ` p
ρuv

pρE ` pqu

fi

ffi

ffi

fl

,

G “

»

—

—

–

g1

g2

g3

g4

fi

ffi

ffi

fl

“

»

—

—

–

ρv
ρuv

ρv2 ` p
pρE ` pq v

fi

ffi

ffi

fl

, Fv “

»

—

—

–

fv1

fv2

fv3

fv4

fi

ffi

ffi

fl

“ C1

»

—

—

–

0
τxx
τxy

τxxu` τxyv ´ qx

fi

ffi

ffi

fl

,

Gv “

»

—

—

–

gv1

gv2

gv3

gv4

fi

ffi

ffi

fl

“ C1

»

—

—

–

0
τxxy
τyy

τxyu` τyyv ´ qy

fi

ffi

ffi

fl

,

τxx “
2

3
µ

ˆ

2
Bu

Bx
´
Bv

By

˙

, τxy “ µ

ˆ

Bu

By
`
Bv

Bx

˙

, τyy “
2

3
µ

ˆ

2
Bv

By
´
Bu

Bx

˙

,
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E “
p

ρ pγ ´ 1q
`
u2 ` v2

2
, p “

ρT

γC2

, qx “ ´
µ

pγ ´ 1qPrC2

BT

Bx
,

qy “ ´
µ

pγ ´ 1qPrC2

BT

By
, C1 “

1

Re
, C2 “M2,

where ρ, u, v , E and T are density, x -velocity, y-velocity, specific energy and tem-

perature; τ , µ and γ are component of stress tensor, viscosity and specific heat ratio;

Pr, Re and M are Prandtl number, Reynolds number and Mach number respective-

ly. During the calculation, the Jacobian matrices
BF

BU
,
BG

BU
and

BT

BU
will be used to

find out the spatial derivatives for the conservation.

The N-S equations in the strong conservation forms can be regarded as a set

of physical conservation laws, which also governed the flux conservation in both

space and time numerically. A framework must be developed to ensure the flux

conservation in both space and time is strictly followed to the conservation laws.

The space-time CE/SE scheme unifies the treatment of space and time dimensions,

which is unique to other numerical method, and utilizes this concept to construct its

numerical framework. This space-time CE/SE was employed to solve for the above

N-S equations. CE is defined as a control volume for flux conservation while SE is

defined to calculate the flux across element boundary in terms of both space and

time. CE is constructed by both the mesh node and centroid of all mesh element

as showed in Figure 4.2, ABCDEF confined the spatial boundary of the CE where

points A, C, E and G are the centroid of the physical mesh while point g is the

centroid of the whole CE and it is the location of the solution point. CE/SE is

very similar to traditional finite volume method but except the uniform conservation

treatment in both space and time, therefore the computational dimensions will be

extended by the time axis. At time level n, every CE are referred as CE(g, n).

Every CE is combined by 3 basic conservation elements (BCEs), ABGFF’A’B’G’,

50



Chapter 4 Barrier beamformer design

CDGBB’C’D’G’ and EFGDD’E’F’G’, they are defined as CEi(g, n) where i “ 1, 2, 3,

having spatial area S1, S2 and S3. Furthermore, SE in Figure 4.3 is located at

the centroid of the entire CE, and it stored the data of the cell which their spatial

and temporal derivatives are assumed constant within SE. The solution element at

spatial location g and n-th time level is denoted by SE(g, n). All flow variables at

any location X within the SE, φpXq “ UpXq, F pXq or GpXq, can be approximiated

by first order Taylor expansions from SE(g, n), i.e. φpXqg “ φg`δxpφxqg`δypφyqg`

δtpφtqg, where δx “ x ´ xg, δy “ y ´ yg, δt “ t ´ tn and φx, φy, φt are the spatial

gradients and time derivatives. Furthermore, the gradients are calculated by chain

rule, i.e.

pφxqg “
Bφ

BU
pUxqg, pφyqg “

Bφ

BU
pUyqg, pφtqg “

Bφ

BU
pUtqg. (4.2)

Figure 4.2: CE construction.

In order to determine the solution vector at n-th time level, Un
g flux conservation

within CE(g, n) must be enforced [65]. The updating procedure of Un requires the

calculation of all the flux on all the surfaces of all the basic CEs, CEi(g, n), i “ 1, 2,

3, exclude the interfaces in between due to cancellation of flux. Such that, only the

flux leaving CE(g, n) are required. Consider the CE1(g,n) in Figure 4.3a, the flux
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(a) CE (b) SE

Figure 4.3: Definition of CE and SE.

entering it are through surfaces AA’F’F, BB’A’A, and BAFG. Define the known flux

through these surfaces leaving CE1(g,n) at pn´ 1{2q-th time level as

γ
n´ 1

2
1 “ γAA1F 1F ` γBB1A1A ` γBAFG, (4.3)

where γAA1F 1F , γBB1A1A and γBAFG are the flux leaving the corresponding surface de-

noted at the subscript. Besides, the evaluation of flux leaving CE1(g,n) is calculated

from SE(a, n). Similarly the flux leaving CE2(g,n) and CE3(g,n), γ
n´ 1

2
2 and γ

n´ 1
2

3 ,

are from SE(c, n) and SE(e, n) respectively. Consider the top face A’B’C’D’E’F’ of

the CE(g, n), the flux γntop is written as

γntop “ pS1 ` S2 ` S3qU
n
g . (4.4)

Applying the conservation of flux over CE(g, n),

γntop ` γ
n´ 1

2
1 ` γ

n´ 1
2

2 ` γ
n´ 1

2
3 “ 0, (4.5)
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which leads to the following expression,

Un
g “ ´

γ
n´ 1

2
1 ` γ

n´ 1
2

2 ` γ
n´ 1

2
3

S1 ` S2 ` S3

. (4.6)

The new spatial gradients of the solution vector
`

Un
g

˘

x
and

`

Un
g

˘

y
will be updated

having evaluated the n-th time level solution Un
g .

Thus, we introduce this CE/SE scheme to simulate the barrier acoustics, and

take a simple example for barrier impulse response estimation in configuration of

Figure 4.4, we can see that the introduced CE/SE method is effective.
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Figure 4.4: A simple example of BIRs estimated by using the proposed CE/SE method:
h11ptq and h21ptq are the corresponding two BIRs between microphone location M1 and
source locations S1, S2, respectively.
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4.2 Barrier Beamformer Design

Consider an acoustic system with M -elements microphone array, that are set up at

the fixed points ri, i “ 1, 2, ..,M , and barrier B between the source region Ωprq and

sensor array. Assume there is an L-tap FIR filter behind each microphone element, if

the signals received by this microphone array are sampled synchronously at the rate

of fs per second, and using the same notations for frequency responses Wipw, f, Lq,

i “ 1, 2, ...,M and vector d0pf, Lq as those defined in Section 2.2.

Denote the frequency domain BIR from the spatial point r to the i-th microphone

element as Bipr, fq, and the desired response as Gdpr, f, Lq. Then we expect to find

a group of coefficients w “ rw1,w2, ...,wM s
T for the FIR filters, such that the

beamformer output

Gpr, f, Lq “
M
ÿ

i“1

Hipw, f, LqBipr, fq “ B
H
pr, fqW pw, f, Lq, (4.7)

is close to Gdpr, f, Lq, where Bpr, fq “ rB1pr, fq, ..., BMpr, fqs
T is the frequency

domain BIR vector.

Thus, we can establish a similar optimization model for the barrier beamformer

design problem as

min
wPRML

max
pr,fqPΩ

ˇ

ˇBH
pr, fqW pw, f, Lq ´Gdpr, f, Lq

ˇ

ˇ , (4.8)

where Ω is the spatial-frequency domain for definition of Gdpr, f, Lq.

By applying the discrete method with a multi-dimensional grid region ΩK for

approximating Ω using uniform grid containing K mesh points in each dimension

of the spatial-frequency domain, and combining the barrier impulse response vector

Bpr, fq with the steering vector d0pf, Lq together. After rearrangement and new

functions definition, we can get the similar optimization model based on L1-norm for
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the filter design problem (4.8) as

min
wPRML

max
pr,fqPΩK

|upr, f, Lq| ` |vpr, f, Lq| , (4.9)

where upr, f, Lq and vpr, f, Lq have the same definition as those in problem (3.7).

And the above barrier beamformer design problem (4.9) can also be converted

into linear programming problem with two new variables introducing for controlling

the real part and imaginary part as

z1 “ max
pr,fqPΩK

|upr, f, Lq| , z2 “ max
pr,fqPΩK

|vpr, f, Lq| ,

then the linear programming model for problem (4.9) can be established as

min
hPRML

zPR2

z1 ` z2

s.t. |upr, f, Lq| ď z1, @pr, fq P ΩK ,
|vpr, f, Lq| ď z2, @pr, fq P ΩK .

(4.10)

Thus, it can be transformed into a standard linear programming model in matrix

notation as

min
ZPRML`2

cTZ
s.t. Apr, f, LqZ ´ b ď 0, @pr, fq P ΩK ,

(4.11)

where Apr, f, Lq, Z, c and b are defined the same as those in problem (2.13).

4.3 Illustration Example

In this section, we define a simple barrier beamformer design problem to evaluate

the performance of the proposed method based on the model (4.11).

A simple 1-D spatial domain is firstly defined in Figure 4.5, and the specific

spatial-frequency passband Ωp and stopband Ωs regions are defined as

Ωp “ tpr, fq | |x| ď 0.5m, 0.5kHz ď f ď 2.0kHzu,
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and

Ωs “ tpr, fq | |x| ď 0.5m, 2.1kHz ď f ď 4.0kHzu . . .

Ytpr, fq | 1.2m ď |x| ď 3.0m, 0.5kHz ď f ď 2.0kHzu . . .

Ytpr, fq | 1.2m ď |x| ď 3.0m, 2.1kHz ď f ď 4.0kHzu.

And a simple linear microphone array with M -elements and 2m in front of the X-

axis is set up for capturing desired signals in passband and reducing interference and

noise in stopband. The microphone elements are symmetrically arranged around the

vertical line from the center of passband and spaced with 0.05m to avoid spatial

aliasing for the frequency of interest. Then we define a square barrier between the

spatial region and microphone array with 1m away from vertical line from the center

of passband to affect the sound wave propagation, the diagram for illustration is

depicted in Figure 4.5.

211 m

m5.0

m2
m1

Barrier

arrayMicrophone

S S
P

axisX 
0 m3m3

Figure 4.5: Microphone array setup under barrier condition.

For evaluation, the desired response function Gdpr, f, Lq in the passband and

stopband is defined the same as (2.14). Due to the introduced space-time CE/SE

method for simulating barrier acoustics is time consuming, we just discrete the spatial

domain into 5 ˆ 3 ˆ 5 for stopband and passband regions, it is illustrated in above
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Figure 4.5. In frequency domain, we use 60 frequency bins for discretization, and use

a more density discretization scheme 120 to verify the beamforming performances.

In the following simulation, we choose filter length L “ 50 for our barrier beam-

former design, and use two kinds of microphone arrays M “ 6 and M “ 8 to do

comparison. We firstly evaluate the beamforming performance on the specific points

in the passband and stopband regions, see Figure 4.6.

From the results on Figure (4.6), we can see that both the design barrier beam-

formers can get desired gain at x “ 0m in passband, and have a good suppression in

the stopband at x “ t´2.55m, 0m, 2.55mu. And to give an overall view, we depict

the overall performance of the designed beamformers in the following Figure 4.7.

We also calculate the passband gain, passband ripple and stopband ripple values

for the overall performance of the above barrier beamformers, and list the results in

the following Table 4.1. The results show that both of them are effective, and the

8-elements microphone array has better performance than 6-elements microphone

array.

Table 4.1: Summary of the performance of barrier beamformers

M Passband gain Passband ripple Stopband ripple (dB)
6 0.9849 0.2099 -12.7563
8 1.0025 0.1874 -14.7035
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Figure 4.6: Beamforming performance at specific spatial-frequency domain.
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Figure 4.7: Overall performance of barrier beamformer.
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Chapter 5

Beamformer Design in

Reverberant Environment

In general, the filter coefficients in a data independent beamformer are designed

so that the beamforming response approximates a desired response independent of

the array data or data statistics. In time domain beamformer design, it is often

processed on receiving a signal of interest (SOI) arriving from a known location,

whereas suppressing all the interference and noise signals (INTs) arriving from other

locations. Thus, a linear system or least square problem for the design of beamformer

can be formulated accordingly [113, 118, 76, 121].

In this chapter, we will study the time domain beamformer design problem in

reverberant environment, and formulated it into a large scale linear system. We firstly

introduce the Tikhonov regularization approach to improve the condition of it, then

analyze the regularizing property on the convergence of this method. Moreover, to

study the influence of the filter length on the beamformer design, we also study the

effectiveness of the proposed beamformer design method as the filter length increases.
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5.1 Time Domain Beamformer Design

5.1.1 Common Beamformer Design Problem

Consider an acoustic room with the signal of interest (SOI) generated at the source

point, such as r0, and the interference signals are generated at rn, n “ 1, 2, .., N ´1.

Assuming there is an M -elements microphone array fixed at rm, m “ 1, 2, ..,M , then

the sensor array will capturing signals in such an indoor system. Due to the affect of

room acoustics and interference, the sensor array received signals in the time domain

may be expressed as

xmrks “
N´1
ÿ

n“0

phnm ˚ snqrks, m “ 1, 2, . . . ,M, (5.1)

where ˚ denotes linear convolution, hnm is RIR from the source location rn to the

m-th microphone element. We assume all the RIRs are estimated by the ISM based

room simulator introduced in Chapter 3.

Assume there is an L´tap FIR filter behind each microphone element with co-

efficients wm,l,m “ 1, 2, . . . ,M, l “ 0, 1, . . . , L ´ 1, then the beamformer output can

be written as

yrks “
M
ÿ

m“1

L´1
ÿ

l“0

wm,lxmrk ´ ls. (5.2)

It is noted that the convolution beamformer output can be reformulated by vector

notation, and it is usually to stack the input samples and all filter coefficients into

vectors as

yrks “
M
ÿ

m“1

wT
mxmrks “ w

Txrks, (5.3)

where

wm “ rwm,0, wm,1, . . . , wm,L´1s
T , w “ rwT

1 ,w
T
2 , . . . ,w

T
M s

T ,
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xmrks “ rxmrks, xmrk ´ 1s, . . . , xmrk ´ L` 1ssT , xrks “ rxT1 rks,x
T
2 rks, . . . ,x

T
M rkss

T .

If we substitute the input signals xmrks in (5.1), the beamformer output can be

rewritten as

yrks “
M
ÿ

m“1

pwm ˚ h0m ˚ s0qrks `
N´1
ÿ

n“1

M
ÿ

m“1

pwm ˚ hnm ˚ snqrks. (5.4)

Then our objective is to find the separation filters wm so that the first part of the

above sum constructs our desired signal, while the rest of the sum vanishes. The

perfect performance on interference suppression and dereverberation need the filter

coefficients satisfy the following conditions

M
ÿ

m“1

wm ˚ h0m “ g0, (5.5)

N´1
ÿ

n“1

M
ÿ

m“1

wm ˚ hnm “ 0, (5.6)

where g0 “ hDrk ´ τLs is the direct path impulse response hD from the SOI to

beamformer output point with some time delay τL, such as τL “ L{2, it is also

known as the group delay of the sensor array.

By using the convolution matrix notation, the constant beamformer filtering re-

sponse constraint towards the SOI can be expressed as

H0w “ g0, (5.7)

where H0 is the convolution matrix generated by the RIRs from the SOI to each

array element corresponding to the condition (5.5), it is given by

H0 “ rH01 H02 ¨ ¨ ¨ H0M s, (5.8)
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with

H0i “

¨

˚

˚

˚

˚

˚

˝

h0ip0q 0 0 ¨ ¨ ¨ 0
h0ip1q h0ip0q 0 ¨ ¨ ¨ 0
h0ip2q h0ip1q h0ip0q ¨ ¨ ¨ 0

...
...

...
. . . 0

0 0 ¨ ¨ ¨ ¨ ¨ ¨ h0ipLiq

˛

‹

‹

‹

‹

‹

‚

,

where Li is the length of the RIR from the SOI to the i-th microphone element. And

similar constraints correspond to condition (5.6) can be expressed as

HIw “ 0, (5.9)

with HI corresponding to the convolution matrix generated from all the interference

RIRs. Writing all the constraints together and denoting H “ rHT
0 HT

I s
T and

g “ rgT0 0T sT , then the beamformer design problem can be formulated into a linear

equation problem as

Hw “ g. (5.10)

Assuming all the RIRs hnm have the same length Li “ L0, in according to the

convolution matrix construction, the constraint matrix H of above linear system

(5.10) is an 2pL0 ` L ´ 1q ˆML matrix. Usually, the estimated RIRs have longer

length L0 as the room acoustics increases, whereas the filter length L of the de-

signed beamformer is relatively short, which resulting 2pL0 ` L ´ 1q ą ML. Thus,

the beamformer design problem (5.10) belongs to over-determined linear equation

system.

5.1.2 Least Squares Method

In general, an over-determined linear equation system of 2pL0`L´1q unknowns but

ML equations has no solution if 2pL0 `L´ 1q ąML. But it is still possible to find

the optimal approximation in the least squares sense, so that the squared error is
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minimized. Therefore, there is always some residual for each of the 2pL0 ` L´ 1q ą

ML equations

r “Hw ´ g. (5.11)

The total error can be defined as

epwq “ ||r||22 “ pHw ´ gq
T
pHw ´ gq “ wTHTHw ´ 2gTHw ` gTg, (5.12)

and the corresponding least squares problem can be established as

min
wPD

epwq, (5.13)

where D Ă RML is some feasible convex region.

It is noted that the least squares problem (5.13) is convex, and has unique min-

imization value epwq on the solution set S Ă D, whereas the optimal solution w˚

maybe not unique. To find an optimal w˚ that minimizes epwq, if we let

Bepwq

Bwk
“
B||r||22
Bw

“ 2p´HTg `HTHwq “ 0,

and solve this for w, this matrix equation can be solved by multiplying both sides

by the inverse of HTH , if it exists

w˚ “ pHTHq´1HTg “H:g, (5.14)

where H: “ pHTHq´1HT is the pseudo-inverse of the non-square matrix H .

However, the matrix HTH is usually is ill-conditioned, and has large condition

number. For instance, the condition number of matrices HTH formulated by the

impulse responses in open air, acoustic room with reverberation time T60 “ 0.1s and

T60 “ 0.2s at filter length L “ 50 is given in Table 5.1.

Thus, the direct formulation (5.14) may lead to a solution w˚ that is severely

contaminated with noise in reverberant environment. Therefore, regularization is
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Table 5.1: Condition number of matrices HTH.

Open air Acoustic room T60 “ 0.1s Acoustic room T60 “ 0.2s
344 8.9ˆ 109 1.1ˆ 1011

employed to get a more meaningful answer, such as the Tikhonov regularization [40].

The Tikhonov regularization approach improves the condition of the problem by

solving the linear least squares problem

min
wPD

eαpwq “ epwq `
α

2
||w||22 (5.15)

instead of problem (5.13) with some α ą 0.

By adding a positive term
α

2
||w||22, the regularized problem (5.15) becomes strict-

ly convex, and the optimal solution wα is uniquely exist. Moreover, we can choose

appropriate α such that the optimal solution wα of problem (5.15) converges to the

least squares problem (5.13).

Lemma 5.1. The optimal solution wα of problem (5.15) converges to the solution

of least squares problem (5.13) as αÑ 0.

Proof. Denote the solution set for least squares problem (5.13) as S Ă D, then for

any w˚ P S and α ą 0, we have

epw˚q ď epwαq ď epwαq `
α

2
||wα||

2
2 ď epw˚q `

α

2
||w˚||22. (5.16)

Since epwq is a continuous function on R, thus any cluster point of twαu is a solution

of least squares problem (5.13) as αÑ 0, which means

lim
αÑ0

distpwα,Sq “ 0,

where distpw,Dq “ inf
zPD
||w ´ z||2 denotes the distance function.
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Let w˚α be the limit of a subsequence twαku as αk Ñ 0, assume there exists a

w̄˚ P S such that ||w̄˚||2 ď ||w
˚
α||2 and epw̄˚q “ epw˚αq, we have

epwαkq `
αk
2
||wαk ||

2
2 ď epw̄˚q `

αk
2
||w̄˚||22 ď epw˚αq `

αk
2
||w˚α||

2
2. (5.17)

Combining the above equations (5.16) and (5.17), we have

0 ď
2

αk
pepwαkq ´ epw̄

˚
qq ď ||w̄˚||22 ´ ||wαk ||

2
2 ď ||w

˚
α||

2
2 ´ ||wαk ||

2
2 Ñ 0 as αk Ñ 0,

which implies that ||wαk ||2 converges to ||w̄˚||2 as αk Ñ 0. Thus, we have ||w̄˚||2 “

||w˚α||2, moreover, w˚α is the solution of least squares problem (5.13).

Notice that the solution wα satisfies the equation

pHTH ` αIqwα “H
Tg, (5.18)

where I is the identity matrix, and a direct solution of wα can be obtained by

wα “ pH
TH ` αIq´1HTg. (5.19)

Equivalently, the solution of wα can also be computed as the solution to a damped

linear least squares problem

min
wPD

›

›

›

›

ˆ

H
a

α
2
I

˙

w ´

ˆ

g
0

˙›

›

›

›

2

2

. (5.20)

The choice of an appropriate regularization parameter α is usually crucial, there

are also many methods have been proposed to select it, such as Morozov’s discrepancy

principle [87], the Gfrerer/Raus-method [38], the quasi-optimality criterion [4], the

generalized cross-validation [41] and the L-curve criterion [49]. Moreover, the above

damped linear least squares problem (5.20) also forms the basis of algorithm LSQR

[96], which is a popular iterative method for the solution of large linear systems of

equations and least squares problems.
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On the other hand, the matrix HTH ` αI in equation (5.18) is symmetric,

then the Cholesky factorization can be applied to solve it efficiently [42]. Assume

HTH ` αI satisfies the requirement for Cholesky decomposition

HTH ` αI “ RTR, (5.21)

where R is an upper triangular matrix, we can rewrite the linear system as

RTRwα “H
Tg.

By letting z “ Rwα, we have

RTz “HTg, (5.22)

and

Rwα “ z. (5.23)

The equations (5.22) and (5.23) are solved using backward-substitution and require

OppMLq2q operations each for the solution.

5.2 Effectiveness of Beamformer with Increasing

Filter Length

In general, the effectiveness of beamformer is increased as the filter length increas-

es. However, when the filter length increases, the number of filter coefficients is

increased, and the beamformer design problem (5.10) also changes, it is not sure the

beamformed response Hw makes a better approximation of the desired response g.

In view of this, we study the influence of filter length on the design of beamformer

in the following.

On the L-tap beamformer design, the size of 2pL0 ` L´ 1q ˆML combinational

convolution matrix (denoted as HL) is determined. Suppose the optimal group
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delay τL is known, then the desired vector gL is determined, thus, the optimal filter

coefficients wL can be denoted as

wL “ arg min
wPD,0ďτLďL´1

||HLw ´ gL||
2
2. (5.24)

And without loss of generality, we can denote the optimal error of the L-tap beam-

former as

epL, τLq “ ||HLwL ´ gL||
2
2. (5.25)

Notice that the difference between the vector gL`1 and gL is just the time-shifting

of a desired response hD, whereas other entries are all equal to 0, thus we can use

the least squares residual epL, τLq to measure the effectiveness of the beamformer

design. According to this principle, we have a result on the relationship between

effectiveness of the designed L ` 1-tap beamformer and L-tap beamformer under

condition as follows.

Theorem 5.1. Under the optimal criteria of beamformer design problem (5.10), the

L` 1-tap beamformer will have better performance than L-tap beamformer, that is

epL` 1, τL`1q ď epL, τLq. (5.26)

Proof. In order to prove the relationship (5.26), we consider the structure of problem

(5.10) in different cases:

Case1: M “ 1 and N “ 1.

In this case, there is only one SOI but no INT, and we have only one microphone

element. Then the convolution matrix HL`1 will be one more row and one more

column than matrix HL, it can be rewritten as

HL`1 “

ˆ

HL b
0 hpL0q

˙

, (5.27)
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where hpL0q is the last element of RIR h, and b P R2pL0`L´1q.

Assume the optimal residual of the L-tap designed beamformer is epL, τLq at the

group delay τL for the constant vector gL and filter coefficients wL, then the optimal

residual of the L` 1-tap designed beamformer

epL` 1, τL`1q “ ||HL`1wL`1 ´ gL`1||
2
2

ď

›

›

›

›

ˆ

HL b
0 hpL0q

˙ˆ

wL

0

˙

´

ˆ

gL
0

˙
›

›

›

›

2

2

“ ||HLwL ´ gL||
2
2

“ epL, τLq,

(5.28)

which means the equation (5.26) holds.

Case2: M ą 1 and N ą 1.

In this case, there is one SOI and N ´ 1 INTs, and we have M microphone

elements. Notice that the convolution matrix HL “ rH
T
0,L H

T
I,Ls

T is consists of SOI

and INT two parts, and each of them are consist of M sub-convolution matrix like

(5.7), then the convolution matrix HL`1 will be 2 more rows and M more columns

than matrix HL. And the constant vector gL also consists of g0,L and 0 two parts,

in according to achieve the desired response on SOI and suppression on INTs. Thus,

the L`1-tap beamforming matrix HL`1 and constant vector gL`1 will also have two

parts. Moreover, the optimal solution of a linear system will changed via column

permutations of constraint matrix, whereas the optimal residual of linear system will

not changed, and without loss of generality, the matrix HL`1 can be rewritten as

HL`1 “

¨

˚

˚

˚

˚

˚

˝

H0,L b0

0 h01pL0q h02pL0q . . . h0MpL0q

HI,L bI

0
N´1
ÿ

n“1

hn1pL0q

N´1
ÿ

n“1

hn2pL0q . . .
N´1
ÿ

n“1

hnMpL0q

˛

‹

‹

‹

‹

‹

‚

, (5.29)

where b0 and bI denote the added columns corresponding to the RIRs from SOI to mi-

crophone array and RIRs from INTs to microphone array. Similarly, the constant vec-
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tor under the optimal group delay τL`1 can also be expressed as gL`1 “ rg
T
0,L`1 0T sT .

It is noted that the optimal residual of linear system will also not changed via

row permutations of constraint matrix, thus the matrix HL`1 can be expressed by

HL as

HL`1 “

ˆ

HL b
0 hpL0q

˙

, (5.30)

where hpL0q “ rh
T
0 pL0q h

T
I pL0qs

T , and h0pL0q and hIpL0q denote the added SOI and

INT constraint rows corresponding to (5.29). Then optimal residual of the L`1-tap

designed beamformer

epL` 1, τL`1q “ ||HL`1wL`1 ´ gL`1||
2
2

ď

›

›

›

›

ˆ

HL b
0 hpL0q

˙ˆ

wL

0

˙

´

ˆ

gL
0

˙
›

›

›

›

2

2

“ ||HLwL ´ gL||
2
2

“ epL, τLq,

(5.31)

which means the equation (5.26) holds. This completes the proof.

5.3 Illustration Examples

5.3.1 Measurement Indicators

We first introduce some indicators to measure the performance of proposed speech

enhancement method. Due to considered problem is defined in reverberant environ-

ment, we need to define indicator to evaluate the performance on dereverberation.

The most direct objective measure based on the RIRs measure is the direct-to-

reverberant ratio (DRR) [88] and is defined as

DRR “ 10 log10

¨

˚

˚

˚

˚

˝

kd
ÿ

k“0

h2
rks

`8
ÿ

k“kd`1

h2
rks

˛

‹

‹

‹

‹

‚

dB, (5.32)
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in which samples of the channel impulse response hrks, indexed from zero up to kd are

assumed to represent only the direct-path propagation, while samples of the channel

impulse response with indices greater than kd represent only the reverberation due

to reflected paths.

Based on testing signals, there are also many objective measurement methods

have been derived in the literature for evaluating the performance of speech enhance-

ment skills [80]. The mostly used methods include the SNRseg measure [48], percep-

tual evaluation of speech quality (PESQ) measure [101], KurtR measure [112, 119],

NRR and LLR measure [98], and it is noted that all these evaluation measures are

proved to be consistent in [119]. Thus during our experiments, we just introduce the

SNRseg measure and PESQ measure. In our simulation, we define the generalized

signal-to-interference and-reverberation ratio (SIRR) for measuring the performance

of speech quality degraded by reverberation, interference and background noise. And

the segmental SIRR measure defined like the SNRseg by Loizou [80] as

SIRRseg “
1

Q

Q´1
ÿ

q“0

10 log10

||Spqq||2

||Spqq ´ Ŝpqq||2
dB, (5.33)

where Spqq and Ŝpqq represent the direct captured speech signal when the source

signal is active alone without reverberation and the enhanced speech in q-th time

frame, and the calculation is thresholded in interval [´20dB, 35dB] to discard non-

speech frames.

On the PESQ score measurement, it is recommended by ITU-T for speech quality

assessment of 3.2kHz handset telephony and narrow-band speech codecs [93]. The

final PESQ score is obtained by a linear combination of the average disturbance value

Dind and the average asymmetrical disturbance values as follows Aind [94]:

PESQ “ 4.5´ 0.1Dind ´ 0.0309Aind. (5.34)
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The range of the PESQ score is 0.5 to 4.5, although for most cases the output range

will be a MOS-like score (mean opinion score), i.e., a score between 1.0 and 4.5. And

in our following experimental simulations, the comp_snr and pesq coding functions

from [80] are used to calculate the segmental SIRR and PESQ score.

The segmental SIRR and PESQ scores measurements are all pointed to the per-

formance of speech quality measurement. Moreover, specific indicators for measuring

the performance on dereverberation and interference suppression are also introduced.

We want to introduce the normalized scheme to measure the interference suppression

based on speech signal developed by Yiu et al. [117], that is defined as

SuppINT “

şπ

´π
PYI pwqdw

Cd
şπ

´π
PSI pwqdw

, (5.35)

where the constant Cd is defined as

Cd “

şπ

´π
PYSpwqdw

şπ

´π
PSSpwqdw

,

and PSSpwq and PSI pwq denote the spectral power estimate of the unfiltered signal-

s when the source and interference active alone, respectively, PYSpwq and PYI pwq

denote the spectral power estimate of the filtered signals when the source and in-

terference active alone, respectively. And we wish to define the similar indicator for

dereverberation as normalized reverberation suppression

SuppREV “

şπ

´π
PYRpwqdw

Cd
şπ

´π
PSRpwqdw

, (5.36)

where PSRpwq and PYRpwq denote the spectral powers estimate of the unfiltered and

filtered reverberant signals active alone, respectively.
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5.3.2 Acoustic Room Configuration

A simple rectangular 12mˆ6mˆ3m room is defined for acoustic room modeling, all

the walls, floor and ceiling are assumed to be with uniform absorption coefficients,

which resulting from the desired reverberation time T60. We define a 9-elements

sensor array in the z “ 1m plane with L-tap FIR filter behind each microphone,

specifically, they are placed at

Mic = {(5.5,3), (5.625,3), (5.75,3), (5.875,3), (6,3), (6.125,3), (6.25,3), (6.375,3), (6.5,3)}

at plane z “ 1 in meter, and with the center element as the reference receiving point,

also the beamformer output point. There are also one SOI placed at p´1,´1, 1q, two

INTs placed at p2,´1, 1q and p2, 1, 1q in meter with the center of the room as the

origin, an illustration of the room setup is depicted in Figure 5.1. All the RIRs from

the considering points to sensor array are estimated by the image source method,

and the fast-ISM room simulator developed by E.A. Lehmann and A.M. Johansson

[68] will be introduced for modeling room acoustics at T60 “ 0.1s and T60 “ 0.2s.

In such a room setup, the inputting SOI signal is a broadband male speech (“Dots

of light betrayed the black cat”), the INT signals are a female speech (“she had your

dark suit in greasy wash water all year”) and an excerpts of Chinese broadcast (“zui

da de shi hou ying gai jiu shi”), all of them have 8000Hz sampling frequency, see

the plotting in Figure 5.1.

Assume the output point of microphone array is set up at the center of it, thus

before processing, the initial DRR value of the RIR from SOI to the center micro-

phone element, the initial scores of SIRR and PESQ of the unfiltered signals under

different room acoustics can be measured for comparison, and they are listed in Table

5.2. The unfiltered signals are plotted in Figure 5.2.
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Figure 5.1: The z “ 1m plane of the defined acoustic room.

Table 5.2: The initial values measurement.

T60 DRR SIRRseg PESQ
0.1 9.7887 -2.9423 1.9526

T60 DRR SIRRseg PESQ
0.2 6.5039 -3.5692 1.9846

0 0.5 1 1.5 2

x 10
4
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0

1

(a) at T60 “ 0.1s
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x 10
4
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1

(b) at T60 “ 0.2s

Figure 5.2: The unfiltered signals at different room acoustics.
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5.3.3 Group Delay Learning

Notice that the group delay τL is important on the design of beamformer, thus we

first learn the influence of it. As an example, we choose the filter length L “ 50,

and introduce the DRR, reverberation suppression SuppREV , interference suppres-

sion SuppINT1 and SuppINT2 , segmental SIRR and PESQ scores six indicators to

do comparison. We learn the group delay τL from 1 to L ´ 1 for illustration in the

following, the overall performance of group delay learning is depicted in Figure 5.3.

From the group delay τL learning results, we can see that the group delay se-

lection do have influence on the beamformer design, too small or large group delay

selection is not acceptable. And for different room acoustics, the similar results show

that the better group delay should be chosen small or large than L{2, whereas the

measurement indicators are consistent on the whole.

5.3.4 Filter Length Learning

From the above group delay learning results, it is difficult to define a fixed group delay

selection to achieve optimal objectives on DRR, reverberation suppression SuppREV ,

interference suppression SuppINT1 and SuppINT2 , segmental SIRR and PESQ scores.

But for the best performance on dereverberation, we can choose the group delay τL

for optimal SuppREV to learn the influence of filter length L on beamformer design

in the following.

To study the filter length influence, we learn the filter length L from 2 to 100,

and the overall results on filter length learning are depicted in Figure 5.4.

From the filter length learning results, we can see that the designed beamform-

ers have effect on speech enhancement in reverberant environment when the filter

length L ą 20. And all the measurement indicators are increased as the filter length

increasing, which also verifies the result on effectiveness of beamformer design with
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Figure 5.3: Learning for group delay at filter length L “ 50.
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Figure 5.4: Performance with respect to filter length L.
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respect to filter length given in Theorem 5.1.

5.3.5 Overall Performance Illustration

To take an illustration on speech enhancement by the beamforming approach, in the

following, we choose filter length L “ t20, 30, 40, 50, 60u to design the beamformers

at the best group delay selection for dereverberation. We use the DRR, reverberation

suppression SuppREV , interference suppression SuppINT1 and SuppINT2 , segmental

SIRR and PESQ scores six indicators to evaluate the effect of speech enhancement,

and list the results in the following Tables 5.3 and 5.4.

Table 5.3: Overall performance of designed beamformers at T60 “ 0.1s.

L DRR SuppREV SuppINT1 SuppINT1 SIRRseg PESQ
20 22.2150 11.3649 21.3446 20.0572 8.4348 3.3081
30 23.1677 12.9396 22.9583 20.6631 9.5881 3.3079
40 23.7758 13.0727 23.4563 20.7437 9.7491 3.4350
50 24.1548 14.1747 23.6811 21.0391 10.2399 3.4672
60 24.2827 14.6807 24.5160 21.3670 10.5695 3.4793

Table 5.4: Overall performance of designed beamformers at T60 “ 0.2s.

L DRR SuppREV SuppINT SuppINT1 SIRRseg PESQ
20 18.2787 11.0176 18.3389 16.5548 5.3293 3.0104
30 18.8396 11.8587 19.1813 17.7930 5.7156 3.1016
40 19.1368 12.3960 19.5349 17.8595 6.2091 3.1386
50 19.6442 12.8697 20.0341 18.1077 6.5640 3.1612
60 19.7076 13.3990 20.8589 18.3691 6.8774 3.2053

From the overall evaluation results on beamforming performance, we can see that

all the DRR, segmental SIRR and PESQ scores have grown substantially after the

beamforming processing, and all the reverberation suppression SuppREV , interference

suppression SuppINT1 and SuppINT2 indicators obtain a very good effect. Moreover,

the beamformer designed at longer filter length can achieve better performance on all

the DRR, reverberation suppression, interferences suppression, segmental SIRR and
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PESQ scores. We can also find that all the indicators for the beamformers design

at T60 “ 0.2s are small than the beamformers design at T60 “ 0.1s, it demonstrates

that the influence of room acoustic on speech quality enhancement.

In the following, we also depict the overall performance on the designed beam-

formers at filter length L “ 50 in Figures 5.5 and 5.7 at different room acoustics

for illustration. We can see that all the RIRs from the SOI to center microphone

element (CMic) can be effectively beamformed to the desired responses, which make

the desired SOI signals successfully formulated and reverberation suppressed. And

the interference RIRs can be effectively suppressed, which make the interference sig-

nals successfully suppressed. The illustration of reverberant and interference signals

suppression can also be found in Figures 5.6 and 5.8.

Moreover, the overall performance of the enhanced speech signals by using the

designed beamformer at filter length L “ 50 are depicted in Figure 5.9. On the

beamforming results, we find that the beamformed signals are very close to desired

SOI signals in both two room acoustics, it also demonstrates the effect of the proposed

beamformer design method in reverberant environment.
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Figure 5.5: RIRs for SOI and INT before and after beamformer filtering at T60 “ 0.1s.
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Figure 5.6: Interferences and reverberation before and after filtering at T60 “ 0.1s.
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Figure 5.7: RIRs for SOI and INT before and after beamformer filtering at T60 “ 0.2s.
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Figure 5.8: Interferences and reverberation before and after filtering at T60 “ 0.2s.
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Figure 5.9: The beamformed signals signals under different acoustic room.
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Chapter 6

Indoor LCMV Beamformer Design

In this chapter, we study the design of linearly constrained minimum variance (L-

CMV) beamformer in acoustic room. It is noted that in reverberant environment,

most of the conventional beamforming approaches suffer from poor performance in

terms of sound reverberation caused by the room acoustics. Thus we want to en-

hance the speech quality by using the designed LCMV beamformer with the help of

RIRs, that can be estimated by some simple but efficient room simulator.

We firstly enhance the speech quality by using the indoor LCMV beamformer

designed with the help of RIRs. Then we do numerical experiments to learn the

influences of filter length and group delay selection on the design of beamformer.

Moreover, we study several post-filtering techniques combining with LCMV beam-

former to further improve the quality of the speech. They include the Wiener filter

(WF), log-spectral amplitude (LSA) estimator, and the recently proposed modified

sigmoid (MSIG) filter.
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6.1 Indoor LCMV Beamformer

6.1.1 Problem Formulation

Consider an acoustic room with the signal of interest (SOI) is generated at the source

point, such as r0, the interferer signals (INTs) are generated at rn, n “ 1, 2, .., N´1,

and background noise (NOI) is generated at undetermined place, assuming there is

an M -elements microphone array fixed at rm, m “ 1, 2, ..,M . Then the sensor

array will capturing signals in such an indoor system. Due to the influence of room

acoustics, interference and background noise contamination, the sensor array received

signals in the time domain may be expressed as

xmrks “
N´1
ÿ

n“0

phnm ˚ snqrks ` vmrks, m “ 1, 2, . . . ,M, (6.1)

where ˚ denotes linear convolution, hnm is the RIR from the source location rn to

the place rm of m-th microphone element and vm is the noise component received

by the m-th microphone, all the RIRs are simulated by ISM room simulator.

It should be mentioned that (6.1) is a linear time-invariant model of the physi-

cal acoustic transmission channel, the interference signals and background noise are

received through a linear system, and they may thus be cancelled by linearly filter-

ing the microphone signals. In the following, we firstly propose the indoor LCMV

beamforming technique to design the beamformer in reverberant environment.

Assume there is an L´tap FIR filter behind each microphone element with co-

efficients wm,l,m “ 1, 2, . . . ,M, l “ 0, 1, . . . , L ´ 1, then the beamformer output can

be written as

yrks “
M
ÿ

m“1

L´1
ÿ

l“0

wm,lxmrk ´ ls. (6.2)

It is noted that the convolution beamformer output can be reformulated by vector

notation, and it is usually to stack the input samples and all filter coefficients into
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vectors as

yrks “
M
ÿ

m“1

wT
mxmrks “ w

Txrks, (6.3)

where

wm “ rwm,0, wm,1, . . . , wm,L´1s
T , w “ rwT

1 ,w
T
2 , . . . ,w

T
M s

T ,

xmrks “ rxmrks, xmrk ´ 1s, . . . , xmrk ´ L` 1ssT , xrks “ rxT1 rks,x
T
2 rks, . . . ,x

T
M rkss

T .

If we substitute the input signals xmrks into (6.1), the beamformer output can

be rewritten as

yrks “
M
ÿ

m“1

pwm ˚ h0m ˚ s0qrks `
N´1
ÿ

n“1

M
ÿ

m“1

pwm ˚ hnm ˚ snqrks `
M
ÿ

m“1

pwm ˚ vmqrks. (6.4)

Then our objective is to find the separation filters wm so that the first part of

the above sum constructs our desired signal, while the last two parts of the sum

vanish. The perfect performance on noise reduction, interference suppression and

dereverberation need the filter coefficients satisfy the following conditions

M
ÿ

m“1

wm ˚ h0m “ g0, (6.5)

N´1
ÿ

n“1

M
ÿ

m“1

wm ˚ hnm “ 0, (6.6)

M
ÿ

m“1

wm ˚ vm “ 0, (6.7)

where g0 “ hDpk ´ τLq is the direct path impulse response hD from the SOI to

beamformer output with some time delay τL, it is also known as the group delay of

the sensor array, 0 is the vector with all entries equal to zero. In LCMV beamforming,

the filter coefficients are adjusted based on the statistics of the sensor array measured
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signals, the expression to be minimized is the power of noise signal. Since zero-mean

signals are assumed, the cost function at time k may be defined as

Jrks “ wT
rksRvvrkswrks, (6.8)

where vrks denotes the output signal with noise active alone, Et¨u is the expectation

operator, wrks is the filter coefficients at time k, and Rvvrks “ Etvrksv
T rksu is the

inputting correlation matrix at time k. To avoid the trivial solution at wrks “ 0,

a constraint of constant impulse response gain towards the SOI is added, by using

convolution matrix notation, the constant beamformer filtering response constraint

towards the SOI can be expressed as

H0wrks “ g0, (6.9)

where H is the convolution matrix generated from the RIRs from the SOI to each

array element corresponding to the condition (6.5), and the construction is similar

to (5.8). And similar constraints correspond to conditions (6.6) and (6.7) can be

expressed as

HIwrks “ 0, (6.10)

with HI corresponding to the convolution matrix generated from all the interferer

RIRs. Writing all the constraints together and denote H “ rHT
0 HT

I s
T and g “

rgT0 0T sT , then the indoor LCMV beamformer design problem can be formulated into

an optimization problem as

min
wrks

wT rksRvvrkswrks

s.t. Hwrks “ g,
(6.11)

at each time index k.
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6.1.2 Relaxed Beamformer Deisgn

The above LCMV beamformer design model (6.11) is usually very hard to be solved

or no solution exists due to the conditions of the equality constraints Hwrks “ g. In

this part, we construct a relaxed problem to find approximation solution for problem

(6.11) by using the Lagrangian relaxation technique. The Lagrangian relaxation

procedure uses the idea of relaxing the explicit linear constraints by bringing them

into the objective function with associated vector λrks called the Lagrange multiplier,

and the relaxed problem is constructed as

max
λrks

min
wrks

Lpwrks,λrksq

s.t. wrks P D,
(6.12)

where D is an auxiliary feasible region, and Lpwrks,λrksq is the Lagrangian function

defined as

Lpwrks,λrksq “ 1

2
wT
rksRvvrkswrks ´ λrks

T
pHwrks ´ gq.

Assuming the feasible region of problem (6.12) is D “ RML, and the correlation

matrix Rvvrks is positive-semidefinite and symmetric, by setting the gradient of

Lpwrks,λrksq with respect to wrks to be zero

BLpwrks,λrksq
Bwrks

“ Rvvrkswrks ´H
Tλrks “ 0,

notice the inverse of Rvvrks is exist, we have

wrks “ R´1
vv rksH

Tλrks. (6.13)

Then substituting it into the equality constraints Hwrks “ g, we have the subprob-

lem for multiplier λrks as

HR´1
vv rksH

Tλrks “ g. (6.14)
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In general, if the matrix HR´1
vv rksH

T is nonsingular, we can solve the multiplier

λrks directly by

λrks “ pHR´1
vv rksH

T
q
´1g. (6.15)

However, the combinational convolution matrix HR´1
vv rksH

T has very large condi-

tion number due to the large scale and sparse of RIRs hnm (see the example in Table

5.1), the solver (6.15) is difficult to be achieved in our numerical simulations. On

the other hand, the multiplier design subproblem (6.14) is in fact equivalent to the

least square problem

min
λrks

||HR´1
vv rksH

Tλrks ´ g||22. (6.16)

The direct solution of problem (6.16) may lead to a vector λrks that is severely

contaminated with noise, therefore many regularization techniques are employed to

get a more meaningful solution, such as Tikhonov regularization [40]. The Tikhonov

regularization approach improves the condition of the problem by solving the linear

least square problem

min
λrks

||HR´1
vv rksH

Tλrks ´ g||22 ` α||λrks||
2
2 (6.17)

instead of (6.16), and the solution of problem (6.17) is converged to the solution of

problem (6.16) in Lemma 5.1 under condition. Moreover, the solution λαrks satisfies

the equation

pHR´1
vv rksH

THRvvrks
´1HT

` αIqλαrks “HR
´1
vv rksH

Tg,

and a positive matrix HR´1
vv rksH

THR´1
vv rksH

T ` αI can be obtained with an ap-

propriate regularization parameter α, there are also many regularization criteria for

choosing of it, Morozov’s discrepancy principle [87], the Gfrerer/Raus-method [38],
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the quasi-optimality criterion [4], the generalized cross-validation [41] and the L-curve

criterion [49]. Then the approximate multiplier can be obtained

λαrks “ pHR
´1
vv rksH

THR´1
vv rksH

T
` αIq´1HR´1

vv rksH
Tg. (6.18)

Thus, by substituting the approximate multiplier λαrks into (6.13), we can get

the optimal filter coefficients

wrks “ R´1
vv rksH

T
ppHR´1

vv rksH
THR´1

vv rksH
T
` αIq´1HR´1

vv rksH
Tgq. (6.19)

6.2 Post-filtering Techniques

In this section, we introduce several post-filtering techniques to improve the quality of

the speech enhancement after beamforming. Since the output of the beamformer is a

single channel signal, we assume the speech enhancement model is yrks “ srks`urks,

where urks denotes all the interferer and noise parts of the beamformer output with

respect to desired signal srks. By using the short-time Fourier transform (STFT) on

the beamformer output yrks, the spectral components of the noisy signal Y pp, qq can

be obtained by

Y pp, qq “
T
ÿ

t“1

yrqR ` tsωrtse
´j2πpt
T , (6.20)

where p and q are the frequency bin index and time frame index, R is the frame

rate and ωrts is a window function (such as Hanning window). In most of the single

channel signal processing, the desired signal spectrum Spp, qq is estimated from

Ŝpp, qq “ Gpp, qqY pp, qq, (6.21)

where Gpp, qq is a nonlinear gain function. And the gain function is mostly expressed

as a function of the a priori SNR

ξpp, qq “
E t|Spp, qq|2u

E t|Upp, qq|2u
“
σ2
Spp, qq

σ2
Upp, qq

, (6.22)
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where σ2
Spp, qq and σ2

Upp, qq denote the desired signal power spectral density (PSD)

and noise PSD, respectively.

Most of the gain functions developed for speech enhancement are based on the

MMSE optimization criteria, such as the WF approach

GWF pp, qq “
ξpp, qq

1` ξpp, qq
, (6.23)

or LSA approach

GLSApp, qq “ min

"

ζ,
ξpp, qq

1` ξpp, qq
e

1
2

ş8

µpp,qq
e´t

t
dt

*

, (6.24)

with

µpp, qq “
ξpp, qq

1` ξpp, qq
γpp, qq,

where γpp, qq “ |Y pp, qq|2{σ2
Upp, qq denotes the a posteriori SNR, and ζ is a practical

upper bound (such as ζ “ 10) used to prevent a large gain value at low a posteriori

SNR. And the optimization of the criteria is made under certain model conditions

such as stationarity and some distributions, it is desirable to get a gain function

that offers optimal performance in all scenarios. However, different cost functions

and gain functions are needed in different noise and interferer scenarios, and some

of them involve complex mathematics equations that require heavy computational

load. To design a gain function with low complexity and high flexibility, while

having similar or better performance comparing to MMSE based estimators, Yong

et al. developed a flexible sigmoid-shape gain function in [120], the rational behind

using the SIG function is that it is a general cumulative distribution function (CDF)

function with a shape that can be adjusted by several tunable parameters. Instead of

the SIG function presented to map with the a posteriori SNR in [120], they proposed
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a SIG gain function mapping with the a priori SNR estimate in [119] most recently,

given as

GSIGpp, qq “
1

1` e´apξpp,qq´cq
, (6.25)

where a and c are parameters using to control the slope and mean of the gain curve,

respectively, both parameters control the amount of musical noise, speech distortion

and noise reduction. In order to obtain a balanced trade-off between them, the sig-

moid slope has to be sensitive towards speech and less sensitive towards the variation

of noise.

To provide more noise reduction at low SNR conditions, a modified sigmoid gain

function (MSIG) by multiplying the SIG gain function (6.25) with a hyperbolic

tangent function has been developed in [119], given as

GMSIGpp, qq “
1´ e´a1ξpp,qq

1` e´a1ξpp,qq
ˆ

1

1` e´a2pξpp,qq´cq
, (6.26)

where a1, a2 and c are parameters defined similarly to (6.25). And during their exper-

imental evaluation, the MISG gain functions generated the lowest speech distortion

among all evaluated gain functions at large smoothing parameters. Meanwhile, Yong

et al. [119] also proposed a modified decision-directed (MDD) approach to improve

the mostly used a priori SNR estimation DD approach developed by Ephraim and

Malah in [27]. As observed from the DD approach

ξ̂DDpp, qq “ max

#

β
|Ŝpp, q ´ 1q|2

σ̂Upp, qq
` p1´ βqP rγpp, qq ´ 1s, ξ0

+

, (6.27)

where β and σ̂Upp, qq denote the smoothing factor and estimated noise PSD from the

preceding frame, P r¨s denotes the half-wave rectification and ξ0 denotes a SNR floor.

The advantage of DD approach is its capability to eliminate musical noise based on
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the choice of β in the conditional smoothing procedure [15]. It was suggested to set

β close to unity so that the musical noise can be eliminated, while this leads to a

slow update of the a priori SNR estimate, resulting in speech transient distortion.

Moreover, the DD approach (6.27) has an extra frame delay during speech transients

since it employs the previous frame clean speech spectrum estimate. The MDD

approach is developed to reduce the delay in speech transients and the a priori SNR

estimate with the current noisy speech spectrum, it modified the first term of the DD

approach such that the gain function at previous frame is mapped with the current

noisy speech spectrum rather than the previous one. The MDD approach is defined

as

ξ̂MDDpp, qq “ max

"

β
|Gp¨qpp, q ´ 1qY pp, qq|2

σ̂Upp, qq
` p1´ βqP rγpp, qq ´ 1s, ξ0

*

, (6.28)

where Gp¨q indicates that the same gain function is used to obtain both the a priori

SNR and the speech estimate. The advantage of MDD approach is that it has the

same complexity as the DD approach while having a better enhanced speech quality,

which makes it suitable for real-time implementation. More details on the properties

of MDD approach are elaborated in [119].

In our post-filtering step, both the SIG and MSIG gain functions are introduced

to design post-filter, and compared with the MMSE based WF and LSA methods.

And we use the MDD approach to estimate the a priori SNR during experimental

simulation.

6.3 Illustration Examples

In the following numerical experiments, we introduce the direct-to-reverberant ratio

(DRR) defined in (5.32), the generalized signal-to-noise, interference and-reverberation

ratio (SNIRR) defined similarly to (5.33), the PESQ score measure defined in (5.34),
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the interference and noise suppression defined in (5.35) and the indicator for dere-

verberation defined in (5.36).

6.3.1 Acoustic Room Configuration

A simple rectangular 12mˆ6mˆ3m room is defined for acoustic room modeling, all

the walls, floor and ceiling are assumed to be with uniform absorption coefficients,

which resulting from the desired reverberation time T60. We define a 9-elements

sensor array in the z “ 1m plane with L-tap FIR filter behind each microphone,

specifically, they are placed at

Mic = { (5.5,3), (5.625,3), (5.75,3), (5.875,3), (6,3), (6.125,3), (6.25,3), (6.375,3), (6.5,3)}

in meter, and with the center element as the reference receiving point, also the beam-

former output point, where assume the lower right corner as the room origin. There

are also one SOI placed at p5, 2q, one interferer placed at p8, 2q, and background noise

placed at p8, 4q at plane z “ 1m, where the background noise placement information

is not used during beamformer design, an illustration of the room setup configuration

at z “ 1m plane is plotted in Figure 6.1. All the RIRs from the considering points to

sensor array are simulated by image source method, and the fast-ISM simulator de-

veloped by E.A. Lehmann and A.M. Johansson [68] will be introduced for modeling

room acoustics at T60 “ 0.1s and T60 “ 0.2s.

In such a room configuration, the inputting SOI signal is a broadband male speech

(“Dots of light betrayed the black cat”), and use another female speech (“she had your

dark suit in greasy wash water all year”) as the interference (INT) inputting. Due

to the noise signal is assumed to be independent to speech signal, we can generate a

white-noise for background noise inputting as NOI, see the plotting in Figure 6.1.

Assume the output point of microphone array is set up at the center of it, thus

before processing, the initial DRR value of the RIR from SOI to the center micro-
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Figure 6.1: The z “ 1 plane of the defined acoustic room.

phone element, the initial values of SNIRR and PESQ of the unfiltered signals under

different room acoustics can be measured for comparison, and they are listed in Table

6.1. The unfiltered signals are plotted in Figure 6.2.

Table 6.1: The initial values measurement.

T60 DRR SNIRRseg PESQ
0.1 9.7839 -4.1717 1.6781

T60 DRR SNIRRseg PESQ
0.2 6.4927 -4.6295 1.6810

It is noted that for the different filter length L, the indoor LCMV beamformer

design problem (6.11) is different, and the corresponding relaxed problem (6.12) is

also different, and so is the group delay τL. Thus, the beamformer designed from

the relaxed LCMV model (6.12) may have different performances with respect to

different filter length L and group delay τL. In the following, we study the influence

of group delay and filter length on indoor LCMV beamformer design respectively.
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Figure 6.2: The unfiltered signals under different acoustic room.

6.3.2 Group Delay Learning

Firstly, we study the influence of group delay τL on indoor LCMV beamformer de-

sign. For the given filter length L, we introduce the DRR, reverberation suppression

SuppREV , interference suppression SuppINT , noise reduction SuppNOI , segmental S-

NIRR and PESQ scores six indicators to do comparison. We choose L “ 40 and

L “ 60 two cases, and learn the group delay τL from 1 to L´ 1 for illustration in the

following. The overall performance of group delay learning is depicted in Figures 6.3

and 6.4.

From the group delay τL learning results, we can see that the group delay selection

do have influence on the beamformer design, too small or large group delay selection

is not acceptable. And for different room acoustics, the similar results show that the

better group delay should be chosen around L{2, whereas the all the measurement

indicators are consistent on the whole.
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Figure 6.3: Learning for group delay τL at T60 “ 0.1s.
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Figure 6.4: Learning for group delay τL at T60 “ 0.2s.
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6.3.3 Filter Length Learning

From the above group delay learning results, it is difficult to define a fixed group delay

selection to achieve optimal objectives on DRR, reverberation suppression SuppREV ,

interference suppression SuppINT , noise reduction SuppNOI , segmental SNIRR and

PESQ scores. But for the best performance on dereverberation, we can choose the

group delay τL for optimal SuppREV to learn the influence of filter length L on indoor

LCMV beamformer design in the following.

To study the filter length learning, we learn the filter length L from 2 to 100, and

the overall results on filter length learning are plotted in Figure 6.5.

From the filter length learning results, we can see that the designed indoor LCMV

beamformers have effect on speech enhancement in reverberant environment when

the filter length L ą 20. All the measurement indicators are increased as the filter

length increasing, whereas they are increased slowly when the filter length L ą 40,

especially the performance on noise reduction.

6.3.4 Overall Performance Illustration

To take an illustration on speech enhancement by the beamforming approach, in the

following, we choose filter length L “ t30, 40, 50, 60u to design the indoor LCMV

beamformers at the best group delay selection for dereverberation. With the designed

beamformer, we do comparison on the beamformed response, reverberant and inter-

ference responses suppression, reverberant and interference signals suppression and

noise reduction, respectively. We use the DRR, reverberation suppression SuppREV ,

interference suppression SuppINT , noise reduction SuppNOI , segmental SNIRR and

PESQ scores six indicators to evaluate the effect of speech enhancement, and list

the results in the following Tables 6.2 and 6.3. In the table, BF, WFB, LSAB and

MSIGB denote the results from the output corresponding to LCMV beamformer,
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Figure 6.5: Performance with filter length L.
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WF-postfilter, LSA-postfilter and MSIG-postfilter, respectively.

Table 6.2: Overall performance of indoor LCMV beamformer at T60 “ 0.1s.

L DRR SuppREV SuppINT SuppNOI SNIRRseg PESQ
30 23.8298 14.1449 20.0948 18.0421 7.4391 2.8507
40 24.4513 14.9424 20.7179 18.6624 7.9307 2.9249
50 24.6306 15.5551 20.8459 19.3706 8.1222 2.9575
60 24.9204 16.0928 20.8981 19.4996 8.3718 3.0298

Table 6.3: Overall performance of indoor LCMV beamformer at T60 “ 0.2s.

L DRR SuppREV SuppINT SuppNOI SNIRRseg PESQ
30 19.4683 12.5691 17.1087 16.0111 4.7660 2.6995
40 20.0033 12.7314 17.4916 16.3633 5.0487 2.7320
50 20.0670 13.2025 17.5535 17.0516 5.4236 2.7847
60 20.1254 13.6151 17.6105 17.2993 5.5425 2.8009

From the overall evaluation results given in the Tables 6.2 and 6.3, we can see

that the indoor LCMV beamformer design at longer filter length can achieve better

performance on all the DRR, reverberation suppression, interference suppression,

noise reduction, segmental SNIRR and PESQ scores. We can also find that all the

indicators for the beamformers design at T60 “ 0.2s are small than the beamformers

design at T60 “ 0.1s, it is demonstrate that the influence of room acoustic on speech

quality enhancement.

In the following, we also depict the overall performance on the designed beam-

formers at filter length L “ 60 in Figures 6.6 and 6.8 at different room acoustics for

illustration. We can see that all the RIRs from the SOI to center microphone elemen-

t (CMic) can be effectively beamformed to the desired responses, which makes the

desired SOI signals successfully formulated. The reverberant IRs and interference

RIRs can be effectively suppressed, which makes the reverberation and interference

signals successfully suppressed. The illustration of reverberant, interference and noise

signals suppression can also be found in Figures 6.7 and 6.9.
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Figure 6.6: RIRs for SOI and INT before and after beamformer filtering.

103



PhD Thesis

0 0.5 1 1.5 2

x 10
4

−0.5

0

0.5

REV

0 0.5 1 1.5 2

x 10
4

−0.5

0

0.5

REV Supp

0 0.5 1 1.5 2

x 10
4

−0.5

0

0.5
INT Supp

0 0.5 1 1.5 2

x 10
4

−0.2

0

0.2

NOI

0 0.5 1 1.5 2

x 10
4

−0.2

0

0.2

NOI Supp

0 0.5 1 1.5 2

x 10
4

−0.5

0

0.5
INT

Figure 6.7: Interference, reverberation and noise before and after beamformer filtering.

From the illustration example Figures 6.7 and 6.9, we can see that under the

same interference and background noise environment, the stronger room acoustics

(T60 “ 0.2s) has serious influence on dereverberation, and it has influence on all the

reverberation, interference and noise suppression.

6.3.5 Post-filtering Processing with LCMV Beamformer

From the filter length learning results, the more improvement on dereverberation and

interference suppression needs longer filter length, whereas, the background noise

reduction is increased slowly as the filter length increasing when the filter length

L ą 30. Fortunately, many effective approaches based on single channel processing

can achieve great improvement on noise reduction. Thus, in the following, we do ex-

periments on the introduced post-filtering techniques for noise reduction evaluation.
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Figure 6.8: RIRs for SOI and INT before and after beamformer filtering.
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Figure 6.9: Interference, reverberation and noise before and after beamformer filtering.

To investigate the performance of post-filtering techniques on remaining back-

ground noise reduction, then further enhance the speech quality, we use four filter

length L “ t30, 40, 50, 60u with the group delay for optimal dereverberation to

design the indoor LCMV beamformers firstly, then post-filter the beamformer out-

put using the WF-postfiltering, LSA-postfiltering and MSIG-postfiltering techniques,

respectively.

We use the noise reduction SuppNOI , segmental SNIRR and PESQ three indi-

cators to evaluate the improvement effect of post-filtering techniques, and list the

results in the following Tables 6.4 and 6.5. In the table, WFB, LSAB and MSIGB

denote the results from the output corresponding to WF-postfilter, LSA-postfilter

and MSIG-postfilter, respectively.
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Compare with the beamforming results in Tables 6.2 and 6.3, we can see that

all the introduced post-filtering techniques have good effect on noise reduction im-

provement. They can improve the noise reduction to some extent, then improve the

segmental SNIRR and PESQ scores no matter the room acoustics or filter length

changes. Moreover, among these three post-filtering techniques, the MSIG-postfilter

has the best effect.

The specific filtered signals plotting for indoor LCMV beamformer at filter length

L “ 60 and after post-filtering are depicted in the following Figures 6.10 and 6.11.

We find that the desired SOI signals can be effectively reformulated by the proposed

beamforming methods.
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Figure 6.10: Filtered signals at T60 “ 0.1s.
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Figure 6.11: Filtered signals at T60 “ 0.2s.
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Chapter 7

Common Microphone Array

Placement Design

In this chapter, the microphone array placement design problem on the design near-

field broadband beamformer is studied. We establish a nonlinear optimization prob-

lem for the microphone array placement design. To evaluate the effect of the place-

ment design, we also define a cost function to do measurement, the error between

beamformer output and desired filter responses. Whereas this problem is with re-

spect to the optimal beamformer coefficients solving.

In general, the optimal beamformer coefficients are according to the optimal

frequency responses, and it is achieved as the filter length increasing to infinity. To

avoid the optimal filter coefficients solving problem, we introduce the infinite length

technique to convert the filter coefficients solving into the problem of performance

limit estimation of the beamformer output. Then, we develop hybrid descent method

with genetic algorithm to solve the optimal placement design.
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7.1 Placement Design Problem Formulation

Given an M -elements microphone array, where behind each elements is an L´tap

finite impulse response (FIR) filter, assume that the microphone elements have been

set at the fixed points ri, i “ 1, 2, ..,M , then, the transfer function from any source

point to the i´th microphone is given by (2.5) in the open air. If the signals received

by this microphone array are sampled synchronously at the rate of fs per second,

the frequency responses Wipw, f, Lq, i “ 1, 2, ...,M, of these FIR filters are given

by (2.6), and the beamformer output is (2.7). Thus, optimization problem can be

established based on some criteria to measure the error between beamformer output

and the given desired response, such as the beamformer design model (2.8) according

to previous discussion in Section 2.2 of Chapter 2.

In the previous chapters, we’d like to use the L1´norm to measure the objective

function in minimax model (2.8), whereas, there are many objective criteria exist to

measure the error between Gpr, f, Lq and Gdpr, f, Lq, such as the L8´norm designed

in [5, 39], these methods have promoted the development of broadband beamformer

greatly in recent decades. However, these design techniques are often very expensive,

and their beamforming effects are not quite as good in general. In 2011, Feng et al.

[32] used the L2´norm and the infinite length technique to estimate the performance

limit of the FIR filters, and quickly found the optimal FIR filter coefficients by using

the active constraints during the performance limit estimate, which is called a two-

stage method, and it proved to be quite effective and very fast.

In the following, we will use the L2´norm minimization model for the design of

broadband beamformer. Firstly, we define the objective function as

Epwq “
1

|Ω|

ż

Ω

ρpr, fq
ˇ

ˇHH
pr, fqW pw, f, Lq ´Gdpr, f, Lq

ˇ

ˇ

2
drdf, (7.1)

where Ω is a specified spatial-frequency domain as the definition field of Gdpr, f, Lq,

110



Chapter 7 Common microphone array placement design

and ρpr, fq is a positive weighting function. Usually, the domain Ω “ Ωp

Ť

Ωs is

consisting of the passband region Ωp and stopband region Ωs. Then, the beamformer

designing for a fixed microphone array is just the filter coefficients optimization

problem

min
wPRNˆL

Epwq. (7.2)

Let λ “ pr1, r2, ..., rMq P R3ˆM be the set of the microphones’ location, for the

given filter length L, we can find the corresponding optimal coefficients w of the FIR

filters by solving the above optimization model (7.2) at the fixed microphone array

placement λ. It is well known that the longer filter length L, the better performance,

and the best performance will be achieved at the infinite length tending to infinity.

However, setting the filter length L “ `8 for the optimization model (7.2) is im-

practical, to get the performance limit of a fixed microphone array configuration, we

introduce the infinite length technique next.

For the L´tap FIR filter, the desired response Gdpr, f, Lq will have a delay term

τL P r0, L´1s, and the total time delay of the microphone array system is τLT , where

T “ 1{fs. Then the desired response can be written as

Gdpr, f, Lq “ e´j2πfτLT Ĝdpr, fq, (7.3)

where Ĝdpr, fq is a response function independent of filter length L. The term of

Gdpr, f, Lq with respect to the filter length L is just the group delay τL, substituting

it into the objective function (7.1), we have

Epwq “
1

|Ω|

ż

Ω

ρpr, fq
ˇ

ˇ

ˇ
HH

pr, fqW pw, f, Lq ´ e´j2πfτLT Ĝdpr, fq
ˇ

ˇ

ˇ

2

drdf,

“
1

|Ω|

ż

Ω

ρpr, fq
ˇ

ˇ

ˇ
HH

pr, fqŴ pw, f, Lq ´ Ĝdpr, fq
ˇ

ˇ

ˇ

2

drdf,
(7.4)

where

Ŵ pw, f, Lq “ ej2πfτLTW pw, f, Lq,
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and W pw, f, Lq is the frequency response defined as (2.6).

For the objective function (7.4), we note that only Ŵ pw, f, Lq changes with the

filter length’s changing, and all the frequency responses tŴipw, f, Lq, i “ 1, 2, ...,Mu

are exactly in the space spanned by the basis

∆L “ te
´j2πf
fs

p´τLq, e
´j2πf
fs

p1´τLq, ..., e
´j2πf
fs

pL´1´τLqu, (7.5)

in other word, all of them can be represented linearly by the basis ∆L. If there are

two different filter lengths L1 and L2, the corresponding bases ∆L1 and ∆L2 maybe

different, however, when the filter length L increasing to `8, the space spanned

by the corresponding basis ∆`8 should be the whole space containing all the space

spanned by the basis ∆L with L is finite.

Then, the infinite length idea is to extract the expression limit of the frequency

response tŴipw, f, Lq, i “ 1, 2, ...,Mu at the filter length L “ `8 equivalently, we

introduce the following lemma developed in [32].

Lemma 7.1. Suppose that

lim
LÑ`8

τL “ `8, and lim
LÑ`8

L´ τL “ `8,

and 2τL is an integer, for any complex-valued function upfq ` jvpfq defined in

r0, fs{2s, where vp0q “ 0 and vpfs{2q “ 0, if upfq and vpfq are continuous, ab-

solute integrable, and the right-hand and left-hand derivative exist, then, there exists

a real sequence tck, k “ 0, 1, ...,`8u such that

upfq ` jvpfq “ lim
LÑ`8

L´1
ÿ

k“0

cke
´j2πf
fs

pk´τLq. (7.6)

Proof. The number 2τL is an integer means that τL is an integer or an integer

plus 0.5. First, in the case when τL is an integer, by the conditions (7.6), (7.6) is
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equivalent to

upfq ` jvpfq “
`8
ÿ

k“´8

cke
´j2πkf
fs . (7.7)

Define an even function ûpfq as

ûpfq “

#

upfq, if f P r0, fs{2s

up´fq, if f P r´fs{2, 0s

and an odd function v̂pfq as

v̂pfq “

#

vpfq, if f P r0, fs{2s

´vp´fq, if f P r´fs{2, 0s
.

Then, ûpfq and v̂pfq are continuous, absolute integrable, and the right-hand and

left-hand derivatives exist. Since in Fourier analysis, the set of the functions

t1, cosp2πkf{fsq, sinp2πkf{fsq, k “ 1, . . . ,`8u

are orthogonal and complete in r´fs{2, fs{2s, the Fourier series of ûpfq and v̂pfq are

given by

ûpfq “ a0 `

`8
ÿ

k“1

ak cosp
2πkf

fs
q, v̂pfq “

`8
ÿ

k“1

bk cosp
2πkf

fs
q. (7.8)

Define ck in (7.7) as

c0 “ a0, ck “

$

’

&

’

%

ak ´ bk
2

, if k ą 0

ak ` bk
2

, if k ă 0
. (7.9)

Then, by (7.7), we can verify that the ck, which is defined in (7.9), satisfies the

equation (7.8).
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Similarly, we can also prove the case when τL is an integer plus 0.5, where the

orthogonal and complete system is replaced by

tcosp2πpk ` 0.5qf{fsq, sinp2πpk ` 0.5qf{fsq, k “ 1, . . . ,`8u.

This completes the proof.

For all the uipfq and vipfq, i “ 1, 2, ...,M , satisfy the conditions proposed in

Lemma 7.1, defined

Γ “ tupfq ` jvpfq “ puipfqq ` jpvipfqq, i “ 1, 2, ...,Mu, (7.10)

with the help of Lemma 7.1, we replace the filter frequency responses by

W̃ pw, f, Lq “ W̃ pfq “ upfq ` jvpfq. (7.11)

Substituting it to the objective function (7.4), we can establish the infinite length

beamformer designing problem

min
W̃ PΓ

EpW̃ q, (7.12)

where

EpW̃ q “
1

|Ω|

ż

Ω

ρpr, fq
ˇ

ˇ

ˇ
HH

pr, fqW̃ pfq ´ Ĝdpr, fq
ˇ

ˇ

ˇ

2

drdf. (7.13)

Notice that the performance limit is estimated for a given placement of the mi-

crophone array. Different placement can cause different performance limit. Then

the placement design is to find the placement of the microphone array such that the

corresponding performance limit is minimized. For this, let λ “ pr1, r2, ..., rMq P

Λ Ă R3ˆM denote the feasible region of the microphone array, where Λ is the set of

all possible λ. Then, the placement design problem is formulated as

min
λPΛ,W̃MPΓM

Epλ, W̃ q

s.t }ri ´ rj}
2 ě εd, i, j “ 1, 2, ..,M, i ‰ j,

(7.14)
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where

Epλ, W̃ q “
1

||Ω||

ż

Ω

ρpr, fq||HH
pλ, r, fqW̃ pfq ´ Ĝdpλ, r, fq||

2drdf (7.15)

is the same as (7.13), but considering λ as the new decision vector.

The constraints ||ri ´ rj||
2 ě εd, i, j “ 1, 2, ..,M, i ‰ j, are according with the

reality, the set of microphone elements should be kept at least a certain minimum dis-

tance mutually for proper functioning, and εd is the square of the minimum distance

between two different microphone elements.

7.2 Hybrid Descent Method

In general, the problem (7.14) is very complicated. It contains two kinds of decision

vectors: placement vector and frequency response vector. Note that for a given place-

ment vector, the optimal frequency response can be obtained by solving the quadratic

problem (7.12), which can be solved very quickly by quadratic programming method,

we transformed the placement design problem (7.14) into

min
λPΛ

F pλq “ Epλ, W̃ ˚pλqq

s.t ||ri ´ rj||
2 ě εd, i, j “ 1, 2, ..,M, i ‰ j,

(7.16)

where W̃ ˚pλq is the solution of the subproblem (7.12) with the given placement

vector λ.

Although discrete approach can be applied to transform the above semi-infinite

programming problem into a large-scale constrained optimization problem similarly

in dealing with problem (7.12), and the difference between them is just the additional

placement variables λ, the intrinsic characters of them are very different. The objec-

tive function (7.13) is convex with respect to the variables W̃ , and problem (7.12) is

a convex optimization problem, most of the discrete convex optimization tools can be
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used to solve it. The objective function (7.15), however, has the variables λ nested

inside Hpλ, r, fq and Ĝdpλ, r, fq, it is nonconvex with respect to λ, then problem

(7.14) is nonconvex, and there is still no method can be used to solve the nonconvex

optimization problem commonly.

The combined nonconvex optimization problem (7.14) has two kinds of variables,

it is difficult to solve as a whole, note that the objective function (7.15) is nonconvex

with respect to the placement variables λ, but it is convex with respect to the filter

coefficient variables W̃ . We can choose a placement λ at the first step, reduce

original problem to a convex subproblem (7.12), then it can be solved easier. Next,

we change the placement, resolve a subproblem (7.12) again, and repeat it until

converges. Since problem (7.12) can be solved accurately and effectively, the main

problem we need to do is to find an approach to update the placement effectively.

As discussed previously, the placement optimization problem (7.14) is not convex,

difficult to be solved by gradient-based approach directly. But the variables have the

property that the infinite length filter coefficient variables are determined by the

placement, it is easy to get the idea that solving the problem (7.14) alternatively.

In the first step, we adjust the placement variables independently, this will generate

a subproblem (7.12) and determine the performance limit of the beamformer, then

solve it for verifying the effect of this placement, and repeat it. We propose a hybrid

descent method in the following.

Algorithm 7.2.1. Hybrid descent method

1. Give two positive parameters ε1 and ε2, generate an initial placement point λ0,

and solve the reduced optimization problem (7.14) with λ “ λ0, get the optimal

objective function value as Epλ0q. Set k “ 0.

2. Take λk as one of the candidate point for the genetic algorithm, and execute
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N times of iterative computation until a point λk̄ is obtained, such that the

objective function has a certain degree of decline, Epλk̄q ´ Epλkq ď ´ε1.

3. Solve for the local minimum of Epλ, W̃ q by using a gradient-based minimization

method with λk̄ as the input point to get λk`1, such that the objective function

has a certain degree of decline, Epλk`1q ´ Epλk̄q ď ´ε2.

4. Set k :“ k ` 1, return to Step 2 until convergence.

In the Step 2 of the Algorithm (7.2.1), the fitness function value for genetic algo-

rithm is set to be the optimal value of the subproblem (7.12), the genetic algorithm

composes of five key steps, namely

1. Population representation – The real-valued placement variables λ are ini-

tialized using crtrp to construct the chromosomes, which storing an entire population

in a single matrix with all chromosomes are of equal length.

2. Fitness assignment – The fitness values are derived from the optimal value of

(7.14) through a ranking or scaling function.

3. Selection – Selection functions (reins, rws, et al.) select a given number of

placements from the current population, according to their fitness, and return a

column vector to their indices.

4. Crossover – Crossover operators (recdis, recint, et al.) recombine pairs of indi-

viduals with given probability to produce offspring.

5. Mutation – Mutation operators (mut, mutate, et al.) apply random changes to

individual parents to form offspring.

In this paper, the functions are used the Matlab default setting on the genetic

algorithm, and the the major procedures of it are outlined as follows:

Genetic procedures

(a) Generate the initial placement chromosomes Λk with inputting the last local

optimal placement λk, evaluate (7.14) for all the individuals, get Epλq,λ P Λk.
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(b) Rank Epλq,λ P Λk, if Epλk̄q ´ Epλkq ď ´ε1, stop; otherwise, go to next Step

(c);

(c) Select the individuals Λk
1 by using the selection functions, called parents;

(d) Combine two parents to form offspring Λk
2 for the next generation by using the

crossover operators;

(e) Apply random changes to individual parents to form offspring Λk
3 by using

mutation operators;

(f) Evaluate (7.14) for all the new individuals Λk
3, get Epλq,λ P Λk

3, and return

to Step (b).

7.3 Illustration Examples

In our numerical experiments, the desired response function is specified over a region

that would fit into a multimedia or hands free mobile phone application, including

the frequency range of human voice, and a range of position that microphone ele-

ments should be directed towards. To allow for the delay of the speech to reach the

microphones, the desired response function Gdpr, f, Lq in the passband and stopband

is defined the same as (2.14). The sampling rate is set as 8kHz, and the maximum

frequency is chosen as fmax “ 4kHz, the minimum distance parameter between two

different microphone elements is set as

εd “ 0.0152m2,

and the weighting function is chosen as ρpr, fq “ 1.

7.3.1 2-D Microphone Array Placement Problem

We firstly consider a placement configuration problem for 2-D case, fix the micro-

phone array with nine elements, the microphone elements and the beamforming
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desired spatial region are defined on two planes respectively, and the microphone

elements chosen plane is 1 meter away from the beamforming desired spatial plane,

see Figure 7.1 below.
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Figure 7.1: Configuration of Example 7.3.1.

From the above configuration, the beamforming desired spatial plane is defined

on z “ 0m, and the microphone elements chosen plane is fixed on z “ 1m, the

specific feasible region Λ of microphone elements, bandpass region Ωp and band stop

region Ωs of beamforming are defined specifically as following.

Passband region:

Ωp “ tpr, fq | ||px, yq|| ď 0.4m, z “ 0m, 0.5kHz ď f ď 1.5kHzu.

Stopband region:

Ωs “ tpr, fq | ||px, yq|| ď 0.4m, z “ 0m, 2.0kHz ď f ď 4.0kHzu . . .
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Ytpr, fq | 1.8m ď ||px, yq|| ď 3.0m, z “ 0m, 0.5kHz ď f ď 1.5kHzu . . .

Ytpr, fq | 1.8m ď ||px, yq|| ď 3.0m, z “ 0m, 2.0kHz ď f ď 4.0kHzu.

Placement feasible region:

Λ “ tλ | |x| ď 1.5m, |y| ď 1.5m, z “ 1mu.

For the discretization of Ω “ Ωp

Ş

Ωs, each of the frequency domain regions

is generated 60 points, and the spatial domain regions are taken every 0.2m. By

applying the proposed Algorithm 7.2.1, we can find the optimal placement λ˚ of the

microphone elements at

λ˚ “ t(0,0,1), (0.1693,0.0700,1), (0.0703,0.1692,1),
(-0.0700,0.1693,1), (-0.1692,0.0703,1), (-0.1693,-0.0700,1),. . .
(-0.0704,-0.1692,1), (0.0700,-0.1693,1), (0.1692,-0.0703,1)u,

which is plotted in Figure 7.2. Using this placement configuration, we can get the

optimal objective function value under the infinite length model is ´39.1635dB.
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Figure 7.2: Optimal placement for Example 7.3.1.
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To verify whether the placement λ˚ is the best one or not, we compare it with

four common placement structures (see Figure 7.3). For the former three regular

structures, we fix the distance between every two microphones is 0.2m, and define the

radius as 0.2m to generate 9 microphone points for the fourth placement structure.

Using these placement configurations, the optimal objective function values under the

infinite length model in dB are listed in Table 7.1. It is proved that the microphone

array will achieve the best performance at the placement λ˚.
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Figure 7.3: Placement of Example 7.3.1.

Taking the filter length L “ 40, we can obtain the optimal filter coefficients and

the actual response in the above microphone array placement λ˚. To verify the effect

of the beamforming, we choose an actual response performance of X ´ Y plane at

frequency 1400Hz and another performance of X´F plane (spatial-frequency plane,
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Table 7.1: Performance of common structures.

Placement (a) (b) (c) (d)
Performance limit (in dB) -30.2153 -19.4577 -24.4524 -20.5579

y “ 0m) in the following Figure 7.4.

7.3.2 3-D Microphone Array Placement Problem

In the second example, we consider a 3-D microphone array placement design prob-

lem, it is the spatial region and the microphone elements placement are all be setup

in tridimensional space. We also consider nine microphone elements, but the mi-

crophone elements is chosen in an solid with 1 meter away from the beamforming

desired cubic space, see Figure 7.5 below.
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Figure 7.5: Optimal placement for Example 7.3.2.

The specific feasible region Λ of microphone elements, bandpass region Ωp and

band stop region Ωs of beamforming are described as
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(a)

(b)

Figure 7.4: Performance of finite length filter under optimal placement.
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Passband region:

Ωp “ tpr, fq | ||px, yq|| ď 0.4m, 1.5m ď |z| ď 2.0m, 0.5kHz ď f ď 1.5kHzu.

Stopband region:

Ωs “ tpr, fq | ||px, yq|| ď 0.4m, 1.5m ď |z| ď 2.0m, 2.0kHz ď f ď 4.0kHzu . . .

Ytpr, fq | 1.8m ď ||px, yq|| ď 3.0m, 1.5m ď |z| ď 2.0m, 0.5kHz ď f ď 1.5kHzu . . .

Ytpr, fq | 1.8m ď ||px, yq|| ď 3.0m, 1.5m ď |z| ď 2.0m, 2.0kHz ď f ď 4.0kHzu.

Placement feasible region:

Λ “ tλ | |x| ď 1m, |y| ď 1m, 2.5m ď |z| ď 3.5mu.

The frequency domain and the spatial domain regions are discretized similarly to

Example 7.3.1, by applying the proposed Algorithm 7.2.1, we can find the optimal

placement λ˚ of the microphone elements at

λ˚ “ t(0,0,2.5), (0,0,2.883400836), (0,0,2.942937691),. . .
(0,0,3.125292923), (0,0,3.24250263), (0,0,3.374356638),. . .
(0,0,3.456959832), (0,0,3.472801381), (0,0,3.5)u,

which is plotted in Figure 7.6. Using this placement configuration, we can get the

optimal objective function value under the infinite length model is ´34.4140dB.
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Figure 7.6: Optimal placement for Example 7.3.2.

Taking the filter length L “ 50, we can obtain the optimal filter coefficients and

the actual response in the above microphone array placement λ˚. To verify the effect

of the beamforming, we choose an actual response performance of X ´ Y plane at

frequency 1400Hz, z “ 1.6m, and another performance of X ´Z plane at frequency

1400Hz, y “ 0m in the following Figure 7.7.
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(a)

(b)

Figure 7.7: Performance of Example 7.3.2.
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Indoor Microphone Array

Placement Design

The previous Chapter 7 has studied the effective method for microphone array place-

ment design problem in the open air, whereas in reverberant environment, the room

acoustics make the transfer function estimation for sound wave propagation more

complicated and costly. And it is hard to design the broadband beamformer with the

effective function on continuous spatial regions. In general, the LCMV beamformer

consider some specific targets for signal of interest (SOI) capturing and interference

(INT) suppression, and it can achieve good performance on noise (NOI) reduction.

In this chapter, we study the microphone array placement design problem in

acoustic room. We employ the common LCMV beamformer design model to achieve

dereverberation and interference suppression by obtaining the desired beam pattern

in linear constraints, and reduce the background noise with the estimation noise

power minimization, where the RIRs are estimated by the ISM based room simulator.

We also introduce the infinite length technique to pursuit performance limit of the

beamformer without respect to filter length. Thus, we can establish the microphone

array placement design problem based on the error between beamformer output and

the given desired signal. Then we apply the hybrid descent method with genetic

algorithm to solve the placement vector.
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8.1 Problem Formulation

Given an auditory scene (such as a rectangular acoustic room), where N number

of sources are settled at rn, n “ 0, ...., N ´ 1, without loss of generality, the first

one r0 can be denoted as the signal of interest (SOI), the others are interferences

(INT) and background noise (NOI) (where the noise placement information is not

used in beamformer design). Then for a given M -elements microphone array settled

at λ “ pr1, r2, . . ., rMq P Λ Ă R3ˆM , assume the sound wave propagation between

source number n and array element number m can be modeled by a transfer function

Hn,mpλ, ωq (RIR in time domain). Thus, in the frequency domain, microphone array

captured signals can be denoted as

Xmpωq “
N´1
ÿ

n“0

Hn,mpωqSnpωq ` Vmpωq, m “ 1, . . . ,M. (8.1)

Assume there is an L´tap FIR filter behind each microphone element with coef-

ficients wm “ rwmp0q, wmp1q, . . ., wmpL´1qsT , m “ 1, . . . ,M . If the signals received

by this microphone array are sampled synchronously at the rate of fs per second,

then the frequency responses of these FIR filters for frequency component ω can be

defined as

Wmpωq “ wTmd0pωq, m “ 1, . . . ,M, (8.2)

where d0pωq is defined as

d0pωq “ re
´jω
fs
p´τLq, e

´jω
fs
p1´τLq, ..., e

´jω
fs
pL´1´τLqs

T , (8.3)

and 0 ď τL ď L´ 1 is the delay term (such as τL “ pL´ 1q{2).

Then the beamformer output under such an array placement λ can be formed in

each frequency band

Y pωq “
M
ÿ

m“1

WmpωqXmpωq “W
H
pωqXpωq, (8.4)
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whereW pωq “ rW1pωq . . . WMpωqs
T is the beamformer response vector andXpωq “

rX1pωq . . . XMpωqs
T is the input data vector.

Notice that this beamformer output Y pωq is with respect to the microphone

array placement λ and filter coefficients w “ rw1, w2, . . . , wM s
T , to measure the

error between it and the desired SOI signal Sdpωq, we can use the L2-norm criterion

to define the objective function

F pλ,wq “
1

||Ω||2

ż

Ω

||WH
pωqXpωq ´ Sdpωq||

2
2dω, (8.5)

where Ω is the considering frequency domain. Thus the microphone array placement

problem based on the above cost function (8.5) can be established as:

Definition 8.1. Find optimal solutions of placement λopt in some feasible region Λ

and the corresponding filter coefficients w, make sure the beamformed signal Y pωq

satisfy F pλopt,woptq ď F pλ,wq for all λ P Λ,w P RMˆL. The equivalent optimiza-

tion problem is

min
λPΛ,wPRMˆL

F pλ,wq

s.t. ||ri ´ rj||
2 ě ε0, i, j “ 1, 2, . . . ,M, i ‰ j,

(8.6)

where ε0 ą 0 is a constant, which is used to make sure the set of microphone elements

are kept at least a certain minimum distance mutually for proper functioning.

The above microphone array placement problem (8.6) is a composite optimization

problem with respect to the placement variable λ and filter coefficients w. However,

the filter coefficients w is usually determined by the specific placement λ, for each

selection of λ, determining the corresponding beamformer output Y pωq will be a

subproblem. Generally, the beamformer output Y pωq is affected by the filter length

L, and solving the optimal filter coefficients is also a challenge work at the moment,

thus in this paper, we introduce the infinite length technique to estimate the optimal

beamformer output Y pωq for each of the subproblem in (8.6).
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8.2 Performance Limit of LCMV Beamformer

For a given microphone array placement λ, it is noted that the L-tap beamformer

coefficient wm is corresponding to the frequency response Wmpωq, m “ 1, . . . ,M ,

and the optimal frequency response Wm,optpωq will be obtained when the filter length

LÑ `8. This property can also be proved by the previous Lemma 7.1.

Based on the Lemma 7.1, we can define the frequency response variables Wmpωq “

umpωq ` jvmpωq for our beamformer subproblems in the following. Substituting the

input signals Xmpωq with different channels (8.1), we can rearrange the beamformer

output to

Y pωq “
M
ÿ

m“1

WmpωqH0,mpωqS0pωq `
N´1
ÿ

n“1

M
ÿ

m“1

WmpωqHn,mpωqSnpωq

`

M
ÿ

m“1

WmpωqVmpωq,

(8.7)

Then the beamformer design subproblem is equivalent to find the optimal Wmpωq so

that the first part of the above sum construct our desired signal, while the last two

parts of the sum vanish. The perfect performance on dereverberation, interference

suppression and noise reduction needs the designed beamforming filter to satisfy the

following conditions

M
ÿ

m“1

WmpωqH0,mpωq “ GDpωq,

N´1
ÿ

n“1

M
ÿ

m“1

WmpωqHn,mpωq “ 0,

M
ÿ

m“1

WmpωqVmpωq “ 0,

(8.8)

where GDpωq denotes the direct path transfer function between the SOI point and

beamformer output point. Thus, in LCMV beamforming, the frequency responses
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Wmpωq are adjusted based on the statistics of the sensor array measured signals,

the expression to be minimized is the power of the background noise, and the cost

function may be defined as

EpW pωqq “ ||WH
pωqV pωq||2, (8.9)

where V pωq “ rV1pωq V2pωq . . . VMpωqs
T is the noise inputting vector. To achieve

performance on dereverberation and interference suppression, we can establish the

frequency domain LCMV beamforming problem as follows

min
W pωqPCM

EpW pωqq

s.t. HpωqW pωq “ Gpωq,
(8.10)

where the constraint matrix Hpωq is constructed by the corresponding to conditions

(8.8), which is defined as

Hpωq “

¨

˚

˚

˚

˝

H0,1pωq H1,1pωq ¨ ¨ ¨ HN´1,1pωq
H0,2pωq H1,2pωq ¨ ¨ ¨ HN´1,2pωq

...
...

. . .
...

H0,Mpωq H1,Mpωq ¨ ¨ ¨ HN´1,Mpωq

˛

‹

‹

‹

‚

, (8.11)

and Gpωq “ rGDpωq 0sT is the response vector.

The problem (8.10) provides a general framework on the design of LCMV beam-

former in frequency domain, it is defined on complex field with the complex variables

Wmpωq, we can not use this model to solve the these Wmpωq, m “ 1, . . . ,M direct-

ly. To formulate the specific real field optimization model for infinite length LCMV

beamforming subproblem (8.10), we separate the necessary conditions (8.8) for com-

plex transfer functions numbers Hn,mpωq, n “ 0, 1, . . . , N ´ 1, noise components

Vmpωq and frequency response variables Wmpωq with m “ 1, 2, . . . ,M into real and
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image parts, respectively. By denoting

HRe
n,mpωq “ realpHn,mpωqq, H Im

n,mpωq “ imagpHn,mpωqq,
V Re
m pωq “ realpVmpωqq, V Im

m pωq “ imagpVmpωqq,
WRe
m pωq “ realpWmpωqq, W Im

m pωq “ imagpWmpωqq,
GRe
D pωq “ realpGDpωqq, GIm

D pωq “ imagpGDpωqq,

and stacking the real and image parts WRe
m pωq and W Im

m pωq of frequency response

into new real variable vector χmpωq “ pW
Re
m pωq W

Re
m pωqq

T , we can rewrite the beam-

forming conditions (8.8) into

M
ÿ

m“1

ˆ

HRe
0,mpωq ´H Im

0,mpωq
H Im

0,mpωq HRe
0,mpωq

˙

χmpωq “

ˆ

GRe
D pωq

GIm
D pωq

˙

,

N´1
ÿ

n“1

M
ÿ

m“1

ˆ

HRe
n,mpωq ´H Im

n,mpωq
H Im
n,mpωq HRe

n,mpωq

˙

χmpωq “

ˆ

0
0

˙

,

M
ÿ

m“1

χmpωq
T

˜

ˆ

V Re
m pωq

´V Im
m pωq

˙ˆ

V Re
m pωq

´V Im
m pωq

˙T

`

ˆ

V Im
m pωq
V Re
m pωq

˙ˆ

V Im
m pωq
V Re
m pωq

˙T
¸

χmpωq “ 0.

(8.12)

Then, by stacking all the matrices and vectors together, we can establish the

optimization problem for the optimal frequency responses of LCMV beamformer in

the field of real number as

min
χpωqPR2M

χpωqTRV V pωqχpωq

s.t. H̄pωqχpωq “ Ḡpωq,
(8.13)

where χpωq, RV V pωq, H̄pωq and Ḡpωq are the stacked vectors and matrices corre-

sponding to conditions (8.12).

Thus for each frequency bin ω, the above optimization model (8.13) is a standard

constraint quadratic optimization problem, and we can solve the optimal frequency

responses Wm,optpωq “ χmpωqp1q ` jχmpωqp2q for the microphone array by using

the effective optimization tools, such as the solution quadprog in MATLAB. Then

substitute it into (8.4), we will get the limit beamforming output Yoptpωq for such a

given microphone array placement λ.
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8.3 Hybrid Descent Method

With the help of infinite length technique, the microphone array placement design

problem (8.6) with respect to placement variable λ and filter coefficientsw is convert-

ed into a new problem with respect to placement variable λ and frequency responses

W pωq,

min
λPΛ,W pωqPCM

F̄ pλ,W pωqq

s.t. ||ri ´ rj||
2 ě ε0, i, j “ 1, 2, . . . ,M, i ‰ j.

(8.14)

Moreover, by using the proposed method to solve the optimal frequency responses

Woptpωq from (8.13), we can reduce the microphone array placement problem (8.14)

to

max
λPΛ

F̄ pλ,Woptpωqq

s.t. ||ri ´ rj||
2 ě ε0, i, j “ 1, 2, . . . ,M, i ‰ j.

(8.15)

Thus, the microphone array placement design problem can be converted into

a subproblem (8.13) for optimal frequency responses Woptpωq solving and an opti-

mal placement solving problem (8.15). Moreover, discrete scheme can be applied

to transform the above semi-infinite programming problems (8.13) and (8.15) into

constrained optimization problems.

For the subproblem (8.13), the objective function of it is convex with respect

to the variables W pωq and therefore results in a convex optimization problem, and

the optimal solution can be solved by optimization tools effectively. Whereas the

placement design problem (8.15) has the variables λ nested inside H̄pωq and Ḡpωq,

it is nonconvex with respect to λ, the problem (8.15) is thus nonconvex, the optimal

solution can not be captured by any gradient based method effectively. Thus, a good

strategy is required to search for better locations, and the hybrid descent method

similar to Algorithm (7.2.1) is applied in the following.
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Algorithm 8.3.1.

1. Generate an initial placement point λ0, and solve the reduced optimization problem

(8.13) with λ “ λ0 to get the optimal frequency response Woptpωq for the objective

value as F̄ pλ0,Woptpωqq. Set k “ 0.

2. Take λk as one of the candidate point for the genetic algorithm, and execute

Q times of iterative computation until a point λk̄ is obtained with the property

F̄ pλk̄,Woptpωqq ´ F̄ pλ
k,Woptpωqq ď ´ε1.

3. Solve for the local minimum of F̄ pλ,Woptpωqq by using a gradient-based minimiza-

tion method with λk̄ as the input point to get λk`1, such that the objective function

has a certain degree of decline, F̄ pλk`1,Woptpωqq ´ F̄ pλ
k̄,Woptpωqq ď ´ε2.

4. Set k :“ k ` 1, return to Step 2 until convergence.

In Step 2 of Algorithm (8.3.1), the fitness function value for genetic algorithm is

set to be the optimal value of the subproblem (8.13), the genetic algorithm composes

of five key steps:

1. Population representation – The real-valued placement variables λ are initial-

ized to construct the chromosomes and store an entire population in a single matrix

with all chromosomes are of equal length.

2. Fitness assignment – The fitness values are derived from the optimal value of

(8.14) via ranking or scaling.

3. Selection – Selection functions select a given number of placements from the

current population, according to their fitness, and return a column vector to their

indices.

4. Crossover – Crossover operators recombine pairs of individuals with given prob-

ability to produce offspring.

5. Mutation – Mutation operators apply random changes to individual parents to

form offspring.
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The overall procedure is outlined as follows:

Genetic algorithm

(a) Generate the initial placement chromosomes Λk via the last local optimal place-

ment λk, evaluate (8.15) for all the individuals to obtain F̄ pλ,Woptpωqq,λ P

Λk.

(b) Rank F̄ pλ,Woptpωqq,λ P Λk, if F̄ pλk̄,Woptpωqq´ F̄ pλ
k,Woptpωqq ď ´ε1, stop;

otherwise, go to next Step (c).

(c) Select the individuals Λk
1 by using certain selection functions to be parents.

(d) Combine two parents to form offspring Λk
2 for the next generation by using the

crossover operator.

(e) Apply random changes to individual parents to form offspring Λk
3 by using

mutation operator.

(e) Evaluate (8.15) for all of the new individuals Λk
3, get F̄ pλ,Woptpωqq,λ P Λk

3,

and return it to Step (b).

8.4 Illustration Examples

8.4.1 Acoustic Room Configuration

A simple rectangular room with 12m ˆ 6m ˆ 3m is defined for our acoustic room

modeling. A certain fraction of sound wave is absorbed and a certain amount is

transmitted into the walls, floor and ceiling. These are the energy loss from the

room and the fractional loss is characterized by the absorption coefficients, whereas,

the overall effect can be represented by the reverberation time T60. We input one SOI

placed at p0, 0, 1q, one interferer placed at p0, 1, 1q, and background noise placed at

p0,´1, 1q in meter with the center of the room as the origin, where the background
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noise placement information is not used during beamformer design, an illustration

of the room setup is depicted in Figure 8.1. All the RIRs from the source points

to sensor array are estimated by ISM room simulator, and the fast-ISM simulator

developed by E.A. Lehmann and A.M. Johansson [68] is introduced to estimate the

RIRs for three kinds of room acoustics: T60 “ t0.05s, 0.1s, 0.2su.

In such a room setup, we use a broadband male speech (“Dots of light betrayed

the black cat”) as the inputting SOI signal, and use a female speech (“she had your

dark suit in greasy wash water all year”) as the interference (INT) inputting, both

of them have 8000Hz sampling frequency. Due to the noise signal is assumed to be

independent to the SOI signal, we can generate a white-noise for background noise

inputting as the NOI signal, see the plotting in Figure 8.1.
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Figure 8.1: Setup of the acoustic room system.

We define a 9-elements microphone array settled in a simple plane Λ “ t1 ď x ď

5,´2.5 ď y ď 2.5, z “ 1u in meter as the feasible region to capture the SOI, INT

and NOI signals, and use one of the microphone as the beamformer output point,

see the Figure 8.1 for illustration.
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8.4.2 Optimal Placement Solving

We firstly point out that this method is also appropriate for microphone array place-

ment design in the free-field condition, although the proposed microphone array

placement design based on LCMV beamforming technique is applied in the reverber-

ant environment. For simplicity, we use the reverberation time T60 “ 0s to denote

the sound wave propagation in the above room setup without considering the effect

of reverberation, and apply the proposed method to find the optimal microphone

array placement design under this condition. Therefore, we get the optimal solution

λopt,1 for this free-field microphone array placement design, see the microphone array

placement configuration in Figure 8.2(a).

From the depict of the solved free-field optimal microphone array placement de-

sign in Figure 8.2(a), we can see that all the microphone elements are arranged on

the vertical line in front of the source points, and the closest element is selected as

the beamformer output point, see the red star in the figure, this result is also in good

agreement with the experimental results in [33]. Then, we can use this solution λopt,1

as the initial points to solve the other microphone array placement design problems in

the reverberant environment. And the optimal solutions for the three kinds of indoor

microphone array placement design with reverberation time T60 “ t0.05s, 0.1s, 0.2su

can be obtained by using the proposed method, also, the configurations of them are

depicted in the Figure 8.2(b)-(d).

From the depicts of the above optimal microphone array placement designs, we

can see that all the optimal placements are also arranged on the vertical line in front

of the source points, and the closest elements are selected as the beamformer output

points, see the red star in the figures. Moreover, the optimal microphone array

placement design in the free-field is close to the source points, whereas the optimal

microphone array placement designs in the reverberant environment are expended
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Figure 8.2: Common used placement configurations.

much farther as the increase of reverberation, see the depicts in the above Figure 8.2

(a)-(d).

8.4.3 Optimal beamforming performance

Now that we compare the beamforming effects on the defined indicators for different

microphone array placement designs in different environment. And we use the above

defined five indicators: reverberation suppression SuppREV , interference suppression

SuppINT , noise suppression SuppNOI , segmental SNIRR and PESQ scores to measure

the overall performance, respectively. In detail, we list the overall results on these
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indicators in the following Table 8.1.

In the Table 8.1, we emphasized the best results on the enhancement in the

corresponding microphone array placement design in boldface, and list the results

of other microphone array placement designs for comparison. From these results, it

can be seen that the best effect of speech enhancement is obtained at λopt,1 in the

free-field condition. However, as the reverberation increases, the best effect of speech

enhancement can not be achieved at λopt,1, but obtained at λopt,2, λopt,3 and λopt,4 for

the room acoustics with reverberation time T60 “ 0.05s, T60 “ 0.1s and T60 “ 0.2s,

respectively.

For illustration, we also plot the beamforming results on the reverberation sup-

pression, interference suppression, noise suppression and speech enhancement for the

three kinds room acoustics in the following Figure 8.3, Figure 8.4 and Figure 8.5,

respectively. From the results in these figures, it can be seen that at the optimal

microphone array placement designs, the corresponding beamformers can achieve

effective suppressions on reverberation, interference and noise, and finally, enhance

the SOI signals.
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Figure 8.3: Limit performance of beamformer in optimal placement at T60 “ 0.05s.
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Figure 8.4: Limit performance of beamformer in optimal placement at T60 “ 0.1s.
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Figure 8.5: Limit performance of beamformer in optimal placement at T60 “ 0.2s.
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Chapter 9

Conclusions and Future Works

This chapter draws conclusions on the works studied in this thesis, and points out

some possible research directions related to these works in the future.

9.1 Conclusions

The focus of this thesis is placed on various near-field beamformer design problems,

including broadband beamformer design problems in reverberant environment, time

domain beamformer design problems in reverberant environment and microphone

array placement design problems. Specifically, six research works have been studied

in the following.

1. Indoor broadband beamformer design problem in Chapter 3.

In the reverberant environment, room acoustics has a big influence on the

sound wave propagation. The commonly used beamformer designs based on the

assumption that the considered system is in the open air will not be effective.

Fortunately, there are lots of simple but efficient geometrical based method

for room acoustics simulation, such as the image-source method. Thus, we

establish appropriate indoor beamformer design problem with the help of RIRs

estimated by the image-source method based room simulator. Then we have
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proposed several numerical optimization models to solve it, and obtain effective

indoor beamformer designs eventually.

2. Barrier beamformer design problem in Chapter 4.

The geometrical based room simulators are usually suitable for regular office

rooms, however, obstacles between the source points and sensor array often ap-

pear in practice. The wave based space-time conservation element and solution

element (CE/SE) method can effectively simulate the barrier acoustics. Thus,

we establish appropriate barrier beamformer design problem with the help of

BIRs estimated by using the CE/SE method. Then we proposed effective nu-

merical optimization model to obtain the better designs.

3. A study on time domain beamformer design problem in reverberant

environment in Chapter 5.

The time domain beamformer design problem is usually formulated as a lin-

ear system or a least squares problem. For the design of beamformer in re-

verberant environment, the linear system and least squares problem will be

over-determined and have large scale with very poor conditions. The regular-

ization technique is effective to improve the condition of the problem. Thus,

we introduce the Tikhonov regularization scheme to deal with the least squares

problem for beamformer design in reverberant environment. Moreover, we s-

tudy the relationship between the beamformer design and the filter length

under the optimal condition, and do numerical experiments to illustrate it.

4. Indoor LCMV beamformer design problem in Chapter 6.

On the design of time domian beamformer, the LCMV beamformer technique

has been widely adopted for the microphone array design. It minimizes the

estimated noise power to achieve noise reduction and can be applied to non-
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directional background noise generated from far-field. Therefore, we study the

indoor LCMV beamformer design problem considering also the influence of the

room acoustics. We carry out numerical simulations to study the influence of

the group delay and the filter length on the LCMV beamformer performance.

Moreover, we introduce the post-filter technique to further improve the per-

formance of speech enhancement, and find that the MSIG-postfilter combining

with LCMV beamformer has the best effect based on the results of our numer-

ical experiments.

5. Microphone array placement design problem in Chapter 7.

In general, the microphone array placement design problem is a nonconvex

optimization problem. It has a composite objective function with variables of

the microphone array placement and beamformer coefficients, which are usual-

ly related to filter length. Thus, we introduce the infinite length technique to

transform the subproblem of solving filter coefficients to performance limit esti-

mation, that is we reduce the filter coefficient variables related to filter length.

Then, we develop a hybrid descent method with genetic algorithm to find the

optimal placement design effectively. It employs a gradient-based technique for

local neighbourhood improvement and a genetic algorithm technique to jump

out local minima. In the numerical experiments, we apply the proposed method

to the 2-D and 3-D microphone array placement design problems respectively.

6. Indoor microphone array placement design problem in Chapter 8.

As a result of the complex room acoustics in the reverberant environment, the

scale of the beamformer design problem is usually large, and the process of

beamformer design is time consuming. Thus, it is difficult to apply the broad-

band microphone array placement design technique proposed in Chapter 7 for
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the indoor cases. However, with the known location of signal of interest and

interferences, and nondirectional background noise from far-field, we can intro-

duce the LCMV beamforming approach to construct the optimization model

for indoor microphone array placement design. The infinite length technique

can also be applied to transform the subproblem of optimizing the beamformer

coefficients alone to obtain performance limit estimates. Moreover, the hybrid

descent method has been applied to find the optimal placement design.
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9.2 Future Works

Related topics for the future research works are listed below.

1. More effective methods for beamformer design in reverberant envi-

ronment.

In the Chapter 3 and Chapter 4, we have studied the indoor beamformer and

barrier beamformer design problems, where all the beamformer design problems

have been formulated into optimization models by using L1-norm, and solved

by linear programming technique. And the numerical experiments showed the

effectiveness of the proposed methods. However, the performances may not

been sufficient in the heavier reverberant conditions. Thus, more effective

method focus on the reverberant beamformer design is necessary in the future,

so as the robust beamformers design.

2. Time domain beamformer design in reverberant environment.

In the Chapter 5 and Chapter 6, the least squares technique and LCMV beam-

former approach have been introduced to design beamformers in reverberant

environment. And the numerical experiments show that the proposed methods

are very effective. Moreover, the influences of the group delay and filter length

have also been studied. However, there are also many effective beamformer

design methods can be applied to reverberant environment, such as the gen-

eralized sidelobe canceller (GSC). Thus, it is meaningful to study the other

beamformer design methods in the reverberant environment in the future.

3. Microphone array placement design problems.

In the Chapter 7 and Chapter 8, we have studied the microphone array place-

ment design problems in the open air and reverberant environment. The com-

posite optimization problems have been formulated with respect to the optimal
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placement variables and beamformer coefficients. The infinite length technique

has been introduced to transform the subproblems of beamformer coefficients

solving to performance limit estimates. The results of numerical experiments

show that the proposed methods are effect. However, the developed composite

optimization model is noncovex and nonlinear, the global optimal solution of

the placement design is difficult to be obtained. Moreover, the proposed hybrid

descent algorithm is usually very time consuming in reverberant case. It is still

a challenge on the develop of effect and efficient method for microphone array

placement design in the future.
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