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Abstract

This thesis is mainly focused on the theoretical studies on some models arising in

chemotaxis and magnetohydrodynamic turbulence. The main results of this thesis

consist of the following three parts.

1. A quasilinear parabolic volume-filling chemotaxis model with critical sensitiv-

ity in two dimensions is considered. In this study, a threshold number is explicitly

found such that the solution exists globally with uniform-in-time bound or blows

up if the initial cell mass is less than or greater than this number. Furthermore we

determine the blowup time is infinite under certain conditions on the decay rate of

the chemotactic sensitivity.

2. We consider the initial-boundary value problem of the attraction-repulsion

Keller-Segel (ARKS) chemotaxis model describing the quorum effect in chemotaxis

and the aggregation of Microglia in the central nervous system in Alzhemer’s disease.

First, we study the asymptotic behavior of solutions to the ARKS chemotaxis model

in one dimension, where we obtain the uniform-in-time boundedness of solutions

and prove that the model possesses a global attractor. For a special case where

the attractive and repulsive chemical signals have the same degradation rate, we

show that the solution converges to a stationary solution algebraically as time tends

to infinity if the attraction dominates. In two dimensional spaces, we show that

if the repulsion dominates over attraction, then the global classical solutions exist

with uniform-in time bound for large initial data. Moreover we present a Lyapunov

vii



function at the first time for the irreducible three-component attraction-repulsion

chemotaxis model which plays a central role to obtain our results.

3. We establish the asymptotic nonlinear stability of solutions to the Cauchy

problem of a strongly coupled Burgers system arising in magnetohydrodynamic

(MHD) turbulence. We show that, as time tends to infinity, the solutions of the

Cauchy problem converge to constant states or rarefaction waves with large ini-

tial data, or viscous shock waves with arbitrarily large amplitude, where the precise

asymptotic behavior depends on the relationship between the left and right end states

of the initial value. Our results confirm the existence of shock waves (or turbulence)

numerically found in the literature.
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Chapter 1

Introduction

For the living organisms, an essential feature is the ability to sense signals in the

environment and change their movement accordingly. A response to an external

stimulus is generally called taxis. There are many different tactical responses such as

chemotaxis, galvanotaxis and phototaxis. In this thesis, I will focus on chemotactical

movement of mobile species, which can lead to various different pattern formation.

Chemotaxis can be either positive or negative depending on whether it is toward or

away from the external signal. The substances that lead to positive chemotaxis are

chemoattractant and those leading to negative chemotaxis are so called repellents.

Mathematical analysis of the chemotaxis phenomena has become more and more

important in understanding these complex processes. Theoretical and mathematical

modelling of chemotaxis dates to the pioneering works of Patlak in the 1950s [78] and

Keller and Segel in the 1970s [49, 50]. Cell aggregation is one of the characteristic

consequences of chemotaxis. This phenomenon has been shown to lead to finite

time blowup under certain formulations of the model, a sequence of elegant works

has been devoted to determining whether blow-up occurs or global solution exists.

Part of this thesis will be focused on the study of the global existence and blow-up

of solution to the chemotaxis models with volume-filling effect and quorum sensing

effect.
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The three-dimensional motion of compressible magnetohydrodynamic (MHD) e-

quations were proposed [7, 13, 53] to describe the dynamics of MHD fluid such as

macroscopic plasma motions and dynamic process in the outer core of the earth,

however, which are too complicated to investigate small scale structure of the MHD

turbulence by direct numerical simulations. To remedy this defect, a new one-

dimensional MHD-Burgers system was derived in [24, 103]. This new system is

the simplest possible system allowing energy transfer between the fluid and mag-

netic field excitations. In this thesis, asymptotic behavior of solutions of the new

one-dimensional MHD-Burgers system will be investigated.

1.1 Main Results of the Thesis

In this thesis, I will focus on the theoretical studies on some models arising in chemo-

taxis and magnetohydrodynamic turbulence. The organization of this thesis is as

follows.

In the rest of chapter 1, the motivations and main results of our studies will

be given. The known results related to the models studied in the thesis will be

introduced along the presentation.

Chapter 2 deals with a quasilinear parabolic volume-filling chemotaxis model with

critical sensitivity in two dimensions. The chemotaxis models with volume-filling

effect were initially proposed by Painter and Hillen [30, 77]. The basic assumption

of the volume-filling effect is that cells have a finite volume and can not move into

regions which are already filled by other cells. The global existence and asymptotic

behavior of solutions as well as pattern formation have been studied in the literature

[30, 44, 79, 93, 100, 101, 105] under the assumption that there is a maximal density

Umax of cells at which chemotaxis vanishes. For the case that there is no value of u

at which chemotaxis is switched off (i.e., chemotaxis vanishes as u Ñ 8), only few
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results are known. First, the stationary state and global dynamics of such type of

volume-filling chemotaxis model were established in [56, 106] in one dimension. In the

higher dimensions, the global-in-time weak solutions were obtained in [14, 16] with

the cell kinetics or the chemotactic sensitivity decaying fast enough. In chapter 2, I

will study the volume-filling chemotaxis model as in [56, 106] with critical sensitivity

in two dimensions. A threshold number of cell mass is explicitly found such that

the solution exists globally with uniform-in-time bound if the initial cell mass is less

than this number and blows up in finite or infinite time if the initial cell mass is

greater than this number. Furthermore we determine the blowup time is infinite

under certain conditions on the decay rate of the chemotactic sensitivity.

In chapter 3, I will study the global dynamics of the attraction-repulsion Keller-

Segel (ARKS) chemotaxis model. A striking feature of the classical attractive Keller-

Segel system is the finite-time blowup of solutions in two dimensions when the initial

cell mass is larger than a threshold number (see the details in the section 1.2.1). The

ARKS chemotaxis model was first proposed in [63], which has been mathematically

studied in the literature [60, 63, 77, 85]. In this chapter, I will study the ARKS

chemotaxis model further in different aspects. First, I explore the asymptotic dy-

namics of the ARKS model in one dimension [46], which improves the results of [60]

by deriving a uniform-in-time bound for solutions and furthermore prove that the

model possesses a global attractor. Second, if repulsion prevails over attraction, the

globally bounded classical solutions exist for large initial data will be obtained in

two dimensions. Moreover, a Lyapunov function is obtained at the first time for the

irreducible three-component ARKS model which plays a central role to obtain our

results.

In chapter 4, I will study the asymptotic nonlinear stability of solutions to the

Cauchy problem of a strongly coupled Burgers system arising in MHD turbulence

[24, 103]. Based on the theory of conservation laws, the nonlinear stability of con-
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stant states or rarefaction waves with large initial data, or viscous shock waves with

arbitrarily large amplitude will be established [47].

Chapter 5 briefly summarize the results obtained in this thesis and present some

research problems that I will pursue in the future.

1.2 Introduction of the Models

1.2.1 Keller-Segel Chemotaxis Model

To describe the motion of cells toward the gradient of a substance called chemoat-

tractant, the following chemotaxis model was first proposed by Keller and Segel [49]

$’’’&’’’%
ut “ ∇ ¨ pDpuq∇u ´ χφpuq∇vq, x P Ω, t ą 0

τvt “ Δv ` αu ´ βv, x P Ω, t ą 0
Bu
Bν “ Bv

Bν “ 0, x P BΩ, t ą 0,

upx, 0q “ u0pxq, vpx, 0q “ v0pxq, x P Ω,

(1.2.1)

where upx, tq denotes the density of the cells population and vpx, tq represents the

concentration of the chemoattractant, Ω is a bounded domain of R
npn ě 1q, B

Bν

denotes outward normal derivatives on BΩ, χ, α, β are given positive constants. τ is

a constant equal to 0 or 1 justifying whether the change of chemicals is stationary or

dynamical in time. In this subsection, I will briefly review some results concerning

the blowup or global existence of solutions to the chemotaxis model (1.2.1).

If Dpuq “ 1, φpuq “ u, model (1.2.1) was called the minimal or classical chemo-

taxis model, which has been extensively studied in various aspects. It was first

conjectured by Nanjundiah [73] that the aggregation of cells may eventually lead to

singularities. Moreover due to the conservation of cell mass, the singularities can only

be of δ-function type. This phenomenon was called chemotactic collapse or blowup.

Based on the numerical computations for the steady state, Childress and Percus

[10, 11] pointed out that the singular behavior of the solution is a phenomenon de-
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pending on the space dimension, and showed that the singularity behavior was not

possible in one dimension. While in higher dimensions pn ě 2q, they confirmed

Nanjundiah’s argument that blowup can occur and argued that chemotactic blowup

requires a threshold number of cell mass in two dimensions. Subsequently, a se-

quence of elegant works on the critical mass problem of the classical chemotaxis

model have been established. For the parabolic-elliptic case pτ “ 0q, by substi-

tuting the second equation to the first equation and then constructing a radially

symmetric lower solution for the first equation of model (1.2.1), Jäger and Luckhaus

[42] proved that there exists a radially symmetric solution can blow up for suitable

initial mass
ş
Ω
u0pxqdx in two dimensions. Precisely, they showed that there exists

a critical number m0 such that if
ş
Ω
u0pxqdx ă m0, the solution exists globally in

time, and the solution blows up in a finite time if
ş
Ω
u0pxqdx ą m0. After Jäger and

Luckhaus’ paper in 1992s, the next progress was made by Nagai in [68], in which

the critical number m0 was identified to be 8π{αχ. He showed that blowup cannot

occur if n “ 1, or if n “ 2 and Ω is a ball and u0pxq is radially symmetric such

that
ş
Ω
u0pxqdx ă 8π{αχ, whereas blowup occurs if

ş
Ω
u0pxqdx ą 8π{αχ. Global

existence and blowup results for nonradial solutions or for general domain Ω can also

found in references [6, 68, 72, 71, 70, 69, 81]. Coming to the full parabolic-parabolic

chemotaxis model pτ “ 1q, Osaki and Yagi [76] showed that the solution of model

(1.2.1) exists globally in time and converges to a stationary solution as t Ñ 8 in

one dimension. In two dimensional spaces, the critical mass phenomenon has been

found. First, if
ş
Ω
u0pxqdx ă 4π{αχ, it was proved in [6, 27, 34, 72] that the solutions

exist globally in time with uniform-in-time bound. If
ş
Ω
u0pxqdx ą 4π{αχ, then there

exists initial data such that the corresponding solution blows up either in finite or

infinite time [34, 38, 80, 29, 35, 36]. Specially, if 4π{αχ ă ş
Ω
u0pxqdx ă 8π{αχ, then

the corresponding solution blows up at the boundary of Ω either in finite or infinite

time. Here, we should point out that the proof of global existence or blow up of
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solutions was based on the existence of a Lyapounv functional of chemotaxis model

(1.2.1). Furthermore, the low energy initial data can been constructed such that the

corresponding solution of chemotaxis model (1.2.1) blows up, and we shall call this

method as ‘low energy method’ in this thesis (see chapter 2 for details). However,

we can not confirm that whether the blowup occurs in finite time or in infinite time

by using the low energy method. The only finite time blowup result was obtained in

[29] by using the asymptotic expansion method, where it was shown that that there

exists a radially symmetric solution of model (1.2.1) which blows up in finite time.

However this result only refers to one single unbounded solution, hence leaving open

the possibility that finite-time aggregation might be a non-generic, unstable phe-

nomenon. Recently, the low energy method has been successfully used in [96, 97, 98]

to established the finite time blowup of solutions independent of the size of initial

mass in dimensions n ě 3 for the full parabolic chemotaxis model. At last, we should

point out that for the general case, the global existence and blowup of solutions in

higher dimensions have been studied in a large body of works [19, 17, 39, 86, 99, 97].

It was shown that the ratio φpuq
Dpuq9uθ for u ą 1 plays an essential role. If θ ă 2

n
, it has

been proved that the solutions globally exist with uniform-in-time bound, whereas if

θ ą 2
n
for each initial mass

ş
Ω
u0pxqdx ą 0, there exists finite time blow-up solution.

For the critical sensitivity case θ “ 2
n
, it was suspected (not confirmed) that there is a

critical mass m0 beyond which solutions blow up and below which solutions globally

exist.

The blowup results reflect the initial ‘self-aggregation’ and the existence of blowup

solutions is of interest mathematically. Since the blowup is an extreme case, a large

number of ideas were proposed to modify the classical Keller-Segel chemotaxis model

such that global bounded solutions of modified models are admitted, see a review

article [31] and recent development in [12, 32]. In this thesis, I will study the dy-
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namics of the chemotaxis models with volume-filling effect [14, 56, 77, 106] and

attraction-repulsion mechanism [60, 61, 63, 77, 85], which are two important mech-

anisms developed to regularize the classical chemotaxis model.

1.2.2 MHD-Burgers Model

To depict the dynamics of magnetohydrodynamic (MHD) fluid such as macroscopic

plasma motions and the dynamic process in the out core of the earth, the following

three dimensional compressible MHD equations were proposed in [7, 13, 53]

$’’’’&’’’’%
Bρ
Bt ` pv ¨ ∇qρ ` ρ∇ ¨ v “ 0,
Bv
Bt ` pv ¨ ∇qv “ ´1

ρ
∇p ´ 1

ρλ0
u ˆ p∇ ˆ uq ` η

ρ
Δv ` 1

ρ
pζ ` 1

3
ηq,

Bu
Bt “ ∇ ˆ pv ˆ uq ` μΔu,

∇ ¨ u “ 0,

(1.2.2)

where v denotes the velocity, u stands for the magnetic field, p is the pressure and λ0

is the magnetic permeability of the vacuum, η and ζ are the viscosity coefficients, and

μ is the magnetic diffusivity. Since the MHD equations (1.2.2) are too complicated

to investigate the small scale structure of the MHD turbulence even by numerical

simulations, it is necessary to build a simpler model which, however, still contains es-

sential features of the MHD turbulence. For this reason, a new one dimensional MHD

Burgers system was established in [24, 103] by assuming the following conditions:

(i) Turbulence field depends on one-dimensional space variable x and time t.

(ii) Velocity field has only the x-component as vpx, tq “ vpx, tqi.
(iii) Magnetic field has only the y-component as upx, tq “ upx, tqj.
(iv) Density ρ is put constant ρ0 in the equations for the velocity and the magnetic

fields.

(v) The pressure term ρ´1 Bp
Bx is neglected.

With suitable scalings (see [24, 103] for details), the system (1.2.2) can be trans-
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formed into the following MHD Burgers system

#
ut ` puvqx “ Duxx,

vt ` `
1
2
u2 ` 1

2
v2

˘
x

“ μvxx.
(1.2.3)

In this model, the turbulence is represented by an ensemble of Alfvenic shock waves

on a homogeneous density background. The one-dimensional Burgers-model analog

of MHD is by far the simplest set of nonlinear, coupled partial differential equation-

s with symmetries and conservation laws akin to those in three dimensional MHD

system. It was also shown in [24] that the MHD-Burgers system (1.2.3) is the sim-

plest possible system allowing energy transfer between the fluid and magnetic field

excitations. Furthermore, the dissipation terms and wavelike propagation are similar

to the three dimensional MHD system. Therefore, the study of the one-dimensional

MHD-Burgers system can provide some insight into the three dimensional MHD

system. Moreover system (1.2.3) may also be used to model the opposite limit of

a fluid-dominated (i.e., unmagnetized) system with arbitrary density variations re-

acting to an adiabatic pressure [24]. For more applications of (1.2.3), we refer the

readers to [25, 54, 89]. Using the Elsässer variables e˘ “ v ˘ u, system (1.2.3) is

transformed into

Be˘

Bt ` B
Bx

pe˘q2
2

“ μ ` D

2

B2e˘

Bx2
` μ ´ D

2

B2e¯

Bx2
. (1.2.4)

If D “ μ, then e´ and e` do not interact each other and system (1.2.3) can be

reduced to two independent viscous Burgers equations for e` and e´, respectively.

For this special case a shock type solution was obtained. The nontrivial case D ‰ μ

reveals more interesting interactions between the fluid and the magnetic field [24].

In this thesis, I will study the asymptotic behavior of solutions of system (1.2.3),

which confirm the numerical results in the literature [24, 103] about the existence of

shock waves.
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Chapter 2

Volume-Filling Chemotaxis Model

2.1 Introduction

In this chapter, we will study the following volume-filling chemotaxis model

$’’’&’’’%
ut “ ∇ ¨ pDpuq∇u ´ χφpuq∇vq, x P Ω, t ą 0

vt “ Δv ` αu ´ βv, x P Ω, t ą 0
Bu
Bν “ Bv

Bν “ 0, x P BΩ, t ą 0,

upx, 0q “ u0pxq, vpx, 0q “ v0pxq, x P Ω,

(2.1.1)

where Dpuq and φpuq satisfy following relations

Dpuq “ qpuq ´ uq1puq, φpuq “ uqpuq, u ě 0, (2.1.2)

where qpuq denotes the probability that the particle attains a position px, tq if the

density of cells at this position equals u. Such kind of model was first proposed by

Hillen and Painter [77] based on a biased random. The first version of the volume-

filling chemotaxis model has been studied in [30] under the assumption that there is

a maximal density of cells at which chemotaxis vanishes. Based on the investigation

of the biology that stands behind assumptions they put on the model in [30], it was

suggested considering the second version of the volume-filling chemotaxis model in

[77], in this case there is no value of u at which chemotaxis is switched off (i.e.,

qpuq ą 0 and qpuq Ñ 0 as u Ñ 8). In this chapter, we will study the second
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version of the volume-filling chemotaxis model further. More precisely, we consider

an interesting example of qpuq “ p1`uq´λpλ ą 0q. Then from (2.1.2) we can deduce

that

Dpuq “ 1 ` p1 ` λqu
p1 ` uqλ`1

, φpuq “ u

p1 ` uqλ . (2.1.3)

The system (2.1.1) with (2.1.3) has been studied in different aspects. The global ex-

istence of solutions and stationary state were investigated in [56, 106], which exclude

the possible of blowup of solutions in one dimension pn “ 1q. If n ě 3, it was shown

in [97] that there exist unbounded solutions may blow up in finite or infinite time.

Furthermore, when n ě 3 it was proved that the unbounded solutions blow up in

infinite time for λ ą n in [17]. The case n “ 2 corresponds to the critical sensitivity.

Hence it is nature to consider whether there is a critical mass m0 beyond which solu-

tions blow up and below which solutions globally exist. In this chapter, we will study

this critical mass problem of system (2.1.1) with (2.1.3) in two dimensions. Based on

the existence of Lyapunov function, we find a threshold number 4πp1`λq
αχ

such that the

solution exists globally with uniform-in-time bound if
ş
Ω
u0dx ă 4πp1`λq

αχ
and blows

up in finite or infinite time if
ş
Ω
u0dx ą 4πp1`λq

αχ
. Furthermore, if λ ą 1 we construct

global-in-time solutions admitting infinite-time blowup. We notice that the critical

mass phenomenon has also been studied recently in [18] for chemotaxis model (2.1.1)

with (2.1.3). There are two major differences between [18] and our studies: (1) [18]

proves the existence of blowup solutions under the assumption that the initial data

u0 and v0 are radially symmetric and the domain is a ball, hence the blowup point

is only the origin, however, in our studies, we consider the blowup results without

the radially symmetric assumptions on the initial data and domain, and the solution

may blow up on the boundary. (2) In our studies, the transformation (2.4.63) is

essentially used such that we can find some initial data with large negative energy

in the space D ” tf P W 1,8pΩq| ş
Ω
fdx “ 0u in which the corresponding solution

10



blows up in finite or infinite time (see details in Section 2.4.3). To claim the solu-

tion belongs to the space D, the transformation (2.4.63) has to be used. However,

the paper [18] considers the solution in D without introducing the transformation

(2.4.63). This is an error from our understanding. Our results in this thesis correct

this error. Hence the above two differences can be viewed as the supplement of the

paper [18]. Before concluding of this section, we introduce some notations. Here-

after, ci denotes a generic constant, which may change from one section to another,

where i “ 1, 2, 3, ¨ ¨ ¨ .

2.2 Preliminaries

First, we give a lemma to be used for the estimates of solutions in the sequel. This

lemma was proposed in [39, Lemma 4.1] and improved in [51, Lemma 1].

Lemma 2.1 ([51]). Let Ω be a bounded domain in R
n with smooth boundary. Assume

0 ď v0 P W 1,8pΩq. Moreover

‖u‖Ls ď C, for all t P p0, T q.

Then there exists some constant Cq such that for every t P p0, T q and s ă n, the

solution of (2.1.1) satisfies

‖v‖W 1,q ď Cq (2.2.4)

where q ă ns
n´s

. If s “ n, (2.2.4) holds for all q ă 8, and if s ą n, (2.2.4) is true

with q “ 8. Here C and Cq are positive constants independent of t.

Lemma 2.2 ([22]). Let Ω be a bounded domain in R
n with smooth boundary BΩ.

Assume 1 ď p ă n and u P W 1,ppΩq. Then u P Lp˚pΩq, with the estimate

}u}Lp˚ ď C}u}W 1,p , (2.2.5)

where p˚ “ np
n´p

and the constant C depends only on p, n and Ω.

11



The following inequalities will be used frequently.

Lemma 2.3 ([72]). Let Ω be a bounded domain in R
2 with smooth boundary. Then

for any ε ą 0, there exists a positive constant Cε such that

‖u‖L3 ď ε ‖∇u‖
2
3

L2 ‖u ln u‖
1
3

L1 ` Cεp}u ln u}L1 ` }u} 1
3

L1q. (2.2.6)

Lemma 2.4 ([26]). Let Ω be a bounded domain in R
n with smooth boundary. Let l

and k be any integers satisfying 0 ď l ă k, and let 1 ď q, r ď 8, and p P R
`, l

k
ď

a ď 1 such that

1

p
´ l

n
“ a

ˆ
1

q
´ k

n

˙
` p1 ´ aq1

r
. (2.2.7)

Then, for any u P W k,qpΩq X LrpΩq, there exist two constants c1 and c2 depending

only on Ω, q, k, r and n such that the following inequalities holds:

}Dlu}Lp ď c1}Dku}aLq}u}1´a
Lr ` c2}u}Lr , (2.2.8)

with the following exception: if 1 ă q ă 8 and k ´ l ´ n
q
is a nonnegative integer,

then (2.2.7) holds only for a satisfying l
k

ď a ă 1.

For the special case l “ 0, k “ 1 and q “ 2, we may employ the inequality

pX ` Y q2 ď 2pX2 ` Y 2q for any X, Y P R, and obtain the following inequality

}u}2Lp ď c3p}∇u}2aL2}u}2p1´aq
Lr ` }u}2Lrq, n

p
“ a

´n

2
´ 1

¯
` n

r
p1 ´ aq. (2.2.9)

Lemma 2.5 ([87]). Suppose yptq ě 0 and satisfies#
dy
dt

` Ayρ ď B, t ą 0,

yp0q “ y0,
(2.2.10)

where ρ ą 0, A ą 0 and B ě 0. Then for any t ą 0, we have

yptq ď max

˜
y0,

ˆ
B

A

˙ 1
ρ

¸
. (2.2.11)
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Lemma 2.6 ([72]). Let Ω be a bounded domain in R
2 with smooth boundary. Then

for any ε ą 0 there exist a constant Cε depending on ε and Ω such that

ż
Ω

exp |u|dx ď Cε exp

"ˆ
1

8π
` ε

˙
}∇u}2L2 ` 1

|Ω|}u}L1

*
. (2.2.12)

Lemma 2.7 ([22]). Let ηp¨q be a nonnegative, absolutely continuous function on

r0,8q satisfying the differential inequality η1ptq ` lηptq ď wptq, where l is a constant

and wptq is a nonnegative continuous function on r0,8q. Then, one has

ηptq ď
ˆ
ηp0q `

ż t

0

elτwpτqdτ
˙
e´lt. (2.2.13)

2.3 Boundedness for Subcritical Mass

In this section, we will consider the boundedness of solutions of the chemotaxis

model (2.1.1) with (2.1.3). We have the following theorem on the global existence of

solutions.

Theorem 2.1. Let Ω be a bounded domain with smooth boundary in R
2. Assume 0 ď

pu0, v0q P W 1,8pΩqˆW 1,8pΩq. If ş
Ω
u0pxqdx ă p1`λq4π

αχ
, then there exists a unique pair

pu, vq of nonnegative bounded functions belongs to C0pΩ̄ ˆ r0,8qq X C2,1pΩ̄ ˆ p0,8qq
which solves (2.1.1) with (2.1.3) classically. Furthermore, there exists a constant C

independent of t such that

‖up¨, tq‖L8 ` ‖vp¨, tq‖L8 ď C. (2.3.14)

First, we consider the local existence of classical solutions to system (2.1.1) with

(2.1.3), which can be proved by the standard parabolic regularity theory and an

appropriate fixed point framework.

Lemma 2.8 ([86]). Assume that 0 ď pu0, v0q P W 1,8pΩq ˆ W 1,8pΩq. Then there

exist Tmax P p0,8s and a unique pair pu, vq of nonnegative functions from C0pΩ̄ ˆ
13



r0, TmaxqqXC2,1pΩ̄ˆp0, Tmaxqq solving (2.1.1) with (2.1.3) classically in Ωˆp0, Tmaxq.
Moreover

if Tmax ă 8, then sup
tě0

p}uptq}L8 ` }vptq}L8q Ñ 8 as t Õ Tmax.

The following important property on mass can be easily derived.

Lemma 2.9. Let pu, vq be the solution of the system (2.1.1) with (2.1.3). Then we

have

}up¨, tq}L1 “ }u0}L1 ” M (2.3.15)

and

}vp¨, tq}L1 “ α

β
}u0}L1 ´

ˆ
α

β
}u0}L1 ´ }v0}L1

˙
e´βt. (2.3.16)

Proof. Integrating the first and second equations of (2.1.1) over Ω, the lemma is

obtained immediately by the boundary conditions.

From Lemma 2.8, we know that there exist a small positive number τ0 and a

constant M1 depending on the initial data, Ω and τ0 such that the solution of (2.1.1)

and (2.1.3) satisfy sup
0ďtďτ0

‖u‖L8 ď M1. If we divide the time interval r0, Tmaxq into

two parts: r0, τ0s and rτ0, Tmaxq, to complete the proof of Theorem 2.1, we only need

to prove that there exists a constant M2 independent of t such that sup
těτ0

‖u‖L8 ď M2.

Next, we will prove this fact by using the Lyapunov function and the Moser-like

procedure.

2.3.1 Uniform Lower Bound of the Lyapunov Functional

We can verify that the system (2.1.1) with (2.1.3) has the following Lyapunov func-

tion

F ptq “
ż
Ω

´
u ln u ` λp1 ` uq lnp1 ` uq ´ χuv ` χ

2α
p|∇v|2 ` βv2q

¯
dx. (2.3.17)
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Lemma 2.10. The solution of (2.1.1) with (2.1.3) satisfies

dF ptq
dt

` χ

α
}vt}2L2 `

ż
Ω

u

p1 ` uqλ p∇ lnpup1 ` uqλq ´ χ∇vq2dx “ 0, (2.3.18)

where F ptq is defined by (2.3.17).

Proof. Multiplying the first equation of (2.1.1) by ln u ` λ lnp1 ` uq ´ χv and inte-

grating by parts, we haveż
Ω

utpln u ` λ lnp1 ` uq ´ χvqdx

“
ż
Ω

∇ ¨
ˆ
1 ` p1 ` λqu
p1 ` uqλ`1

∇u ´ χ
u

p1 ` uqλ∇v

˙
pln u ` λ lnp1 ` uq ´ χvqdx

“ ´
ż
Ω

u

p1 ` uqλ p∇ lnpup1 ` uqλq ´ χ∇vq2dx,

which implies that

d

dt

ż
Ω

pu ln u ` λp1 ` uq lnp1 ` uq ´ χuvqdx ` χ

ż
Ω

vtudx

`
ż
Ω

u

p1 ` uqλ p∇ lnpup1 ` uqλq ´ χ∇vq2dx “ 0.

(2.3.19)

Multiplying the second equation of (2.1.1) by vt, we obtain

ż
Ω

vtudx “ d

dt

ż
Ω

ˆ
β

2α
v2 ` 1

2α
|∇v|2

˙
dx ` 1

α

ż
Ω

v2t dx. (2.3.20)

The combination of (2.3.19) and (2.3.20) implies (2.3.18).

Lemma 2.11. Let F ptq be defined by (2.3.17). If
ş
Ω
u0dx ă p1`λq4π

αχ
, then there exist

two constants C1 and C2 independent of t such that

F ptq ě ´C1 and }u ln u}L1 ď C2. (2.3.21)

15



Proof. From (2.3.17), we have

F ptq ě p1 ` λq
ż
Ω

ˆ
u ln u ´ χ ` δ

1 ` λ
uv

˙
dx ` χ

2α

ż
Ω

`|∇v|2 ` βv2
˘
dx ` δ

ż
Ω

uvdx

“ p1 ` λq
ż
Ω

´
u ln u ´ u ln e

χ`δ
1`λ

v
¯
dx ` χ

2α

ż
Ω

`|∇v|2 ` βv2
˘
dx ` δ

ż
Ω

uvdx

“ ´p1 ` λq
ż
Ω

u ln
e

χ`δ
1`λ

v

u
dx ` χ

2α

ż
Ω

`|∇v|2 ` βv2
˘
dx ` δ

ż
Ω

uvdx.

(2.3.22)

Since ´ ln z is a convex function for all z ě 0 and
ş
Ω

u
M
dx “ 1, then using the

Jensen’s inequality, we obtain

´ ln

"
1

M

ż
Ω

e
χ`δ
1`λ

vdx

*
“ ´ ln

ż
Ω

e
χ`δ
1`λ

v

u

u

M
dx

ď
ż
Ω

˜
´ ln

e
χ`δ
1`λ

v

u

¸
u

M
dx

“ ´ 1

M

ż
Ω

u

˜
ln

e
χ`δ
1`λ

v

u

¸
dx.

(2.3.23)

The combination of (2.3.22) and (2.3.23) implies that

F ptq ě ´p1 ` λqM ln

"
1

M

ż
Ω

e
χ`δ
1`λ

vdx

*
` χ

2α

ż
Ω

|∇v|2dx ` χβ

2α

ż
Ω

v2dx ` δ

ż
Ω

uvdx.

(2.3.24)

Using the Trudinger-Moser inequality (2.2.12) and the condition that }v}L1 ď c1 (see

(2.3.16)), we can obtain two constants c2 and c3 depending on ε such thatż
Ω

e
χ`δ
1`λ

vdx ď c2e
p 1
8π

`εq pχ`δq2
p1`λq2 }∇v}2

L2` χ`δ
|Ω|p1`λq }v}L1 ď c3e

p 1
8π

`εq pχ`δq2
p1`λq2 }∇v}2

L2 . (2.3.25)

Substituting (2.3.25) into (2.3.24), we can find a constant c4 “ p1 ` λqM ln c3
M

such

that

F ptq ě
ˆ

χ

2α
´

ˆ
1

8π
` ε

˙ pχ ` δq2M
p1 ` λq

˙ ż
Ω

|∇v|2dx ` χβ

2α

ż
Ω

v2dx ` δ

ż
Ω

uvdx ´ c4.

(2.3.26)

16



Since M “ ş
Ω
u0dx ă p1`λq4π

αχ
, we can choose ε ą 0 and δ ą 0 small enough such that

χ
2α

´ `
1
8π

` ε
˘ pχ`δq2M

p1`λq ą 0. Then from (2.3.26) we have

F p0q ě F ptq ě χβ

2α

ż
Ω

v2dx ` δ

ż
Ω

uvdx ´ c4 ě ´c4. (2.3.27)

From (2.3.27), we have F ptq ě ´c4 and δ
ş
Ω
uvdx ď F p0q ` c4. Hence using (2.3.17),

we can derive that

pλ ` 1q
ż
Ω

u ln udx ď F ptq ` χ

ż
Ω

uvdx ´ χ

2α

ż
Ω

`|∇v|2 ` βv2
˘
dx

ď F ptq ` χ

ż
Ω

uvdx ď
´
1 ` χ

δ

¯
F p0q ` χc4

δ
.

(2.3.28)

Then the proof of the lemma is completed.

2.3.2 Boundedness of }v}W 1,8

Lemma 2.12. If
ş
Ω
u0pxqdx ă p1`λq4π

αχ
, then there exists a constant C1 independent

of t such that ż t

0

}vt}2L2dτ ď C1. (2.3.29)

Furthermore, if λ ě 1, we can find a constant C2 ą 0 depending on τ0 such that

}vt}L2 ď C2 for all t ě τ0 ą 0. (2.3.30)

Proof. Integrating (2.3.18) on r0, ts and using Lemma 2.11, we haveż t

0

ż
Ω

u

p1 ` uqλ p∇ lnpup1 ` uqλq ´ χ∇vq2dxdτ ` χ

α

ż t

0

}vt}2L2dτ

“ F p0q ´ F ptq ď F p0q ` c1,

which implies (2.3.29) and

ż t

0

ż
Ω

u

p1 ` uqλ p∇ lnpup1 ` uqλq ´ χ∇vq2dxdτ ď c2. (2.3.31)
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By the Hölder’s inequality and the first equation of (2.1.1), we obtain

}ut}pH1q1 “ sup
ψPH1

put, ψq
}ψ}H1

ď
›››› u

p1 ` uqλ p∇ lnpup1 ` uqλq ´ χ∇vq
››››
L2

“
˜ż

Ω

ˆ
u

p1 ` uqλ
˙2

p∇ lnpup1 ` uqλq ´ χ∇vq2dx
¸ 1

2

ď
ˆż

Ω

u

p1 ` uqλ p∇ lnpup1 ` uqλq ´ χ∇vq2dx
˙ 1

2

,

(2.3.32)

where we have used u
p1`uqλ ă 1 for λ ě 1. The combination of (2.3.31) and (2.3.32)

gives

ż t

0

}ut}2pH1q1dτ ď
ż t

0

ż
Ω

u

p1 ` uqλ p∇ lnpup1 ` uqλq ´ χ∇vq2dxdτ ď c2. (2.3.33)

We differentiate the second equation of (2.1.1) with respect to t, then multiply it by

vt to obtain

1

2

d

dt
}vt}2L2 ` }∇vt}2L2 ` β}vt}2L2 “ α

ż
Ω

utvtdx ď ε}vt}2H1 ` c3}ut}2pH1q1 ,

where c3 depends on ε. Letting ε ă mint1, βu, we have

d

dt
}vt}2L2 ď 2c3}ut}2pH1q1 . (2.3.34)

Integrating (2.3.34) with respect to t over rτ0, ts, and using (2.3.33), we have

}vt}2L2 ď }vtpτ0q}2L2 ` 2c3

ż t

τ0

}ut}2pH1q1dτ ď }vtpτ0q}2L2 ` 2c2c3, (2.3.35)

which implies (2.3.30). The proof of the lemma is completed.
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Lemma 2.13. Assume
ş
Ω
u0pxqdx ă p1`λq4π

αχ
. Then there exists a positive constant

C depending on τ0 such that }1 ` u}L2`λ ď C for all t ě τ0 ą 0.

Proof. Multiplying the first equation of (2.1.1) by p1 ` uq1`λ, and integrating the

equation over Ω, we obtain

1

λ ` 2

d

dt

ż
Ω

pu ` 1qλ`2dx ` pλ ` 1q
ż
Ω

1 ` u ` λu

1 ` u
|∇u|2dx

“ pλ ` 1qχ
ż
Ω

u∇u∇vdx

“ ´pλ ` 1qχ
2

ż
Ω

u2Δvdx

“ ´pλ ` 1qχ
2

ż
Ω

u2pvt ` βv ´ αuqdx

ď ´pλ ` 1qχ
2

ż
Ω

u2vtdx ` αχpλ ` 1q
2

ż
Ω

u3dx.

(2.3.36)

By Hölder’s inequality and the Gagliardo-Nirenberg inequality we have

´pλ ` 1qχ
2

ż
Ω

|u2vt|dx ď pλ ` 1qχ
2

‖vt‖L2 ‖u‖2L4

ď c1 ‖vt‖L2

´
}∇u} 1

2

L2}u} 1
2

L2 ` }u}L2

¯2

ď c2 ‖vt‖L2

`‖∇u‖L2 ‖u‖L2 ` ‖u‖2L2

˘
ď λ

2
‖∇u‖2L2 ` c3

`‖vt‖2L2 ` ‖vt‖L2

˘ ‖u‖2L2 .

(2.3.37)

Substituting (2.2.6) and (2.3.37) into (2.3.36) and using (2.3.21), we obtain that

d

dt
‖u ` 1‖λ`2

Lλ`2 ` pλ ` 1q ‖∇u‖2L2

ď λ

2
‖∇u‖2L2 ` c3

`‖vt‖2L2 ` ‖vt‖L2

˘ ‖u‖2L2 ` αχpλ ` 1q
2

ż
Ω

u3dx

ď λ

2
‖∇u‖2L2 ` c3

`‖vt‖2L2 ` ‖vt‖L2

˘ ‖u‖2L2 ` λ

2
‖∇u‖2L2 ` c4
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which yields

d

dt
‖u ` 1‖λ`2

Lλ`2 ` ‖∇u‖2L2 ď c3
`‖vt‖2L2 ` ‖vt‖L2

˘ ‖u‖2L2 ` c4. (2.3.38)

By the Gagliardo-Nirenberg inequality we have

‖u ` 1‖λ`2
Lλ`2 ď c5

ˆ
‖∇u‖

λ`1
λ`2

L2 ‖u ` 1‖
1

λ`2

L1 ` ‖u ` 1‖L1

˙λ`2

ď c6p‖∇u‖1`λ
L2 ‖u ` 1‖L1 ` ‖u ` 1‖λ`2

L1 q.
(2.3.39)

If 0 ă λ ă 1, applying the Young’s inequality to (2.3.39), we have

‖u ` 1‖λ`2
Lλ`2 ď ‖∇u‖2L2 ` c7 ‖u ` 1‖

2
1´λ

L1 ` c6 ‖u ` 1‖λ`2
L1 ,

which implies

‖∇u‖2L2 ě ‖u ` 1‖λ`2
Lλ`2 ´ c7 ‖u ` 1‖

2
1´λ

L1 ´ c6 ‖u ` 1‖λ`2
L1 . (2.3.40)

Substituting (2.3.40) into (2.3.38), and using the inequality }u ` 1}L1 “ }u}L1 ` |Ω|,
we have

d

dt
‖u ` 1‖λ`2

Lλ`2 ` ‖u ` 1‖λ`2
Lλ`2

ď c3
`‖vt‖2L2 ` ‖vt‖L2

˘ ‖u‖2L2 ` c7 ‖u ` 1‖
2

1´λ

L1 ` c6 ‖u ` 1‖λ`2
L1 ` c4

ď c3
`‖vt‖2L2 ` ‖vt‖L2

˘ ‖u ` 1‖λ`2
Lλ`2 ` c8

ď c3 ‖vt‖2L2 ‖u ` 1‖λ`2
Lλ`2 `

ˆ
1

2
` c23}vt}22

2

˙
‖u ` 1‖λ`2

Lλ`2 ` c8

ď 2c3 ` c23
2

‖vt‖2L2 ‖u ` 1‖λ`2
Lλ`2 ` 1

2
‖u ` 1‖λ`2

Lλ`2 ` c8,

which yields

d

dt
‖u ` 1‖λ`2

Lλ`2 ` 1

2
‖u ` 1‖λ`2

Lλ`2

ď 2c3 ` c23
2

‖vt‖2L2 ‖u ` 1‖λ`2
Lλ`2 ` c8.

(2.3.41)

20



Upon integration and using (2.3.29), we infer that

‖u ` 1‖Lλ`2 ď c9 for all t ě 0 and 0 ă λ ă 1. (2.3.42)

Next we consider the case λ ě 1. Let yptq “ ‖u ` 1‖λ`2
Lλ`2 , then from (2.3.39), we

have

y
2

λ`1 ď c
2

λ`1

6 p‖∇u‖1`λ
L2 ‖u ` 1‖L1 ` ‖u ` 1‖λ`2

L1 q 2
λ`1

ď c10p‖∇u‖2L2 ` 1q.
(2.3.43)

Substituting (2.3.43) into (2.3.38), we have

y1ptq ` 1

c10
y

2
λ`1 ď c3

`‖vt‖2L2 ` ‖vt‖L2

˘ ‖u‖2L2 ` c4 ` 1

ď c11
`‖vt‖2L2 ` ‖vt‖L2

˘
y

2
λ`2 ` c4 ` 1,

(2.3.44)

where we have used the inequality

‖u‖2L2 ď
ż
Ω

pu ` 1q2dx ď
ˆż

Ω

pu ` 1qλ`2dx

˙ 2
λ`2

ˆż
Ω

dx

˙ λ
λ`2

“ |Ω| λ
λ`2 }u ` 1}2Lλ`2

“ |Ω| λ
λ`2y

2
λ`2 .

For t ě τ0 and λ ě 1, using (2.3.30) and (2.3.44), we have

y1ptq ` 1

c10
y

2
λ`1 ď c13y

2
λ`2 ` c4 ` 1 ď 1

2c10
y

2
λ`1 ` c14,

which yields that

y1ptq ` 1

2c10
y

2
λ`1 ď c14. (2.3.45)

Applying Lemma 2.5 to (2.3.45), we obtain that

‖u ` 1‖λ`2
Lλ`2 “ yptq ď max

´
yτ0 , p2c10c14q 1`λ

2

¯
ď c15 for all t ě τ0 ą 0 and λ ě 1.

(2.3.46)
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For all t ě τ0 ą 0 and λ ą 0, the combination of (2.3.42) and (2.3.46) implies that

there exists a constant c16 depending on τ0 such that

‖u ` 1‖Lλ`2 ď c16.

Then we complete the proof of the lemma.

Next, we will show the boundedness of }v}W 1,8 .

Lemma 2.14. Assume
ş
Ω
u0pxqdx ă p1`λq4π

αχ
. Then there exists a constant C ą 0

depending on τ0 such that

‖v‖W 1,8 ď C for all t ě τ0. (2.3.47)

Proof. From Lemma 2.13, we obtain for all t ě τ0 ą 0, there exist a constant c1

depending on τ0 such that

‖u‖Lλ`2 ď ‖u ` 1‖Lλ`2 ď c1. (2.3.48)

Since λ ` 2 ą 2 for λ ą 0, using Lemma 2.1, we obtain (2.3.47) directly.

2.3.3 Boundedness of }u}L8

We are now in a position to prove Theorem 2.1.

Proof of Theorem 2.1. Using Lemma 2.8, we only need to show that there exists a

constant M2 depending only on the initial date, Ω and τ0, such that for all t ě τ0 ą 0

‖u‖L8 ď M2. (2.3.49)

To prove (2.3.49), we will use the Moser-Alikakos iteration procedure as in [3]. First,

we define ppkqkPN recursively by setting

pk :“ 2pk´1 ` λ, k ě 1 and p0 “ 2 ` λ. (2.3.50)
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Then, we can easily derive that pk “ pp0 `λq2k ´λ “ p1`λq2k`1 ´λ and pk ě 2`λ

for all k ě 0. Moreover, there exist two constants c1 ą 0 and c2 ą 0 such that

c1 ¨ 2k ď pk ď c2 ¨ 2k for all k ě 0. (2.3.51)

Multiplying the first equation of (2.1.1) by pu ` 1qpk´1, integrating the result over Ω

and using the Cauchy-Schwarz inequality, we have

1

pk ´ 1

d

dt

ż
Ω

pu ` 1qpkdx

“ ´ppk ´ 1q
ż
Ω

1 ` u ` λu

u ` 1
pu ` 1qpk´2´λ|∇u|2dx

` χppk ´ 1q
ż
Ω

pu ` 1qpk´2´λu∇u ¨ ∇vdx

ď ´ppk ´ 1q
ż
Ω

pu ` 1qpk´2´λ|∇u|2dx ` χppk ´ 1q
ż
Ω

upk´1´λ|∇u||∇v|dx

ď ´pk ´ 1

2

ż
Ω

pu ` 1qpk´2´λ|∇u|2dx ` c3ppk ´ 1q
ż
Ω

pu ` 1qpk´λdx,

(2.3.52)

where we have used Lemma 2.14 and the fact that 1`u`λu
u`1

ą 1. Here c3 ą 0 which, like

c4, c5, ¨ ¨ ¨ below, may depend on τ0 but not on t, T and k. If we let w “ pu ` 1q pk´λ

2 ,

then from (2.3.52), we have

1

pk ´ 1

d

dt

ż
Ω

pu ` 1qpkdx

ď ´pk ´ 1

2

ż
Ω

pu ` 1qpk´2´λ|∇pu ` 1q|2dx ` c3ppk ´ 1q
ż
Ω

pu ` 1qpk´λdx,

“ ´2ppk ´ 1q
ppk ´ λq2

ż
Ω

|∇pu ` 1q pk´λ

2 |2dx ` c3ppk ´ 1q
ż
Ω

pu ` 1qpk´λdx

“ ´2ppk ´ 1q
ppk ´ λq2

ż
Ω

|∇w|2dx ` c3ppk ´ 1q
ż
Ω

w2dx,
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which yields

d

dt

ż
Ω

pu ` 1qpkdx ď ´2ppk ´ 1q2
ppk ´ λq2

ż
Ω

|∇w|2dx ` c3p
2
k

ż
Ω

w2dx

ď ´c4

ż
Ω

|∇w|2dx ` c3p
2
k

ż
Ω

w2dx,

(2.3.53)

where we have use the fact that 2ppk´1q2
ppk´λq2 “ p2pk´1`λ´1q2

2p2k´1
ě c4 for all c4 P p0, 1s. Using

the Gagliardo-Nirenberg inequality and the fact that pX ` Y qd ď 2dpXd ` Y dq for

all X ě 0 and Y ě 0, we have

c3p
2
k

ż
Ω

w2dx ď c5p
2
k}∇w}L2}w}L1 ` c5p

2
k}w}2L1

ď c4
2

}∇w}2L2 ` 1

2c4
pc5p2k}w}L1q2 ` c5p

2
k}w}2L1

“ c4
2

}∇w}2L2 ` c25
2c4

p4k}w}2L1 ` c5p
2
k}w}2L1

ď c4
2

}∇w}2L2 ` c6p
4
k}w}2L1 ,

(2.3.54)

where c6 “ c25
2c4

` c5. Substituting (2.3.54) into (2.3.53), we have

d

dt

ż
Ω

pu ` 1qpkdx ď ´c4
2

}∇w}2L2 ` c6p
4
k}w}2L1 . (2.3.55)

Using the Gagliardo-Nirenberg inequality, we can find a constant θ “ pk`λ
2pk

such thatż
Ω

pu ` 1qpkdx “
ż
Ω

w
2pk

pk´λ ď c7}∇w}θ
2pk

pk´λ

L2 }w}p1´θq 2pk
pk´λ

L1 ` c7}w}
2pk

pk´λ

L1

ď c7

ˆ
}∇w}

2pk
pk´λ

L2 ` }w}
2pk

pk´λ

L1

˙
` c7}w}

2pk
pk´λ

L1

“ c7}∇w}
2pk

pk´λ

L2 ` 2c7}w}
2pk

pk´λ

L1 .

(2.3.56)

Now thanks to the easily verified elementary inequality pX´Y qd ě 2´dXd´Y d valid
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whenever d ą 0 and 0 ď Y ď X, we infer that

}∇w}2L2 ě
«
1

c7

ż
Ω

pu ` 1qpkdx ´ 2

ˆż
Ω

pu ` 1qpk´1dx

˙ 2pk
pk´λ

ff pk´λ

pk

ě p2c7q´ pk´λ

pk

ˆż
Ω

pu ` 1qpkdx
˙ pk´λ

pk ´ 2
pk´λ

pk

ˆż
Ω

pu ` 1qpk´1dx

˙2

ě 1

2c7

ˆż
Ω

pu ` 1qpkdx
˙ pk´λ

pk ´ 2

ˆż
Ω

pu ` 1qpk´1dx

˙2

,

(2.3.57)

here we used the conditions 2c7 ą 1 and pk´λ
pk

ă 1. Then substituting (2.3.57) into

(2.3.53), we have the following ordinary differential inequality

d

dt

ż
Ω

pu ` 1qpkdx ď ´ c4
4c7

ˆż
Ω

pu ` 1qpkdx
˙ pk´λ

pk ` pc4 ` c6p
4
kq

ˆż
Ω

pu ` 1qpk´1dx

˙2

ď ´c8

ˆż
Ω

pu ` 1qpkdx
˙ pk´λ

pk ` c9p
4
k

ˆż
Ω

pu ` 1qpk´1dx

˙2

,

(2.3.58)

where c8 “ c4
4c7

and c9 “ c4 ` c6. Letting γk “ ş
Ω

pu ` 1qpkdx, then from (2.3.58), we

have

dγk
dt

` c8γ
pk´λ

pk
k ď c9p

4
kγ

2
k´1. (2.3.59)

Applying Lemma 2.5 to (2.3.59) and letting δk “ λ
2pk´1

ă 1
2
, then we have

γk ď max

#
γkpτ0q,

ˆ
c9p

4
kγ

2
k´1

c8

˙ pk
pk´λ

+
“ max

#
γppτ0q,

ˆ
c9p

4
k

c8

˙p1` λ
2pk´1

q
γ
2p1` λ

2pk´1
q

k´1

+

ď max

#
γkpτ0q,

ˆ
c9
c8

˙ 3
2

p6kγ
2p1`δkq
k´1

+

ď max
!
γkpτ0q, c10p26qkγ2p1`δkq

k´1

)
,

ď max
!
γkpτ0q, bkγ2p1`δkq

k´1

)
,

(2.3.60)
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where we have used pk ď c22
k in (2.3.51) and c10 “

´
c9
c8

¯ 3
2
c62 and b “ 26c10. Now in

the case when γk ď γkpτ0q for infinitely many k P N, we immediately conclude that

(2.3.49) holds. Otherwise we may assume upon increasing p0 if necessary that

γk ď bkγ
2p1`δkq
k´1 for all k ě 1. (2.3.61)

Using the induction (2.3.61) and c12
k ď pk in (2.3.51), we have

γ
1
pk
k ď

$&%b

kř
j“1

j¨ kś
i“j`1

2p1`δiq ¨ γ
kś

i“1
2p1`δiq

0

,.-
1

c12
k

“ b
1
c1

¨ kř
j“1

j¨2´j ¨ kś
i“j`1

p1`δiq ¨ γ
1
c1

¨ kś
i“1

p1`δiq
0

which implies

}u ` 1}pk ď b
1
c1

¨ kř
j“1

j¨2´j ¨ kś
i“j`1

p1`δiq ¨ γ
1
c1

¨ kś
i“1

p1`δiq
0 . (2.3.62)

From (2.3.51), we have c12
k ď 2pk´1 ď c22

k, hence

δk “ λ

2pk´1

ď λ

c1
2´k for all k ě 1,

which implies
8ř
i“1

δi converges, hence
8ś
i“1

p1 ` δiq is finite. Moreover
8ř
j“1

j ¨ 2´j ă 8

and γ0 “ ş
Ω

pu ` 1qp0dx “ ş
Ω

pu ` 1q2`λdx ď c11, since pk Ñ 8 as k Ñ 8. Hence,

using (2.3.62) we have }u ` 1}L8 ď c12, then (2.3.49) is obtained directly. Hence the

proof of the theorem is completed.

From Theorem 2.1, we see that a necessary condition for the blowup of solutions

of (2.1.1) is that
ş
Ω
u0pxqdx ą 4πp1`λq

αχ
. It is nature to ask whether this condition is

a sufficient condition. We will study this problem in the next section.
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2.4 Blowup for Supercritical Mass

2.4.1 Main Results and Key Steps

Theorem 2.2. Let Ω be a bounded domain with smooth boundary in R
2. Then for

any M ą p1`λq4π
αχ

and M R
!
m p1`λq4π

αχ

ˇ̌
m P N

`
)
, there exist initial data 0 ď pu0, v0q P

W 1,8pΩq ˆ W 1,8pΩq with
ş
Ω
u0pxqdx “ M such that the solution component u of

(2.1.1) blows up in finite or infinite time. Moreover if λ ą 1, the blow-up time is

infinite.

First we introduce the transformation

ṽ “ χpv ´ v̄q, v̄ “ 1

|Ω|
ż
Ω

vdx. (2.4.63)

Substituting (2.4.63) into (2.1.1), and dropping the tildes for convenience, we get a

transformed version of the Keller-Segel model (2.1.1) as follows$’’’’’’&’’’’’’%

ut “ ∇ ¨
´

1`u`λu
pu`1qλ`1∇u ´ u

p1`uqλ∇v
¯
, x P Ω, t ą 0

vt “ Δv ` αχpu ´ ūq ´ βv, x P Ω, t ą 0
Bu
Bν “ Bv

Bν “ 0, x P BΩ, t ą 0,

upx, 0q “ u0pxq, vpx, 0q “ v0pxq, x P Ω,ş
Ω
udx “ M,

ş
Ω
vdx “ 0.

(2.4.64)

The corresponding Lyapunov functional of the transformed system (2.4.64) is

Eptq “
ż
Ω

ˆ
u ln u ` λp1 ` uq lnp1 ` uq ´ uv ` 1

2αχ
p|∇v|2 ` βv2q

˙
dx. (2.4.65)

Using the same argument of deriving (2.3.22), we have

Eptq “ Epuptq, vptqq

ě pλ ` 1q
ż
Ω

u ln udx ´
ż
Ω

uvdx ` 1

2αχ

ż
Ω

p|∇v|2 ` βv2qdx

ě ´p1 ` λqM ln

"
1

M

ż
Ω

e
v

1`λdx

*
` 1

2αχ

ˆż
Ω

|∇v|2dx ` β

ż
Ω

v2dx

˙
“ Epvq.

(2.4.66)
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The corresponding stationary solutions of the system (2.4.64) satisfy the following

equations $’’’&’’’%
´Δv ` βv “ αχpu ´ ūq, x P Ω,

upu ` 1qλ “ σev, x P Ω,
Bu
Bν “ Bv

Bν “ 0, x P BΩ,ş
Ω
udx “ M,

ş
Ω
vdx “ 0,

(2.4.67)

where σ “
ş
Ω upu`1qλdxş

Ω evdx
is a positive constant. Using the Lyapunov functional Epu, vq,

we have the following properties on the stationary solutions of system (2.4.64).

Lemma 2.15. Suppose that pu, vq is a global and bounded solution of (2.4.64). Then

there exist a sequence of times tk Ñ 8 and nonnegative functions u8, v8 P C2pΩ̄q
such that up¨, tkq Ñ u8, vp¨, tkq Ñ v8 in C2pΩ̄q and

$’’’&’’’%
∇ lnpu8p1 ` u8qλq ´ ∇v8 “ 0, x P Ω

Δv8 ` αχpu8 ´ ūq ´ βv8 “ 0, x P Ω,
Bu8
Bν “ Bv8

Bν “ 0, x P BΩ,ş
Ω
u8dx “ M,

ş
Ω
v8dx “ 0,

(2.4.68)

as well as

Epu8, v8q ď Epu0, v0q. (2.4.69)

Proof. The lemma can be proved with the similar argument in [97], hence we omit

the details for convenience.

Next we are devoted to proving Theorem 2.2 by using the idea as in [35, 38, 97].

The plan is to find a lower bounded for the energy of all conceivable steady states and

then prove that there exist solutions having energy below this bound, that cannot be

bounded since otherwise they should approach some steady states with a forbidden

energy. Here ‘energy’ is measured in term of the Lyapunov functional Epu, vq. More

precisely, the proof of Theorem 2.2 will be carried out by the following three steps.
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Step 1 (i.e., Lemma 2.16). Under the assumptions that M ą p1`λq4π
αχ

and M R!
m p1`λq4π

αχ

ˇ̌
m P N

`
)
, we find a constant K ą 0 such that all of stationary solutions

of (2.4.64) satisfy

Epu, vq ě ´K. (2.4.70)

Step 2 (i.e., Lemma 2.19). We show that if M ą p1`λq4π
αχ

, there exist a sequence

pvεqεą0 Ă D ” tf P W 1,8pΩq| ş
Ω
fdx “ 0u such that Epvεq Ñ ´8 and

ş
Ω

|∇vε|2dx Ñ
8 as ε Ñ 0. Then, there exists a ε0 such that puε0 , vε0q can be chosen as an initial

data of system (2.4.64). Moreover for such initial data pu0, v0q :“ puε0 , vε0q, we can

prove that

Epu0, v0q ă ´K. (2.4.71)

Step 3 (i.e., Lemma 2.20). For the initial data chosen in step 2, we conclude that

the corresponding solution pair pu, vq of (2.4.64) has to blow up in finite or infinite

time. Otherwise, using Lemma 2.15, we have Epu8, v8q ď Epu0, v0q, where the

solution pair pu8, v8q is the stationary solution of (2.4.64). Then the combination of

the results in step 1 and step 2 implies ´K ď Epu8, v8q ď Epu0, v0q ă ´K, which

is a contradiction.

2.4.2 Lower Bound for Steady-State Energy

This subsection is to find a lower bound for the value of Epu, vq for all the solutions

of (2.4.67). The result can be stated as follow.

Lemma 2.16. Let Ω be a bounded domain with smooth boundary in R
2. Suppose

that
ş
Ω
u0pxqdx ą p1`λq4π

αχ
and

ş
Ω
u0pxqdx ‰ m p1`λq4π

αχ
for some m P N

`, then there

exists a constant K ą 0 such that

Epvq ě ´K (2.4.72)

holds for all the solutions of (2.4.67).
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Proof. If there is not a constant K such that (2.4.72) holds true with the assump-

tions
ş
Ω
u0pxqdx ą p1`λq4π

αχ
and

ş
Ω
u0pxqdx ‰ m p1`λq4π

αχ
for some m P N

`, then using

the Lyapunov functional Epvq in (2.4.66), we can claim that there exists a solution

sequence pvkqkPN of (2.4.67) such that as k Ñ 8
ż
Ω

e
vk
1`λdx Ñ 8 and max

xPΩ̄
vkpxq Ñ 8. (2.4.73)

Let vk̊ “ vk ` αχ
β
ū, then system (2.4.67) is transformed into the following equations

$’’’’&’’’’%
´Δvk̊ ` βvk̊ “ αχuk̊, x P Ω,

uk̊p1 ` uk̊qλ “ σke
v˚
k , x P Ω,

Bv˚
k

Bν “ Bu˚
k

Bν “ 0, x P BΩ,ş
Ω
uk̊dx “ M,

ş
Ω
vk̊dx “ αχM

β
.

(2.4.74)

From the second equation of (2.4.74), we can derive that there exists a sequence

0 ă pμkqkPN such that

μke
v˚
k

1`λ ´ 1 ď u˚
k ď μke

v˚
k

1`λ (2.4.75)

Using (2.4.73), we have
ş
Ω
e

v˚
k

1`λdx Ñ 8. Furthermore, (2.4.75) implies that

μk ď
ş
Ω

puk̊ ` 1qdxş
Ω
e

v˚
k

1`λdx

“ M ` |Ω|ş
Ω
e

v˚
k

1`λdx

Ñ 0 as k Ñ 8. (2.4.76)

By employing a similar argument [38, 90], we can show that there exists a sub-

sequence of puk̊qkPN (denoted by puk̊qkPN again for simplicity) such that for some

m P N
` ż

Ω

u˚
kdx Ñ m

p1 ` λq4π
αχ

, as k Ñ 8, (2.4.77)

which contradict the assumption that M ‰ m p1`λq4π
αχ

since
ş
Ω
uk̊dx “ M . Then the

proof of the lemma is completed.
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Next, we will give the details for the proof of (2.4.77). First, we define the blowup

set S as follows:

S :“ �
x P Ω̄ : D xk Ñ x such that v˚

kpxkq Ñ 8 as k Ñ 8(
. (2.4.78)

Then from (2.4.73), we know that card S ě 1, where card S stands for the cardinality

of set S. Furthermore, we have the following lemma.

Lemma 2.17. Assume the blowup set S is defined as (2.4.78). Then one has 1 ď
card S ă 8.

Proof. Since puk̊qkPN is bounded in L1pΩq, then using the Prokhorov’s theorem we

may extract a subsequence (still denoted puk̊qkPN for simplicity) such that uk̊ con-

verges in the sense of measure on Ω to some nonnegative bounded measure η, i.e.

ż
Ω

u˚
kψdx Ñ

ż
Ω

ψdη, (2.4.79)

for every ψ P C8
0 pΩq. As in [8, 38, 90], we call x0 P Ω̄ a δ-regular point if there is a

function ψ P C8
0 pΩq, 0 ď ψ ď 1, with ψ “ 1 in a neighborhood of x0 such that

ż
Ω

ψdμ ă 4πp1 ` λq
αχp1 ` 3δq . (2.4.80)

Let
řpδq be the set of points which are not δ-regular points in Ω̄. Clearly x0 P řpδq if

and only if ηptx0uq ě 4πp1`λq
αχp1`3δq . Since η is a bounded measure with

ş
Ω
dη “ M , it

follows that the elements of
řpδq are finite and

card
ÿ

pδq ď αχMp1 ` 3δq
4πp1 ` λq . (2.4.81)

Using the similar argument as in [38, 90], we state the following two claims without

proof for convenience.
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piq. If x0 is a δ-regular point, then pvk̊qkPN is uniformly bounded in L8pΩ̄ X
BR0px0qq for some R0 ą 0.

piiq. S “ řpδq.
Hence the combination of (2.4.81) and the claim piiq implies 1 ď card S “

card
řpδq ă 8. Then we complete the proof of the lemma.

Due to 1 ď card S ă 8, without loss of generality, we assume S “ tp1, ¨ ¨ ¨ , pNu.
We decompose S into a boundary blowup set S1 “ S X BΩ and an interior blowup

set S2 “ S X Ω. Let

σk
j prq “ αχ

ż
Brppjq

u˚
kdx, (2.4.82)

where r ą 0 is a small constant. Then we can derive the following properties on

σk
j prq by using a similar argument in [90, Lemma 3.4] and [38, Lemma 3].

Lemma 2.18.

lim
rÑ0

lim
kÑ8 σk

j prq “
#
4p1 ` λqπ, pj P S1,

8p1 ` λqπ, pj P S2.
(2.4.83)

Proof. Without loss of generality, we assume the blowup point pj “ 0. Let Ur “
Brp0q X Ω̄. Assume the function wk is a solution of the following problem

#
Δw ´ βw “ 0, x P Ur,
Bw
Bν “ Bv˚

k

Bν , x P BUr.
(2.4.84)

It is easy to see that wk “ Op1q in C2pUrq since |Bv˚
k

Bν | ď C on BUr. As in [38, 90], we

let hk “ pvk̊ ´ wkq{σk
j prq, then hk Ñ Gp¨, 0q in C2

locpBrp0q X Ω̄{t0uq (see [21, Lemma

2.6]), where Gp¨, 0q satisfies

#
´ΔG ` βG “ δ0, x P Ur,
BG
Bν “ 0, x P BUr,
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where δ0 denotes the Dirac measure on Ur giving unit mass to the point 0. The

regular part of Gpx, 0q is defined depending on whether the blowup point 0 lies in

the domain or on its boundary as

Hpx, 0q “
#
Gpx, 0q ` 1

π
ln |x|, if 0 P BUr,

Gpx, 0q ` 1
2π

ln |x|, if 0 P Ur,
(2.4.85)

where Hp¨, 0q P C1,αpŪrq (see [20]). Hence, for x P Ūr it holds that

Gpx, 0q “
#

´ 1
π
ln |x| ` Op1q, if 0 P BUr,

´ 1
2π

ln |x| ` Op1q, if 0 P Ur.
(2.4.86)

Using the condition wk “ Op1q in C2pUrq, we have

v˚
kpxq “

#
´σk

j prq
π

ln |x| ` Op1q, if 0 P BUr,

´σk
j prq
2π

ln |x| ` Op1q, if 0 P Ur

(2.4.87)

in C1pBUrq(here Op1q may depend on r but is uniform in k). First, we consider the

case that blowup point 0 P S1, hence vk̊pxq “ ´σk
j prq
π

ln |x| ` Op1q. For the equation

Δw ´ βw ` fpwq “ 0, x P U Ă R
2,

we have the following Pohozaev’s identityż
U

p´βw2 ` 2F pwqqdx

“
ż

BU

„
px ¨ ∇wqBw

Bν ´ px ¨ νq |∇w|2
2

` x ¨ ν
ˆ

´β
w2

2
` F pwq

˙j
dS,

(2.4.88)

where F pwq “ şw
0
fpsqds ([90]). Applying (2.4.88) to the first equation of (2.4.74) on

Ur, then one hasż
Ur

`´βpv˚
kq2 ` 2F pv˚

kq˘
dx

“
ż

BUr

„
px ¨ ∇v˚

kqBvk̊
Bν ´ px ¨ νq |∇vk̊ |2

2
` x ¨ ν

ˆ
´β

pvk̊q2
2

` F pv˚
kq

˙j
dS.

(2.4.89)

33



Next, we will estimate all the terms on both sides of (2.4.89). First, using the elliptic

estimate and the fact }uk̊}L1 “ M , we have }vk̊}2
W 1,4{3 ď C. Hence, we have the

following estimate

ż
Ur

pv˚
kq2dx ď

ˆż
Ur

1dx

˙ 1
2

ˆż
Ur

pv˚
kq4

˙ 1
2 “ Opr}v˚

k}2L4q “ Opr}v˚
k}2W 1,4{3q “ Oprq.

(2.4.90)

Next we estimate the term
ş
Ur

F pvk̊qdx. Letting fpvk̊q “ αχuk̊ and using (2.4.75),

we have

F pv˚
kq ě αχp1 ` λqμkpe v˚

k
1`λ ´ 1q ´ αχv˚

k ě αχp1 ` λqu˚
k ´ αχp1 ` λqμk ´ αχv˚

k ,

(2.4.91)

and

F pv˚
kq ď αχp1 ` λqμkpe v˚

k
1`λ ´ 1q ď αχp1 ` λqp1 ` u˚

kq ´ αχp1 ` λqμk. (2.4.92)

The combination of (2.4.91) and (2.4.92) implies that

αχp1`λqu˚
k´αχp1`λqμk´αχv˚

k ď F pv˚
kq ď αχp1`λqp1`u˚

kq´αχp1`λqμk. (2.4.93)

Integrating (2.4.93) over Ur, one has

p1 ` λqσk
j prq ´ αχp1 ` λq

ż
Ur

μkdx ´ αχ

ż
Ur

v˚
kdx ď

ż
Ur

F pv˚
kqdx, (2.4.94)

andż
Ur

F pv˚
kqdx ď p1 ` λqσk

j prq ` αχp1 ` λq
ż
Ur

dx ´ αχp1 ` λq
ż
Ur

μkdx. (2.4.95)

Using (2.4.94), (2.4.95) and noting the facts

ż
Ur

μkdx “ Opμkr
2q,

ż
Ur

v˚
kdx “ Oprq,

ż
Ur

dx “ Opr2q, (2.4.96)
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we have the following estimate

p1 ` λqσk
j prq ´ Opμkr

2q ´ Oprq ď
ż
Ur

F pv˚
kqdx ď p1 ` λqσk

j prq ` Opr2q ´ Opμkr
2q.

(2.4.97)

Using the equalities (2.4.87) and
Bv˚

k

Bν “ ν ¨ ∇vk̊ , we haveż
BUr

px ¨ ∇v˚
kqBvk̊

Bν dS “ ´
ż

BUr

σk
j prq
π

ν ¨ ∇v˚
kdS

“ ´
ż

BUr

σk
j prq
π

ν ¨ ∇v˚
kdS

“
˜
σk
j prq
π

¸2 ż
BUr

ˆ
1

r
` Op1q

˙
dS

“
˜
σk
j prq
π

¸2

pπ ` Oprqq.

(2.4.98)

ż
BUr

px ¨ νq |∇vk̊ |2
2

dS “
ż

BUr

1

2r

˜
σk
j prq
π

¸2

dS “
˜
σk
j prq
π

¸2 ´π

2
` Oprq

¯
. (2.4.99)

Using vk̊ P C1pBUrq and (2.4.91), we haveż
BUr

px ¨ νqpv˚
kq2dS “ Oprq. (2.4.100)

ż
BUr

px ¨ νqF pv˚
kqdS “ Oprμk max

xPBUr

e
v˚
k

1`λ q “ Opμkrq. (2.4.101)

Substituting (2.4.90), (2.4.97)-(2.4.101) into (2.4.89), and letting k Ñ 8 first and

then γ Ñ 0, we can obtain that

2p1 ` λq lim
rÑ0

lim
kÑ8 σk

j prq “ 1

π2

π

2
plim
rÑ0

lim
kÑ8 σk

j prqq2,

which implies

lim
rÑ0

lim
kÑ8 σk

j prq “ 4p1 ` λqπ. (2.4.102)
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For the case 0 P S2, then vk̊pxq “ ´σk
j prq
2π

ln |x| ` Op1q. Hence, we can obtain the

same estimates except that

ż
BUr

px ¨ ∇v˚
kqBvk̊

Bν dS “
˜
σk
j prq
2π

¸2

p2π ` Oprqq, (2.4.103)

and ż
BUr

px ¨ νq |∇vk̊ |2
2

dS “
˜
σk
j prq
2π

¸2

pπ ` Oprqq . (2.4.104)

Then using the Pohozaev’s inequality again, we have

2p1 ` λq lim
rÑ0

lim
kÑ8 σk

j prq “ 1

4π2
πplim

rÑ0
lim
kÑ8 σk

j prqq2,

which yields

lim
rÑ0

lim
kÑ8 σk

j prq “ 8p1 ` λqπ. (2.4.105)

Then we complete the proof of the lemma.

Next we will prove (2.4.77) to complete the proof of Lemma 2.16 by using the

Lemma 2.18.

Proof of (2.4.77). Using the definition of σk
j prq, we have that

αχ lim
kÑ8

ż
Ω

u˚
kdx “ αχ

Nÿ
j“1

lim
kÑ8

ż
Brppjq

u˚
kdx “

Nÿ
j“1

lim
rÑ0

lim
kÑ8 σk

j prq. (2.4.106)

Hence, the combination of (2.4.106) and Lemma 2.18 gives (2.4.77). Then the proof

of Lemma 2.16 is completed.

2.4.3 Initial Data With Large Negative Energy

In this subsection, we assert that there exist some initial data with supercritical

mass having energy below any prescribed bound. To attain the aim, we look for a
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sequence pvεqεě0 satisfying
ş
Ω
vεpxqdx “ 0 such that lim

εÑ0
Epvεq “ ´8. From [9], we

know that the functions

φεpxq “ ln

ˆ
8ε2

pε2 ` π|x|2q2
˙
,

ε ą 0, are solution of the following system

#
´Δφpxq “ eφpxq, x P R

2,ş
R2 e

φpxqdx ă 8.
(2.4.107)

We note that φεpxq Ñ ´8 for all x ‰ 0 and φεp0q Ñ 8 as ε Ñ 0. As in [35], we

choose the sequence pvεqεě0 with

vεpxq “ p1 ` λq
ˆ
φεpxq ´ 1

|Ω|
ż
Ω

φεpxqdx
˙

“ p1 ` λq
„
ln

ˆ
ε2

pε2 ` π|x|2q2
˙

´ 1

|Ω|
ż
Ω

ln

ˆ
ε2

pε2 ` π|x|2q2
˙
dx

j
,

(2.4.108)

as our candidate to obtain the properties lim
εÑ0

Epvεq “ ´8 with supercritical mass.

Lemma 2.19. Assume M ą p1`λq4π
αχ

and the sequence pvεqεě0 is defined by (2.4.108).

Then as ε Ñ 0, we have

Epvεq Ñ ´8 and

ż
Ω

|∇vε|2dx Ñ 8. (2.4.109)

Proof. From (2.4.108), we have

1

2χα

ż
Ω

|∇vε|2dx “ 16p1 ` λq2π2

2χα

ż
Ω

x2

pε2 ` πx2q2dx “ 8p1 ` λq2π2

χα

ż
Ω

x2

pε2 ` πx2q2dx.

(2.4.110)

Substituting y “ x
ε
, we obtain that

1

2αχ
}∇vε}22 “ 8p1 ` λq2π2

χα

ż
Ωε

|y|2
p1 ` π|y|2q2dy, (2.4.111)
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where Ωε “ ty|εy P Ωu. Applying the polar coordinates around original point 0 P BΩ
to (2.4.111), we obtain

χ

2α
}∇vε}2L2 “ 8p1 ` λq2π2

χα

ż
Ωε

|y|2
p1 ` π|y|2q2dy

“ 8p1 ` λq2π2

χα

ż π

0

ż R
ε

0

r3

p1 ` πr2q2drdθ

“ 8p1 ` λq2π3

χα

ż 1
ε

0

r3

p1 ` πr2q2dr ` 8p1 ` λq2π3

χα

ż R
ε

1
ε

r3

p1 ` πr2q2dr

“ 8p1 ` λq2π3

χα
I1 ` 8p1 ` λq2π3

χα
I2,

(2.4.112)

where R denote the maximum distance between original point and the pole. First,

we can estimate I1 as follows

I1 “ 1

2

ż 1
ε

0

r2

p1 ` πr2q2dr
2 “ 1

2

ż 1
ε2

0

z

p1 ` πzq2dz

“ 1

2π

ż 1
ε2

0

1 ` πz ´ 1

p1 ` πzq2 dz

“ 1

2π

ż 1
ε2

0

1

1 ` πz
dz ´ 1

2π

ż 1
ε2

0

1

p1 ` πzq2dz

“ 1

2π2
ln

ˆ
ε2 ` π

ε2

˙
` 1

2π2

ε2

ε2 ` π
´ 1

2π2
.

(2.4.113)

Similarly, we can obtain the following estimates of I2

I2 “ 1

2

ż R
ε

1
ε

r2

p1 ` πr2q2dr
2

“ 1

2π

ż R2

ε2

1
ε2

1

1 ` πz
dz ´ 1

2π

ż R2

ε2

1
ε2

1

p1 ` πzq2dz

“ 1

2π2
ln

ˆ
ε2 ` πR2

ε2 ` π

˙
` 1

2π2

ε2

ε2 ` πR2
´ 1

2π2

ε2

ε2 ` π
.

(2.4.114)
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Substituting (2.4.113) and (2.4.114) into (2.4.112), we have

1

2αχ
}∇vε}2L2

“ 4p1 ` λq2π
αχ

ˆ
ln

1

ε2
` lnpε2 ` πR2q ´ 1 ` ε2

ε2 ` πR2

˙

“ 8p1 ` λq2π
αχ

ln
1

ε
` O1p1q,

(2.4.115)

where |O1p1q| ď C as ε Ñ 0. Since

v2ε “ p1 ` λq2
ˆ
lnpε2 ` π|x|2q2 ´ 1

|Ω|
ż
Ω

lnpε2 ` π|x|2q2dx
˙2

“ p1 ` λq2
„`

lnpε2 ` π|x|2q2˘2 ´ 2

|Ω| lnpε2 ` π|x|2q2
ż
Ω

lnpε2 ` π|x|2q2dx
j

` p1 ` λq2
|Ω|2

ˆż
Ω

lnpε2 ` π|x|2q2dx
˙2

,

(2.4.116)

then we can deduce

β

2αχ

ż
Ω

v2εdx

“ βp1 ` λq2
2αχ

ż
Ω

plnpε2 ` π|x|2q2q2dx ´ βp1 ` λq2
2αχ|Ω|

ˆż
Ω

lnpε2 ` π|x|2q2dx
˙2

“ O2p1q,

(2.4.117)

where |O2p1q| ď C as ε Ñ 0. Using (2.4.108), we have the estimatesż
Ω

e
vε
1`λdx “ |Ω|e´ 1

|Ω|
ş
Ω ln

´
ε2

pε2`π|x|2q2
¯
dx

ż
Ω

ˆ
ε2

pε2 ` π|x|2q2
˙
dx,

and

ln

ż
Ω

e
vε
1`λdx “ ln |Ω| ` ln

ż
Ω

ˆ
ε2

pε2 ` π|x|2q2
˙
dx ´ 1

|Ω|
ż
Ω

ln

ˆ
ε2

pε2 ` π|x|2q2
˙
dx,
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which imply

´ p1 ` λqM ln

"
1

M

ż
Ω

e
vε
1`λdx

*

“ ´p1 ` λqM
ˆ
ln

1

M
` ln

ż
Ω

e
vε
1`λdx

˙

“ ´p1 ` λqM
ˆ
ln

|Ω|
M

` ln

ż
Ω

ˆ
ε2

pε2 ` π|x|2q2
˙
dx ´ 1

|Ω|
ż
Ω

ln

ˆ
ε2

pε2 ` π|x|2q2
˙
dx

˙

“ p1 ` λqM
|Ω|

ż
Ω

ln ε2dx ` p1 ` λqM
|Ω|

ż
Ω

lnpε2 ` π|x|2q2dx

´ p1 ` λqM ln

„ |Ω|
M

ż
Ω

ˆ
ε2

pε2 ` π|x|2q2
˙
dx

j
“ 2p1 ` λqM ln ε ` O3p1q

(2.4.118)

where |O3p1q| ď C as ε Ñ 0. Then the combination of (2.4.115), (2.4.117) and

(2.4.118) implies

Epvεq ď
ˆ
8p1 ` λq2π

αχ
´ 2p1 ` λqM

˙
ln

1

ε
` Op1q, (2.4.119)

where Op1q “ O1p1q `O2p1q `O3p1q and |Op1q| ď C as ε Ñ 0. Then (2.4.119) leads

to the assertion of the lemma.

Remark 2.1. In the proof of Lemma 2.19, we assume that the blowup point 0 P BΩ.
If the blowup point 0 P Ω, then we have the same estimates except that 1

2αχ
}∇vε}2L2 “

16p1`λq2π
αχ

ln 1
ε

` O1p1q by using the polar coordinates around original point 0 P Ω.

Hence, we have

Epvεq ď
ˆ
16p1 ` λq2π

αχ
´ 2p1 ` λqM

˙
ln

1

ε
` Op1q, (2.4.120)

which implies that Epvεq Ñ ´8 as ε Ñ 0 if M ą 8p1`λqπ
αχ

.

40



Lemma 2.20. Assume the conditions in Lemma 2.16 are satisfied. Then there exists

initial data pu0, v0q such that the corresponding solution of (2.4.64) blows up in finite

or infinite time.

Proof. Let K ą 0 be the constant in Lemma 2.16. Now let us choose a ε0 arbitrary

but fixed, and

vε0 “ p1 ` λq
„
ln

ˆ
ε20

pε20 ` π|x|2q2
˙

´ 1

|Ω|
ż
Ω

ln

ˆ
ε20

pε20 ` π|x|2q2
˙
dx

j
.

such that

Epvε0q ă ´K ´ pλ ` ln σε0qM ´ Cε0 ,

where Cε0 is a constant depending on ε0 and will be defined later. The existence

of appropriate ε0 is a direct consequence of Lemma 2.19. We can check that vε0 P
W 1,8pΩq. And we choose uε0 satisfying

uε0p1 ` uε0qλ “ σε0e
vε0 ,

ż
Ω

uε0pxqdx “ M. (2.4.121)

Collecting (2.4.65) and (2.4.66) and using the fact that vε0 P W 1,8pΩq, we obtain

Epuε0 , vε0q ´ Epvε0q “
ż
Ω

puε0 ln uε0 ` λp1 ` uε0q lnp1 ` uε0q ´ uε0vε0q dx

` p1 ` λqM ln

"
1

M

ż
Ω

e
vε0
1`λdx

*

ď λ

ż
Ω

lnp1 ` uε0qdx ` ln σε0

ż
Ω

uε0dx ` Cε0

ď λ

ż
Ω

uε0dx ` ln σε0

ż
Ω

uε0dx ` Cε0

ď pλ ` ln σε0qM ` Cε0 .

(2.4.122)

which implies

Epuε0 , vε0q ď Epvε0q ` pλ ` ln σε0qM ` Cε0 ă ´K. (2.4.123)
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Hence, we can define pu0, v0q “ puε0 , vε0q as the initial data, and the correspond-

ing solution of chemotaxis model (2.4.65) has to blow up in finite time or infinite

time. Otherwise, if the corresponding solution pu, vq of (2.4.65) is global in time

and bounded in L8pΩ ˆ p0,8qq, then from Lemma 2.15, we have ´K ď Epu8q ď
Epu8, v8q ď Epu0, v0q ă ´K, which is a contradiction. Then the proof of this

lemma is completed.

2.4.4 Infinite Time Blowup

Next, we show that if λ ą 1, the blowup time is infinite. First, we show that if λ ą 1,

the solution of (2.1.1) globally exists without the smallness assumption on the initial

data.

Lemma 2.21. Let Ω be a bounded domain with smooth boundary in R
2. Assume

0 ď pu0, v0q P W 1,8pΩq ˆ W 1,8pΩq and λ ą 1. Then there exists a constant C ą 0

depending on T such that the solution of (2.1.1) satisfies

}u}L8 ď C. (2.4.124)

Proof. Multiplying the first equation of (2.1.1) by u and integrating it over Ω to

obtain that

1

2

d

dt

ż
Ω

u2dx `
ż
Ω

|∇u|2
pu ` 1qλdx “ χ

ż
Ω

u

pu ` 1qλ∇u ¨ ∇vdx

ď 1

2

ż
Ω

|∇u|2
pu ` 1qλdx ` χ2

2

ż
Ω

u2´λ|∇v|2dx.
(2.4.125)

Multiplying the second equation of (2.1.1) by Δv and integrating the result with

respect to x, we have

1

2

d

dt

ż
Ω

|∇v|2dx `
ż
Ω

|Δv|2dx ` β

2

ż
Ω

|∇v|2dx “ ´α

ż
Ω

Δvudx

ď 1

2

ż
Ω

|Δv|2 ` α2

2

ż
Ω

u2dx.

(2.4.126)
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The combination of (2.4.125) and (2.4.126) gives

d

dt

ż
Ω

pu2 ` |∇v|2qdx `
ż
Ω

|∇u|2
pu ` 1qλdx ` β

ż
Ω

|∇v|2dx `
ż
Ω

|Δv|2dx

ď χ2

ˆż
Ω

pu2´λqpdx
˙ 1

p
ˆż

Ω

|∇v|2qdx
˙ 1

q ` α2

ż
Ω

u2dx

ď χ2}u2´λ}Lp}∇v}2L2q ` α2}u}2L2 ,

(2.4.127)

where the Hölder’s inequality has been used and 1
p

` 1
q

“ 1. Using Lemma 2.1 and

}u}L1 ď c1, we can deduce that

}∇v}Lr ď c2, for all r ă 2. (2.4.128)

Using the Gagliardo-Nirenberg inequality, we can choose θ “ 1 ´ r
2q

such that

}∇v}2L2q ď c3}Δv}2θL2}∇v}2p1´θq
Lr ` c4}∇v}2Lr ď c5

´
}Δv}2´ r

q

L2 ` 1
¯
, (2.4.129)

which implies

χ2}u2´λ}Lp}∇v}2L2q ď c5χ
2}u2´λ}Lp

´
}Δv}2´ r

q

L2 ` 1
¯

ď ε}Δv}2q´r
L2 ` c6}u2´λ}pLp ` c7.

(2.4.130)

Now we let r “ 4
λ

´ 2 ă 2, which requires λ ą 1, and choose p, q such that

2q ´ r “ 2, p2 ´ λqp “ 2, (2.4.131)

then from (2.4.127) and (2.4.130), we have

d

dt
p}u}2L2 ` }∇v}2L2q ď pc6 ` α2q}u}2L2 ` c7 ď pc6 ` α2q `}u}2L2 ` }∇v}2L2

˘ ` c7

“ c8
`}u}2L2 ` }∇v}2L2

˘ ` c7,

which implies

‖u‖2L2 ď }u0}2L2 ` }∇v0}2L2 ` c7
c8
ec8T , (2.4.132)
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by using the Gronwall’s inequality. Then using Lemma 2.1 and (2.4.132), we can

find a constant c9 depending on T such that

}∇v}Lp ď c9, for all 1 ď p ă 8. (2.4.133)

Multiplying the first equation of (2.1.1) by p1 ` uq1`λ, integrating the equation over

Ω, and using (2.4.132) and (2.4.133), we obtain

1

λ ` 2

d

dt

ż
Ω

pu ` 1qλ`2dx ` pλ ` 1q
ż
Ω

1 ` u ` λu

1 ` u
|∇u|2dx

“ pλ ` 1qχ
ż
Ω

u∇u∇vdx

ď
ż
Ω

|∇u|2dx ` pλ ` 1q2χ2

4

ˆż
Ω

uλ`2dx

˙ 2
λ`2

ˆż
Ω

|∇v| 2pλ`2q
λ dx

˙ λ
λ`2

ď
ż
Ω

|∇u|2dx ` 1

λ ` 2

ż
Ω

pu ` 1qλ`2dx ` c10,

(2.4.134)

where c10 depends on T . Using (2.4.134) and the fact 1`u`λu
1`u

ą 1, we obatin

d

dt

ż
Ω

pu ` 1qλ`2dx ď
ż
Ω

pu ` 1qλ`2dx ` pλ ` 2qc10,

which implies }u`1}Lλ`2 ď c11 by using the Gronwall’s inequality, where c11 depends

on T . Then we can find a constant c12 depending on T such that }∇v}L8 ď c12 by

using Lemma 2.1 and }u}Lλ`2 ď }u ` 1}Lλ`2 ď c11. Hence carrying out the Moser-

Alikakos iteration procedure, we obtain a constant c13 depending on T such that

}up¨, tq}L8 ď c13 for all t P p0, T q. Then the proof of this lemma is completed.

Next, we give the proof of Theorem 2.2.

Proof of Theorem 2.2. The blowup result has been proved in Lemma 2.20. The com-

bination of Lemma 2.8 and the fact ‖u‖L8 ď CpT q gives the existence of a unique

global-in-time solution of (2.1.1) for any initial data with λ ą 1. Hence if the solution

blows up, it has to blow up at infinite time.

44



Chapter 3

Attraction-Repulsion Keller-Segel

Chemotaxis Model

3.1 Introduction

In this chapter, we consider the following attraction-repulsion chemotaxis system

$’’’’’’&’’’’’’%

ut “ Δu ´ ∇ ¨ pχu∇vq ` ∇ ¨ pξu∇wq, x P Ω, t ą 0,

τ1vt “ Δv ` αu ´ βv, x P Ω, t ą 0,

τ2wt “ Δw ` γu ´ δw, x P Ω, t ą 0,
Bu
Bν “ Bv

Bν “ Bw
Bν “ 0, x P BΩ, t ą 0,

upx, 0q “ u0pxq, vpx, 0q “ v0pxq, x P Ω,

(3.1.1)

where χ, ξ, α, γ ą 0 and β, δ ě 0, Ω is a bounded domain in R
n with smooth bound-

ary BΩ, ν denotes the unit outward normal vector to the boundary BΩ. The model

(3.1.1) was proposed in [63] to describe how the combination of chemicals might inter-

act to produce aggregates of cells. A documented example is the motion of Microglia

in the central nervous system (CNS) in Alzhemer’s disease (AD) which is affected by

the interaction of chemoattractant(e.g., β-amyloid) and chemorepellent(e.g., TNF-

α) which are secreted by Microglia, where the concentrations of Microglia, chemoat-

tractant and chemorepellent are denoted by upx, tq, vpx, tq and wpx, tq in the model

(3.1.1) respectively. The positive parameters χ and ξ are called the chemosensitivity

coefficients, and χ, β, γ, δ ą 0 are chemical production and depredation rates. τ1, τ2
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are constants equal to 0 or 1 justifying whether the change of chemicals is stationary

or dynamical in time. It is noted that the model (3.1.1) was also introduced in the

paper [77] to interpret the quorum sensing effect in the chemotactic movement.

Proposed first by Keller and Segel [49], the classical (attractive) chemotaxis model

was a system of two partial differential equations (i.e. the first two equations of

(3.1.1) with ξ “ 0) which possesses an apparent Lyapunov functional. This particular

structure motivated a vast amount of mathematical studies in the past (see review

articles [37, 31, 95]) and recent studies [12, 32, 86, 96, 98], where most of works were

focused at whether the solution blows up or not (see some early works in [38, 68, 69]

in this area). On the other hand, for the repulsive Keller-Segel model (i.e. the

coupling of first and third equations of (3.1.1) with χ “ 0), a Laypunoval function

(which was different from that of the attractive Keller-Segel model) was found in

[15] which leads to the global existence of classical solutions in two dimensions and

weak solutions in three and four dimensions. Compared to the classical Keller-

Segel model, the three-component system of ARKS model (3.1.1) is much harder

to analyze. In one dimensional space the linear stability analysis has been done in

the work [63]. Furthermore Liu and Wang [60] has studied the global existence of

classical solution and the stationary solution. Meanwhile, the time-periodic orbits

has been found recently in [61] by employing the local and global Hopf bifurcation

theory. Due to the lack of an apparent Lyapunov functional, no progress has been

made for higher dimensional space until a recent work by Tao and Wang [85] where

the main contribution has three folds: (1) when τ1 “ τ2 “ 0, the parameter regime of

global boundedness and blowup of solutions was successfully identified by the Moser

iteration method, which reveals the competing effect of attraction and repulsion

plays a central role in determining the dynamics of solutions. (2) when τ1 “ τ2 “ 1

and β “ δ, numerous clean transformation were introduced to reduce the ARKS

model (3.1.1) to the classical chemotaxis model so that the existing mathematical
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techniques (like Lyapunov functional) and results can be employed to derive various

behaviors of solutions; (3) when τ1 “ τ2 “ 1 and β ‰ δ, an entropy inequality was

provided to establish the time dependent global boundedness of solutions when the

initial mass
ş
Ω
u0dx is small and repulsion prevails (i.e. ξγ ´ χα ą 0).

The study of [85] leaves two evident gaps in the case of τ1 “ τ2 “ 1 and β ‰ δ: (a)

existence of global solutions with uniform-in-time boundedenss or with large data of

initial value u0 if the repulsion dominates; (b) behavior of solutions if the attraction

prevails. All the past and current methods (e.g. see [38, 68, 69, 96, 98] ) of proving

the blowup of solutions of the attractive Keller-Segel model essentially depends on

the existence of a Lyapunov functional. It appears to be hopeless at present due to

the failure of finding a Lyapunov functional to establish the blowup of solutions for

the case where the attraction prevails (i.e. ξγ ´ χα ă 0).

In this chapter, we first consider the asymptotic behavior of the ARKS model

in one dimension. Furthermore, we remove the the smallness assumption on the

initial mass
ş
Ω
u0pxqdx for the global existence of solutions with uniform-in-time

bound in two dimensions, which substantially improves the results of [85, Theorem

2.7]. In particulary, for the case τ1 “ 1, τ2 “ 0, β ‰ δ, the ARKS model (3.1.1)

is irreducible to a two-component chemotaxis model and we succeed in finding a

Lyapunov functional to prove the uniform-in-time boundedness of solutions, which

was not found in [85]. As we know, it is the first result that presents a Lyapunov

functional for an irreducible three component attraction-repulsion chemotaxis model.

Moreover, the Lyapunov functional for an irreducible three component attraction-

repulsion chemotaxis model may be useful in establishing the blowup of solutions for

the case where the attraction prevails, this problem will be pursued in future.

Before proceeding our main results, we give the following local existence theorem

of the solutions to system (3.1.1), which was proved in [60, 85].
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Lemma 3.1. Assume that 0 ď pu0, τ1v0, τ2w0q P rW 1,8pΩqs3. Then there exist

Tmax P p0,8s and a unique triple pu, v, wq of nonnegative functions from C0pΩ̄ ˆ
r0, Tmaxq;R3q X C2,1pΩ̄ ˆ p0, Tmaxq;R3q solving (3.1.1) classically in Ω ˆ p0, Tmaxq.
Moreover

if Tmax ă 8, then ‖up¨, tq‖L8 Ñ 8 as t Õ Tmax. (3.1.2)

3.2 Asymptotic Behavior in One Dimension

In one dimension, Ω “ I “ pa, bq is a bounded open interval in R and BI denotes the

boundary of the interval I. When τ1 “ τ2 “ 1, then the system (3.1.1) becomes$’’’’’’&’’’’’’%

ut “ uxx ´ pχuvxqx ` pξuwxqx, x P I, t ą 0,

vt “ vxx ` αu ´ βv, x P I, t ą 0,

wt “ wxx ` γu ´ δw, x P I, t ą 0,
Bu
Bν “ Bv

Bν “ Bw
Bν “ 0, x P BI, t ą 0,

upx, 0q “ u0pxq, vpx, 0q “ v0pxq, wpx, 0q “ w0pxq, x P I.

(3.2.3)

3.2.1 Uniform-in-time Bound of Solutions

First, we address the global existence of classical solutions to system (3.2.3) which

improve the results in [60] by deriving a uniform-in-time bound for solutions.

Theorem 3.1. Let u0 P H1pIq, pv0, w0q P rH2pIqs2. Then the system (3.2.3) has a

unique global classical solution pu, v, wq P C0pĪ ˆ r0,8q;R3q X C2,1pĪ ˆ p0,8q;R3q
such that u, v, w ě 0 if u0, v0, w0 ě 0.

Theorem 3.1 is a consequence of local existence theorem (Lemma 3.1) and the a

priori estimates (Propositions 3.1) by the continuation argument.

Proposition 3.1 (A priori estimates). Let u0 P H1pIq, pv0, w0q P rH2pIqs2 and

pu, v, wq be a solution of (3.2.3). Then for any T ą 0, there exists a constant C ą 0

such that pu, v, wq satisfies

‖uptq‖H1 ` ‖pv, wqptq‖H2 ď C, for all 0 ă t ď T. (3.2.4)
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Next we are devoted to proving the Proposition 3.1. The Proposition 3.1 will be

verified by the following two lemmas.

Lemma 3.2. Let the assumptions in Proposition 3.1 hold. If pu, v, wq is a solution

of (3.2.3), then for any T ą 0, there is a constant C independent of T such that the

following inequality holds for each 0 ă t ď T

‖uptq‖2L2 ` ‖pv, wqptq‖2H1 ď Cp‖pv0, w0q‖2H1 ` ‖u0‖2L2 ` ‖u0‖2L1q. (3.2.5)

Proof. First the result of [76, Eq. (4.3)] gives that ‖pv, wqptq‖2H1 ď Cp‖pv0, w0q‖2H1 `
‖u0‖2L2q. Hence it remains to derive that

‖uptq‖2L2 ď Cp‖u0‖2L2 ` ‖pv0, w0q‖2H1q. (3.2.6)

Multiplying the first equation of (3.2.3) by u and integrating the resulting equation

with respect to x over I gives rise to

1

2

d

dt

ż
I

u2dx `
ż
I

u2
xdx “ χ

ż
I

uvxuxdx ´ ξ

ż
I

uwxuxdx

ď
ż
I

χ2puvxq2dx `
ż
I

ξ2puwxq2dx ` 1

2

ż
I

u2
xdx,

(3.2.7)

where we have used the Young’s inequality

ab ď εap `pεpq´q{pq´1bq, for any a, b ě 0, ε ą 0, 1 ă p, q ă 8,
1

p
` 1

q
“ 1. (3.2.8)

Applying (2.2.9) and }u}L1 “ }u0}L1 “: M to (3.2.7) and using the Hölder’s inequality

as well as the Young’s inequality, we have

1

2

d

dt

ż
I

u2dx ` 1

2

ż
I

u2
xdx

ď χ2 ‖u‖2L4 ‖vx‖2L4 ` ξ2 ‖u‖2L4 ‖wx‖2L4

ď Cp‖ux‖L2 ‖u‖L1 ` ‖u‖2L1qp‖vxx‖
1
2

L2 ‖vx‖
3
2

L2 ` ‖vx‖2L2 ` ‖wxx‖
1
2

L2 ‖wx‖
3
2

L2 ` ‖wx‖2L2q

ď 1

8
p‖ux‖2L2 ` ‖vxx‖2L2 ` ‖wxx‖2L2q ` Cp‖vx‖6L2 ` ‖wx‖6L2q.

(3.2.9)
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Multiplying the second equation of (3.2.3) by ´vxx, the third equation by ´wxx, and

adding them, then integrating the resulting equation with respect to x, we have

1

2

d

dt

ż
I

pv2x ` w2
xqdx `

ż
I

pv2xx ` w2
xxqdx ` β

ż
I

v2xdx ` δ

ż
I

w2
xdx

“ ´α

ż
I

uvxxdx ´ γ

ż
I

uwxxdx

ď 1

2

ż
I

pv2xx ` w2
xxqdx ` α2 ` γ2

2

ż
I

u2dx,

(3.2.10)

where the Cauchy-Schwarz inequality has been used. Using (2.2.9) and (3.2.8), we

haveż
I

u2dx ď Cp‖ux‖
2
3

L2 ‖u‖
4
3

L1 ` ‖u‖2L1q ď 1

4pα2 ` γ2 ` 2q ‖ux‖2L2 ` C ‖u‖2L1 . (3.2.11)

Adding (3.2.9), (3.2.10) and (3.2.11), applying (3.2.5) to the resulting inequality, we

obtain
d

dt

ż
I

pu2 ` v2x ` w2
xqdx `

ż
I

pu2
x ` v2xx ` w2

xxqdx `
ż
I

pu2 ` βv2x ` δw2
xqdx

ď Cp1 ` ‖vx‖6L2 ` ‖wx‖6L2q ď C,

(3.2.12)

where C ą 0 depends on ‖pv0, w0q‖H1 `‖u0‖L1 . Solving (3.2.12) yields (3.2.6). Then

the proof of Lemma 3.2 is completed.

Lemma 3.3. Let the assumptions in Proposition 3.1 hold, and pu, v, wq be a solution

of (3.2.3). Then for any 0 ă t ď T , there exists a constant C ą 0 independent of T

such that the solution satisfies that

‖uxptq‖2L2 ` ‖pvxx, wxxqptq‖2L2 ď Cp‖u0‖2H1 ` ‖pv0, w0q‖2H2q, (3.2.13)

and ż t

0

`‖uxxpsq‖2L2 ` ‖pvxxx, wxxxqpsq‖2L2

˘
ds

ď C
`‖u0‖2H1 ` ‖pv0, w0q‖2H2 ` tp‖u0‖2L2 ` ‖pv0, w0q‖2H1q˘

,

(3.2.14)
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Proof. Multiplying the first equation of system (3.2.3) by ´uxx, and integrating the

resulting equation with respect to x yields

1

2

d

dt

ż
I

u2
xdx `

ż
I

u2
xxdx

“ χ

ż
I

puvxqxuxxdx ´ ξ

ż
I

puwxqxuxxdx

ď 1

2

ż
I

u2
xxdx ` 2pχ2 ` ξ2q

ż
I

“
u2pv2xx ` w2

xxq ` u2
xpv2x ` w2

xq‰
dx,

(3.2.15)

where the Young’s inequality (3.2.8) has been used. Applying (2.2.8) to vx, one has

‖vx‖2L8 ď Cp‖vxxx‖
1
2

L2 ‖vx‖
3
2

L2 ` ‖vx‖2L2q. (3.2.16)

Similarly, we obtain

‖wx‖2L8 ď Cp‖wxxx‖
1
2

L2 ‖wx‖
3
2

L2 ` ‖wx‖2L2q. (3.2.17)

The combination of (3.2.16) and (3.2.17) with (3.2.8) gives

2pχ2 ` ξ2q
ż
I

u2
xpv2x ` w2

xqdx

ď 2pχ2 ` ξ2q ‖ux‖2L2 p‖vx‖2L8 ` ‖wx‖2L8q

ď C ‖ux‖2L2 p‖vxxx‖
1
2

L2 ‖vx‖
3
2

L2 ` ‖wxxx‖
1
2

L2 ‖wx‖
3
2

L2 ` ‖pvx, wxq‖2L2q

ď Cp‖uxx‖L2 ‖u‖L2 ` ‖u‖2L2qp‖vxxx‖
1
2

L2 ‖vx‖
3
2

L2 ` ‖wxxx‖
1
2

L2 ‖wx‖
3
2

L2 ` ‖pvx, wxq‖2L2q

ď 1

8
p‖uxx‖2L2 ` ‖vxxx‖2L2 ` ‖wxxx‖2L2q ` C ‖u‖4L2 p‖vx‖6L2 ` ‖wx‖6L2 ` 1q.

(3.2.18)

Using (2.2.9) and (3.2.8), one has

2pχ2 ` ξ2q
ż
I

u2pv2xx ` w2
xxqdx

ď Cp‖uxx‖
1
2

L2 ‖u‖
3
2

L2 ` ‖u‖2L2qp‖vxxx‖L2 ‖vx‖L2 ` ‖wxxx‖L2 ‖wx‖L2 ` ‖pvx, wxq‖2L2q

ď 1

8
p‖uxx‖2L2 ` ‖vxxx‖2L2 ` ‖wxxx‖2L2q ` C ‖u‖6L2 p‖vx‖4L2 ` ‖wx‖4L2 ` 1q.

(3.2.19)
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Therefore substituting (3.2.18) and (3.2.19) back to (3.2.15) gives

1

2

d

dt

ż
I

u2
xdx ` 1

2

ż
I

u2
xxdx

ď 1

4
p‖uxx‖2L2 ` ‖vxxx‖2L2 ` ‖wxxx‖2L2q ` Cp‖u0‖2L2 ` ‖pv0, w0q‖2H1q,

(3.2.20)

where Lemma 3.2 and (3.2.8) have been used.

Differentiating the second and third equations of (3.2.3) with respect to x once,

we have #
vtx “ vxxx ` αux ´ βvx,

wtx “ wxxx ` γux ´ δwx.
(3.2.21)

Multiplying the first equation of (3.2.21) by ´vxxx, the second by ´wxxx, and adding

them, we end up with the following results after integrating the resulting equation

with respect to x

1

2

d

dt

ż
I

pv2xx ` w2
xxqdx `

ż
I

pv2xxx ` w2
xxxqdx ` β

ż
I

v2xxdx ` δ

ż
I

w2
xxdx

“ ´α

ż
I

uxvxxxdx ´ γ

ż
I

uxwxxxdx

ď 1

2

ż
I

pv2xxx ` w2
xxxqdx ` α2 ` γ2

2

ż
I

u2
xdx,

(3.2.22)

where we have used the Cauchy-Schwarz inequality and

´
ż
I

vxtvxxxdx ´
ż
I

wxtwxxxdx “ 1

2

d

dt

ż
I

pv2xx ` w2
xxqdx

Noting (2.2.8) with n “ 1 and (3.2.8) entails that

‖ux‖2L2 ď Cp‖uxx‖L2 ‖u‖L2 ` ‖u‖2L2q ď 1

4pα2 ` γ2 ` 2q ‖uxx‖2L2 ` C ‖u‖2L2 . (3.2.23)
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Then combining (3.2.6), (3.2.20), (3.2.22) and (3.2.23) yields that

1

2

d

dt

ż
I

pu2
x ` v2xx ` w2

xxqdx ` 1

4

ż
I

pu2
xx ` v2xxx ` w2

xxxqdx `
ż
I

pu2
x ` βv2xx ` δw2

xxqdx

ď
ż
I

u2
xdx ` α2 ` γ2

2

ż
I

u2
xdx ` Cp‖u0‖2L2 ` ‖pv0, w0q‖2H1q

ď 1

8
‖uxx‖2L2 ` Cp‖u0‖2L2 ` ‖pv0, w0q‖2H1q,

which implies that

d

dt

ż
I

pu2
x ` v2xx ` w2

xxqdx `
ż
I

pu2
xx ` v2xxx ` w2

xxxqdx `
ż
I

pu2
x ` βv2xx ` δw2

xxqdx

ď Cp‖u0‖2L2 ` ‖pv0, w0q‖2H1q.

Therefore it follows that

‖uxptq‖2L2 ` ‖pvxx, wxxqptq‖2L2 ď Cp‖u0‖2H1 ` ‖pv0, w0q‖2H2q,

and ż t

0

`‖uxxpsq‖2L2 ` ‖pvxxx, wxxxqpsq‖2L2

˘
ds

ď C
`‖u0‖2H1 ` ‖pv0, w0q‖2H2 ` tp‖u0‖2L2 ` ‖pv0, w0q‖2H1

˘
which completes the proof of Lemma 3.3.

With the above results in hand, we are in a position to prove Theorem 3.1.

Proof of Theorem 3.1. Based on the estimates obtained in Lemma 3.2, Lemma 3.3

and Sobolev embedding H1 ãÑ L8, we have for any T ą 0

sup
0ătămintT0,T u

‖pu, v, wq‖L8 ď Cp‖u0‖H1 ` ‖pv0, w0q‖H2q,

which combined with Lemma 3.1 gives the existence of a unique nonnegative global

in time solution. The regularity of the solution is obtained by the standard parabolic

regularity argument (see [85] for details ). The proof of Theorem 3.1 is finished.
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3.2.2 Existence of Global Attractor

Next, we consider the large time behavior of the solution of (3.2.3). Define

X “ tpu, v, wq P H1pIq ˆ H2pIq ˆ H2pIq|u ě 0, v ě 0, w ě 0u.

From Theorem 3.1, we know that for any initial function U0 “ pu0, v0, w0q P X , the

system (3.2.3) has a unique solution Upt;U0q “ pu, v, wq for all t ą 0. Hence, we can

define a dynamical system ptSptqtě0u,X q by a nonlinear C0 semigroup Sptq : X Ñ
X by

SptqU0 “ Upt;U0q,

such that

Sp0q “ Identity, SptqSpsq “ SpsqSptq “ Sps ` tq, SptqU0 is continuous in U0 and t.

The definition of a global attractor is presented below.

Definition 3.1 ([87]). We say that A Ă X is a global attractor for the semigroup

tSptqtě0u if A is a compact attractor that attracts the bounded sets of X .

A useful concept associated with global attractor is the absorbing set as defined

below.

Definition 3.2 ([87]). Let B be a subset of X and U an open set containing B.

We say that B is absorbing in U if the orbit of any bounded set of U enters into

B after a certain time:

@ B0 Ă U , B0 bounded, D tB0 such that SptqB0 Ă B, @ t ě tB0 .

Then we have the following result.

Theorem 3.2. The dynamical system ptSptqtě0u,X q possesses a global attractor.
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To study the large time behavior of solutions of (3.2.3), we need higher-order

energy estimates.

Lemma 3.4. Let u0 P H2pIq, pv0, w0q P rH3pIqs2. Let pu, v, wq be a solution of

(3.2.3). Then for any T ą 0, it holds that for any 0 ă t ď T

‖uxxptq‖2L2 ` ‖pvxxx, wxxxqptq‖2L2 ď Cp‖u0‖2H2 ` ‖pv0, w0q‖2H3q. (3.2.24)

Proof. We differentiate the first equation of (3.2.3) with respect to x, multiply the

resulting equation by ´uxxx, and then integrate the product in x. Finally, we end

up with

d

dt

ż
I

u2
xx

2
dx `

ż
I

u2
xxxdx “ χ

ż
I

puvxqxxuxxxdx ´ ξ

ż
I

puwxqxxuxxxdx

ď 1

2

ż
I

u2
xxxdx `

ż
I

`
χ2 |puvxqxx|2 ` ξ2 |puwxqxx|2˘ dx.

(3.2.25)

Using (3.2.8), Lemma 3.2 and Lemma 3.3, as well as the Sobolev embedding H1 ãÑ
L8, we haveż

I

`
χ2 |puvxqxx|2 ` ξ2 |puwxqxx|2˘

dx

ď C

ż
I

“
u2
xxpv2x ` w2

xq ` u2
xpv2xx ` w2

xxq ` u2pv2xxx ` w2
xxxq‰

dx

ď C
`‖pvx, wxq‖2L8 ‖uxx‖2L2 ` ‖ux‖2L8 ‖pvxx, wxxq‖2L2 ` ‖u‖2L8 ‖pvxxx, wxxxq‖2L2

˘
ď Cp‖uxx‖2L2 ` ‖vxxx‖2L2 ` ‖wxxx‖2L2 ` ‖pvxx, wxxq‖2L2q
ď Cp‖ux‖L2 ‖uxxx‖L2 ` ‖vxx‖L2 ‖vxxxx‖L2 ` ‖wxx‖L2 ‖wxxxx‖L2q

` Cp‖ux‖2L2 ` ‖pvxx, wxxq‖2L2q

ď 1

8
p‖uxxx‖2L2 ` ‖vxxxx‖2L2 ` ‖wxxxx‖2L2q ` Cp‖ux‖2L2 ` ‖pvxx, wxxq‖2L2q.

(3.2.26)
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Combining (3.2.25) and (3.2.26) gives

1

2

d

dt

ż
I

u2
xxdx ` 1

2

ż
I

u2
xxxdx

ď 1

8
p‖uxxx‖2L2 ` ‖vxxxx‖2L2 ` ‖wxxxx‖2L2q ` Cp‖ux‖2L2 ` ‖pvxx, wxxq‖2L2q.

(3.2.27)

Differentiating the second and third equations of (3.2.3) with respect to x three times,

one derives that #
vtxxx “ vxxxxx ` αuxxx ´ βvxxx,

wtxx “ wxxxxx ` γuxxx ´ δwxxx.
(3.2.28)

Multiplying the first equation of (3.2.28) by vxxx, the second by wxxx, and adding

them, integrating the results yields that

1

2

d

dt

ż
I

pv2xxx ` w2
xxxqdx `

ż
I

pv2xxxx ` w2
xxxxqdx ` β

ż
I

v2xxxdx ` δ

ż
I

w2
xxxdx

“ ´α

ż
I

uxxvxxxxdx ´ γ

ż
I

uxxwxxxxdx

ď 1

2

ż
I

pv2xxxx ` w2
xxxxqdx ` α2 ` γ2

2

ż
I

u2
xxdx,

(3.2.29)

where we have used the facts vxxx “ wxxx “ 0 on BI which can be derive from

(3.2.21) and the boundary conditions ux “ vx “ wx “ 0 on BI. Furthermore (2.2.8)

with n “ 1 and (3.2.8) entail thatż
I

u2
xxdx ď Cp‖uxxx‖L2 ‖ux‖L2 ` ‖ux‖2L2q ď 1

4pα2 ` γ2 ` 2q ‖uxxx‖2L2 ` C ‖ux‖2L2 .

(3.2.30)

Jointing (3.2.27), (3.2.29) and (3.2.30) yields that

1

2

d

dt

ż
I

pu2
xx ` v2xxx ` w2

xxxqdx ` 1

2

ż
I

pu2
xxx ` v2xxxx ` w2

xxxxqdx

`
ż
I

pu2
xx ` βv2xxx ` δw2

xxxqdx

ď 1

4
‖uxxx‖2L2 ` 1

8
‖pvxxxx, wxxxxq‖2L2 ` Cp‖ux‖2L2 ` ‖pvxx, wxxq‖2L2q,
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which implies

d

dt

ż
I

pu2
xx ` v2xxx ` w2

xxxqdx `
ż
I

pu2
xxx ` v2xxxx ` w2

xxxxqdx

`
ż
I

pu2
xx ` βv2xxx ` δw2

xxxqdx

ď Cp‖ux‖2L2 ` ‖pvxx, wxxq‖2L2q.

(3.2.31)

Then the application of Lemma 3.3 and the Gronwall’s inequality to (3.2.31) gives

‖uxxptq‖2L2 ` ‖pvxxx, wxxxqptq‖2L2 ď Cp‖u0‖2H2 ` ‖pv0, w0q‖2H3q.

Thus the proof of Lemma 3.4 is completed.

Next, we derive the estimates of ‖uptq‖H2 and ‖pv, wqptq‖H3 for pu0, v0, w0q P
H1pIq ˆ H2pIq ˆ H2pIq.

Proposition 3.2. Let u0 P H1pIq, pv0, w0q P rH2pIqs2 and pu, v, wq be the global

solution obtained in Theorem 3.1. Then we have the following estimate

‖uptq‖2H2 ` ‖pv, wqptq‖2H3 ď C

ˆ
1

t
` ‖u0‖2H1 ` ‖pv0, w0q‖2H2

˙
. (3.2.32)

Proof. Using (3.2.13) and integrating (3.2.31) in the interval rs, ts, we have

‖uxxptq‖2L2 ` ‖pvxxx, wxxxqptq‖2L2

ď C
`‖uxxpsq‖2L2 ` ‖pvxxx, wxxxqpsq‖2L2 ` ‖u0‖2H1 ` ‖pv0, w0q‖2H2

˘
, 0 ă s ă t.

(3.2.33)

Furthermore the integration of (3.2.33) with respect to s over p0, tq gives

t
`‖uxxptq‖2L2 ` ‖pvxxx, wxxxqptq‖2L2

˘
ď C

ż t

0

p‖uxxpsq‖2L2 ` ‖pvxxx, wxxxqpsq‖2L2qds ` Ct
`‖u0‖2H1 ` ‖pv0, w0q‖2H2

˘
, 0 ă s ă t.

(3.2.34)
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Applying (3.2.14) to (3.2.34) yields that

‖uxxptq‖2L2 ` ‖pvxxx, wxxxqptq‖2L2 ď C

ˆ
1

t
` 1

˙
p‖u0‖2H1 ` ‖pv0, w0q‖2H2q. (3.2.35)

The combination of Lemma 3.2, Lemma 3.3 and (3.2.35) gives

‖uptq‖2H2 ` ‖pv, wqptq‖2H3

ď C

ˆ
1

t
` 1

˙
p‖u0‖2H1 ` ‖pv0, w0q‖2H2q ` Cp‖u0‖2H1 ` ‖pv0, w0q‖2H2q

ď C

ˆ
1

t
` 1

˙
p‖u0‖2H1 ` ‖pv0, w0q‖2H2q.

Then we complete the proof of Proposition 3.2.

As a consequence of Proposition 3.2, we have the following result.

Proposition 3.3. For each bounded ball Br “ tpu0, v0, w0q P X
ˇ̌ ‖u0‖2H1`‖pv0, w0q‖2H2 ď

ru, there exists a time tr depending on Br such that for any U0 P Br, it has that

sup
tětr

sup
U0PBr

‖SptqU0‖H2ˆH3ˆH3 ď C,

where C ą 0 is a constant.

Next, we are devoted to proving Theorem 3.2. First we present a result in [87].

Lemma 3.5 ([87]). Assume that for some subset B Ă X ,B ‰ H, and for some

t0 ą 0, the set Ytět0SptqB is relatively compact in X . Then ωpBq is nonempty,

compact and invariant.

We are now in a position to prove Theorem 3.2.

Proof of Theorem 3.2. Define the set

B “ tpu, v, wq P H2pIq ˆ H3pIq ˆ H3pIqˇ̌ ‖uptq‖2H2 ` ‖pv, wqptq‖2H3 ď Cu X X ,
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where C is a constant appearing in Proposition 3.3. By the Sobolev imbedding

theorem, it follows that B is a compact subset of X . From Proposition 3.3, we know

that for any bounded subset Br Ă X , there is a time tr such that
Ť

tětr
SptqBr Ă

B. Hence B is a compact absorbing set for ptSptqtě0u,X q. Using [87, Theorem

1.1], we conclude that A “ ωpBq is a global attractor of the dynamical system

ptSptqtě0u,X q. By Lemma 3.5, this global attractor is nonempty, compact and

invariant in X . Then the proof of Theorem 3.2 is completed.

3.2.3 Convergence to Stationary Solution

In this subsection, we explore the asymptotical behavior of solution for a special case

β “ δ. First noticing that the integration of the first equation of (3.2.3) in x entails

that the cell preserves the mass:

‖uptq‖L1 “ ‖u0‖L1 “: M (3.2.36)

where M ą 0 is a prescribed constant denoting the cell mass. Therefore the station-

ary solution pU, V,W qpxq of (3.2.3) satisfies

$’’’’’’&’’’’’’%

0 “ Uxx ´ pχUVxqx ` pξUWxqx, x P I,

0 “ Vxx ` αU ´ βV, x P I,

0 “ Wxx ` γU ´ δW, x P I,

Ux “ Vx “ Wx “ 0, x P BI,ş
I
Upxqdx “ M, x P I.

(3.2.37)

When β “ δ and ξγ ´ χα ě 0 (i.e., repulsion dominates), the results of [85, Propo-

sition 2.3 and Proposition 2.4] showed that (3.2.37) has a unique constant solution

pu0,
α
β
u0,

γ
β
u0q where u0 :“ M{|I|, and the solution of (3.2.3) approaches this con-

stant solution exponentially as time goes to infinity in two dimension. When β “ δ

and ξγ ´ χα ă 0 (i.e., attraction dominates), the existence of non-constant solution

pU, V,W q has been established in [85, Proposition 2.3], whereas the asymptotical
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behavior of the solution to (3.2.3) has not been obtained for this case. In this sub-

section, we shall explore this question and show that the solution of (3.2.3) converges

to a solution of (3.2.37) algebraically as time tends to infinity in one dimension.

Theorem 3.3. Let u0 P H1pIq, pv0, w0q P rH2pIqs2. If β “ δ and ξγ ´ χα ă
0, then the global solution pu, v, wq of (3.2.3) converges to a stationary solution

pUpxq, V pxq,W pxqq in rH1pIqs3 as time tends to infinity. Moreover, there exist a

θ P p0, 1
2
q and a positive constant C such that for all t ě 0, it holds that

‖upx, tq ´ Upxq‖H1 ` ‖vpx, tq ´ V pxq‖H1 ` ‖wpx, tq ´ W pxq‖H1 ď Cp1 ` tq´θ{p1´2θq.

Next, we are devoted to proving Theorem 3.3. If β “ δ and ξγ ´ χα ă 0, we set

s :“ χv ´ ξw. (3.2.38)

Substituting (3.2.38) into (3.2.3), we have

$’’’&’’’%
ut “ uxx ´ pusxqx, x P I, t ą 0,

st “ sxx ` pχα ´ ξγqu ´ βs, x P I, t ą 0,

ux “ sx “ 0, x P BI, t ą 0,

upx, 0q “ u0pxq, spx, 0q “ χv0pxq ´ ξw0pxq :“ s0pxq, x P I.

(3.2.39)

Due to the conservation of cell mass (3.2.36), the corresponding stationary problem

of system (3.2.39) is

$’’’&’’’%
0 “ Uxx ´ pUSxqx, x P I,

0 “ Sxx ` pχα ´ ξγqU ´ βS, x P I,

Ux “ Sx “ 0, x P BI,ş
I
Upxq “ M, x P I.

(3.2.40)

Notice that the non-constant stationary steady state solution pU, Sq of (3.2.40) have
been established in [85, Proposition 2.3] when ξγ´χα ă 0. By Theorem 3.1 and the

Minkowski inequality, we have the following estimates on the solution of (3.2.39).
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Lemma 3.6. Let u0 P H1pIq, pv0, w0q P rH2pIqs2. Then problem (3.2.39) has a global

classical solution pu, sq P C0pĪ ˆ r0,8q;R2q X C2,1pĪ ˆ p0,8q;R2q such that

‖uptq‖2H1 ` ‖sptq‖2H2 ď C. (3.2.41)

It is well-known (e.g., see [37]) that if s ě 0, the system (3.2.39) has a Lyapunov

functional

Epu, sq “
ż
I

"
u ln u ` 1

2pχα ´ ξγqps2x ` βs2q ´ us

*
dx (3.2.42)

satisfying

d

dt
Epuptq, sptqq `

ż
I

u rpln u ´ sqxs2 dx ` 1

χα ´ ξγ

ż
I

s2tdx “ 0. (3.2.43)

However we should underline that the initial condition s0pxq “ χv0pxq ´ ξw0pxq may

be negative in principle and hence the non-negativity of the solution component s

can not be guaranteed. Fortunately the second and third terms of (3.2.43) do not

depend on the sign of s and hence (3.2.42) is still a Lyapunov functional of (3.2.39)

for any s P R. However the sign of s will affect the lower bound of the Lyapunov

functional. Since in one dimension, the solution pu, sq is uniformly bounded in time,

we can easily find a lower bound for the Lyapunov functional (3.2.42) as given below.

Lemma 3.7. For pu0, s0q P H1pIqˆH2pIq, the Lyapunov functional (3.2.42) satisfies

Epu, sq ě ´C ´ |I|
e

for any t ą 0

where C is a positive constant.

Proof. Employing (3.2.36), (3.2.41) and Sobolev embedding H1 ãÑ L8, we have

ż
I

usdx ď ‖s‖L8 ‖u0‖L1 ď C. (3.2.44)
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Substituting (3.2.44) into (3.2.42), and using u ln u ě ´1
e
for all u ą 0, we obtain

that

Epu, sq ě ´C ´ |I|
e

for any t ą 0

which completes the proof.

If pu, sq is a global classical solution of (3.2.39), we introduce the ω-limit set

ωru, ss :“
!

pU, Sq| Dptnq Ò 8, s.t. lim
nÑ8pu, sqptnq “ pU, Sq in C1pĪq

)
. (3.2.45)

Then based on the Lyapunov functional and the LaSalle invariant principle, it can

be concluded (see also [23, Eq. (3.23)]) that

ωru, ss :“ tpU, Sq|pU, Sq solves p3.2.40qu (3.2.46)

and there exists E8 such that for any stationary solution pU, Sq P ωru, ss, there holds

EpU, Sq “ E8 “ inf
tą0

Epuptq, sptqq “ lim
tÑ8 Epuptq, sptqq. (3.2.47)

Furthermore we can solve the first equation of (3.2.40) and obtain that

Upxq “ λeSpxq

with λ being a positive constant. Hence we have

inf
xPI Upxq ě λ ą 0 for all pU, Sq P ωru, ss.

Thanks to (3.2.45), (3.2.46) and (3.2.47), we may assume without loss of generality

that

inf
xPI upx, tq ě λ ą 0 for all t ą 0.

Using the results of [23, section 5], we have the following result.
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Lemma 3.8. Let puptq, sptqq be a solution of system (3.2.39) and pU, Sq P ωru, ss be
a stationary solution of (3.2.39). Then there exists a constant C0 ą 0 such that for

some t ě t˚, it holds that

Epu, sq ´ E8 ď C0

"ż
I

ˆ
u rpln u ´ sqxs2 ` 1

χα ´ ξγ
s2t

˙
dx

* 1
2p1´θq

, (3.2.48)

where θ P p0, 1
2
q and t˚ is a time such that when t ě t˚ one has

‖uptq ´ U‖L2 ` ‖sptq ´ S‖H1 ă ε.

Proof of Theorem 3.3. The convergence of the solution pu, sq to pU, Sq follows from

the results of [23] directly. Next we derive the convergence rate announced in the

Theorem 3.3 based on an idea of [44, 43, 107]. First note that

Epuptq, sptqq ´ E8 “
ż 8

t

"ż
I

ˆ
u rpln u ´ sqxs2 ` 1

χα ´ ξγ
s2t

˙
dx

*
dτ ě 0.

Combining (3.2.43) and (3.2.48), we have for any t ě t˚

d

dt
pEpuptq, sptqq ´ E8q ` 1

C
2p1´θq
0

pEpuptq, sptqq ´ E8q2p1´θq ď 0, (3.2.49)

and

d

dt
pEpuptq, sptqq ´ E8qθ ` θ

C1´θ
0

"ż
I

ˆ
u rpln u ´ sqxs2 ` 1

χα ´ ξγ
s2t

˙
dx

*1{2
ď 0.

(3.2.50)

The inequality (3.2.49) entails that

Epuptq, sptqq ´ E8 ď Cp1 ` tq´1{p1´2θq for all t ą 0, (3.2.51)

for some constant C ą 0, where we should point out that for t ă t˚ the term on the

left hand of (3.2.51) is bounded by a constant depending only on initial data.
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Then integrating the inequality (3.2.50) with respect to time in pt,8q leads to

θ

C1´θ
0

ż 8

t

"ż
I

ˆ
u rpln u ´ sqxs2 ` 1

χα ´ ξγ
s2t

˙
dx

*1{2
dτ ď pEpuptq, sptqq ´ E8qθ

ď Cp1 ` tq´θ{p1´2θq.
(3.2.52)

From the first equation of (3.2.39) we have xut, hy “ ´xupln u ´ sqx, hxy, where
xf, gy “ ş

I
fgdx, which implies

‖ut‖pH1q1 ď
ˆż

I

u2 rpln u ´ sqxs2 dx
˙ 1

2 ď C

ˆż
I

u rpln u ´ sqxs2 dx
˙ 1

2

, (3.2.53)

where pH1q1 denotes the dual of H1 and we have used ‖u‖L8 ď C. Hence the

inequalities (3.2.52) and (3.2.53) entail that

‖sptq ´ S‖L2 ď
ż 8

t

‖st‖L2 dτ ď Cp1 ` tq´θ{p1´2θq, (3.2.54)

and

‖uptq ´ U‖pH1q1 ď
ż 8

t

‖ut‖pH1q1 dτ ď Cp1 ` tq´θ{p1´2θq. (3.2.55)

Define

A0f :“ ´d2f

dx2
for f P DpAq X H0,

whereDpAq “ tfpxq|f P W 2,2pIq, fx|BI “ 0u andH0 “ �
fpxq|f P L2pIq, ş

I
fpxqdx “ 0

(
.

Noting that A0 is a positive linear operator, for any r P R, we can define its powers

Ar
0 (see [5, 4, 52] for details).

Letting φ “ u ´ U and ψ “ s ´ S, using (3.3.107) and (3.3.111), we have

#
φt “ pφx ´ uψx ´ φSxqx,
ψt “ ψxx ` pχα ´ ξγqφ ´ βψ.

(3.2.56)
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Multiplying the first equation in (3.2.56) by φ,A´1
0 φ and A´1

0 φt respectively, and

integrating by parts, then applying the Young’s inequality (3.2.8), we end up with

1

2

d

dt
‖φ‖2L2 ` ‖φx‖2L2 ď ε ‖φx‖2L2 ` Cεp‖ψx‖2L2 ` ‖φ‖2L2q, (3.2.57)

1

2

d

dt
}A´1{2

0 φ}2L2 ` ‖φ‖2L2 ď εp}φ}2L2 ` }ψx}2L2q ` Cε}BxA´1
0 φ}2L2 , (3.2.58)

and

1

2

d

dt
‖φ‖2L2 ` }A´1{2

0 φt}2L2 ď ε}A´1{2
0 φt}2L2 ` Cεp‖ψx‖2L2 ` ‖φ‖2L2q (3.2.59)

where the boundedness of u and Sx have been used. Integrating the second equa-

tion in (3.2.30) multiplied by ψ,´ψxx and ψt respectively, we have by the Young’s

inequality (3.2.8)

1

2

d

dt
‖ψ‖2L2 ` ‖ψx‖2L2 `β ‖ψ‖2L2 “ xpχα´ ξγqφ, ψy ď ε ‖ψ‖H1 `Cε ‖φ‖pH1q1 , (3.2.60)

1

2

d

dt
‖ψx‖2L2 ` ‖ψxx‖2L2 ` β ‖ψx‖2L2 ď ε ‖ψx‖2L2 ` Cε ‖φx‖2L2 , (3.2.61)

and

1

2

d

dt
p‖ψx‖2L2 ` β ‖ψ‖2L2q ` ‖ψt‖2L2 ď ε ‖ψt‖2L2 ` Cε ‖φ‖2L2 . (3.2.62)

Differentiating (3.2.56) with respect to t and noticing that φt “ ut, we have

#
φtt “ φxxt ´ pφtψx ` uψxt ` φtSxqx,
ψtt “ ψxxt ` pχα ´ ξγqφt ´ βψt.

(3.2.63)

Multiplying the first equation in (3.2.63) by A´1
0 φt and noticing that BxA´1

0 φt “

65



φx ´ uψx ´ φSx “ 0 for x P BI, we have

1

2

d

dt
}A´1{2

0 φt}2L2 ` ‖φt‖2L2 “ xφtψx ` uψxt ` φtSx, BxA´1
0 φty

“ xφtψx ` φtSx, BxA´1
0 φty ` xuψxt, BxA´1

0 φty

ď ε ‖φt‖2L2 ` Cε}BxA´1
0 φt}2L2 ´ xuψt, φty ´ xuxψt, BxA´1

0 φty

ď ε ‖φt‖2L2 ` Cεp‖ψt‖2L2 ` }BxA´1
0 φt}2L2q

(3.2.64)

where the boundedness of ψx, Sx, u and ux has been used. We multiply the second

equation in (3.2.63) by ψt and integrate over I to obtain

1

2

d

dt
‖ψt‖2L2 ` ‖ψxt‖2L2 ` β ‖ψt‖2L2 ď ε ‖ψt‖2L2 ` Cε ‖φt‖2L2 . (3.2.65)

Set yptq “ }A´1{2
0 φ}2L2 ` ‖φ‖2L2 ` }A´1{2

0 φt}2L2 ` ‖ψx‖2L2 ` ‖ψ‖2L2 ` ‖ψt‖2L2 . Noting

}BxA´1
0 φ}2L2 “ }A´1{2

0 φ}2L2 ď C ‖φ‖2pH1q1 and letting ε small, we deduce from inequal-

ities (3.2.57)-(3.2.62) and (3.2.64)-(3.2.65) that

d

dt
yptq ` kyptq ď Cp‖φ‖2pH1q1 ` ‖ψ‖2L2q ď Cp1 ` tq´2θ{p1´2θq,

for some k ą 0, where (3.2.54) and (3.2.55) have been used. Solving above inequality

yields that

yptq ď yp0qe´kt ` Ce´kt

ż t

0

eksp1 ` sq´2θ{p1´2θqds. (3.2.66)

Note that the last term of (3.2.66) can be estimated as

ż t

0

eksp1 ` sq´2θ{p1´2θqds “
ż t{2

0

eksp1 ` sq´2θ{p1´2θqds `
ż t

t{2
eksp1 ` sq´2θ{p1´2θqds

ď e
k
2
t

ż t{2

0

p1 ` sq´2θ{p1´2θqds ` p1 ` t{2q´2θ{p1´2θq
ż t

t{2
eksds

ď Ce
k
2
tp1 ` t{2q´2θ{p1´2θq`1 ` 1

k
ektp1 ` t{2q´2θ{p1´2θq.
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Then substituting above inequality into (3.2.66) gives rise to

yptq ď Cp1 ` tq´2θ{p1´2θq (3.2.67)

which implies that

‖uptq ´ U‖L2 ` ‖sptq ´ S‖H1 ď Cp1 ` tq´θ{p1´2θq. (3.2.68)

To derive the decay rates for v and w, we subtract (3.2.40) from (3.2.39) and obtain

that #
pv ´ V qt “ pv ´ V qxx ` αpu ´ Uq ´ βpv ´ V q,
pw ´ W qt “ pw ´ W qxx ` γpu ´ Uq ´ δpw ´ W q. (3.2.69)

By the Duhamel principle, vptq ´ V can be represented in the form of

vptq ´ V “ e´tpA`βqpv0 ´ V q ` α

ż t

0

e´pt´sqpA`βqpupsq ´ Uqds. (3.2.70)

Noting that
ş
I
pupsq ´ Uqds “ 0 which allows us to use the inequality }e´tAf}Lp ď

C}f}Lp for any f P Lp such that
ş
I
fdx “ 0, we have

‖vptq ´ V ‖L2 ď Ce´βt ` C

ż t

0

e´βpt´sq ‖upsq ´ U‖L2 ds

ď Ce´βt ` C

ż t

0

e´βpt´sqp1 ` sq´θ{p1´2θqds

ď C

ˆ
e´βt `

ż t

0

e´βsp1 ` t ´ sq´θ{p1´2θqds
˙

ď Cp1 ` tq´θ{p1´2θq,

(3.2.71)

where we have used the inequalityż t

0

p1 ` t ´ sq´κe´ρsds ď Cp1 ` tq´κ for any κ, ρ ą 0

which was proved in [94, Lemma 4.4]. Similarly, we can prove that the convergence

of w satisfies

‖wptq ´ W‖L2 ď Cp1 ` tq´θ{p1´2θq.
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By the first equation of (3.2.56) and the classic elliptic regularity theory, using

(3.2.67) we have

‖ux ´ Ux‖2L2 “ ‖φx‖2L2 “ }A1{2
0 φ}2L2

ď C
´

}A´1{2
0 φt}2L2 ` }A´1{2

0 puψx ` φSxqx}2L2

¯
ď C

´
}A´1{2

0 φt}2L2 ` ‖uψx ` φSx‖2L2

¯
ď Cyptq ď Cp1 ` tq´2θ{p1´2θq.

(3.2.72)

The combination of (3.2.68) and (3.2.72) gives that

‖uptq ´ U‖H1 ď Cp1 ` tq´θ{p1´2θq. (3.2.73)

Letting ϕ “ vx ´ Vx and using the first equation of (3.2.70), one has

ϕt “ ϕxx ` αpux ´ Uxq ´ βϕ.

Applying the same procedure to ϕ as was done to v´V , and using (3.2.73), we have

a K ą 0 such that

‖ϕ‖L2 ď Ce´Kt ` C

ż t

0

e´Kpt´sq ‖uxpsq ´ Ux‖L2 ds

ď Ce´Kt ` C

ż t

0

e´Kpt´sqp1 ` sq´θ{p1´2θqds

ď Cp1 ` tq´θ{p1´2θq.

(3.2.74)

Collecting (3.2.71) and (3.2.74), one has

‖v ´ V ‖H1 ď Cp1 ` tq´θ{p1´2θq.

Applying the same procedure to w, we have

‖w ´ W‖H1 ď Cp1 ` tq´θ{p1´2θq.

Thus the proof of Theorem 3.3 is completed.
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3.3 Boundedness of Solutions in Two Dimensions

3.3.1 Case 1: τ1 “ τ2 “ 1

When τ1 “ τ2 “ 1, β ‰ δ and n “ 2, the global existence of solution with small

initial mass has been proved in [85] if repulsion dominates over attraction. In this

subsection, we obtain the global classical solution with uniform-in-time bound for

the large initial mass, which substantially improve the results in [85].

Theorem 3.4. Assume that 0 ď pu0, v0, w0q P rW 1,8pΩqs3 with u0 ı 0 and ξγ ě
χα. The the ARKS model (3.1.1) with τ1 “ τ2 “ 1 has a unique nonnegative

classical solution pu, v, wq P CpΩ̄ˆ r0,8q;R3q XC2,1pΩ̄ˆ p0,8q;R3q such that u ą 0

in Ω ˆ p0,8q. Moreover there is a constant C independent of time t such that

‖up¨, tq‖L8 ď C.

Next, we are going to prove Theorem 3.4. To estimate the cross-diffusive terms

in system (3.1.1), we use the transformation s “ ξw ´ χv such that (3.1.1) can be

transformed into the following system

$’’’’’’&’’’’’’%

ut “ Δu ` ∇ ¨ pu∇sq, x P Ω, t ą 0,

st “ Δs ´ δs ` pξγ ´ χαqu ` χpβ ´ δqv, x P Ω, t ą 0,

vt “ Δv ` αu ´ βv, x P Ω, t ą 0,
Bu
Bν “ Bs

Bν “ Bv
Bν “ 0, x P BΩ, t ą 0,

upx, 0q “ u0pxq, spx, 0q “ ξw0pxq ´ χv0pxq “: s0pxq, vpx, 0q “ v0pxq, x P Ω.

(3.3.75)

Lemma 3.9. Assume the conditions in Theorem 3.4 are satisfied. Then there exists

C ą 0 independent of T such that the solution of (3.3.75) satisfies

}∇s}L8 ď C if ξγ “ χα, (3.3.76)

and

}u ln u}L1 ` }∇s}L2 ď C if ξγ ą χα. (3.3.77)
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Proof. Using Lemma 2.1 and u P L1pΩq, we have

}v}W 1,p ď c1, for all 1 ď p ă 2. (3.3.78)

Choosing p “ 6
5
in (3.3.78) and using Lemma 2.2, we have

}v}L3 ď c2}v}
W 1, 65

ď c1c2. (3.3.79)

If ξγ “ χα, the second equation of (3.3.75) becomes st “ Δs ´ δs ` χpβ ´ δqv,
then using Lemma 2.1 and (3.3.79), we can deduce (3.3.76) by noting that }∇s}L8 ď
}s}W 1,8 ď c3.

Next, we consider the case ξγ ą χα. Multiplying the first equation of (3.3.75) by

ln u and integrating with respect to x over Ω yields that

d

dt

ż
Ω

u ln udx `
ż
Ω

|∇u|2
u

dx “ ´
ż
Ω

∇u ¨ ∇sdx. (3.3.80)

Multiplying the second equation of (3.3.75) by ´ 1
ξγ´χα

Δs and integrating over Ω,

then we have

1

2pξγ ´ χαq
d

dt

ż
Ω

|∇s|2 dx ` 1

ξγ ´ χα

ż
Ω

|Δs|2 dx ` δ

ξγ ´ χα

ż
Ω

|∇s|2 dx

“
ż
Ω

∇u ¨ ∇sdx ´ χpβ ´ δq
ξγ ´ χα

ż
Ω

vΔsdx

ď
ż
Ω

∇u ¨ ∇sdx ` 1

2pξγ ´ χαq
ż
Ω

|Δs|2 dx ` χ2pβ ´ δq2
2pξγ ´ χαq

ż
Ω

v2dx.

(3.3.81)

Furthermore, using the Hölder’s inequality and (3.3.79) we have

ż
Ω

v2dx ď
ˆż

Ω

v3dx

˙ 2
3 |Ω| 13 ď c4. (3.3.82)

The combination of (3.3.80), (3.3.81) and (3.3.82) entails

d

dt

"ż
Ω

u ln udx ` 1

2pξγ ´ χαq
ż
Ω

|∇s|2 dx
*

`
ż
Ω

|∇u|2
u

dx

` 1

2pξγ ´ χαq
ż
Ω

|Δs|2 dx ` δ

ξγ ´ χα

ż
Ω

|∇s|2 dx ď c4χ
2pβ ´ δq2

2pξγ ´ χαq .

(3.3.83)
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Using the Gagliardo-Nirenberg inequality and }u 1
2 }L2 “ }u} 1

2

L1 “ }u0} 1
2

L1 , we haveż
Ω

u ln udx ď
ż
Ω

u
3
2dx ` c5 “ }u 1

2 }3L3 ` }u0}L1

ď c6

´
}∇u

1
2 }L2}u 1

2 }2L2 ` }u 1
2 }3L2

¯
` c5

ď 1

4
}∇u

1
2 }2L2 ` c26}u0}2L1 ` c6}u0} 3

2

L1 ` c5

“
ż
Ω

|∇u|2
u

dx ` c7,

(3.3.84)

where c7 “ c26}u0}2L1 ` c6}u0} 3
2

L1 ` c5. Substituting (3.3.84) into (3.3.83) and letting

c8 “ c6 ` c4χ2pβ´δq2
2pξγ´χαq , we have

d

dt

"ż
Ω

u ln udx ` 1

2pξγ ´ χαq
ż
Ω

|∇s|2 dx
*

`
ż
Ω

u ln udx ` δ

ξγ ´ χα

ż
Ω

|∇s|2 dx ď c8.

(3.3.85)

Then applying the Gronwall’s inequality to (3.3.85), we obtain (3.3.77).

Lemma 3.10. Assume the conditions in Theorem 3.4 are satisfied. Then there exists

a constant C ą 0 such that

}u}L2 ď C. (3.3.86)

Proof. First, we consider the case ξγ “ χα. We multiply the first equation in (3.3.75)

by u and apply the Young’s inequality to find a constant c1 such that

1

2

d

dt

ż
Ω

u2dx `
ż
Ω

|∇u|2dx “ ´
ż
Ω

u∇u ¨ ∇sdx ď 1

2

ż
Ω

|∇u|2dx ` c1

ż
Ω

u2dx,

(3.3.87)

where the inequality (3.3.77) in Lemma 3.9 has been used. Using the Gagliardo-

Nirenberg inequality, we have

}u}L2 ď c2

´
}∇u} 1

2

L2}u} 1
2

L1 ` }u}L1

¯
, (3.3.88)

71



which implies

2c1}u}2L2 ď 2c1c
2
2

`}∇u}L2}u}L1 ` }u}2L1

˘ ď 1

2
}∇u}2L2 ` c3 (3.3.89)

with c3 “ 2c1c
2
2pc1c22 ` 1q}u0}2L1 . Adding (3.3.89) and (3.3.87), we have

d

dt
}u}2L2 ` 2c1}u}2L2 ď 2c3. (3.3.90)

Applying the Gronwall’s inequality to (3.3.90), we have (3.3.86) for the case ξγ “ χα.

Next, we will show that (3.3.86) holds with ξγ ą χα. Multiplying the first equation

of (3.3.75) by u, integrating the result with respect to x over Ω, then we have

1

2

d

dt

ż
Ω

u2dx `
ż
Ω

|∇u|2dx “
ż
Ω

u2Δsdx ď }u}2L3}Δs}L3 . (3.3.91)

Using (3.3.77), (2.2.6) and the Gagliardo-Nirenberg inequality, we have

}u}2L3}Δs}L3 ď c5}u}2L3

´
}∇Δs} 2

3

L2}∇s} 1
3

L2 ` }∇s}L2

¯
ď c6

`
ε}∇u}2L2 ` c7

˘ 2
3 p}∇Δs} 2

3

L2 ` 1q

ď c8pε}∇u} 4
3

L2 ` 1qp}∇Δs} 2
3

L2 ` 1q

ď 1

2
}∇u}2L2 ` ε}∇Δs}2L2 ` c9.

(3.3.92)

Substituting (3.3.92) into (3.3.91), we have

d

dt

ż
Ω

u2dx `
ż
Ω

|∇u|2dx ď 2ε}∇Δs}2L2 ` 2c9. (3.3.93)

We differentiate the second equation of (3.3.75) first and then multiply it by ´∇pΔsq
and integrate the product in Ω to obtain

1

2

d

dt

ż
Ω

|Δs|2dx `
ż
Ω

|∇Δs|2dx ` δ

ż
Ω

|Δs|2dx

“ pχα ´ ξγq
ż
Ω

∇u ¨ ∇Δsdx ` χpδ ´ βq
ż
Ω

∇v ¨ ∇Δsdx

ď 1

2

ż
Ω

|∇Δs|2dx ` pχα ´ ξγq2
ż
Ω

|∇u|2dx ` χ2pδ ´ βq2
ż
Ω

|∇v|2dx.

(3.3.94)
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Multiplying the third equation of (3.3.75) by v and integrating the product in Ω,

then we have

1

2

d

dt

ż
Ω

v2dx `
ż
Ω

|∇v|2dx ` β

ż
Ω

v2dx “ α

ż
Ω

uvdx ď }u}2L2 ` α2

4
}v}2L2

ď ε}∇u}2L2 ` α2

4
}v}2L2 ` c10

“ ε}∇u}2L2 ` c11,

(3.3.95)

where we have used (3.3.82) and

ż
Ω

u2dx ď ε}∇u}2L2 ` c12. (3.3.96)

Multiplying (3.3.93) and (3.3.96) by 2pχα ´ ξγq2, (3.3.95) by χ2pδ ´ βq2, and then

adding them to (3.3.94) and taking ε sufficiently small, we have

d

dt

ˆ
2pχα ´ ξγq2

ż
Ω

u2dx ` 1

2

ż
Ω

|Δs|2 ` χ2pδ ´ βq2
2

ż
Ω

v2dx

˙

` 2pχα ´ ξγq2
ż
Ω

u2dx ` δ

ż
Ω

|Δs|2 ` βχ2pδ ´ βq2
ż
Ω

v2dx ď c13.

(3.3.97)

Then using the Gronwall’s inequality, we have (3.3.86).

Lemma 3.11. Assume the conditions in Theorem 3.4 are satisfied. Then there exists

a constant C ą 0 such that

}∇v}L8 ` }∇w}L8 ď C. (3.3.98)

Proof. Multiplying the first equation of (3.1.1) by u2 to get that

1

3

d

dt

ż
Ω

u3dx ` 8

9

ż
Ω

|∇u
3
2 |2dx “ 2χ

ż
Ω

u2∇u ¨ ∇vdx ´ 2ξ

ż
Ω

u2∇u ¨ ∇wdx

ď 4χ

3

ż
Ω

ˇ̌
u

3
2∇u

3
2 ¨ ∇v

ˇ̌
dx ` 4ξ

3

ż
Ω

ˇ̌
u

3
2∇u

3
2 ¨ ∇w

ˇ̌
dx.

(3.3.99)
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Using (3.3.86) and Lemma 2.1, we have ‖p∇v,∇wq‖L4 ď c1. Then, applying the

Cauchy-Schwarz inequality and the Gagliardo-Nirenberg inequality to the right terms

of (3.3.99) we have

4χ

3

ż
Ω

ˇ̌
u

3
2∇u

3
2 ¨ ∇v

ˇ̌
dx ` 4ξ

3

ż
Ω

ˇ̌
u

3
2∇u

3
2 ¨ ∇w

ˇ̌
dx

ď 1

3
}∇u

3
2 }2L2 ` 16χ2}u 3

2 }2L4}∇v}2L4 ` 8ξ2}u 3
2 }2L4}∇w}2L4

“ 1

3
}∇u

3
2 }2L2 ` c1

`
16χ2 ` 8ξ2

˘ }u 3
2 }2L4

ď 1

3
}∇u

3
2 }2L2 ` c2

´
}∇u

3
2 } 4

3

L2}u 3
2 } 2

3

L
4
3

` }u 3
2 }2

L
4
3

¯
ď 1

3
}∇u

3
2 }2L2 ` c2c

3
2
3 }∇u

3
2 } 4

3

L2 ` c2c
2
3

ď 5

9
}∇u

3
2 }2L2 ` c4,

(3.3.100)

where we have used }u 3
2 }

L
4
3

“ }u2} 3
4

L2 ď c3. Substituting (3.3.100) into (3.3.99), we

can derive that

d

dt

ż
Ω

u3dx `
ż
Ω

|∇u
3
2 |2dx ď 3c4. (3.3.101)

By the Gagliardo-Nirenberg inequality we two positive constant c5 and c6 which are

depended on ‖u‖L2 such that

}u 3
2 }6L2 ď 1

c5
}∇u

3
2 }2L2 ` c6. (3.3.102)

Inserting (3.3.102) into (3.3.101) and using }u 3
2 }6L2 “ }u}3L3 , we have

d

dt
}u}3L3 ` c5}u}3L3 ď 3c4 ` c5c6 “ c7,

which implies

‖up¨, tq‖L3 ď e´c6t}u0}3L3 ` c7
c8

“ c8. (3.3.103)
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Then using Lemma 2.1 and (3.3.103), we obtain (3.3.98). Then the proof of this

lemma is completed.

We are now in a position to prove Theorem 3.4.

Proof of Theorem 3.4. Multiplying the first equation of (3.1.1) by up´1, and inte-

grating the result equation with respect to x over Ω, using (3.3.98) and applying the

Cauchy-Schwarz inequality, we have

1

p

d

dt

ż
Ω

updx “ ´4pp ´ 1q
p2

ż
Ω

|∇u
p
2 |2dx ` pp ´ 1q

ż
Ω

up´1∇u ¨ pχ∇v ´ ξ∇wqdx

ď ´4pp ´ 1q
p2

ż
Ω

|∇u
p
2 |2dx ` c1pp ´ 1qpχ ` ξq

ż
Ω

up´1 |∇u| dx

ď ´4pp ´ 1q
p2

ż
Ω

|∇u
p
2 |2dx

` c1pχ ` ξq2pp ´ 1q
p

ˆ
1

pc1pχ ` ξq
ż
Ω

|∇u
p
2 |2dx ` pc1pχ ` ξq

4

ż
Ω

updx

˙

“ ´2pp ´ 1q
p2

ż
Ω

|∇u
p
2 |2dx ` c21pχ ` ξq2

2
pp ´ 1q

ż
Ω

updx,

(3.3.104)

we can obtain that there exists a constant c2 “ 1 ` c21pχ`ξq2
2

independent of t such

that

d

dt

ż
Ω

updx`ppp´1q
ż
Ω

updx ď ´2pp ´ 1q
p

ż
Ω

|∇u
p
2 |2dx`c2ppp´1q

ż
Ω

updx (3.3.105)

for all t P p0, T q and for all p ě 2 (see [85, p.12] for details). Then it follows from

(3.3.105) and the well-know Moser-Alikakos iteration procedure (cf. [3], [84, Lemma

3.2], [85, Lemma 4.1]) that there exists a constant c3 ą 0 such that

‖up¨, tq‖L8 ď c3 for all t P p0, T q. (3.3.106)

Theorem 3.4 is an immediate consequence of (3.3.106) and Lemma 3.1.
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3.3.2 Case 2: τ1 “ 1, τ2 “ 0

In this subsection, we will consider the case τ1 “ 1, τ2 “ 0, β ‰ δ. When τ1 “ 1

and τ2 “ 0, then system (3.1.1) is transformed into

$’’’’’’&’’’’’’%

ut “ Δu ´ ∇ ¨ pχu∇vq ` ∇ ¨ pξu∇wq, x P Ω, t ą 0,

vt “ Δv ` αu ´ βv, x P Ω, t ą 0,

0 “ Δw ` γu ´ δw, x P Ω, t ą 0,
Bu
Bν “ Bv

Bν “ Bw
Bν “ 0, x P BΩ, t ą 0,

upx, 0q “ u0pxq, vpx, 0q “ v0pxq, x P Ω.

(3.3.107)

Then we have the following result of system (3.3.107).

Theorem 3.5. Let τ1 “ 1, τ2 “ 0 and Ω be a bounded domain in R
2 with smooth

boundary BΩ. Assume that 0 ď pu0, v0q P rW 1,8pΩqs2. Then if ξγ ě χα, there exists

a unique triple pu, v, wq of nonnegative functions belong to CpΩ̄ˆr0,8q;R3qXC2,1pΩ̄ˆ
p0,8q;R3q which solves (3.1.1) classically. Furthermore, there exists a constant C

independent of t such that

‖up¨, tq‖L8 ď C. (3.3.108)

If we can find a constant c1 ą 0 independent of t such that the solution of (3.1.1)

satisfies

‖∇vp¨, tq‖L8 ` ‖∇wp¨, tq‖L8 ď C, (3.3.109)

then we can carry out the Moser-Alikakos iteration procedure same as the proof

of Theorem 3.4 to obtain (3.3.108). Then Theorem 3.5 follows immediately from

Lemma 3.1 and (3.3.108). Hence to complete the proof of Theorem 3.5, we only

need to prove (3.3.109). For system (3.3.107), the transformation s “ χv ´ ξw does

not help to estimate the cross-diffusive terms as done for the case τ1 “ τ2 “ 1.
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However, we can find a Lyapunov functional of system (3.1.1) as follows

F pu, v, wq “
ż
Ω

u ln udx` χ

2α

ż
Ω

pβv2`|∇v|2qdx` ξ

2γ

ż
Ω

pδw2`|∇w|2qdx´χ

ż
Ω

uvdx.

(3.3.110)

Lemma 3.12. Let τ1 “ 1 and τ2 “ 0, then the solutions obtained in Lemma 3.1

satisfy

d

dt
F pu, v, wq ` Gpu, v, wq “ 0, (3.3.111)

where F pu, v, wq is defined by (3.3.110) and

Gpu, v, wq “ χ

α

ż
Ω

v2t dx `
ż
Ω

u|∇pln u ´ χv ` ξwq|2dx. (3.3.112)

Proof. Multiplying the first equation of (3.3.107) by ln u ´ χv ` ξw and integrating

with respect to x over Ω, we haveż
Ω

utpln u ´ χv ` ξwqdx “
ż
Ω

∇ ¨ p∇u ´ χu∇v ` ξu∇wqpln u ´ χv ` ξwqdx

“ ´
ż
Ω

u|∇pln u ´ χv ` ξwq|2dx.
(3.3.113)

Using the fact that
ş
Ω
utdx “ 0, we haveż

Ω

utpln u ´ χv ` ξwqdx “ d

dt

ż
Ω

u ln udx ´ χ
d

dt

ż
Ω

uvdx ` χ

ż
Ω

uvtdx ` ξ

ż
Ω

utwdx.

(3.3.114)

From the second equation of (3.3.107), one has u “ 1
α
vt ´ 1

α
Δv ` β

α
v, which gives

ż
Ω

uvtdx “ 1

α

ż
Ω

v2t dx ` 1

2α

d

dt

ż
Ω

|∇v|2dx ` β

2α

d

dt

ż
Ω

v2dx. (3.3.115)

Similarly, from the third equation of (3.3.107), we have ut “ δ
γ
wt ´ 1

γ
Δwt, and hence

ż
Ω

utwdx “ δ

2γ

d

dt

ż
Ω

w2dx ` 1

2γ

d

dt

ż
Ω

|∇w|2dx. (3.3.116)

77



The combination of (3.3.114), (3.3.115) and (3.3.116) yieldsż
Ω

utpln u ´ χv ` ξwqdx

“ d

dt

ż
Ω

"
u ln u ´ χuv ` βχ

2α
v2 ` χ

2α
|∇v|2 ` ξδ

2γ
w2 ` ξ

2γ
|∇w|2

*
dx ` χ

α

ż
Ω

v2t dx,

which together with (3.3.113) leads to (3.3.111). The proof of this lemma is com-

pleted.

Lemma 3.13. Let pu, v, wq be a smooth solution to (3.3.107). Assume that ξγ ě χα.

Then there exists a finite constant C independent of t such thatż
Ω

u ln udx ` χ

α

ż t

0

‖vtpτq‖2L2 dτ ď C, for all t P p0, T q. (3.3.117)

Proof. From the third equation of (3.3.107), we have

u “ δ

γ
w ´ 1

γ
Δw. (3.3.118)

Hence, using (3.3.118) and the Cauchy-Schwarz inequality one can derive that

χ

ż
Ω

uvdx

“ χδ

γ

ż
Ω

vwdx ` χ

γ

ż
Ω

∇w ¨ ∇vdx

ď χδ

γ

ˆ
ξ

2χ

ż
Ω

w2dx ` χ

2ξ

ż
Ω

v2dx

˙
` χ

γ

ˆ
ξ

2χ

ż
Ω

|∇w|2dx ` χ

2ξ

ż
Ω

|∇v|2dx
˙

“ ξδ

2γ

ż
Ω

w2dx ` χ2δ

2ξγ

ż
Ω

v2dx ` ξ

2γ

ż
Ω

|∇w|2dx ` χ2

2ξγ

ż
Ω

|∇v|2dx.
(3.3.119)

Substituting (3.3.119) into (3.3.110), then we have

F pu, v, wq ě
ż
Ω

u ln udx `
ˆ
βχ

2α
´ χ2δ

2ξγ

˙ ż
Ω

v2dx `
ˆ

χ

2α
´ χ2

2ξγ

˙ ż
Ω

|∇v|2dx

“
ż
Ω

u ln udx ` χpξγβ ´ χαδq
2αξγ

ż
Ω

v2dx ` χpξγ ´ χαq
2ξγα

ż
Ω

|∇v|2dx.
(3.3.120)
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Integrating (3.3.111) with respect to t and using (3.3.120), we haveż
Ω

u ln udx ` χpξγ ´ χαq
2ξγα

ż
Ω

|∇v|2dx ` χ

α

ż t

0

ż
Ω

v2t dxdτ

`
ż t

0

ż
Ω

u|∇pln u ´ χv ` ξwq|2dxdτ ď F pu0, v0q ` χ|ξγβ ´ χαδ|
2αξγ

ż
Ω

v2dx.

(3.3.121)

Using Lemma 2.1 and u P L1pΩq, we have }v}W 1,p ď c1 for all 1 ď p ă 2. Hence

using Lemma 2.2 and choosing p “ 1, we obtain

}v}L2 ď c2}v}W 1,1 ď c1c2. (3.3.122)

Substituting (3.3.122) into (3.3.121) and using the condition ξγ ´ χα ě 0, we haveż
Ω

u ln udx ` χ

α

ż t

0

ż
Ω

v2t dxdτ `
ż t

0

ż
Ω

u|∇pln u ´ χv ` ξwq|2dxdτ ď F pu0, v0q ` c3,

which implies (3.3.117). Then the proof of this lemma is completed.

Lemma 3.14. Assume the conditions in Lemma 3.13 are satisfied, then there exists

a positive constant C such that ‖up¨, tq‖L2 ď C.

Proof. Multiplying the first equation of (3.3.107) by u, integrating with respect to

x, then we have

1

2

d

dt

ż
Ω

u2dx `
ż
Ω

|∇u|2dx

“ ´χ

ż
Ω

u∇ ¨ pu∇vqdx ` ξ

ż
Ω

u∇ ¨ pu∇wqdx

“ χ

2

ż
Ω

∇u2 ¨ ∇vdx ´ ξ

2

ż
Ω

∇u2 ¨ ∇wdx

“ ´χ

2

ż
Ω

u2pvt ´ αu ` βvqdx ` ξ

2

ż
Ω

u2pδw ´ γuqdx

“ χα ´ ξγ

2

ż
Ω

u3dx ` ξδ

2

ż
Ω

u2wdx ´ χ

2

ż
Ω

u2vtdx ´ χβ

2

ż
Ω

u2vdx

ď χα ´ ξγ

2

ż
Ω

u3dx ` ξδ

2

ż
Ω

u2wdx ´ χ

2

ż
Ω

u2vtdx,
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then using the condition ξγ ´ χα ě 0, we have

d

dt

ż
Ω

u2dx ` 2

ż
Ω

|∇u|2dx ď ξδ

ż
Ω

u2wdx ´ χ

ż
Ω

u2vtdx. (3.3.123)

Next, we estimate the first term on the right-hand side in (3.3.123). By the Young’s

inequality (3.2.8), we have that

ξδ

ż
Ω

u2wdx ď 1

2

ż
Ω

u3dx ` 16

27
pξδq3

ż
Ω

w3dx. (3.3.124)

The combination of (3.3.123) and (3.3.124) yields that

d

dt

ż
Ω

u2dx ` 2

ż
Ω

|∇u|2dx ď 1

2

ż
Ω

u3dx ` 16

27
pξδq3

ż
Ω

w3dx ´ χ

ż
Ω

u2vtdx. (3.3.125)

To estimate the term
ş
Ω
w3dx, we apply the Agmon-Douglis-Nirenberg Lp estimates

[1, 2] to the following linear elliptic equations with the zero Neumann boundary

condition: #
´Δw ` δw “ γu, x P Ω, t P p0, Tmaxq,
Bw
Bν “ 0, x P BΩ, t P p0, Tmaxq,

where δ ą 0, then we can find some constant c1 to satisfy the following inequality

‖wp¨, tq‖W 2,p ď c1 ‖up¨, tq‖Lp . (3.3.126)

Specially, we choose p “ 2 in (3.3.126) to obtain

‖wp¨, tq‖W 2,2 ď c1 ‖up¨, tq‖L2 . (3.3.127)

Using (3.3.127), the Gagliardo-Nirenberg inequality and Young’s inequality to obtain

some constants ci ą 0, i “ 2, 3, 4 such that

16

27
pξδq3

ż
Ω

w3dx “ 16

27
pξδq3 ‖w‖3L3 ď c2 ‖w‖

4
3

W 2,2 ‖w‖
5
3

L1 ď c3 ‖u‖
4
3

L2

ď c4 ‖u‖
1
3

L1 ‖u‖L3

ď 1

2
‖u‖3L3 ` c5

(3.3.128)
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where c5 :“ 2
3

3
2 c

3
2
4 ‖u0‖

1
2

L1 and the interpolation inequality has been used to obtain

‖u‖L2 ď ‖u‖
1
4

L1 ‖u‖
3
4

L3 “ ‖u0‖
1
4

L1 ‖u‖
3
4

L3 . (3.3.129)

Inserting (3.3.128) into (3.3.125), we obtain that

d

dt

ż
Ω

u2dx ` 2

ż
Ω

|∇u|2dx ď
ż
Ω

u3dx ´ χ

ż
Ω

u2vtdx ` c5. (3.3.130)

By the Hölder’s inequality and the Gagliardo-Nirenberg inequality we have

´χ

ż
Ω

u2vtdx ď χ ‖vt‖L2 ‖u‖2L4 ď c6 ‖vt‖L2

´
}∇u} 1

2

L2}u} 1
2

L2 ` }u}L2

¯2

ď 2c6 ‖vt‖L2

`‖∇u‖L2 ‖u‖L2 ` ‖u‖2L2

˘
ď ‖∇u‖2L2 ` `

c26 ‖vt‖2L2 ` 2c6 ‖vt‖L2

˘ ‖u‖2L2 .

(3.3.131)

Collecting (3.3.130) and (3.3.131), we obtain

d

dt
‖u‖2L2 ` }∇u}2L2

ď }u}3L3 ` `
c26 ‖vt‖2L2 ` 2c6 ‖vt‖L2

˘ ‖u‖2L2 ` c5

ď ε ‖∇u‖2L2 ‖u ln u‖L1 ` c7p}u ln u}3L1 ` }u}L1q ` `
c26 ‖vt‖2L2 ` 2c6 ‖vt‖L2

˘ ‖u‖2L2 ` c5.

(3.3.132)

Using the facts }u ln u}L1 ď C and }u}L1 ď C, and letting ε small enough such that

ε ‖u ln u‖L1 ă 1
2
, then from (3.3.132) we have

d

dt
‖u‖2L2 ` 1

2
}∇u}2L2 ď `

c26 ‖vt‖2L2 ` 2c6 ‖vt‖L2

˘ ‖u‖2L2 ` c8. (3.3.133)

By the Gagliardo-Nirenberg inequality and Cauchy-Schwarz inequality, we have

}u}2L2 ď c9p}∇u}L2}u}L1 ` }u}2L1q ď 1

2
}∇u}2L2 ` c10. (3.3.134)
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Then adding (3.3.133) and (3.3.135), and using the Young’s inequality yields that

d

dt
‖u‖2L2 ` ‖u‖2L2 ď `

c26 ‖vt‖2L2 ` 2c6 ‖vt‖L2

˘ ‖u‖2L2 ` c8 ` c10

ď c12 ‖vt‖2L2 ‖u‖2L2 ` 1

2
‖u‖2L2 ` c11,

(3.3.135)

where c11 :“ c8 ` c10 and c12 :“ 3c26. From (3.3.135), we have

d

dt

´
e

şt
0p 1

2
´c12‖vt‖2L2 qds ‖u‖2L2

¯
ď c11e

şt
0p 1

2
´c12‖vt‖2L2 qds,

which yields that

‖u‖2L2 ď ‖u0‖2L2 e
´ şt

0p 1
2

´c12‖vt‖2L2 qds ` c11 “ ‖u0‖2L2 e
´ t

2 ec12
şt
0‖vt‖2L2ds ` c11

ď c13 ‖u0‖2L2 e
´ t

2 ` c11 ď c14,

(3.3.136)

where we have used (3.3.117) to obtain ec12
şt
0‖vt‖2L2ds ď c13. Then the proof of this

lemma is completed.

Remark 3.1. Choosing p “ 4
3
in (3.3.126) and using Lemma 3.14, we have

}∇w}
W 1, 43

ď ‖w‖
W 2, 43

ď c1}u}
L

4
3

ď c2}u}L2 ď c3. (3.3.137)

Using Lemma 2.2 with n “ 2 and the inequality (3.3.137), we can derive that

}∇w}L4 ď c4}∇w}
W 1, 43

ď c5. (3.3.138)

Furthermore, from the Lemma 2.1 and Lemma 3.14, we obtain that there exists a

constant c6 such that

‖∇v‖L4 ď c6. (3.3.139)

Then as in proof of Lemma 3.11, we can obtain the following lemma.

Lemma 3.15. There exists a constant C such that for all t P p0, Tmaxq such that

(3.3.109) holds.

Proof of Theorem 3.5. Theorem 3.5 can be proved by using Lemma 3.15 and the

well-know Moser-Alikakos iteration procedure as in the proof of Theorem 3.4.
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Chapter 4

Cauchy Problem of the

MHD-Burgers System

4.1 Introduction

In the chapter, we will investigate the Cauchy problem of the following MHD-Burgers

system #
ut ` puvqx “ Duxx, x P R, t ą 0,

vt ` `
1
2
u2 ` 1

2
v2

˘
x

“ μvxx, x P R, t ą 0
(4.1.1)

with the initial data

pu, vqpx, 0q “ pu0, v0qpxq Ñ
#

pu´, v´q, as x Ñ ´8,

pu`, v`q, as x Ñ `8.
(4.1.2)

The standard hyperbolic theory (cf.[55, 82]) predicts that the time asymptotic be-

havior of solutions of the Cauchy problem (4.1.1)-(4.1.2) are closely related to the

following Riemann problem:

$’’’’&’’’’%
ut ` puvqx “ 0, x P R, t ą 0,

vt ` `
1
2
u2 ` 1

2
v2

˘
x

“ 0, x P R, t ą 0,

pu, vqpx, 0q “ pur
0, v

r
0qpxq “

#
pu´, v´q, x ă 0,

pu`, v`q, x ą 0.

(4.1.3)
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Writing the equations in (4.1.3) in the vector form

ˆ
u
v

˙
t

`
ˆ
v u
u v

˙ ˆ
u
v

˙
x

“ 0, (4.1.4)

we see that the Jacobian matrix A :“
ˆ
v u
u v

˙
has two real distinct eigenvalues

λ1pu, vq “ v ´ u, λ2pu, vq “ v ` u,

with corresponding eigenvectors

r1pu, vq “
ˆ

1
´1

˙
, r2pu, vq “

ˆ
1
1

˙
.

Therefore it follows that ∇λ1pu, vq ¨ r1pu, vq “ ´2 ă 0 and ∇λ2pu, vq ¨ r2pu, vq “
2 ą 0. This shows that the hyperbolic system (4.1.3) is genuinely nonlinear. By

the hyperbolic theory [82], the solutions of the Riemann problem (4.1.3) are made

up of three types of elementary waves (solutions): constant states, rarefaction waves

and shock waves. Moreover, we point out that the rarefaction curves of (4.1.4) are

straight lines in the u-v plane (see section 2), and hence the hyperbolic system (4.1.4)

is of a Temple class [88].

In this chapter, we shall show that as time goes to infinity, the solution of the

Cauchy problem (4.1.1)-(4.1.2) will tend to a constant solution if pu`, v`q “ pu´, v´q,
or a rarefaction wave if λipu´, v´q ă λipu`, v`q, or a viscous shock wave (i.e. traveling
wave) if λipu´, v´q ą λipu`, v`q. Specifically, the following results are proved. If the

right state equals the left state, say pu`, v`q “ pu´, v´q “ pū, v̄q, then the solution of

(4.1.1) with large data (4.1.2) will eventually approach the constant state pū, v̄q. If

the right state pu`, v`q is connected to the left state pu´, v´q by a rarefaction wave,

then the Cauchy problem (4.1.1)-(4.1.2) has a unique global solution which tends

to the rarefaction wave of the Riemann problem (4.1.3) with large data. Finally
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if the initial value (4.1.2) is a small perturbation of a viscous shock wave (traveling

wave), then the solution of (4.1.1)-(4.1.2) will asymptotically converge to this viscous

shock wave with a proper translation, where the wave amplitude can be arbitrarily

large. Our results analytically confirm the existence of shock-type waves (and hence

turbulence) numerically obtained in both papers [103] and [24].

Mathematical studies on the asymptotics toward rarefaction/shock waves for vis-

cous conservation laws have been undertaken for a long time (e.g. see [41, 65, 66]).

For the general 2 ˆ 2 viscous conservation laws

#
ut ` rf1pu, vqsx “ Duxx, x P R, t ą 0,

vt ` rf2pu, vqsx “ μvxx, x P R, t ą 0
(4.1.5)

with initial data (4.1.2), Xin [102] and Yang and Zhao [104] established the time

asymptotic stability of weak rarefaction waves and strong rarefaction waves with

small initial data, respectively. The main hypothesis on the structure of the system

(4.1.5) is the strong coupling in the sense that

Bf1pu, vq
Bv ¨ Bf2pu, vq

Bu ‰ 0, (4.1.6)

which is satisfied by the system (4.1.1). To the best of our knowledge, for the

strongly coupled system of conservation laws with large initial data, very few results

are known. The asymptotic stability of viscous shock waves for the general system

of conservation laws have been extensively investigated over many years. Most of

results (if not all) require the wave amplitude to be small (e.g. see [28, 62, 64, 83]).

The main contributions of this paper have two folds. First, exploiting the peculiar

coupling structure of the MHD-Burgers system (4.1.1), the nonlinear stability of

strong rarefaction waves of (4.1.1)-(4.1.2) is established with large data. Second, the

asymptotic stability of viscous shock waves of (4.1.1)-(4.1.2) is proved for large wave

amplitude. Usually these results can not be proved for general hyperbolic systems as
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mentioned above. Finally, we mention that the asymptotic stability of viscous shock

waves to (4.1.1) with u` ą 0 was previously established in [40] based on the idea

of [59, 58, 67] by leaving open the case u` “ 0, which causes a singularity in the

energy estimates. In this chapter, we will resolve this challenging case (i.e. u` “ 0)

by invoking the weighted energy estimates inspired by the ideas of [45, 48, 57, 75].

The rest of the chapter is organized as follows. In section 4.2, we solve the

Riemann problem (4.1.3) and then state the main results for the Cauchy problem

(4.1.1)-(4.1.2). Then we prove the large-time behavior of solutions with constant

states in section 4.3. In section 4.4, we show the stability of rarefaction waves. The

proof of nonlinear stability of viscous shock waves is given in section 4.5.

4.2 Riemann Problem

In this section, we first briefly solve the Riemann problem (4.1.3) in the class of

functions consisting of constant states, separated by rarefaction waves or shock waves.

We begin with the rarefaction waves of (4.1.3) by setting ξ “ x{t. Then substituting

it into the equations of (4.1.4), we find that puξ, vξq is an eigenvector of A for the

eigenvalue ξ. Because the matrix A has two real and distinct eigenvalues λ1 and

λ2, there are two families of rarefaction waves: 1-rarefaction waves and 2-rarefaction

waves. The eigenvector puξ, vξq associated with the first eigenvalue λ1 satisfiesˆ
u u
u u

˙ ˆ
uξ

vξ

˙
“ 0, (4.2.7)

which gives uξ ` vξ “ 0 thanks to u ‰ 0. This gives du
dv

“ ´1. Integrating it, we

obtain the 1-rarefaction curve R1pu´, v´q as

R1pu´, v´q “ tpu, vq|u “ ´v ` u´ ` v´, v ą v´u, (4.2.8)

where the entropy condition λ1pu´, v´q ă λ1pu, vq has been used to guarantee the

uniqueness of the 1-rarefaction waves. Similarly, the 2-rarefaction curve R2pu´, v´q
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can be represented as

R2pu´, v´q “ tpu, vq|u “ v ` u´ ´ v´, v ą v´u. (4.2.9)

Moreover (4.1.3) also has two distinct types of shock waves: 1-shock waves and

2-shock waves. To see this, we use the following jump condition (see [82, 15.11]):

#
uv ´ u´v´ “ spu ´ u´q,
1
2
pu2 ` v2q ´ 1

2
pu2´ ` v2´q “ spv ´ v´q, (4.2.10)

where s is the speed of the discontinuity (wave speed). Subtracting the first equation

from the second equation of (4.2.10), we have

pu ´ v ´ u´ ` v´qpu ´ v ` u´ ´ v´ ` 2sq “ 0. (4.2.11)

For 1-shock waves, the entropy condition v ´ u “ λ1pu, vq ă λ1pu´, v´q “ v´ ´ u´

implies u ´ v ´ u´ ` v´ ą 0. Hence from (4.2.11), we obtain

u ´ v ` u´ ´ v´ ` 2s “ 0. (4.2.12)

Clearly u ‰ u´ for otherwise we have v “ v´ from the first equation of (4.2.10), and

then pu, vq “ pu´, v´q is not a shock curve. Hence the first equation of (4.2.10) gives

s “ uv ´ u´v´
u ´ u´

. (4.2.13)

Then substituting (4.2.13) into (4.2.12), one can derive the 1-shock curve S1pu´, v´q
as

S1pu´, v´q “ tpu, vq|u “ ´v ` u´ ` v´, v ă v´u. (4.2.14)

To deduce 2-shock curves, we add the equations in (4.2.10) to obtain

pu ` v ´ u´ ´ v´qpu ` v ` u´ ` v´ ´ 2sq “ 0. (4.2.15)
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Similarly, by using the entropy condition v ` u “ λ2pu, vq ă λ2pu´, v´q “ v´ ` u´

and (4.2.13), we obtain the 2-shock curve S2pu´, v´q as

S2pu´, v´q “ tpu, vq|u “ v ` u´ ´ v´, v ă v´u. (4.2.16)

Then curves R1, R2, S1 and S2 divide the u-v plane into four disjoint open regions

I, II, III, IV defined as follows

I “ R1R2pu´, v´q :“ tpu, vq| ´ v ` u´ ` v´ ă u ă v ` u´ ´ v´u,
II “ R1S2pu´, v´q :“ tpu, vq|u ă ´v ` u´ ` v´, u ă v ` u´ ´ v´u,
III “ S1S2pu´, v´q :“ tpu, vq|v ` u´ ´ v´ ă u ă ´v ` u´ ` v´u,
IV “ S1R2pu´, v´q :“ tpu, vq|u ą ´v ` u´ ` v´, u ą v ` u´ ´ v´u.

(4.2.17)

Hence, depending on the relationship between the end states pu`, v`q and pu´, v´q,
the solutions of Riemann problem (4.1.3) are described as

$’’’’’’’’’’’’’’’’’’’’’&’’’’’’’’’’’’’’’’’’’’’%

1 ´ rarefaction waves if u` ` v` “ u´ ` v´ and v` ą v´,
1 ´ shock waves if u` ` v` “ u´ ` v´ and v` ă v´,
2 ´ rarefaction waves if u` ´ v` “ u´ ´ v´ and v` ą v´,
2 ´ shock waves if u` ´ v` “ u´ ´ v´ and v` ă v´,
Composite waves of two rarefaction waves if u` ` v` ą u´ ` v´

and u` ´ v` ă u´ ´ v´,
Composite waves of two viscous shock waves if u` ` v` ă u´ ` v´

and u` ´ v` ą u´ ´ v´,
1 ´ rarefaction waves and 2 ´ shock waves if u` ` v` ă u´ ` v´

and u` ´ v` ă u´ ´ v´,
1 ´ shock waves and 2 ´ rarefaction waves if u` ` v` ą u´ ` v´

and u` ´ v` ą u´ ´ v´.

4.3 Nonlinear Stability of Constant States

If the end states pu´, v´q and pu`, v`q are connected by a constant, say pu`, v`q “
pu´, v´q “: pū, v̄q, and if the initial value (4.1.2) is a perturbation of the constant

state pū, v̄q in H1pRq, we have the following global asymptotic stability results.
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Theorem 4.1. Let pu0 ´ ū, v0 ´ v̄q P H1pRq. Then there exists a unique global

solution pu, vqpx, tq to the Cauchy problem (4.1.1)-(4.1.2), which satisfies

pu ´ ū, v ´ v̄q P Cpr0,8q;H1q X L2pp0,8q;H2q.

Furthermore, the solution has the following asymptotic stability:

sup
xPR

|pu, vqpx, tq ´ pū, v̄q| Ñ 0, as t Ñ `8. (4.3.18)

4.3.1 Local Existence and the A Priori Estimates

For the case pu`, v`q “ pu´, v´q “ pū, v̄q, we seek the solution of (4.1.1)-(4.1.2) in

the following solution space:

X1p0, T q “ tpu, vq : pu ´ ū, v ´ v̄q P Cpr0, T s;H1q; pux, vxq P L2pp0, T q;H1qu.

The construction on the local existence of solutions is standard based on iteration

argument and fixed point theorem (cf.[33]). We omit the details for brevity.

Lemma 4.1 (Local existence). If pu0 ´ ū, v0 ´ v̄q P H1pRq, then there exists a

positive constant T0 such that the Cauchy problem (4.1.1)-(4.1.2) admits a unique

smooth solution pu, vq P X1p0, T0q satisfying

}pup¨, tq ´ ū, vp¨, tq ´ v̄q}1 ď 2}pu0 ´ ū, v0 ´ v̄q}1, for all 0 ď t ď T0. (4.3.19)

Proposition 4.1 (A priori estimates). Suppose the Cauchy problem (4.1.1)-(4.1.2)

has a solution pu, vq P X1p0, T q for some T ą 0. Then there exists a constant C

independent of T such that

}pup¨, tq ´ ū, vp¨, tq ´ v̄q}21 ` D

ż t

0

}uxp¨, τq}21dτ ` μ

ż t

0

}vxp¨, τq}21dτ

ď C}pu0 ´ ū, v0 ´ v̄q}21.
(4.3.20)

By continuing a unique local solution with the a priori estimates, we have the

following proposition.
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Proposition 4.2. There exists a unique global solution pu, vq P X1p0,8q to (4.1.1)-

(4.1.2) such that

‖pu ´ ū, v ´ v̄q‖21 ` D

ż 8

0

‖uxp¨, tq‖21 dt ` μ

ż 8

0

‖vxp¨, tq‖21 dt ď C}pu0 ´ ū, v0 ´ v̄q}21.
(4.3.21)

We are now in a position to prove Theorem 4.1.

Proof. The proof of global existence in Theorem 4.1 is a consequence of the Proposi-

tion 4.2 . Next we derive (4.3.18). From (4.3.21), one has }pup¨, tq´ū, vp¨, tq´ v̄q}L2 ď
C and

}puxp¨, tq, vxp¨, tqq}L2 Ñ 0 as t Ñ 8.

Consequently, for all x P R, it follows that

pupx, tq ´ ūq2 “ 2

ż x

´8
pupy, tq ´ ūqpupy, tq ´ ūqydy

ď 2

ˆż
pupy, tq ´ ūq2dy

˙ 1
2

ˆż
u2
ydy

˙ 1
2

ď 2C}uxp¨, tq}L2 Ñ 0 as t Ñ 8.

(4.3.22)

This implies sup
xPR

|upx, tq´ū| Ñ 0 as t Ñ 8. Similarly, we can prove sup
xPR

|vpx, tq´v̄| Ñ

0 as t Ñ 8. Hence (4.3.18) is proved and the proof of Theorem 4.1 is completed.

4.3.2 Proof of the A Priori Estimates

In this subsection, we are devoted to proving Proposition 4.1 based on the energy

estimates.

Proof. Letting φ “ u´ ū and ψ “ v´ v̄, and substituting pφ, ψq into (4.1.1), we have

#
φt ` pūψ ` v̄φ ` φψqx “ Dφxx,

ψt ` `
1
2
φ2 ` 1

2
ψ2 ` ūφ ` v̄ψ

˘
x

“ μψxx.
(4.3.23)
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Step 1 (L2-estimates). Multiplying the first equation of (4.3.23) by φ and second

equation by ψ, adding them and integrating the resulting equation with respect to

x, we end up with

d

dt

ż ˆ
φ2

2
` ψ2

2

˙
dx ` D

ż
φ2
xdx ` μ

ż
ψ2
xdx

“ ´
ż

pūψ ` v̄φ ` φψqxφdx ´
ż ˆ

φ2

2
` ψ2

2
` ūφ ` v̄ψ

˙
x

ψdx

“ ´
ż ˆ

v̄
φ2

2
` v̄

ψ2

2
` ψ3

3
` ūφψ ` φ2ψ

˙
x

dx “ 0.

(4.3.24)

Hence

ż ˆ
φ2

2
` ψ2

2

˙
dx ` D

ż t

0

ż
φ2
xdxdτ ` μ

ż t

0

ż
ψ2
xdxdτ “

ż ˆ
φ2
0

2
` ψ2

0

2

˙
dx,

which yields

}pup¨, tq ´ ū, vp¨, tq ´ v̄q}2L2 ` 2D

ż t

0

}uxp¨, τq}2L2dτ ` 2μ

ż t

0

}vxp¨, τq}2L2dτ

“ }pu0 ´ ū, v0 ´ v̄q}2L2 .

(4.3.25)

Step 2 (H1-estimates). Multiplying the first equation of (4.3.23) by ´φxx and second

equation by ´ψxx, adding them and integrating the results with respect to x yield

that

d

dt

ż ˆ
φ2
x

2
` ψ2

x

2

˙
dx ` D

ż
φ2
xxdx ` μ

ż
ψ2
xxdx

“
ż

pūψ ` v̄φ ` φψqxφxxdx `
ż ˆ

φ2

2
` ψ2

2
` ūφ ` v̄ψ

˙
x

ψxxdx

ď
ż
φψxφxxdx `

ż
ψφxφxxdx `

ż
φφxψxxdx `

ż
ψψxψxxdx

` ū2

D
‖ψx‖2L2 ` D

4
}φxx}2L2 ` ū2

μ
‖φx‖2L2 ` μ

4
}ψxx}2L2 .

(4.3.26)
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Using (4.3.25), we have ‖pφ, ψq‖L2 ď C, and henceż
φψxφxxdx `

ż
ψφxφxxdx

ď ‖ψx‖L8 ‖φ‖L2 ‖φxx‖L2 ` ‖φx‖L8 ‖ψ‖L2 ‖φxx‖L2

ď 4

D
p‖ψx‖2L8 ‖φ‖2L2 ` ‖φx‖2L8 ‖ψ‖2L2q ` D

8
‖φxx‖2L2

ď C ‖ψx‖L2 ‖ψxx‖L2 ` C ‖φx‖L2 ‖φxx‖L2 ` D

8
‖φxx‖2L2

ď Cp‖φx‖2L2 ` ‖ψx‖2L2q ` 3D

16
‖φxx‖2L2 ` μ

16
‖ψxx‖2L2 .

(4.3.27)

Similarly, we haveż
φφxψxxdx `

ż
ψψxψxxdx

ď 8

μ
‖φx‖2L8 ‖φ‖2L2 ` μ

32
}ψxx}2L2 ` 8

μ
‖ψx‖2L8 ‖ψ‖2L2 ` μ

32
}ψxx}2L2

ď C ‖φx‖L2 ‖φxx‖L2 ` C ‖ψx‖L2 ‖ψxx‖L2 ` μ

16
}ψxx}2L2

ď Cp‖φx‖2L2 ` ‖ψx‖2L2q ` D

16
‖φxx‖2L2 ` 3μ

16
‖ψxx‖2L2 .

(4.3.28)

Substituting (4.3.27) and (4.3.28) into (4.3.26), we have

d

dt

ż ˆ
φ2
x

2
` ψ2

x

2

˙
dx ` D

2

ż
φ2
xxdx ` μ

2

ż
ψ2
xxdx ď Cp}φx}2L2 ` }ψx}2L2q. (4.3.29)

Integrating (4.3.29) over r0, ts and using (4.3.25), we get

}pux, vxqp¨, tq}2L2 ` D

ż t

0

}uxxp¨, τq}2L2dτ ` μ

ż t

0

}vxxp¨, τq}2L2dτ ď C}pu0 ´ ū, v0 ´ v̄q}21.

(4.3.30)

The combination of (4.3.25) and (4.3.30) yields (4.3.20). Then the proof of Proposi-

tion 4.1 is completed.
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4.4 Nonlinear Stability of Rarefaction Waves

Without loss of generality, we consider 1-rarefaction wave solutions pur, vrqpx{tq
of the Riemann problem (4.1.3) only and analysis can be directly applied to 2-

rarefaction wave. Using (4.2.8), we can separate the variables u and v in (4.1.3) such

that u satisfies the Riemann problem

$’&’%
ut ` pu´ ` v´ ´ 2uqux “ 0,

upx, 0q “ ur
0pxq “

#
u´, x ă 0,

u`, x ą 0

(4.4.31)

and v satisfies the Riemann problem

$’&’%
vt ` p2v ´ u´ ´ v´qvx “ 0,

vpx, 0q “ vr0pxq “
#
v´, x ă 0,

v`, x ą 0.

(4.4.32)

Employing the method of characteristics, we can solve (4.4.31) and obtain the rar-

efaction wave urpx{tq as follows

urpx{tq “

$’&’%
u´, x

t
ď v´ ´ u´,

u´`v´
2

´ x
2t
, v´ ´ u´ ď x

t
ď v` ´ u`,

u`, x
t

ě v` ´ u`.
(4.4.33)

Similarly, the rarefaction wave vrpx{tq of (4.4.32) can be obtained as

vrpx{tq “

$’&’%
v´, x

t
ď v´ ´ u´,

u´`v´
2

` x
2t
, v´ ´ u´ ď x

t
ď v` ´ u`,

v`, x
t

ě v` ´ u`.
(4.4.34)

Then the result on asymptotic stability of the 1-rarefaction waves pur, vrqpx{tq is as

follows.
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Theorem 4.2. Let pu`, v`q P R1pu´, v´q and v` ą v´. Assume pu0 ´ ur
0, v0 ´ vr0q P

L2pRq and pu0x, v0xq P L2pRq, then the Cauchy problem (4.1.1)-(4.1.2) has a unique

global solution pu, vq satisfying#
pu ´ ur, v ´ vrq P Cpr0,8q;L2q X L8pp0,8q;L2q,
pux, vxq P Cpr0,8q;L2q X L8pp0,8q;L2q X L2pp0,8q;H1q,

and

sup
xPR

|pu, vqpx, tq ´ pur, vrqpx{tq| Ñ 0, as t Ñ `8. (4.4.35)

Remark 4.1. If pu`, v`q P R2pu´, v´q and v` ą v´, similar stability result can be

obtained.

4.4.1 Smooth Approximate Solutions

To study the nonlinear stability of rarefaction waves, we first construct a smooth

approximation of solutions pur, vrqpx{tq of the Riemann problem (4.1.3). It is well-

known (e.g. see [65]) that the Riemann problem of the Burgers equation

$’&’%
wt ` wwx “ 0, x P R, t ą 0,

wpx, 0q “ wr
0pxq “

#
v´ ´ u´, x ă 0,

v` ´ u`, x ą 0,

(4.4.36)

where v´ ´ u´ ď v` ´ u`, has a continuous weak solution wrpx{tq of the form

wrpx{tq “

$’&’%
v´ ´ u´, x

t
ď v´ ´ u´,

x
t
, v´ ´ u´ ď x

t
ď v` ´ u`,

v` ´ u`, x
t

ě v` ´ u`.
(4.4.37)

Then the 1-rarefaction wave solutions pur, vrqpx{tq given by (4.4.33) and (4.4.34) can

be written as

urpx{tq “ u´ ` v´ ´ wrpx{tq
2

, vrpx{tq “ u´ ` v´ ` wrpx{tq
2

. (4.4.38)
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We approximate wrpx{tq by the solution wpx, tq of the following initial value problem:

#
wt ` wwx “ 0, x P R, t ą 0,

wpx, 0q “ w0pxq :“ v`´u``v´´u´
2

` v`´u`´v´`u´
2

kq
şεx
0

p1 ` y2q´qdy,
(4.4.39)

where ε ą 0 is a constant to be determined later and kq is a constant such that

kq
ş8
0

p1 ` y2q´qdy “ 1 for each q ą 3
2
. Then the solution of the Cauchy problem

(4.4.39) has the following properties.

Lemma 4.2 ([65]). If v´ ´ u´ ă v` ´ u`, then the Cauchy problem (4.4.39) has a

unique smooth global solution wpx, tq satisfying the following:

piq v´ ´ u´ ă wpx, tq ă v` ´ u`, wxpx, tq ą 0, for px, tq P R ˆ R`.

piiq For any p P r1,8s, there exists a constant Cp,q such that for any t P R`

‖wxp¨, tq‖Lp ď Cp,q min
!
ε1´ 1

p , p1 ` tq´1` 1
p

)
,

‖wxxp¨, tq‖Lp ď Cp,q min
!
ε2´ 1

p , εp1´ 1
2q

qp1´ 1
p

qp1 ` tq´1´ p´1
2pq

)
.

(4.4.40)

piiiq lim
tÑ8 sup

xPR
|wpx, tq ´ wrpx{tq| “ 0.

Using (4.4.38) and Lemma 4.2, the smooth approximation of the rarefaction wave

profile pur, vrqpx{tq can be constructed via

rU “ u´ ` v´ ´ w

2
, rV “ u´ ` v´ ` w

2
, (4.4.41)

which satisfy

$’’&’’%
rUt ` p rU rV qx “ 0,rVt ` p1

2
rU2 ` 1

2
rV 2qx “ 0,

p rU, rV qpx, 0q “ p rU0, rV0qpxq “
´

u´`v´´w0pxq
2

, u´`v´`w0pxq
2

¯
,

(4.4.42)

where w0 is defined in (4.4.39). Moreover the following properties can be readily

verified.
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Lemma 4.3. The smooth function p rU, rV qpx, tq given in (4.4.41) has the following

properties:

piq rVx “ ´ rUx ą 0.

piiq For any p P r1,`8s, there exists a positive constant Cp,q such that

∥
∥
∥p rUx, rVxqp¨, tq

∥
∥
∥
Lp

ď Cp,q mintε1´ 1
p , p1 ` tq´1` 1

p u,
∥
∥
∥p rUxx, rVxxqp¨, tq

∥
∥
∥
Lp

ď Cp,q min
!
ε2´ 1

p , εp1´ 1
2q

qp1´ 1
p

qp1 ` tq´1´ p´1
2pq

)
.

In particular, for p ą 1, it holds that

ż 8

0

∥
∥
∥p rUxx, rVxxq

∥
∥
∥
Lp

dt ď Cp,q. (4.4.43)

piiiq lim
tÑ8 sup

xPR

ˇ̌̌
pur ´ rU, vr ´ rV qpx, tq

ˇ̌̌
“ 0.

Proof. The properties piiq and piiiq can de derived from Lemma 4.2 and (4.4.41)

directly. We only need to prove piq. Indeed, using (4.4.41) and Lemma 4.2 piq, we
have rVx ´ rUx “ wxpx, tq ą 0, rUx “ ´rVx, (4.4.44)

which implies rVx “ ´ rUx ą 0.

4.4.2 Local Existence and the A Priori Estimates

By the approximate smooth solution p rU, rV q constructed in (4.4.41), we define pφ, ψq “
pu ´ rU, v ´ rV q and rewrite the Cauchy problem (4.1.1)-(4.1.2) as

#
φt ` p rUψ ` rV φ ` φψqx “ Dφxx ` DrUxx,

ψt ` 1
2
pφ2 ` ψ2qx ` prV ψ ` rUφqx “ μψxx ` μrVxx

(4.4.45)

with initial data

pφ, ψqpx, 0q “ pφ0, ψ0qpxq “ pu0pxq ´ rU0pxq, v0pxq ´ rV0pxqq, (4.4.46)
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where (4.4.42) has been used.

We seek the solution of (4.4.45)-(4.4.46) in the space X2p0, T q defined by

X2p0, T q “ tpφ, ψq : pφ, ψq P Cpr0, T s;H1q; pφx, ψxq P L2pp0, T q;H1qu.

Then we can obtain the following proposition on the local existence of solutions of

system (4.4.45)-(4.4.46). The proof of the local existence of solutions is standard and

is based on an iteration argument and a fixed point theorem (cf. [102]). We state

the local existence theorem without proof.

Proposition 4.3 (Local existence). If pφ0, ψ0q P H1, then there exists a positive

constant T0 such that the Cauchy problem (4.4.45)-(4.4.46) admits a unique solution

pφ, ψq P X2p0, T0q satisfying

‖pφ, ψqp¨, tqq‖1 ď 2 ‖pφ0, ψ0q‖1 , for all 0 ď t ď T0. (4.4.47)

Furthermore, we can show that the solutions of system (4.4.45)-(4.4.46) have the

following the a priori estimates by using the energy estimates method.

Proposition 4.4 (A priori estimates). Suppose the Cauchy problem (4.4.45)-(4.4.46)

has a solution pφ, ψq P X2p0, T q for some T ą 0. Then there exists a constant C

independent of T such that

‖pφ, ψqp¨, tq‖21 ` D

ż t

0

‖φxp¨, τq‖21 dτ ` μ

ż t

0

‖ψxp¨, τq‖21 dτ `
ż t

0

}
brVxpφ ´ ψqp¨, τq}2L2dτ

`
ż t

0

}
brVxpφx, ψxqp¨, τq}2L2dτ ď Cp‖pφ0, ψ0q‖21 ` 1q, for all t P r0, T s.

(4.4.48)

The combination of local existence of solutions and the a priori estimates implies

the following proposition by using the continuity argument.
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Proposition 4.5. There exists a unique global solution pφ, ψq P X2p0,8q to (4.4.45)-

(4.4.46) such that

‖pφ, ψqp¨, tq‖21 ` D

ż 8

0

‖φxp¨, tq‖21 dt ` μ

ż 8

0

‖ψxp¨, tq‖21 dt ď C ‖pφ0, ψ0q‖21 . (4.4.49)

With the above lemmas in hand, we now prove Theorem 4.2.

Proof of Theorem 4.2 . From Proposition 4.5, one has ‖pφ, ψqp¨, tq‖L2 ď C and

}pφx, ψxqp¨, tq}L2 Ñ 0 as t Ñ 8.

Hence, the same argument as in the proof of Theorem 4.1 leads to

sup
xPR

|upx, tq ´ rUpx, tq| Ñ 0 as t Ñ 8 (4.4.50)

and

sup
xPR

|vpx, tq ´ rV px, tq| Ñ 0 as t Ñ 8. (4.4.51)

The combination of (4.4.50) and Lemma 4.3 piiiq gives

sup
xPR

|upx, tq´urpx{tq| ď sup
xPR

|upx, tq´ rUpx, tq|`sup
xPR

|urpx{tq´ rUpx, tq| Ñ 0 as t Ñ 8,

Similarly, the combination of (4.4.51) and Lemma 4.3 piiiq gives

sup
xPR

|vpx, tq ´ vrpx{tq| Ñ 0 as t Ñ 8.

Then the proof of Theorem 4.2 is completed.

4.4.3 Proof of the A Priori Estimates

To prove Proposition 4.4, we first derive the L2-estimates of pφ, ψq.
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Lemma 4.4 (L2-estimates). Let pφ, ψq P X2p0, T q be a solution of (4.4.45)-(4.4.46)

for some T ą 0. Then it holds that

‖pφ, ψqp¨, tq‖2L2 ` D

ż t

0

‖φxp¨, τq‖2L2 dτ ` μ

ż t

0

‖ψxp¨, τq‖2L2 dτ

`
ż t

0

}
brVxpφ ´ ψqp¨, τq}2L2dτ ď Cp‖pφ0, ψ0q‖2L2 ` 1q,

(4.4.52)

where C is a constant independent of T .

Proof. We multiply the first equation of (4.4.45) by φ and the second by ψ, then

integrate the results with respect to x to have

1

2

d

dt

ż
pφ2 ` ψ2qdx ` D

ż
φ2
xdx ` μ

ż
ψ2
xdx

“ ´
ż

p rUψ ` rV φ ` ψφqxφdx ´
ż

prV ψ ` rUφqxψdx ´
ż
φφxψdx

` D

ż rUxxφdx ` μ

ż rVxxψdx.

(4.4.53)

Notice that

$&%p rUψ ` rV φ ` ψφqxφ “
´ rUφψ ` rV φ2

2
` φ2ψ

¯
x

` 1
2

rVxφ
2 ´ rUψφx ´ φφxψ,

prV ψ ` rUφqxψ “
´ rV

2
ψ2 ` rUφψ

¯
x

` 1
2

rVxψ
2 ´ rUφψx.

(4.4.54)

Substituting (4.4.54) into (4.4.53) and using Lemma 4.3 piq, we have

1

2

d

dt

ż
pφ2 ` ψ2qdx ` D

ż
φ2
xdx ` μ

ż
ψ2
xdx ` 1

2

ż rVxpφ2 ` ψ2qdx

“
ż rUpφψqxdx ` D

ż rUxxφdx ` μ

ż rVxxψdx

“
ż rVxφψdx ` D

ż rUxxφdx ` μ

ż rVxxψdx,
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which yields

d

dt

ż
pφ2 ` ψ2qdx ` 2D

ż
φ2
xdx ` 2μ

ż
ψ2
xdx `

ż rVxpφ ´ ψq2dx

“ 2D

ż rUxxφdx ` 2μ

ż rVxxψdx

ď 2D} rUxx}L2 ‖φ‖L2 ` 2μ}rVxx}L2 ‖ψ‖L2

ď D2} rUxx}L2 ` } rUxx}L2 ‖φ‖2L2 ` μ2}rVxx}L2 ` }rVxx}L2}ψ}2L2 ,

(4.4.55)

where we have used the Hölder and Cauchy-Schwarz inequalities. Applying Gron-

wall’s inequality to (4.4.55), we obtain (4.4.52) by using (4.4.43) and the fact rVx ą 0

in Lemma 4.3.

Lemma 4.5 (H1-estimates). Suppose the Cauchy problem (4.4.45)-(4.4.46) has a so-

lution pφ, ψq P X2p0, T q for some T ą 0. Then there exists a constant C independent

of T such that

‖pφx, ψxqp¨, tq‖2L2 ` D

ż t

0

‖φxxp¨, τq‖2L2 dτ ` μ

ż t

0

‖ψxxp¨, τq‖2L2 dτ

`
ż t

0

}
brVxpφx, ψxqp¨, τq}2L2dτ ď Cp‖pφ0, ψ0q‖21 ` 1q.

(4.4.56)

Proof. Multiplying the first equation of (4.4.45) by ´φxx and the second by ´ψxx,

and integrating them with respect to x, we end up with

1

2

d

dt

ż
pφ2

x ` ψ2
xqdx ` D

ż
φ2
xxdx ` μ

ż
ψ2
xxdx ` 3

2

ż rVxpφ2
x ` ψ2

xqdx

“
ż
φφxψxxdx `

ż
ψψxψxxdx `

ż
φψxφxxdx `

ż
φxψφxxdx

´
ż rVxxpφφx ` ψψxqdx ´

ż rUxxpψφx ` φψxqdx

´ 3

ż rUxφxψxdx ´ D

ż rUxxφxxdx ´ μ

ż rVxxψxxdx.

(4.4.57)
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Integrating (4.4.57) with respect to t leads to

1

2

ż
pφ2

x ` ψ2
xqdx ` D

ż t

0

ż
φ2
xxdxdτ ` μ

ż t

0

ż
ψ2
xxdxdτ ` 3

2

ż t

0

ż rVxpφ2
x ` ψ2

xqdxdτ

“ 1

2
‖pφ0x, ψ0xq‖2L2 `

9ÿ
j“1

Ij,

(4.4.58)

where

9ÿ
j“1

Ij “
ż t

0

ż
φφxψxxdxdτ `

ż t

0

ż
ψψxψxxdxdτ `

ż t

0

ż
φψxφxxdxdτ

`
ż t

0

ż
ψφxφxxdxdτ ´

ż t

0

ż rVxxpφφx ` ψψxqdxdτ ´
ż t

0

ż rUxxpψφx ` φψxqdxdτ

´ 3

ż t

0

ż rUxφxψxdxdτ ´ D

ż t

0

ż rUxxφxxdxdτ ´ μ

ż t

0

ż rVxxψxxdxdτ.

Using Lemma 4.4, one has ‖pφ, ψqp¨, tq‖2L2`şt
0
‖pφx, ψxqp¨, τq‖2L2 dτ ď Cp‖pφ0, ψ0q‖2L2`

1q. Then

I1 ď
ż t

0

ż
|φφxψxx|dxdτ

ď 2

μ

ż t

0

ż
φ2φ2

xdxdτ ` μ

8

ż t

0

‖ψxx‖2L2 dτ

ď 2

μ

ż t

0

‖φx‖2L8 ‖φ‖2L2 dτ ` μ

8

ż t

0

‖ψxx‖2L2 dτ

ď C

ż t

0

‖φxx‖L2 ‖φx‖L2 dτ ` μ

8

ż t

0

‖ψxx‖2L2 dτ

ď C

ż t

0

‖φx‖2L2 dτ ` D

8

ż t

0

‖φxx‖2L2 dτ ` μ

8

ż t

0

‖ψxx‖2L2 dτ

ď Cp‖pφ0, ψ0q‖2L2 ` 1q ` D

8

ż t

0

‖φxx‖2L2 dτ ` μ

8

ż t

0

‖ψxx‖2L2 dτ.

(4.4.59)
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Applying the same procedure to I2, I3 and I4, we have

I2 ` I3 ` I4

ď
ż t

0

ż
|ψψxψxx|dxdτ `

ż t

0

ż
|φψxφxx|dxdτ `

ż t

0

ż
|ψφxφxx|dxdτ

` μ

16

ż t

0

‖ψxx‖2L2 dτ ` D

16

ż t

0

‖φxx‖2L2 dτ

ď Cp‖pφ0, ψ0q‖2L2 ` 1q ` μ

8

ż t

0

‖ψxx‖2L2 dτ ` D

8

ż t

0

‖φxx‖2L2 dτ.

(4.4.60)

Using the Hölder and Cauchy-Schwarz inequalities, we can estimate the terms I5, I6

and I7 as follows:

I5 ` I6 ` I7

ď
ż t

0

ż
|rVxxpφφx ` ψψxq|dxdτ `

ż t

0

ż
| rUxxpψφx ` φψxq|dxdτ ` 3

ż t

0

ż
| rUxφxψx|dxdτ

ď
ż t

0

}rVxx}L8 p‖φ‖L2 ‖φx‖L2 ` ‖ψ‖L2 ‖ψx‖L2q dτ `
ż t

0

} rUxx}L8 p‖ψ‖L2 ‖φx‖L2 ` ‖φ‖L2 ‖ψx‖L2q dτ

` 3

2

ż t

0

} rUx}L8p‖φx‖2L2 ` ‖ψx‖2L2qdτ

ď 1

2

ż t

0

p} rUxx}L8 ` }rVxx}L8q ‖pφ, ψq‖2L2 dτ ` 1

2

ż t

0

p} rUxx}L8 ` }rVxx}L8q ‖pφx, ψxq‖2L2 dτ

` 3

2

ż t

0

} rUx}L8p‖φx‖2L2 ` ‖ψx‖2L2qdτ.
(4.4.61)

From Lemma 4.3 piiq, we have

}p rUx, rUxx, rVxxq}L8 ď C and

ż t

0

}p rUxx, rVxxq}L8dτ ď C. (4.4.62)

Substituting (4.4.62) into (4.4.61), and using Lemma 4.4, one has

I5 ` I6 ` I7 ď C

ż t

0

p} rUxx}L8 ` }rVxx}L8qdτ ` C

ż t

0

p‖φx‖2L2 ` ‖ψx‖2L2qdτ

ď Cp‖pφ0, ψ0q‖2L2 ` 1q.
(4.4.63)
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Finally, we use the Hölder’s inequality, Cauchy-Schwarz inequality and Lemma 4.3

piiq to estimate the last two terms I8 and I9 as follows

I8 ` I9 ď D

ż t

0

ż
| rUxxφxx|dxdτ ` μ

ż t

0

ż
|rVxxψxx|dxdτ

ď D

ż t

0

} rUxx}2L2dτ ` μ

ż t

0

}rVxx}2L2dτ ` D

4

ż t

0

‖φxx‖2L2 dτ ` μ

4

ż t

0

‖ψxx‖2L2 dτ

ď C ` D

4

ż t

0

‖φxx‖2L2 dτ ` μ

4

ż t

0

‖ψxx‖2L2 dτ.

(4.4.64)

Substituting (4.4.59), (4.4.60), (4.4.63) and (4.4.64) into (4.4.58), we obtain

1

2

ż
pφ2

x ` ψ2
xqdx ` D

2

ż t

0

ż
φ2
xxdxdτ ` μ

2

ż t

0

ż
ψ2
xxdxdτ ` 3

2

ż t

0

ż rVxpφ2
x ` ψ2

xqdxdτ

ď 1

2
‖pφ0x, ψ0xq‖2L2 ` Cp‖pφ0, ψ0q‖2L2 ` 1q

ď Cp‖pφ0, ψ0q‖21 ` 1q,

which implies (4.4.56). Then we complete the proof of Lemma 4.5.

Then, the combination of Lemma 4.4 and Lemma 4.5 yields Proposition 4.4.

4.5 Nonlinear Stability of Viscous Shock Waves

The existence of traveling wave solutions of (4.1.1) with 0 ď u` ă u´ and 0 ď v` ă
v´ was established in [40] by the phase plane analysis and the nonlinear stability

of traveling wave solutions was prove only for u` ą 0 by the method of energy

estimates, whereas the stability for u` “ 0 remains open. In this section, we shall

solve this open question by using the weighted energy estimates. Toward this end,

we identify the decay rates of traveling wave solutions as z Ñ ˘8 and choose

appropriate exponential weight functions. For completeness, we shall briefly recall
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the existence of traveling wave solutions for u` “ 0 and derive the asymptotic decay

rates of traveling wave solutions.

The traveling wave solution of (4.1.1) with (4.1.2) is a special solution in the form

pu, vqpx, tq “ pU, V qpzq, z “ x ´ st,

where pU, V q P C8pRq satisfies

#
´sU 1 ` pUV q1 “ DU2,
´sV 1 ` 1

2
pU2 ` V 2q1 “ μV 2 (4.5.65)

with boundary condition

Up˘8q “ u˘, V p˘8q “ v˘, U 1p˘8q “ V 1p˘8q “ 0, (4.5.66)

where 1 “ d
dz
. Integrating (4.5.65) once yields that

#
DU 1 “ ´sU ` UV ` �1,

μV 1 “ ´sV ` 1
2
pU2 ` V 2q ` �2,

(4.5.67)

where �1 and �2 are constants satisfying

#
�1 “ su` ´ u`v` “ su´ ´ u´v´,
�2 “ sv` ´ 1

2
pu2` ` v2`q “ sv´ ´ 1

2
pu2´ ` v2´q

which gives #
spu` ´ u´q “ u`v` ´ u´v´,
spv` ´ v´q “ 1

2
pu2` ` v2`q ´ 1

2
pu2´ ` v2´q. (4.5.68)

Then (4.5.68) with u` “ 0 yields

s2 ´ v´s “ 0, (4.5.69)

and hence s “ 0 or s “ v´, which corresponds to the wave speed of the 1st and

2nd characteristic family of shock waves of (4.1.1). If pu`, v`q P S1pu´, v´q, using
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(4.2.14), we have u` “ ´v` ` u´ ` v´ and v` ă v´, which yield 0 “ u` ą
u´ and v` ă v´. Similarly, when pu`, v`q P S2pu´, v´q, from (4.2.16), we obtain

u` ´ u´ “ v` ´ v´ and v` ă v´, which imply that

0 “ u` ă u´ and v` ă v´, (4.5.70)

In this chapter, we consider the case s “ v´ only and the analysis for s “ 0 is similar.

We first have the following existence results for the 2-shock profile pU, V qpx ´ stq.

Lemma 4.6. Let u˘ and v˘ satisfy (4.5.70). Then there exists a monotone shock

profile pU, V qpx ´ stq to the system (4.5.65)-(4.5.66) with wave speed s “ v´, which

is unique up to a translation and satisfies Uz ă 0, Vz ă 0. Furthermore, the solution

profile pU, V qpx ´ stq decays exponentially at ˘8 with rates

U ´ u˘ „ eσ˘z, as z Ñ ˘8;

V ´ v˘ „ eσ˘z, as z Ñ ˘8
(4.5.71)

where

σ´ “ u´?
Dμ

, σ` “
#

v`´s
D

, D ą μ,
v`´s
μ

, D ă μ.
(4.5.72)

Proof. The existence of monotone shock profiles pU, V qpx ´ stq to system (4.5.65)-

(4.5.66) has been proved in [40] by the phase plane analysis. It remains only to

derive the asymptotic decay rates which are eigenvalues of the linearized system at

equilibria pu˘, v˘q. To see this, we linearize the system (4.5.67) at pu˘, v˘q and

obtain the corresponding Jacobian matrix

Jpu˘, v˘q “
„ v˘´s

D
u˘
D

u˘
μ

v˘´s
μ

j
(4.5.73)

whose eigenvalue σ satisfies

σ2 ` D ` μ

Dμ
ps ´ v˘qσ ` ps ´ v˘q2 ´ u2˘

Dμ
“ 0. (4.5.74)
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By (4.5.70) and s “ v´, we can readily check that the equilibrium pu´, v´q is a saddle
and pu`, v`q is a stable node. Then solving the equation (4.5.74), we obtained the

decay rates as announced.

Then we proceed to consider the asymptotic stability of traveling wave solutions

obtained in Lemma 4.6 under the small initial perturbation of the form

ż `8

´8

ˆ
u0pxq ´ Upxq
v0pxq ´ V pxq

˙
dx “ x0

ˆ
u` ´ u´
v` ´ v´

˙
` βr1pu´, v´q. (4.5.75)

The coefficients x0 and β are uniquely determined by the initial data pu0pxq, v0pxqq.
When β ‰ 0, the diffusion wave will appear. The stability of viscous shock waves

with diffusion wave for small wave strength have been investigated previously (e.g.

see [62, 83]). The stability of shock waves with diffusion wave and large wave strength

still remains open up to present. In this paper we do not consider the diffusion wave

(i.e. assuming β “ 0) but consider large wave strength. Then by conservation law

(4.1.1), we can derive that

ż `8

´8

ˆ
upx, tq ´ Upx ` x0 ´ stq
vpx, tq ´ V px ` x0 ´ stq

˙
dx “

ż `8

´8

ˆ
u0pxq ´ Upx ` x0q
v0pxq ´ V px ` x0q

˙
dx

“
ż `8

´8

ˆ
u0pxq ´ Upxq
v0pxq ´ V pxq

˙
dx `

ż `8

´8

ˆ
Upxq ´ Upx ` x0q
V pxq ´ V px ` x0q

˙
dx

“
ż `8

´8

ˆ
u0pxq ´ Upxq
v0pxq ´ V pxq

˙
dx ´ x0

ˆ
u` ´ u´
v` ´ v´

˙
“

ˆ
0
0

˙
.

(4.5.76)

Thus we decompose the solution of (4.1.1) into the form

pu, vqpx, tq “ pU, V qpx ` x0 ´ stq ` pφz, ψzqpz, tq, (4.5.77)

where

pφpz, tq, ψpz, tqq “
ż z

´8
pupy, tq ´ Upy ` x0 ´ stq, vpy, tq ´ V py ` x0 ´ stqq dy.
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Clearly, for all t ą 0, if follows from (4.5.76) that

φp˘8, tq “ ψp˘8, tq “ 0.

Without loss of generality, we assume x0 “ 0, otherwise we make a translation for

the traveling wave solutions. Hence, the initial value of the perturbation pφ, ψq is

given by

pφ0, ψ0qpzq “
ż z

´8
pu0 ´ U, v0 ´ V qpyqdy. (4.5.78)

Then we have the following stability results on the traveling wave solutions.

Theorem 4.3. Let (4.5.70) hold, and let pU, V qpx ´ stq be a traveling wave solution

obtained in Lemma 4.6. If D ě μ, there exists a constant ε0 ą 0 such that if

‖u0 ´ U‖1,w`‖v0 ´ V ‖1,w`}pφ0, ψ0q}w ď ε0, then the Cauchy problem (4.1.1)-(4.1.2)

has a unique global solution pu, vqpx, tq satisfying

pu ´ U, v ´ V q P Cpr0,8q;H1
wq X L2pp0,8q;H2

wq, (4.5.79)

where the weight function w is defined by as

wpzq :“ 1 ` eηz, η “ s ´ v`
D

ą 0. (4.5.80)

Furthermore, the solution has the following asymptotic stability:

sup
xPR

|pu, vqpx, tq ´ pU, V qpx ´ stq| Ñ 0, as t Ñ `8. (4.5.81)

Remark 4.2. To establish the L2-energy estimates, the conditions D ě μ is needed,

see (4.5.94). The nonlinear stability result for the case D ă μ still remains unknown.

Remark 4.3. When u` “ 0 and D ě μ, it can be easily verified that there exist

two constants C2 ą C1 ą 0 such that the traveling wave solution pU, V q obtained in

Lemma 4.6 satisfies

C1wpzq ď 1

Upzq ď C2wpzq for all z P R. (4.5.82)
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4.5.1 Reformulation of the Problem

Substituting (4.5.77) into (4.1.1), using (4.5.65) and integrating the system with

respect to z, we obtain the equations for the perturbation pφ, ψq
#
φt “ Dφzz ` ps ´ V qφz ´ Uψz ´ φzψz,

ψt “ μψzz ` ps ´ V qψz ´ Uφz ´ 1
2
pφ2

z ` ψ2
zq (4.5.83)

with initial data

pφ, ψqpz, 0q “ pφ0, ψ0qpzq, z P R, (4.5.84)

where pφ0, ψ0q is defined in (4.5.78). We look for solutions of the reformulated system

(4.5.83) in the following solution space:

X3p0, T q “ �pφ, ψq : pφ, ψq P Cpr0, T s;H2
wq, pφz, ψzq P L2pp0, T q;H2

wq(
,

where the weight function w is defined by (4.5.80).

Clearly, if φ P H2
w, then φ P H2 because w ě 1. Define

Nptq :“ sup
τPr0,ts

p}φp¨, τq}2,w ` }ψp¨, τq}2,wq.

By the Sobolev embedding inequality, one has

sup
τPr0,ts

t}φp¨, τq}L8 , }φzp¨, τq}L8 , }ψp¨, τq}L8 , }ψzp¨, τq}L8u ď Nptq. (4.5.85)

Then we have the following local existence theorem on the reformulated problem

(4.5.83).

Proposition 4.6 (Local existence). For any ε2 ą 0, there exists a positive constant

T0 depending on ε2 such that if pφ0, ψ0q P H2
w with Np0q ď ε2, then the problem

(4.5.83)-(4.5.84) has a unique solution pφ, ψq P X3p0, T0q satisfying Nptq ď 2Np0q
for any 0 ď t ď T0.
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The local existence in Proposition 4.6 can be proved by the standard argument

(cf. [74]). So we omit the details for brevity. Then Theorem 4.3 is a consequence of

the following theorem.

Theorem 4.4. Let (4.5.70) hold, and let D ě μ. Then there exists a positive constant

ε1, such that if Np0q ď ε1, then the Cauchy problem (4.5.83)-(4.5.84) has a unique

global solution pφ, ψq P X3p0,8q satisfying

}φp¨, tq}22,w ` }ψp¨, tq}22,w `
ż t

0

p}φzp¨, τq}22,w ` }ψzp¨, τq}22,wqdτ

ď C
´

}φ0}22,w ` }ψ0}22,w
¯

ď CN2p0q
(4.5.86)

for any t P r0,`8q. Moreover, it follows that

sup
zPR

|pφz, ψzqpz, tq| Ñ 0 as t Ñ 8. (4.5.87)

The global existence of pφ, ψq announced in Theorem 4.4 follows from the local

existence of solutions in Proposition 4.6 and the following a priori estimates.

Proposition 4.7 (A priori estimates). Assume that pφ, ψq P X3p0, T q is a solution

obtained in Proposition 4.6 for a positive constant T . Then there is a positive constant

ε3 ą 0, independent of T , such that if

Nptq ď ε3

for any 0 ď t ď T , then the solution pφ, ψq of (4.5.83)-(4.5.84) satisfies (4.5.86) for

any 0 ď t ď T .

Now we are in a position to prove Theorem 4.4. In fact we only need to prove

(4.5.87). From the global estimate (4.5.86) we have

‖pφzp¨, tq, ψzp¨, tqq‖1,w Ñ 0 as t Ñ `8. (4.5.88)
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Hence, for all z P R, we have

φ2
zpz, tq “ 2

ż z

´8
φzφzzpy, tqdy

ď 2

ˆż 8

´8
φ2
zdy

˙1{2 ˆż 8

´8
φ2
zzdy

˙1{2
Ñ 0 as t Ñ `8.

(4.5.89)

Applying the same procedure to ψz leads to

ψzpz, tq Ñ 0 as t Ñ `8 for all z P R. (4.5.90)

Thus (4.5.87) is proved.

4.5.2 Weighted Energy Estimates

In this subsection, we shall prove Proposition 4.7 by using the weighted energy

estimates. In the following, we assume Nptq ă mintμ,Du without loss of generality.

Lemma 4.7 (L2-estimates). Let the assumptions of Theorem 4.4 hold and pφ, ψq P
X3p0, T q is a solution obtained in Proposition 4.6. Then there exists a constant C ą 0

such that

‖φp¨, tq‖2w`‖ψp¨, tq‖2w`D

ż t

0

‖φzp¨, τq‖2w dτ`μ

ż t

0

‖ψzp¨, τq‖2w dτ ď Cp‖φ0‖2w`‖ψ0‖2wq.

(4.5.91)

Proof. Multiplying the first equation of (4.5.83) by φ{U and the second by ψ{U ,

integrating the resultant equations with respect to z and adding them, we obtain

1

2

d

dt

ż
φ2 ` ψ2

U
dz ` D

ż
φ2
z

U
dz ` μ

ż
ψ2
z

U
dz

“ 1

2

ż „ˆ
D

U

˙
zz

´
ˆ
s ´ V

U

˙
z

j
φ2dz ` 1

2

ż „´ μ

U

¯
zz

´
ˆ
s ´ V

U

˙
z

j
ψ2dz

´
ż

φφzψz

U
dz ´ 1

2

ż
ψpφ2

z ` ψ2
zq

U
dz.

(4.5.92)
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Using (4.5.65) and the fact that u` “ 0, it can be checked that

ˆ
D

U

˙
zz

´
ˆ
s ´ V

U

˙
z

“ 2Uz

U3
ps ´ v`qu` “ 0. (4.5.93)

The combination of (4.5.65) and the facts Uz ă 0, Vz ă 0, s ´ V ą 0, U ą 0 and

D ě μ gives

´ μ

U

¯
zz

´
ˆ
s ´ V

U

˙
z

“ D ´ μ

DU

ˆ
Vz ` ps ´ V qUz

U

˙
ď0. (4.5.94)

Substituting (4.5.93) and (4.5.94) into (4.5.92) and integrating the equation with

respect to t, with the fact ‖pφ, ψqp¨, tq‖L8 ď Nptq, we derive

1

2

ż
φ2 ` ψ2

U
dz ` D

ż t

0

ż
φ2
z

U
dzdτ ` μ

ż t

0

ż
ψ2
z

U
dzdτ

` D ´ μ

2D

ż t

0

ż „
´Vz ` s ´ V

U
p´Uzq

j
ψ2

U
dzdτ

“ 1

2

ż
φ2
0 ` ψ2

0

U
dz ´

ż t

0

ż
φφzψz

U
dzdτ ´ 1

2

ż t

0

ż
ψpφ2

z ` ψ2
zq

U
dzdτ

ď 1

2

ż
φ2
0 ` ψ2

0

U
dz ` Nptq

2

ż t

0

ż ˆ
φ2
z

U
` ψ2

z

U

˙
dzdτ ` Nptq

2

ż t

0

ż
φ2
z ` ψ2

z

U
dzdτ

ď 1

2

ż
φ2
0 ` ψ2

0

U
dz ` Nptq

ż t

0

ż
φ2
z

U
dzdτ ` Nptq

ż t

0

ż
ψ2
z

U
dzdτ,

which yields that

ż
φ2 ` ψ2

U
dz ` 2pD´Nptqq

ż t

0

ż
φ2
z

U
dzdτ ` 2pμ´Nptqq

ż t

0

ż
ψ2
z

U
dzdτ ď

ż
φ2
0 ` ψ2

0

U
dz.

(4.5.95)

Then using the assumption Nptq ă mintμ,Du and Remark 4.3, we obtain (4.5.91)

from (4.5.95).
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Lemma 4.8 (H1-estimates). Let the assumptions of Lemma 4.7 hold. Then it follows

that

‖φp¨, tq‖21,w ` ‖ψp¨, tq‖21,w ` D

ż t

0

‖φzp¨, τq‖21,w dτ ` μ

ż t

0

‖ψzp¨, τq‖21,w dτ

ď C
´
‖φ0‖21,w ` ‖ψ0‖21,w

¯
,

(4.5.96)

where C ą 0 is a constant.

Proof. We differentiate (4.5.83) with respect to z to get

#
φzt “ Dφzzz ´ Vzφz ` ps ´ V qφzz ´ Uzψz ´ Uψzz ´ pφzψzqz,
ψzt “ μψzzz ´ Vzψz ` ps ´ V qψzz ´ Uzφz ´ Uφzz ´ 1

2
pφ2

z ` ψ2
zqz. (4.5.97)

Multiplying the first equation of (4.5.97) by φz{U and the second by ψz{U , after

some algebra, we have

1

2

d

dt

ż
φ2
z ` φ2

z

U
dz ` D

ż
φ2
zz

U
dz ` μ

ż
ψ2
zz

U
dz

“ 1

2

ż „ˆ
D

U

˙
zz

´
ˆ
s ´ V

U

˙
z

j
φ2
zdz ` 1

2

ż „´ μ

U

¯
zz

´
ˆ
s ´ V

U

˙
z

j
ψ2
zdz

´ 2

ż
Uz

U
φzψzdz ´

ż
Vz

U
pφ2

z ` ψ2
zqdz ´

ż
ψ2
zψzz ` 2ψzφzφzz ` ψzzφ

2
z

U
dz

ď ´2

ż
Uz

U
φzψzdz ´

ż
Vz

U
pφ2

z ` ψ2
zqdz ´

ż
ψ2
zψzz ` 2ψzφzφzz ` ψzzφ

2
z

U
dz,

(4.5.98)

where (4.5.93) and (4.5.94) have been used. Using (4.5.67) and the facts s “ v´, 0 “
u` ă U ă u´ and v` ă V ă v´, it is easy to check thatˇ̌̌̌

Uz

U

ˇ̌̌̌
“

ˇ̌̌̌
V ´ s

D

ˇ̌̌̌
ď v´ ´ v`

D
, |Vz| ď

ˇ̌̌̌
´ s

μ
V ` 1

2μ
pU2 ` V 2q ` ρ2

μ

ˇ̌̌̌
ď C. (4.5.99)

Integrating (4.5.98) in t and using the fact ψ2
z ď Cψ2

z

U
and (4.5.85), we obtain from
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(4.5.98) and (4.5.99) thatż
φ2
z ` φ2

z

U
dz ` 2D

ż t

0

ż
φ2
zz

U
dzdτ ` 2μ

ż t

0

ż
ψ2
zz

U
dzdτ

ď
ż

φ2
0z ` φ2

0z

U
dz ` v´ ´ v`

D

ż t

0

ż ˆ
Uψ2

z ` φ2
z

U

˙
dzdτ ` C

ż t

0

ż
φ2
z ` ψ2

z

U
dzdτ

` 2Nptq
ˆż t

0

ż
ψ2
z ` ψ2

zz

2U
dzdτ `

ż t

0

ż
φ2
z ` φ2

zz

U
dzdτ `

ż t

0

ż
φ2
z ` ψ2

zz

2U
dzdτ

˙

ď
ż

φ2
0z ` φ2

0z

U
dz ` C p1 ` Nptqq

ż t

0

ż
φ2
z ` ψ2

z

U
dzdτ ` 2Nptq

ż t

0

ż
φ2
zz ` ψ2

zz

U
dzdτ,

which entails thatż
φ2
z ` φ2

z

U
dz ` 2pD ´ Nptqq

ż t

0

ż
φ2
zz

U
dzdτ ` 2pμ ´ Nptqq

ż t

0

ż
ψ2
zz

U
dzdτ

ď
ż

φ2
0z ` φ2

0z

U
dz ` C p1 ` Nptqq

ż t

0

ż
φ2
z ` ψ2

z

U
dzdτ

ď Cp‖φ0z‖2w ` ‖ψ0z‖2wq ` C p1 ` Nptqq
ż t

0

p‖φzp¨, τq‖2w ` ‖ψzp¨, τq‖2wqdτ,

(4.5.100)

where we have used the fact 1
Upzq ď C2wpzq for all z P R (see Remark 4.3). The

combination (4.5.91) and (4.5.100) gives thatż
φ2
z ` φ2

z

U
dz ` 2pD ´ Nptqq

ż ż t

0

φ2
zz

U
dzdτ ` 2pμ ´ Nptqq

ż ż t

0

ψ2
zz

U
dzdτ

ď C
´
‖φ0‖21,w ` ‖ψ0‖21,w

¯
.

(4.5.101)

Using the fact C1wpzq ď 1
Upzq for all z P R (see Remark 4.3) and the assumption

Nptq ă mintμ,Du, we obtain (4.5.96) from (4.5.101).

Next, we give the estimates of the second order derivative of pφ, ψq.

Lemma 4.9 (H2-estimates). Let the assumptions of Lemma 4.7 hold. Then there
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exists a constant C ą 0 such that

‖φp¨, tq‖22,w ` ‖ψp¨, tq‖22,w ` D

ż t

0

‖φzp¨, τq‖22,w dτ ` μ

ż t

0

‖ψzp¨, τq‖22,w dτ

ď C
´
‖φ0‖22,w ` ‖ψ0‖22,w

¯
.

(4.5.102)

Proof. We differentiate (4.5.83) with respect to z twice to get

$’’’’&’’’’%
φzzt “ Dφzzzz ´ Vzzφz ´ 2Vzφzz ` ps ´ V qφzzz ´ Uzzψz ´ 2Uzψzz

´ Uψzzz ´ pφzψzqzz,
ψzzt “ μψzzzz ´ Vzzψz ´ 2Vzψzz ` ps ´ V qψzzz ´ Uzzφz ´ 2Uzφzz

´ Uφzzz ´ 1

2
pφ2

z ` ψ2
zqzz.

(4.5.103)

Multiplying the first equation of (4.5.103) by φzz{U and the second equation by

ψzz{U , using the facts

$’’’’’’&’’’’’’%

φzzzz ¨ φzz

U
“ `

φzzz ¨ φzz

U

˘
z

´ φ2
zzz

U
´ 1

2

´
φ2
zz

´
1
U

¯
z

¯
z

` 1
2

´
1
U

¯
zz
φ2
zz,

ps ´ V qφzzz ¨ φzz

U
“ 1

2

´
φ2
zz

ps´V q
U

¯
z

´ 1
2

´
s´V
U

¯
z
φ2
zz,

ψzzzz ¨ ψzz

U
“ `

ψzzz ¨ ψzz

U

˘
z

´ ψ2
zzz

U
´ 1

2

´
ψ2
zz

´
1
U

¯
z

¯
z

` 1
2

´
1
U

¯
zz
ψ2
zz,

ps ´ V qψzzz ¨ ψzz

U
“ 1

2

´
ψ2
zz

ps´V q
U

¯
z

´ 1
2

´
s´V
U

¯
z
ψ2
zz,

we obtain

1

2

d

dt

ż
φ2
zz ` ψ2

zz

U
dz ` D

ż
φ2
zzz

U
dz ` μ

ż
ψ2
zzz

U
dz

“ 1

2

ż „ˆ
D

U

˙
zz

´
ˆ
s ´ V

U

˙
z

j
φ2
zzdz ` 1

2

ż „´ μ

U

¯
zz

´
ˆ
s ´ V

U

˙
z

j
ψ2
zzdz

´
ż

Vzz

U
pφzφzz ` ψzψzzqdz ´ 2

ż
Vz

U
pφ2

zz ` ψ2
zzqdz ´

ż
Uzz

U
pψzφzz ` φzψzzqdz

´ 4

ż
Uz

U
φzzψzzdz ´

ż pφzψzqzzφzz

U
dz ´ 1

2

ż pφ2
z ` ψ2

zqzzψzz

U
dz.

(4.5.104)
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Using (4.5.93) and (4.5.94), one has

1

2

ż „ˆ
D

U

˙
zz

´
ˆ
s ´ V

U

˙
z

j
φ2
zzdz ` 1

2

ż „´ μ

U

¯
zz

´
ˆ
s ´ V

U

˙
z

j
ψ2
zzdz ď 0.

(4.5.105)

The combination of (4.5.104) and (4.5.105) yields that

1

2

d

dt

ż
φ2
zz ` ψ2

zz

U
dz ` D

ż
φ2
zzz

U
dz ` μ

ż
ψ2
zzz

U
dz

ď ´
ż

Vzz

U
pφzφzz ` ψzψzzqdz ´ 2

ż
Vz

U
pφ2

zz ` ψ2
zzqdz ´

ż
Uzz

U
pψzφzz ` φzψzzqdz

´ 4

ż
Uz

U
φzzψzzdz ´

ż pφzψzqzzφzz

U
dz ´ 1

2

ż pφ2
z ` ψ2

zqzzψzz

U
dz.

(4.5.106)

Using (4.5.65), (4.5.99) and the facts 0 “ u` ă U ă u´ and v` ă V ă v´, one can

derive that

|Uz| “
ˇ̌̌̌pV ´ sqU

D

ˇ̌̌̌
ď pv´ ´ v`qu´

D
,

|Uzz| “
ˇ̌̌̌pV ´ sqUz ` UVz

D

ˇ̌̌̌
ď pv´ ´ v`q2u´

D2
` C ¨ u´

D
ď C,

|Vzz| “
ˇ̌̌̌pV ´ sqVz ` UUz

μ

ˇ̌̌̌
ď C.

(4.5.107)

Then we have the following estimates by using (4.5.107) and the Cauchy-Schwarz

inequality

´
ż

Vzz

U
pφzφzz ` ψzψzzqdz ď C

ż |φzφzz ` ψzψzz|
U

dz

ď C

ż
φ2
z ` ψ2

z ` φ2
zz ` ψ2

zz

U
dz,

´2

ż
Vz

U
pφ2

zz ` ψ2
zzqdz ď C

ż
φ2
zz ` ψ2

zz

U
dz,

(4.5.108)
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´
ż

Uzz

U
pψzφzz ` φzψzzqdz ď C

ż
φ2
z ` ψ2

z ` φ2
zz ` ψ2

zz

U
dz,

´4

ż
Uz

U
φzzψzzdz ď C

ż
φ2
zz ` ψ2

zz

U
dz.

(4.5.109)

Using (4.5.85), (4.5.99) and the Cauchy-Schwarz inequality, we have

´
ż pφzψzqzzφzz

U
dz

“
ż pφzψzqzφzzz

U
dz ´

ż pφzψzqzφzzUz

U2
dz

ď Nptq
ż |ψzzφzzz ` φzzφzzz|

U
` v´ ´ v`

D
Nptq

ż
φ2
zz ` |ψzzφzz|

U
dz

ď 3v´ ´ 3v` ` D

2D
Nptq

ż
φ2
zz

U
dz ` v´ ´ v` ` D

2D
Nptq

ż
ψ2
zz

U
dz ` Nptq

ż
φ2
zzz

U
dz,

(4.5.110)

and

´ 1

2

ż pφ2
z ` ψ2

zqzzψzz

U
dz

ď v´ ´ v` ` D

2D
Nptq

ż
φ2
zz

U
dz ` 3v´ ´ 3v` ` D

2D
Nptq

ż
ψ2
zz

U
dz ` Nptq

ż
ψ2
zzz

U
dz.

(4.5.111)

Inserting (4.5.108), (4.5.110), (4.5.110) and (4.5.111) into (4.5.106), one has

1

2

d

dt

ż
φ2
zz ` ψ2

zz

U
dz ` pD ´ Nptqq

ż
φ2
zzz

U
dz ` pμ ´ Nptqq

ż
ψ2
zzz

U
dz

ď 2v´ ´ 2v` ` D

D
Nptq

ż ˆ
φ2
zz

U
` ψ2

zz

U

˙
dz ` C

ż
φ2
z ` ψ2

z ` φ2
zz ` ψ2

zz

U
dz.

(4.5.112)

Integrating (4.5.112) with respect to t, then using (4.5.82), Lemma 4.8 and the

assumption Nptq ă mintμ,Du, we obtain (4.5.102). Then the proof of Lemma 4.9 is

completed.
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Chapter 5

Conclusions and Future Work

In chapter 2, based on the existence of Lyapunov functional, we obtain the criti-

cal mass 4πp1`λq
αχ

for the volume filling chemotaxis model (2.1.1) with the squeezing

probability function qpuq “ 1
p1`uqλ pλ ą 0q in two dimensions, which means that the

solution exists globally with uniform-in-time bound if
ş
Ω
u0dx ă 4πp1`λq

αχ
and blows

up in finite or infinite time if
ş
Ω
u0dx ą 4πp1`λq

αχ
. Furthermore, when λ ą 1, we proved

that if there exist some initial data such that the corresponding solutions of (2.1.1)

blow up, then it has to blow up at infinite time.

In chapter 3, we study the initial-boundary value problem of the ARKS chemo-

taxis model. The asymptotic behavior of solutions to the ARKS chemotaxis model

was studied in one dimension. In two dimensional spaces, we show that if the repul-

sion dominates over attraction, then the globally bounded classical solutions exist

for large initial data. Moreover we present a Lyapunov function at the first time for

the irreducible three-component ARKS chemotaxis model which plays a central role

to obtain our results.

In chapter 4, the asymptotic nonlinear stability of solutions to the Cauchy prob-

lem of a strongly coupled Burgers system arising in MHD turbulence was established.

Our results confirm the existence of shock waves (or turbulence) numerically found

in the literature [24, 103].
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Based on the results of this thesis, a few interesting problems are proposed below

to pursue in the future.

piq. In chapter 2, we have proved that if the initial mass
ş
Ω
u0dx ą 4πp1`λq

αχ
, there

exist some initial data such that the corresponding solutions of the volume-filling

chemotaxis model blow up at infinite time if λ ą 1. For the classical chemotaxis

model, it has been proved in [29] that there exists a radially symmetric solution blows

up in finite time by using the asymptotic expansion method. Hence we suspect that

the solutions of volume-filling chemotaxis model (2.1.1) with 0 ă λ ď 1 may blow

up in finite time for
ş
Ω
u0dx ą 4πp1`λq

αχ
. However, this needs to be verified.

piiq. The combination of volume-filling and cell kinetic model has been studied

for different cases in [16, 91, 92, 93, 100]. More precisely, the global existence and

pattern formation as well as the existence of a compact global attractor of solution

have been studied in the literature [93, 100]. However in both papers [93, 100], they

assumed that qpUmaxq “ 0, which implies the chemotactic force is switched off at

u “ Umax. For the case that there is no value of u at which chemotaxis is switched

off (i.e., chemotaxis vanishes as u Ñ 8), it was proved in [16] that the solution

globally exists, however with the assumption that the signal production has a priori

bound. If there exist some constants α P R, β P R, M1 ą 0 and M2 ą 0 such that

Dpuq ě M1pu ` 1q´α and φpuq ď M2pu ` 1qβ´1 for all u ě 0, and the cell kinetic

function satisfies fpuq ď a ´ bur with r ą 1, a ě 0, b ą 0, then the existence of

global solution with uniform-in-time bound for 0 ă α ` β ă n
2
has been established

in [91]. For the chemotaxis model (2.1.1)-(2.1.3), we can check that α ` β “ 1 in

two dimensions, and hence it would be interesting to study the global existence of

volume-filling chemotaxis model (2.1.1)-(2.1.3) in two dimensional spaces with the

same kinetic function as in [91].

piiiq. For the ARKS chemotaxis model discussed in chapter 3, we show that if the
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repulsion dominates over attraction, then the globally bounded classical solutions

exist for large initial data. However if attraction prevails over repulsion, few results

are known. There are still a few remaining open question to explore as follows.

Case 1. τ1 “ 1, τ2 “ 0, χα ą ξγ, β ‰ δ (Ongoing work). We have obtained a

Lyapunov functional for this case. With the Lyapunov functional, we can study the

critical mass problem to the system (3.1.1) in two dimensional spaces by using the

constructed method as in chapter 2.

Case 2. τ1 “ τ2 “ 1, χα ą ξγ, β ‰ δ. For this case, the system (3.1.1) can

not be transformed into the classical chemotaxis model. However, we may use the

asymptotic expansion method as in [29] to show that there exists a radially symmetric

solution blows up in finite time.

pivq. In chapter 4, using the energy estimates method, we obtain the asymptotic

stability of viscous waves for the MHD-Burgers system by assuming the condition

that D ě μ. The energy estimates method is invalid for the case D ă μ. The

nonlinear stability of viscous waves with D ă μ may be explored by the spectral

analysis. Moreover, the nonlinear stability of rarefaction wave with large initial data

has been obtained in chapter 4. However there is not any result for the convergence

rate. It is deserved to study convergence rate of the rarefaction wave with large

initial data in the future.
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