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Abstract 

Sentiment lexicon contains a certain number of known-sentiment words 

(e.g., “good”, “nice” and “bad”). It has been widely recognized that sentiment 

lexicon plays a fundamental role in sentiment analysis. Relative to the existing 

sentiment lexicons in English, the available sentiment lexicons in the other 

languages such as Chinese are far from sufficient. This dissertation focuses on 

Cross-lingual Sentiment Lexicon Learning (CSLL), whose goal is to make full 

use of the existing sentiment resources from one (or more) language(s) to 

automatically learn sentiment lexicon(s) for other language(s). 

The dissertation work makes a systematic study on CSLL. In bilingual 

graph based sentiment lexicon learning, a bilingual graph is built with the words 

in English and in a target language for which we want to generate the sentiment 

lexicon. A label propagation based approach is proposed to transfer the sentiment 

information from English to the target language. To the best of our knowledge, 

the word alignment information derived from the parallel corpus is the first time 

leveraged to build the inter-language relations in CSLL, which is proved to 

significantly increase the coverage of the learned sentiment lexicon. In this work, 

the sentiment polarity of a word is determined by the sentiment information of 

the connected words in the bilingual graph. In Co-training based bilingual 

sentiment lexicon learning, we consider not only the sentiment information of the 

connected words, but also the information about the words themselves (e.g., 

word definitions). From these two types of information, novel and effective 

features are explored to deduce the sentiment polarity of a word. With these 
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features, CSLL is considered as word level sentiment classification and the two 

classifiers are developed based on the co-training framework to predict the 

sentiment polarities of the words in two languages respectively. In particular, the 

learning processes of the two classifiers are connected by the word associations 

derived from the bilingual resources (e.g. bilingual dictionaries). In these two 

pieces of work, the words with similar semantics are assumed to have similar 

sentiments. The proposed approaches can thus connect or associate the 

semantic-similar words in the learning processes. However, the words similar in 

semantics do not always have the similar sentiments, especially when the words 

have multiple senses. In multilingual sentiment lexicon learning, we are 

dedicated to automatically refine the semantic-oriented connections to the 

sentiment-oriented connections. Incorporating with multilingual (sentiment) 

resources, a novel label propagation based approach is developed to propagate 

sentiment information between multiple languages and to automatically update 

the weights of the connections. The main contribution of this work is that the 

proposed approach not only performs well in multilingual sentiment lexicon 

learning, but also provides a new strategy for graph update. Extensive 

experiments have been conducted in each piece of work and experimental results 

demonstrate the effectiveness of the approaches proposed. 

To summarize, as one of the few large-scale studies on CSLL, this 

dissertation provides complete learning techniques and a deep analysis on the 

key factors for cross-lingual sentiment lexicon learning. 
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Chapter 1 Introduction 

1 

 

Sentiment analysis, as a leading-edge area in Natural Language Processing 

(NLP), has been actively pursued by world-wide researchers since 2000 [Pang 

and Lee 2008; Liu 2012]. One of the fundamental issues in sentiment analysis 

research is automatic sentiment lexicon learning [Qiu et al. 2011]. The sentiment 

lexicon contains certain amounts of known-sentiment words, such as “good”, 

“beautiful”, “bad”, and “terrible”, which act as the indicators of sentiment 

polarities of the text units (e.g., documents and sentences). The sentiment 

lexicons, e.g., the Harvard General Inquirer (GI) lexicon [Stone et al. 1963] used 

in earlier studies are mostly compiled by human experts. To avoid the 

labor-intensive and time-consuming annotation, researchers have presented 

fruitful studies on automatically sentiment lexicon learning. However, most prior 

work focuses on English sentiment lexicon learning or expansion, while the work 

on other languages is not well established. For example, the available Chinese 

sentiment lexicons are rare for the public research, and even if they exist, they 

                                                 

 

1 The figure is created by Wordle (www.wordle.net) with the input data collected from the GI 

lexicon. 

http://www.wordle.net/
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are far behind English in both quantity and quality. To alleviate this problem, I 

have been devoted to cross-lingual sentiment lexicon learning which aims to take 

advantage of existing sentiment resources from one (or more) language(s) to 

build sentiment lexicon(s) for other language(s). The approaches developed in 

this dissertation are all language-independent and thus they can be applied to 

learn the sentiment lexicons for any other languages. 

Given that a sentiment lexicon plays a fundamental role in sentiment 

analysis, I will first give an overview of sentiment analysis research. And then I 

will explain the motivation for cross-lingual sentiment lexicon learning, 

summarize the contributions of my work and describe the overall structure of the 

dissertation. 

1.1 Sentiment Analysis: a Brief Introduction 

Sentiment analysis is defined as a study to analyze people’s opinions, 

sentiments, appraisals and attitudes towards the objects such as products, services, 

institutions and their specific aspects [Liu 2012]. It is one of the most popular 

research areas in natural language processing. The mushrooming of researches on 

sentiment analysis has been witnessed since the year of 2000. The developed 

techniques have been already applied to many applications, such as, political 

election prediction [Tumasjan et al. 2010; Yano and Smith 2010; Chen et al. 

2010], stock market analysis [Bollen et al. 2007; Feldman et al. 2011] and etc. 

Given a text unit (a document, a paragraph, or a sentence), the objective of 

sentiment analysis is to determine whether this text unit contains an opinion, and 

then to discover who (opinion holder) have what sentiment (expressed by 

sentiment word) on which attribute (aspect) of which object (opinion target) at 
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which time (time). The five composes of a complete opinion expression [Liu 

2012]. The main studies in sentiment analysis are conducted along four 

directions with reference to their expected research achievements. 

 Sentiment classification: Sentiment classification determines whether a 

text unit contains an opinion and identifies the sentiment polarity (e.g., 

positive or negative) delivered in the text unit. It has been widely 

recognized by the researchers as one of the most extensively studied 

tasks in sentiment analysis. 

 Sentiment extraction: Sentiment extraction recognizes the opinion 

expressions in the text units and extracts one or more components (e.g., 

opinion target, its aspects, sentiment words etc.) from the expressions. 

Existing work mainly focuses on aspect extraction, for example 

identifying the product aspects from the product reviews. 

 Opinion summarization: While the above two normally analyze or 

extract a single piece of opinion expressed in the text unit, opinion 

summarization, on the other hand, focuses on automatically 

summarizing the sentiment information discovered in a collection of 

sentiment-bearing documents. 

 Opinion influence and diffusion: Benefiting from Web2.0 techniques, 

the increasing social network applications, like Twitter 

(www.twitter.com) and Facebook (www.facebook.com) provide both 

new opportunities and new challenges to sentiment analysis. Opinion 

influence and diffusion explore how opinions propagate over social 

networks, including the formation of the public opinions, the opinion 

influence among individual users or groups of users and the opinion 
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dissemination via social network connections [Gao 2012]. 

 

Figure 1.1 Numbers of publications and citations on “sentiment analysis” in the passing 

ten years 

 

To show the progress of the sentiment related research, the numbers of 

publications and citations2 on sentiment analysis in the past ten years are plotted 

in the above Figure 1.1. It is obvious that the research on sentiment analysis is 

increasing significantly these years. Meanwhile, a development line of sentiment 

analysis is observed by reading these articles. The research targets in these 

articles gradually shift from documents or sentences to phrases or words. Most of 

early researches on sentiment analysis are conducted on document level or 

                                                 

 

2  These survey results are generated from Microsoft Academic Research (MAR) 

(academic.research.microsoft.com) on 25 September 2013 by taking the phrase “sentiment 

analysis” as the search query. 
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sentence level sentiment classification, which focuses on the overall sentiment 

polarities conveyed in the documents or sentences. Later on, increasing studies 

emerge on sentiment extraction, which focuses on sentiment analysis based on 

the opinionated phrases. Recent years, the studies on sentiment-oriented lexical 

resources keep rising [Anbananthen and Elyasir 2013]. One reason for this 

development is that the practical applications are not satisfied with the systems 

that can only provide the overall sentiment polarities of the documents or 

sentences. They require the systems to deeply understand the documents or 

sentences and to explore more delicate sentiment information from the phrases or 

words. Another reason is that more and more researchers begin to realize the 

important role of the basic sentiment resources (e.g., sentiment lexicons) in 

sentiment analysis. Thus, the research targets gradually shift from document or 

sentence level sentiment analysis to phrase or word level sentiment analysis. 

1.2 Research Motivation 

It has been widely recognized that sentiment lexicon is the most valuable 

resource in the community of sentiment analysis [Pang and Lee 2008; Liu 2012]. 

Most of the above mentioned research studies are related to sentiment lexicons 

explicitly or implicitly.  

As reported in [Qiu et al. 2011], sentiment lexicon plays an important role in 

sentiment classification. Generally, the sentiment classification approaches are 

divided into unsupervised approaches [Turney 2002; Kim and Hovy 2004] and 

(semi-)supervised approaches [Pang et al. 2002; Zhang et al. 2010; Abbasi et al. 

2008]. For unsupervised sentiment classification approaches, the sentiment 

information of words (or phrases) is the basis which needs to be identified 



6 

 

beforehand. The sentiment polarity of a text unit is then determined by 

aggregating the sentiment information from all the words (or phrases) in the text 

unit. For (semi-)supervised approaches, the sentiment words can be used as the 

classification features [Kim and Hovy 2006]. It is found in [Zhang et al. 2010; 

Gao et al. 2011] that the sentiment words are effective features in sentiment 

classification. Sentiment lexicon is also related to sentiment extraction. 

Intuitively, the sentiment components (i.e., sentiment words, opinion targets, 

aspects, opinion holders and time) are concurrent in an opinionated text unit 

[Brody and Elhadad 2010]. If the sentiment words are able to be identified by 

sentiment lexicons, the rest sentiment components can be also extracted by 

manually-defined syntactic rules [Ku et al. 2006]. Likewise, the other work in 

sentiment analysis is all, more or less, related to sentiment lexicons. 

The sentiment lexicons, such as the Harvard General Inquirer (GI) lexicon 

and Micro-WNOp3 [Wilson et al. 2005; Wiebe et al. 2005] are often created by 

experts. However, manually compiling a sentiment lexicon is labor-intensive and 

time-consuming. Though the human-compiled sentiment lexicons are accurate in 

word sentiment polarity, the compiled lexicons are usually low in coverage as 

people express sentiments colloquially and the sentiment words evolve along 

time frequently. In consideration of this, researchers conduct fruitful studies to 

learn sentiment lexicons automatically. By now, most of these studies focus on 

English sentiment lexicon induction and expansion, while the study on other 

languages is still in the early stages.  

To this end, this dissertation is devoted to the issue of cross-lingual 

                                                 

 

3 http://www-3.unipv.it/wnop 

http://www-3.unipv.it/wnop/
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sentiment lexicon learning, i.e., given the sentiment resources in one (or more) 

language(s), it automatically learns the sentiment lexicons for other language(s). 

The aim is to develop the generic approaches, which are language-independent 

and can be applied to sentiment lexicon learning in any language. The generated 

sentiment lexicon is expected to provide general sentiment information (e.g., 

both positive and negative scores) for a word, like SentiWordNet [Baccianella et 

al. 2010]. The public users are allowed to use these sentiment scores in their 

applications and adjust based on their own contexts. 

1.3 Research Overview and Contributions 

In this dissertation, a systematical study is conducted on cross-lingual 

sentiment lexicon learning from three perspectives. The two main issues in CSLL 

are word sentiment representation (i.e., how to select sentiment-related features) 

and cross-lingual sentiment information mapping (i.e., how to transfer sentiment 

information between languages). We first leverage bilingual graph to model these 

two parts in bilingual graph based sentiment lexicon learning (Chapter 3). Then, 

we improve word sentiment representation and cross-lingual sentiment 

information mapping in co-training based bilingual sentiment lexicon learning 

(Chapter 4) and multilingual sentiment lexicon learning (Chapter 5), respectively. 

In bilingual graph based sentiment lexicon learning, a bilingual graph is 

established with the words in English and in a target language for which we want 

to generate the sentiment lexicon. Specifically, the words in the two languages 

are bridged with the inter-language relations and the words in the same languages 

are connected with the intra-language relations. Based on the bilingual graph, the 

label propagation based approach is proposed to induce the sentiment lexicon for 
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the target language with the help of English sentiment seed words. To the best of 

our knowledge, this work is the first one to leverage the word alignment 

information derived from the parallel corpus to build the inter-language relations 

in cross-lingual sentiment lexicon learning. The experimental results demonstrate 

the advantage of the use of word alignment in building the inter-language 

relations. 

In bilingual graph based sentiment lexicon learning, the sentiment polarity 

of a word is determined by the sentiment information of the connected words and 

by the relations (e.g., synonyms or antonyms) between the connected words. The 

information related to the word itself (e.g., word definition or explanation), 

however, is not taken into consideration. From these two types of information, 

numbers of features can be explored to indicate word sentiment polarity. The 

features can be categorized into the text-related features and the graph-related 

features. With these features, sentiment lexicon learning can then be treated as 

word level sentiment classification. A bilingual sentiment lexicon learning 

approach based on the co-training framework is proposed to simultaneously 

generate sentiment lexicons for the two languages with the available sentiment 

information. For each language, a classifier is developed to effectively integrate 

the text-related and graph-related features. In each iteration of learning, if the 

classifier can confidently predict the sentiment polarity of an unlabeled word, the 

words associated with the unlabeled word in the other language by bilingual 

resources (e.g., bilingual dictionaries) are also assigned with the same sentiment 

polarity. These words with their sentiment polarities are then used to update the 

training datasets of the corresponding languages. After co-training, the classifier 

is then used to generate the sentiment lexicon by predicting the sentiment 
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polarities of unlabeled words. Extensive experiments have been conducted to 

verify the roles of the features in bilingual sentiment lexicon learning. 

The assumption made in the previous work is that words similar in 

semantics are also similar in sentiment. Based on this assumption, the 

semantics-similar words are connected in learning. Actually, these connections 

cannot guarantee that the connected words are always similar in sentiment 

polarity, especially when a word has multiple meanings. For example, the 

English word “blue” and the Chinese word “蓝色” (of the color blue, a 

non-sentiment word) share a common meaning. Nevertheless, “Blue” can be a 

negative word which means low in spirits in certain context in English, while “蓝

色 ” is always a non-sentiment bearing word in Chinese. In multilingual 

sentiment lexicon learning, a sentiment-oriented label propagation approach is 

proposed to propagate the sentiment information among multiple languages and 

simultaneously to increase (or decrease) the weights of the connections that are 

(not) likely to connect the words with the similar sentiment polarities. The 

sentiment words from multiple languages are introduced in this work not only to 

bring in more sentiment information, but also to guide the weight update of the 

connections. The experimental results show the advantages of the proposed 

approach in multilingual sentiment lexicon learning. The main contribution of 

this work is the novel idea of weight update, which can be also applied to the 

other problems where the specific connections are insufficient or hard to acquire. 

The proposed approach allows people to start with collecting as many 

connections as possible, and then to refine those connections for the specific 

problems. 
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1.4 Structure of Dissertation 

The overall picture of the dissertation is as follows. 

Chapter 1 briefly describes the major studies on sentiment analysis with 

special focus on the role of sentiment lexicon learning in sentiment analysis. The 

main motivation and the structure of this dissertation are presented. 

Chapter 2 surveys the existing work on sentiment classification, sentiment 

extraction and opinion summarization. After presenting the literature on these 

areas, the focus then shifts to the studies devoted to sentiment lexicon learning. 

Chapter 3 is engaged to bilingual graph based sentiment lexicon learning, 

where the label propagation based approach to induce the sentiment lexicon for a 

given language is presented. 

Chapter 4 discusses co-training based bilingual sentiment lexicon learning 

from the view of word level sentiment classification, where two classifiers are 

developed to learn the sentiment lexicons for the two languages simultaneously. 

Chapter 5 is devoted to multilingual sentiment lexicon learning, where the 

proposed approach transfers sentiment information among multiple languages 

and leverages the multilingual sentiment information to automatically refine 

word connections. 

Chapter 6 summarizes the major findings, conclusions and contributions of 

the work. At last, the future directions of cross-lingual sentiment lexicon learning 

are pinpointed. 
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Chapter 2 Literature Review 

 

 

Sentiment analysis, as one of the most frontier tasks in natural language 

processing, has attracted considerable attention from its outset in the late 1990s. 

Worldwide researchers have contributed fruitful ideas and techniques to 

sentiment analysis research, including sentiment classification, sentiment 

extraction, opinion summarization and sentiment lexicon learning. This chapter 

introduces the overall picture of these research studies and reviews the related 

work. In particular, Section 2.1 surveys the main research directions in sentiment 

analysis. Section 2.2 reviews the approaches specially proposed for sentiment 

lexicon learning. Finally, Section 2.3 concludes this chapter. 

2.1 Research in Sentiment Analysis 

As mentioned in Chapter 1, there are four main lines of research in 

sentiment analysis, among which sentiment classification, sentiment extraction 

and opinion summarization are closely related to sentiment lexicon learning 

either explicitly or implicitly. The following sections introduce the core 

techniques applied in the existing work. 
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2.1.1 Sentiment Classification 

Sentiment classification4 is the most extensively studied topic in sentiment 

analysis. It aims to classify text units into special sentiment polarities (e.g., 

positive or negative) [Liu 2012]. There are several ways to categorize these 

studies by different criteria. For example, according to the text unit to be 

classified, the studies can be divided into document-level or sentence-level 

sentiment classification, where a document or a sentence is regarded as the basic 

information unit and it conveys only one sentiment polarity as a whole. However, 

in this survey, I follow [Pang and Lee 2008]’s way to categorize these studies 

into unsupervised, supervised and semi-supervised sentiment classification 

according to the classification techniques they use. With such categorization, the 

role of sentiment lexicon learning can be explained more clearly. 

2.1.1.1 Unsupervised Sentiment Classification 

In general, an unsupervised approach determines the sentiment polarities of 

the opinion indicators (usually words or phrases) in a text unit, either a document 

or a sentence. The overall sentiment polarity of the whole text unit is then 

calculated by aggregating the sentiment polarities of all its indicators. The 

sentiment polarity information of the indicators is the prior knowledge and forms 

the basis of the unsupervised approaches. 

Most early studies on sentiment classification fall into this category. For 

example, [Turney 2002] presents an unsupervised learning approach that 

                                                 

 

4 According to [Pang and Lee 2008], sentiment regression and ranking are all categorized into 

sentiment classification. 
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involves the following three steps. (1) Frequent phrases are extracted according 

to Part-Of-Speech (POS) tags and manually-defined patterns (e.g., the first word 

is an adjective and the second is a noun or a noun phrase). (2) The sentiment 

polarities (i.e., positive or negative) of the extracted phrases are determined by 

the Point-wise Mutual Information (PMI) [Fano 1961] with two standard positive 

and negative words, i.e., “excellent” and “poor”. (3) The sentiment polarity of a 

sentence is computed by the average sentiment polarities of all the extracted 

phrases in the sentence. The same approach is used in [Li et al. 2011], but it 

studies sentiment classification of Chinese reviews. Rather than using two 

reference words only, the approach in [Yu and Hatzivassiloglou 2003] works 

with two sets (i.e., positive and negative) of sentiment seed words and with a 

newly-defined semantic orientation measurement. 

[Hu and Liu 2004] generates a domain-specific sentiment lexicon by using 

certain sentiment seed words and their synonyms and antonyms found in 

WordNet. This work also considers the effect of negation words (e.g., “no” and 

“not”) and contrary words (e.g., “but” and “however”) when determining the 

sentiment polarity of the text unit. Like in the previous work, the sentiment 

polarity of a product review is determined by the sentiment polarities of all the 

sentiment words in the review in [Kim and Hovy 2004]. However, instead of 

summing up the sentiment scores of the words, their work calculates the 

sentiment polarity of a review by multiplying the sentiment scores of each 

sentiment word in the review.  

The above mentioned work all regards the sentiment polarity determination 

of the indicators as a subtask of sentiment classification of the text unit. 

Alternatively, some other unsupervised approaches simply rely on the sentiment 
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words in the existing sentiment lexicons. In contrast, they mainly focus on 

developing more sophisticated algorithms to aggregate the sentiment polarities of 

the indicators [Nasukawa and Yi 2003; Ding et al. 2008; Taboada et al. 2011]. 

2.1.1.2 Supervised Sentiment Classification 

Sentiment classification can be treated as a kind of text categorization 

[Aggarwal and Zhai 2012]. The main difference between sentiment classification 

and general text categorization is that the classes of the former are 

sentiment-oriented classes, like positive v.s. negative, 1~5 stars and etc., while 

the latter classifies the texts into the classes of topics such as politics, sports, and 

technology etc. Like in text categorization, machine learning approaches are also 

most widely used in sentiment classification. Many current work have been 

proposed to explore machine learning approaches. They fall into supervised 

sentiment classification. 

The supervised sentiment classification approach is first introduced by 

[Pang et al. 2002], which aims to classify the movie reviews as either positive or 

negative. Three machine-learning approaches, namely Naïve Bayes (NB) 

classifier [Zhang 2004], Maximum Entropy (ME) classifier [Nigam 1999] and 

Support Vector Machine (SVM) classifier [Cortes and Vapnik 1995; Joachims 

1999] are employed. These classifiers are trained based on the N-gram features. 

The major conclusions from this paper are: (1) unigram is more effective than 

bigram; (2) a better performance is achieved by the presence rather than the 

frequency of the features and (3) both the NB classifier and SVM classifier show 

their advantages in classification. 

Later on, richer features and more sophisticated learning algorithms are 
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further explored in the subsequent research work. With regard to the 

classification features, [Dave et al. 2003] use the bigram and trigram features 

extracted from the product reviews. The experiment results show that based on 

their dataset bigrams and trigrams features are more powerful in classification. 

This does not comply with the first conclusion from [Pang et al. 2002]. The other 

features that can be used in sentiment classification include positional features 

and opinion-bearing words [Kim and Hovy 2006], the Part-Of-Speech 

information [Mullen and Collier 2004; Whitelaw et al. 2005], negation words 

[Na et al. 2004; Kennedy and Inkpen 2006], contextual valences and sentiment 

shifters [Kennedy and Inkpen 2006; Li et al. 2010b]. The topic-related features 

are also shown to play a critical role in sentiment classification [Hu and Li 2011; 

Gao et al. 2012b]. I have also conducted experiments on sentiment classification 

and find that the sentiment words are also effective in sentence level sentiment 

classification [Zhang et al. 2010]. In addition to the classical machine learning 

approaches like NB and SVM, researchers also develop some other learning 

approaches for sentiment classification. A minimum-cut-based approach is 

employed to classify the movie reviews as subjective and objective in [Pang and 

Lee 2004]. In this work, the sentences are linked together with the association 

scores, which indicate how much degree the connected sentences will fall into 

one class. Then the minimum-cut algorithm is used to partition the sentence 

graph and to distinguish subjective movie reviews from those objective ones. It is 

concluded that the minimum-cut approach can improve the performance of 

subjective classification. [Mcdonald et al. 2007] apply the structured model, a 

model similar to conditional random fields (CRF) [Lafferty et al. 2001], to 

fine-to-coarse sentiment analysis. The proposed model is able to simultaneously 
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identify the sentiment polarities of a document and its compositions including the 

sentences, phrases and words in the document. They apply the hidden conditional 

random field approach [Quattoni et al. 2007] to further pursue the fine-grained 

sentiment classification. [Bickerstaffe and Zukerman 2010] develop a decision 

tree of SVMs for document-level multi-class sentiment classification, which 

leverages the inter-class similarity in the learning process. 

With the growth of the Web2.0 technologies, a large number of social media 

websites spring up on the Internet. This provides more opportunities for the 

public to express their opinions and feelings. To express strong opinions in social 

media, people often prefer to use special indicators such as emoticons (“”, “”, 

“^_^!”), punctuations (“!!!!”, “????”) and words with repeating letters 

(“gooood”, “baaad”). Besides the previously mentioned textual features, e.g., the 

N-gram features, the features related to the writing style are also explored by the 

researchers for sentiment classification of social media text. [Melville et al. 2009; 

Gao et al. 2012b] focus on blogosphere sentiment classification and [Bakliwal et 

al. 2012; Aisopos et al. 2012; Davidov et al. 2010] focus on microblog sentiment 

classification. 

2.1.1.3 Semi-supervised Sentiment Classification 

Semi-supervised learning is another technique widely used in sentiment 

classification. Two problems have been recognized in supervised sentiment 

classification. First, the acquisition of the training data can be hard and expensive 

for a learning based approach. But it is often easy to get a large amount of 

unlabeled data. Second, sentiment classification is sensitive to the domain. For 

example, a word may be positive in one domain, but negative in another domain. 
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It needs to consider the domain adaption issue in multiple domain sentiment 

classification. To reduce the impact of these two problems in a certain degree, the 

semi-supervised approaches [Zhu et al. 2009; Chapelle et al. 2006] are widely 

adopted in cross-domain and cross-lingual sentiment classification [Brooke et al. 

2009].  

[Ju et al. 2012] focus on multiple domain sentiment classification. They 

propose a semi-supervised learning approach to minimize the annotation cost of 

data labeling. The proposed approach trains a classifier by actively selecting 

from amounts of unlabeled data those sentences that tend to be more valuable for 

classification, like the sentences containing the sentiment words. This approach 

can achieve a promising result by using only a few annotated data on multiple 

domain datasets. [Wan 2009] addresses the task of cross-lingual sentiment 

classification. Due to the lack of Chinese labeled data, he translates the labeled 

sentiment reviews from English to Chinese using public available machine 

translators. The co-training algorithm is then applied to both English and Chinese 

sentiment classification. The further developed approaches to cross-lingual 

sentiment classification are reported in [Lu et al. 2011; Meng et al. 2012a]. 

Another line of the cross-lingual sentiment classification research applies topic 

modeling approaches like Latent Dirichlet Allocation (LDA) [Blei et al. 2003] 

and its variants in classification. To model the sentiment polarity of each review, 

the LDA-like approaches assume that each review is a mixture of sentiment 

polarities and each polarity is a probability over the words. This idea is applied in 

fine-gain sentiment classification [Tackstrom and McDonald 2011], which aims 

to classify the sentiment polarity of a review as well as the sentiment polarities of 

the phrases and words in the review. 
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2.1.2 Sentiment Extraction 

In practice, many applications require the systems to not only identify the 

sentiment polarity conveyed in the text unit, but also extract the specific 

sentiment segments from it. These extraction applications are generally 

recognized as Information Extraction (IE) in natural language processing. Here, 

opinion-oriented information extraction is referred to as Sentiment Extraction, 

which extracting the sentiment components, e.g., opinion holders, opinion targets, 

aspects of the opinion targets, and sentiment words as mentioned in Chapter 1. 

Most existing work on sentiment extraction focuses on the aspect extraction. 

2.1.2.1 Rule-based Sentiment Extraction 

The rule-based approaches extract the sentiment components according to 

handcrafted rules based on the syntactic patterns, the co-occurrences between the 

sentiment components and etc. 

[Hu and Liu 2004] assume that the frequent nouns and noun phrases tend to 

express the product aspects. A POS tagger is employed to identify nouns and 

noun phrases in the product reviews. A threshold determined empirically is used 

to filter out the low-frequent nouns and noun phrases. This approach is further 

improved by [Popescu and Etzioni 2005]. They remove the noun phrases that 

may not related to the product aspects by computing the PMI measures between 

the phrases and certain discriminator phrases. The discriminator phrase is 

defined as the product category or the domain of the product. For instance, in the 

sentence “XXXX is a mobile phone”, “mobile phone” is the category of the 

products. With the identified seed discriminator phrases, they derive the PMI 

measures of the noun phrases to the seed phrases. The noun phrases with low 
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PMI are not likely to be the sentiment components of the product review. 

[Moghaddam and Ester 2010] explore more sophisticated POS patterns. Based 

on POS patterns, they remove non-aspect nouns phrases that are not considered 

as the sentiment components. The similar work that extracts the sentiment 

components based on POS patterns is also reported in [Ku et al. 2006; 

Blair-Goldensohn 2008]. 

Intuitively, the sentiment components are concurrent in an opinionated text 

unit. Some existing approaches have adopted this idea in sentiment extraction. 

[Zhuang et al. 2006] use Stanford Parser5 to identify the relations between the 

aspects and sentiment words in movie reviews. The keyword list and the relation 

templates are leveraged to extract the aspects and the sentiment words together. 

[Wu et al. 2009] define an opinion triple consisting of aspects, sentiment words 

and sentiment polarity, like {“iPhone camera”, “extremely good”, “positive”}. 

Instead of using the Stanford Parser, they propose a phrase-level dependency 

parsing approach to mine the triple (phrase level) dependency in the product 

reviews. Alternatively, [Qiu et al. 2011] identify sentiment words and the product 

aspects in a bootstrapping way. Another two bootstrapping approaches are also 

reported in [Kobayashi et al. 2006; Somasundaran and Wiebe 2009]. 

To sum up, these approaches can discover the explicit sentiment 

components, like the product aspects and the sentiment words that appear 

frequently in the reviews. The performance of these approaches highly depends 

on the coverage and the accuracy of the human-defined rules, and it is sensitive 

to the domains. 

                                                 

 

5 http://nlp.stanford.edu/index.shtml 

http://nlp.stanford.edu/index.shtml
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2.1.2.2 Learning-based Sentiment Extraction 

Similar to information extraction [Mooney and Bunescu 2005; Sarawagi 

2008; Hobbs and Riloff 2010], sentiment extraction can also be cast as a 

supervised learning problem. Given a text unit, learning-based sentiment 

extraction aims to predict the classes (e.g., opinion target, aspect or sentiment 

word) of the sentiment components in the text unit. 

[Kobayashi et al. 2007] focus on sentiment aspect extraction. They select 

two kinds of features, the contextual clues (e.g., the VP pattern 6  <feel 

comfortable>) and the context-independent statistical clues (e.g., the statistical 

co-occurrence clues) from Web documents. Based on these features, they locate 

the candidates of the product aspects in the documents and then apply a 

tree-structured model to classify the candidates as aspects or not. [Yu et al. 2011] 

classify aspect candidates with one-class SVM [Manevitz and Yousef 2002]. 

[Kovelamudi and Ramalingam 2011] compute the semantic relevance of the two 

words by mapping them to Wikipedia 7  and then apply SVM to aspect 

classification.  

Different from the above-mentioned classification approaches, some studies 

regard sentiment extraction as a sequential labeling problem and apply the 

sequential learning approaches like Hidden Markov Models (HMM) [Rabiner 

1990; Ghahramani and Jordan 1997] and Conditional Random Fields (CRF) 

[Lafferty et al. 2001] for extraction. For example, [Jin and Ho 2009] integrate the 

syntactical features (e.g., POS) and the contextual features (e.g., the surrounding 

                                                 

 

6 VP means verb phrase, which is a phrase syntactic category [Chomsky 2002].  
7 www.wikipedia.org 

http://www.wikipedia.org/
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words of a given word). Then they propose a novel lexicalized HMM-based 

model to learn the sentiment components. Based on CRF, [Li et al. 2010a] 

propose a new machine learning approach, namely Skip-tree CRF, which not 

only considers the word sequential information, but also mines the sentence 

structural information. Similarly, the hierarchical CRF approach is studied in 

[Choi and Cardie 2010] to identify the opinion expressions and determine their 

sentiment polarities. 

Among these learning-based sentiment extraction approaches, the sequential 

learning approaches are the dominant approaches and their effectiveness have 

been demonstrated in the previous work. 

2.1.2.3 Topic Modeling based Sentiment Extraction 

Topic model is a statistical model to uncover the hidden topics in the 

document collections [Blei 2012]. The topic modeling approaches, e.g., 

Probabilistic Latent Semantic Analysis (pLSA) [Hofmann 1999] and LDA [Blei 

et al. 2003; Griffiths and Steyvers 2003]) assume that the document is a mixture 

of topics and each topic is a distribution over words. Intuitively, the topics 

discovered by the topic models are most likely to be the opinion targets or the 

aspects of the opinion targets. Therefore, researchers explore the topic modeling 

based approaches for sentiment extraction, especially for sentiment aspect 

extraction. 

[Mei et al. 2007] present a new probabilistic model, called Topic-sentiment 

mixture (TSM) model to simultaneously model the topical words and the 

sentiment words in blogospheres. While the TSM model is extended from pLSA, 

there are also some other studies extending the LDA model. [Titov and 



22 

 

McDonald 2008] address the problem of multi-grain sentiment analysis by 

combining the pLSA and LDA models. [Branavan et al. 2008] cluster the 

key-phrases like “a nice shoot” and “well done” into the semantic product 

features, and leverage the derived clusters to identify the hidden topics in the 

document collection.  

In an opinionated text unit, the aspect words and the sentiment words 

usually appear concurrently. Topic modeling can discover the aspect words and 

the sentiment words together, but it cannot further tell which one is the aspect 

word and which one is the sentiment word. In [Brody and Elhadad 2010], the 

aspect words are identified by the topic model, and the sentiment words are 

identified by only taking the adjectives into consideration. [Zhao et al. 2010] 

propose a hybrid model which combines the Maximum Entropy (MaxEnt) model 

with an extended LDA model. The LDA topic model is to uncover the aspects 

words and sentiment words from the collection. The MaxEnt model then 

leverages the syntactic features to classify the aspect words and the sentiment 

words. [Sauper et al. 2011] propose a hybrid model by integrating the HMM and 

the LDA models. This hybrid model can identify the sentiment components in the 

reviews and identify the classes (aspect words or sentiment words) of the 

sentiment components simultaneously. A similar joint topic model is also 

proposed in [Lu and Zhai 2008; Jo and Oh 2011]. 

Currently, the joint model is widely studied in topic modeling based 

sentiment extraction. In the joint model, the topic modeling is used to discover 

the sentiment components, and the other model (e.g., MaxEnt, HMM) is used to 

classify the classes of the sentiment components identified from topic modeling. 
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2.1.3 Opinion Summarization 

For the previous two research topics, the researchers mainly focus on 

sentiment analysis on a single review. However, some applications require 

exploiting the sentiment information embedded in the whole collection of 

sentiment-bearing texts. Opinion summarization is such a kind of research that 

automatically summarizes the sentiment information from a collection of 

sentiment-bearing texts and properly displays the generated summaries [Wang 

and Liu 2011]. Opinion summarization has been widely studied in industry like 

in the companies Microsoft8, Google9, Amazon10 and K-matrix11. It can greatly 

benefit the business intelligence research. 

Opinion summarization is a special case of document summarization which 

has been studied for about a half century [Das and Martins 2007; Nenkova and 

McKeown 2012; Gao et al. 2012a]. However, opinion summarization is different 

from traditional document summarization in three perspectives. (1) Unlike 

traditional document summarization, opinion summarization highly emphasizes 

the sentiment-oriented texts and needs to perform the syntactic and the semantic 

analysis on the selected sentences in order to extract the opinion targets, the 

aspects of the opinion targets and the explicit or implicit sentiments. (2) They 

both assume that the document(s) contain redundant information. The redundant 

information is excluded in the generated summary in traditional document 

summarization. Nonetheless, opinion summarization usually needs to include the 

                                                 

 

8 www.microsoft.com 
9 www.google.com 
10 www.amazon.com 
11 www.kmatrixonline.com 

www.microsoft.com
www.google.com
http://www.amazon.com/
http://www.kmatrixonline.com/
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quantitative information about the redundancy in the generated opinion summary. 

It is important to show how many people express the positive sentiments and 

how many people hold the negative sentiments. (3) By now, most studies on 

traditional document summarization generate summaries with the extractive 

techniques [Gupta and Lehal 2010]. However, opinion summarization can be 

regarded as an abstractive document summarization [Ganesan et al. 2010; 

Cheung 2008], which aims to generate structured summaries with the extracted 

opinion targets, the related aspects and the corresponding sentiment words. 

2.1.3.1 Aspect-based Opinion Summarization 

At present, aspect-based opinion summarization is the mainstream research 

in opinion summarization. It aims to summarize the aspects and the related 

sentiment polarities given the collection of reviews about a particular domain.  

 

Figure 2.1 Example of aspect-based opinion summarization from [Zhuang et al. 2006] 

 

[Hu and Liu 2004] pioneer aspect-based opinion summarization on 

customer reviews. The generated summary likes the one presented in Figure 2.1, 

which displays the aspects, the corresponding sentiment polarities and the 

quantities of the text units which hold the sentiment polarities. [Ku et al. 2006] 

study opinion summarization together with opinion extraction and opinion 
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tracking. They propose an algorithm to determine the relevance and sentiment 

scores of each extracted aspects. Based on these scores, they generate opinion 

summaries for news articles and blogospheres. [Nishikawa et al. 2010a] propose 

an algorithm that takes both the sentence content and the sentence coherence into 

consideration when generating the opinion summary. They further propose an 

Integer Linear Programming (ILP) approach to search for the optimal 

sentiment-oriented sentence sequence [Nishikawa et al. 2010b]. This sentence 

sequence is regarded as the opinion summary. Similar to graph-based document 

summarization [Mihalcea 2004; Otterbacher et al. 2005], a graph-based opinion 

summarization approach is proposed in [Ganesan et al. 2010], which determines 

the salience of each aspect based on an aspect graph. 

Rather than generating the aspect-based opinion summary in Figure 2.1, 

[Kim and Zhai 2009] propose the contrastive opinion summary, which actually 

includes two sub-summaries with different sentiment polarities (i.e., positive and 

negative), respectively. [Paul et al. 2010] further purse the problem of contrastive 

opinion summarization. A bit difference is that their generated summary is a set 

of sentence pairs, and each sentence pair contains two sentences with different 

sentiment polarities. 

Opinion summarization is still a hot research topic at present. It is also 

noteworthy that opinion summarization is not a self-governed topic in sentiment 

analysis. It is high-dependent on the researches in sentiment classification and 

sentiment extraction. 

2.2 Sentiment Lexicon Learning 

The studies on sentiment lexicon learning can be divided into monolingual 
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sentiment lexicon learning and cross-lingual sentiment lexicon learning. 

Monolingual sentiment lexicon learning is the dominant research in sentiment 

lexicon learning. While the current monolingual sentiment lexicon learning work 

mainly focuses on English sentiment lexicon learning, sentiment lexicon learning 

for non-English languages is still under-researched.  

2.2.1 Monolingual Sentiment Lexicon Learning 

The objective of monolingual sentiment lexicon learning is to learn 

sentiment lexicons for only one language. There exist two main approaches in 

monolingual sentiment lexicon, the co-occurrence based sentiment lexicon 

learning approaches and the semantic based sentiment lexicon learning 

approaches. 

2.2.1.1 Co-occurrence based Sentiment Lexicon Learning 

The co-occurrence based approaches determine the sentiment polarity of a 

given word according to its statistical information e.g., the co-occurrence of the 

word to some pre-defined sentiment seed words. 

One of the earliest work conducted by [Hatzivassiloglou and McKeown 

1998] assumes that a conjunction word conveys the polarity relationship between 

the two words that it connects. For example, the conjunction word “and” tends to 

link the two words with the same polarity, while the conjunction word “but” is 

likely to link the two words with the opposite polarities. This work only 

considers adjectives, but not nouns or verbs. It can only deal with the situations 

where the two sentiment words are connected by specific conjunctions. But if a 

sentiment word always appears in the dataset alone, the approach will fail to 



27 

 

extract this sentiment word. The same approach is used in [Xu et al. 2010] but for 

Chinese sentiment lexicon learning. [Riloff et al. 2003] define several pattern 

templates to extract sentiment words using bootstrapping approaches. [Turney 

and Littman 2003] calculate the PMI of a given word with the positive and 

negative sets of sentiment words. The sentiment polarity of the word is 

determined by the average PMI values to the positive and negative sets. To 

obtain PMI, they provide queries consisting of the given word and the sentiment 

word to the search engine. The number of hits and the positions (if the given 

word is near to the sentiment word) are used to estimate the association of the 

given word to the sentiment word. [Hu and Liu 2004] study sentiment word 

learning on customer reviews. They assume that the sentiment words tend to be 

correlated with the product features. Treating the frequent nouns and the noun 

phrases as the product features, they extract the adjective words as sentiment 

words from those sentences that contain one or more product features. This 

approach may work on the product reviews, where a product feature may 

frequently appear. But for other documents like news articles, this approach may 

not be effective. [Qiu et al. 2011] combine sentiment lexicon learning and 

opinion target extraction. A bootstrapping approach is proposed to learn the 

sentiment words and to extract the opinion targets simultaneously based on eight 

manually-defined rules. 

2.2.1.2 Semantic based Sentiment Lexicon Learning 

The semantic based approaches determine the sentiment polarity of a given 

word according to its semantic relations (e.g., the synonym relations) to the 

sentiment seed words. The word semantic relations can be obtained from the 
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public dictionaries like WordNet.  

[Kim and Hovy 2004] assume that the synonyms of a positive (or negative) 

word are also positive (or negative) but the antonyms of it are negative (or 

positive). Initializing with a set of sentiment words, they expand the existing 

sentiment lexicons based on these two kinds of word relations. [Kamps et al. 

2004] build a synonym graph according to the synonym relations (i.e., synset) 

derived from WordNet. The sentiment polarity of a word is then calculated based 

on the shortest path from it to the two sentiment words “good” and “bad”. 

However the shortest path may not precisely describe the sentiment orientation 

because it has been noticed that there are only five steps between the word “good” 

and the word “bad” in WordNet [Hassan et al. 2011]. [Takamura et al. 2005] 

construct a word graph based on the WordNet glosses (i.e., the textual definitions 

of the words in WordNet). The two words are connected if one word appears in 

the glosses of the other. A spin model is proposed to determine the word 

sentiment polarity with the word graph. [Rao and Ravichandran 2009] build a 

word graph through the word relations (e.g., synonym, hypernym) in WordNet. 

Based on the word graph, they propose three graph-based semi-supervised 

approaches, e.g., minimal-cuts, randomized minimal-cuts and label propagation, 

to identify the sentiment polarity of the given word. [Esuli and Sebastiani 2006; 

Esuli and Sebastiani 2007; Baccianella et al. 2010] treat sentiment word learning 

as the machine learning problem and classify the sentiment orientations of the 

words in WordNet. They select seven positive words and seven negative words, 

and expand them through the “see-also” and “antonym” relations in WordNet. 

These expanded words are then used to train a ternary classifier to predict the 

sentiment polarities of all the words in WordNet. The features used for 
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classification are extracted from the WordNet glosses. The generated sentiment 

lexicon is the well-known sentiment lexicon, SentiWordNet12. 

2.2.2 Cross-lingual Sentiment Lexicon Learning 

Cross-lingual sentiment lexicon learning aims to learn the sentiment lexicon 

for one language based on the sentiment resources available in the other 

language(s). Usually, English is regarded as the source language as there are rich 

English sentiment resources, and the language for which we would like to build 

the sentiment is regarded as the target language. 

[Mihalcea et al. 2007] generate the sentiment lexicon for Romanian by 

directly translating the English sentiment words into the corresponding 

Romanian words based on the bilingual English-Romanian dictionaries. When 

confronting multi-word translations, they validate the multiple word-to-word 

translations by the AltaVisa13 search engine. A valid multiple word-to-word 

translation must occur at least three times on the Web. The approach proposed by 

[Hassan et al. 2011] learns the sentiment words based on English WordNet and 

WordNets in the target languages, i.e., Hindi or Arabic. The cross-lingual 

dictionaries are used to connect the words in the two languages. The polarity of a 

given word is determined by the average hitting time from the word to the 

English sentiment words. What these two approaches have in common is that 

they both connect the words in the two languages based on the cross-lingual 

dictionaries. The main concern of these approaches is the effect of morphological 

inflection, i.e., a word may be mapped to multiple words in the cross-lingual 

                                                 

 

12 http://sentiwordnet.isti.cnr.it 
13 http://search.yahoo.com/?fr=altavista 

http://sentiwordnet.isti.cnr.it/
http://search.yahoo.com/?fr=altavista
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dictionaries. For example, one single English word typically has four Spanish or 

Italian word forms (two each for gender and for number) and many Russian word 

forms (due to gender, number and case distinctions) [Steinberger et al. 2011]. 

Usually it needs an additional process to disambiguate the sentiment polarities of 

all the morphological variants. 

To improve the sentiment classification performance for the target language, 

[Banea et al. 2010] translate the English sentiment lexicon to the target language 

with Google Translator14. Similarly, Google Translator is used by [Steinberger et 

al. 2011], who manually produce high-level gold-standard sentiment lexicons for 

two languages (e.g. English and Spanish) and then translate them into a third 

language (e.g., Italian) using Google Translator. They believe that the words in 

the third language, which appear in the both translation lists, are more likely to 

be the sentiment words. Both [Banea et al. 2010] and [Steinberger et al. 2011] 

connect the words in the two languages based on machine translation (MT) 

engines. The bottleneck of these approaches is low overlap between the 

vocabularies in human-written documents and the vocabularies in the documents 

translated by MT engines [Duh et al. 2011; Meng et al. 2012b]. It will lead to the 

low coverage. 

The work on cross-lingual sentiment lexicon learning is still at the early 

stage. This dissertation focuses on cross-lingual sentiment lexicon learning. We 

plan to automatically learn sentiment lexicons for given languages by leveraging 

the existing sentiment resources (e.g., sentiment lexicons in English) from 

another languages. Meanwhile, we propose the generic approaches which are 

                                                 

 

14 http://translate.google.com  

http://translate.google.com/
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language-independent and can learn the sentiment lexicons for any given 

languages. 

2.2.3 Relation to the Other Research in Sentiment 

Analysis 

By now, I have introduced the main lines of research in sentiment analysis. 

The following subsection will present the relationship between sentiment lexicon 

learning and the other sentiment analysis researches. 

2.2.3.1 Relation to Sentiment Classification 

Sentiment lexicon learning can be regarded as sentiment classification at the 

word level. Its relationships to document/sentence level sentiment classification 

are elaborated below. 

Sentiment lexicon learning is a greater benefit to document/sentence level 

sentiment classification. For unsupervised sentiment classification, the word 

sentiment is the prerequisite. Some unsupervised approaches in sentiment 

classification regard sentiment lexicon learning as a subtask; some just use the 

sentiment words in existing sentiment lexicons to determine the sentiment 

polarity of the sentence or the document. For (semi-)supervised sentiment 

classification, the sentiment words can be directly used as representative features 

[Zhang et al. 2010]. 

Furthermore, sentiment lexicon learning is also different from 

document/sentence level sentiment classification in two perspectives. First, the 

text unit to be classified is different. Not surprisingly, the text unit in sentiment 

classification is a document or a sentence, while the text unit in sentiment lexicon 
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learning is a word or a phrase. Second, for a text unit in sentiment classification, 

its sentiment polarity is unique, at least from the perspective of the writer. For a 

word, its sentiment polarity is related to the opinion target as well as to the 

aspects of the opinion target. Though a word can have different sentiment 

polarities, current work on sentiment lexicon learning usually assumes that there 

is an overall sentiment polarity for the word. This overall sentiment polarity of 

the word is shown in the learned lexicon. 

2.2.3.2 Relation to Sentiment Extraction 

Sentiment lexicon learning can be also regarded as a subtask of sentiment 

extraction, which means to extract the sentiment words from the corpora. In the 

past, researchers have already proposed the approaches to extracting sentiment 

words and aspect words simultaneously. For example, [Qiu et al. 2009; Qiu et al. 

2011] propose a bootstrapping approach to generate the sentiment words and the 

product aspects iteratively. Thus, the conclusions can be safely drawn that 

sentiment extraction and sentiment lexicon learning are two highly related tasks 

and that the improvement in one task can help to improve the other. 

2.2.3.3 Relation to Opinion Summarization 

Opinion summarization is not an independent task and the performance of 

the generated opinion summaries is related to all the other tasks in sentiment 

analysis including sentiment classification and sentiment extraction. Combining 

the conclusions from the previous two sections, we believe that opinion 

summarization is implicitly related to sentiment lexicon learning as well. 
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2.2.4 Available Sentiment Lexicon 

By now, there are several publically available sentiment lexicons. 

 Harvard General Inquirer (GI) lexicon15 [Stone et al. 1963] 

 Micro-WNOp16, a subset of WordNet [Cerini et al. 2007] 

 Bing Liu’s Sentiment lexicon17 [Hu and Liu 2004]  

 MPQA subjectivity lexicon18 [Wilson et al. 2005] 

 SentiWordNet [Esuli and Sebastiani 2006; Esuli and Sebastiani 2007; 

Baccianella et al. 2010] 

 HowNet19 (Chinese) [Dong et al. 2010] 

 Linguistic Inquiry and Word Counts (LIWC)20  

Among these sentiment lexicons, GI and Micro-WNOp are human-created 

lexicons. 

2.3 Chapter Summary 

I briefly introduce the main researches in sentiment analysis in this chapter. 

I present the state-of-the-art studies on sentiment classification, sentiment 

extraction and opinion summarization and described the main techniques 

explored in these studies. I then review the related work in sentiment lexicon 

learning and analyze the relationships between sentiment lexicon learning and 

the other related work in sentiment analysis. From the literature review and 

discussion, it is clear that sentiment lexicon learning plays an important role in 

                                                 

 

15 www.wjh.harvard.edu/~inquirer 
16 www-3.unipv.it/wnop 
17 www.cs.uic.edu/~liub/FBS/sentiment-analysis.html 
18 www.mpqa.cs.pitt.edu 
19 www.keenage.com 
20 www.liwc.net 

http://www.wjh.harvard.edu/~inquirer/
http://www-3.unipv.it/wnop/
http://www.cs.uic.edu/~liub/FBS/sentiment-analysis.html
http://mpqa.cs.pitt.edu/
http://www.keenage.com/
http://www.liwc.net/
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sentiment analysis. 
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Chapter 3 Bilingual Graph based 

Sentiment Lexicon Learning 

 
 

3.1 Chapter Overview 

In this chapter, my first work on cross-lingual sentiment lexicon learning is 

presented. I name this work as bilingual graph based sentiment lexicon learning, 

which is defined to automatically generate the sentiment lexicon for a given 

language based on a bilingual graph. The bilingual graph consists of the words in 

the given language (aka. the target language) and the words in another language 

where there exist rich sentiment resources (aka. the source language). 

Considering that currently English is rich in available sentiment resources, 

English is included as the source language. Then the objective of bilingual graph 

based sentiment lexicon learning is to transfer the sentiment information from 

English to the target language. 

To transfer the sentiment information between languages, it is required to 

set up the relations between the English words and the words in the target 

language. Then the sentiment polarities of the words in the target language are 
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determined according to the word relations and the English sentiment seed words. 

In these two steps, the relation construction plays a fundamental role in the 

learning processes since the relations between the words in the two languages are 

responsible for the transfer of sentiment information between the languages. Two 

methods are often used to connect the words in different languages in the 

literature. One is based on translation entries in bilingual dictionaries [Hassan et 

al. 2011]. The other relies on a machine translation (MT) engine as a black-box 

to translate the sentiment words in English to the target language [Steinberger et 

al. 2011]. However, as reported in [Mihalcea et al. 2007; Duh et al. 2011], these 

approaches tend to use a small set of vocabularies to translate or to map the 

natural languages, which leads to a low recall of the generated sentiment lexicons 

for the target language. 

To solve this problem, I propose a generic approach to address bilingual 

graph based sentiment lexicon learning. Specifically, I formalize this task as 

bilingual graph modeling, in which the intra-language relations among the words 

in the same language and the inter-language relations among the words between 

different languages are properly represented. The intra-language relations are 

used to model the semantic relations (such as synonym and antonym) among the 

words in the same language, while the inter-language relations are used to bridge 

the words from different languages and transfer the sentiment information from 

English to the target language. Two types of word graphs, i.e., the bilingual graph 

and the signed bilingual graph are explored. The difference between them is that 

in the bilingual graph the weights of the relations (including the intra-language 

and inter-language relations) are all positive, while in the signed bilingual graph 

the weights of the relations can be either positive or negative. Based on these two 
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types of graphs, two label propagation-based approaches are developed to induce 

the sentiment lexicon for the target language by using the words in English 

sentiment lexicon as seeds. The propagation algorithms simultaneously take the 

intra-language relations and the inter-language relations into account in an 

iterative way, which is proved to greatly improve the precision of the results. 

Moreover, I propose to use the word alignment information derived from a 

parallel corpus to construct the inter-language relations in the (signed) bilingual 

graph. The two words from different languages that are aligned to each other in a 

parallel sentence pair are connected. Taking advantage of a huge amount of 

parallel corpus, this approach significantly improves the coverage of the 

generated sentiment lexicon. 

English

Target Language

XT

WE

WT

WA

XE

 

Figure 3.1 Bilingual graph for CSLL 

 

As will be explicated in Section 3.2, the bilingual graph is established with 

the words in the source and target languages and with the well-represented 

intra-language and inter-language relations. A bilingual graph label propagation 

approach is presented to learn the sentiment lexicon for the target language based 

on the bilingual graph. In Section 3.3, a signed bilingual graph is built by further 
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incorporating the antonym intra-language relations into the bilingual graph. The 

approach introduced in Section3.2 is further extended for learning sentiment 

lexicons based on the signed bilingual graph. Finally, Section 3.4 presents the 

summary of this chapter. 

3.2 Bilingual Graph based Sentiment Lexicon Learning  

3.2.1 Formalization of Bilingual Graph based Sentiment 

Lexicon Learning 

Given the words in English and in the target language, we can build a 

bilingual graph as illustrated in Figure 3.1. Based on such a graph, the purpose of 

bilingual graph based sentiment lexicon learning is to induce the sentiment labels 

of the words in the target language based on the English sentiment seed words, 

represented by the shaded nodes in the English sub-graph in Figure 3.1. Here, 

this task is approached using a Bilingual graph Label Propagation (BLP) 

approach. 

Specifically, the bilingual graph is represented by 𝐺 = (𝑋𝐸 ∪ 𝑋𝑇 ,𝑊𝐸 ∪

𝑊𝑇 ∪𝑊𝐴) , which consists of the English and Chinese sub-graphs 𝐺𝐸 =

(𝑋𝐸 ,𝑊𝐸) and 𝐺𝑇 = (𝑋𝑇 ,𝑊𝑇), where 𝑋𝐸 and 𝑋𝑇 denote the labeled words in 

English and the unlabeled words in the target language, and   𝑊𝐸  and 𝑊𝑇 

represent the intra-language relations of the words in English and the 

intra-language relations of the words in the target language. These two 

intra-language sub-graphs are connected by a bipartite graph 𝐺𝐴 = (𝑋𝐸 ∪

𝑋𝑇 ,𝑊𝐴), where 𝑊𝐴 represents the inter-language relations between the words in 

English and the target language. In this bilingual graph, all the relations have 
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positive values, that is 𝑊𝐴,𝑊𝐸 ,𝑊𝑇 ∈ ℝ+. With labels 𝑌𝐸 for the sentiment seed 

words 𝑋𝐸, the BLP approach predicts the labels of the words 𝑋𝑇. The details of 

the bilingual graph construction process and the bilingual graph label 

propagation algorithm are introduced in the following sections. 

3.2.1.1 Bilingual Graph Building 

The words in both English and the target language are represented by the 

nodes in the graph. The synonym relations of the words in the same language are 

leveraged to build the intra-language relations. 

To build the inter-language relation, there are two intuitive ways to connect 

the words in the two languages. One way is to insert a links to the two words if 

there exists an entry mapping between the words in a bilingual dictionary (e.g., 

the Universal Dictionary21 English-Chinese dictionary) (see Figure 3.2(b)). This 

method is simple and straightforward, but has two limitations. 1) Dictionaries are 

static in a certain period, while the sentiment words evolve over time frequently. 

2) The entries in dictionaries are normally the expressions for the formal and 

written languages, but people prefer using the colloquial language in expressing 

their sentiments or opinions. These limitations lead to the low coverage of the 

links from English to the target language [Steinberger et al. 2011]. An alternative 

way is to use a machine translation engine as a black-box to build the 

inter-language relations (see Figure 3.2(c)). One can send a word in English to a 

public available machine translation engine and get the translations in the target 

language [Mihalcea et al. s2007]. Edges are then inserted into the graph between 

                                                 

 

21 www.dicts.info/uddl.php 

http://www.dicts.info/uddl.php


40 

 

the English word and its corresponding translations. This approach suffers from 

the problem of the low coverage as well since machine translation engines tend 

to use a small set of vocabularies to translate the natural languages [Duh et al. 

2011; Meng et al. 2012]. 

祝        您      节日        快乐     !       万事如意     !

best wishes for a happy holiday season ! good luck in all event !

(a) Parallel sentence and word alignment

(b) Dictionary-based translations

good 
Luck

 in 
all 

event

好 (good), 优良的 (excellent), ...

运气 (luck)，幸运(fortune)

在 (in)，进入 (in)

全部 (total)，都 (all, total)

事件 (event)，大事(affair)

(c) MT-based translations (Google Translate)

good luck in all event 在    所有    事件      中     的    好  运气

wish you holiday happy everything goes well

in all event middle of good luck

 

Figure 3.2 (a) Parallel sentence; (b) Bilingual dictionary; (c) Machine translation 

 

In this work, I propose to leverage a large bilingual parallel corpus, which is 

readily available in the machine translation research community, to set up the 

bilingual graph. The parallel corpus consists of millions of parallel sentence pairs 

from two different languages, which have been used as the foundation of the 

state-of-the-art statistical machine translation engines. In the example shown in 

Figure 3.2(a), the two sentences in English and Chinese are parallel sentences, 

which express the same meaning in different languages. It is easy to derive the 

word alignment from the sentence pairs automatically using a tool that 
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implements with a state-of-the-art approach, like GIZA++ 22  or 

BerkeleyAligner23. In this example, the Chinese word “快乐” (happy) is linked 

to the English word “happy” and we say that these two words are aligned. 

Similarly the English words “best” and “wishes” are both aligned to “祝” (wish). 

The word alignment information encodes the rich association information 

between the words from the two languages. I am therefore motivated to leverage 

the parallel corpus and word alignment to construct the bilingual graph for 

cross-lingual sentiment lexicon learning. The words from both languages in the 

bilingual parallel corpus are taken as the nodes in the bilingual graph. The 

inter-language relations are built by connecting the two words that are aligned 

together in a parallel sentence pair. There are several advantages of using the 

parallel corpus to establish the bilingual graph. First, the large parallel corpora 

have been extensively used in training the statistical machine translation engines 

and are easily reused for our task. The parallel sentence pairs are usually 

automatically collected and mined from the Web. As a result, they contain the 

different and practical variations of the words and phrases embedded in the 

sentiment expressions. Second, the parallel corpus is dynamically changed when 

necessary since it is relatively easy to collect from the Web. As a result, the novel 

sentiment information inferred from the parallel corpus is able to update the 

existing sentiment lexicons easily. These advantages greatly improve the recall of 

the generated sentiment lexicon, as demonstrated later in our experiments. 

                                                 

 

22 www.statmt.org/moses/giza/GIZA++.html 
23 http://nlp.cs.berkeley.edu 

http://www.statmt.org/moses/giza/GIZA++.html
http://nlp.cs.berkeley.edu/
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3.2.1.2 Bilingual Graph Label Propagation 

The early work on label propagation is usually based on a single graph [Zhu 

and Ghahramani 2002; Zhou et al. 2003]. Zha et al. incorporate the class graph 

into the learning processing and develop a multi-label label propagation approach 

[Zha et al. 2009]. Later on, researchers develop some similar approaches and 

apply them to the applications, like Part-Of-Speech tagging [Das and Petrov 

2011; Li et al. 2012], image annotation [Wang et al. 2011] and protein function 

prediction [Jiang 2011; Jiang and McQuay 2012]. 

In this section, I present a novel bilingual graph label propagation approach 

for cross-lingual sentiment lexicon learning. Let 𝐹  denote the prediction 

function, which generates the labels 𝑌 for the unlabeled words 𝑋. The objective 

function of the BLP approach is defined as: 

𝑎𝑟𝑔𝑚𝑖𝑛(Ω(𝐹)) = 𝑎𝑟𝑔𝑚𝑖𝑛(Ω𝑙(𝐹) + Ω𝑠(𝐹)) E3.1 

where the loss function Ω𝑙(𝐹) means that the prediction should not change too 

much from the initialized label assignment. The smoothness function Ω𝑠(𝐹) 

requires the nearby nodes to share the same labels. 

In the bilingual graph, the loss function Ω𝑙(𝐹) is further defined as: 

Ω𝑙(𝐹) =  𝜇∑‖𝑓𝐸𝑖 − 𝑦𝐸𝑖‖

𝑛

𝑖=1

 E3.2 

The smoothness function Ω𝑠(𝐹)  is defined by the sum of the 

intra-language smoothness Ω𝑠
𝑖𝑛𝑡𝑟𝑎(𝐹)  and the inter-language smoothness 

Ω𝑠
𝑖𝑛𝑡𝑒𝑟(𝐹), which are further defined as 

Ω𝑠
𝑖𝑛𝑡𝑟𝑎(𝐹) =

1

2
𝜌1 ∑ 𝑤𝐸𝑖𝑗 ‖‖

𝑓𝐸𝑖

√𝑑𝐸𝑖𝑖
−

𝑓𝐸𝑗

√𝑑𝐸𝑗𝑗

‖‖

𝑛

𝑖,𝑗=1

+
1

2
𝜌2 ∑ 𝑤𝑇𝑖𝑗

𝑚

𝑖,𝑗=1

‖‖
𝑓𝑇𝑖

√𝑑𝑇𝑖𝑖
−

𝑓𝑇𝑗

√𝑑𝑇𝑗𝑗

‖‖ E3.3 
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and 

Ω𝑠
𝑖𝑛𝑡𝑒𝑟(𝐹) =

1

2
∑∑𝑤𝐴𝑖𝑗 ‖‖

𝑓𝐸𝑖

√𝑑𝐴𝐿𝑖𝑖
−

𝑓𝑇𝑗

√𝑑𝐴𝑅𝑗𝑗

‖‖

𝑚

𝑗=1

𝑛

𝑖=1

 

𝐷𝐸  and 𝐷𝑇  are two degree matrices of the intra-language relations 𝑊𝐸  and 

𝑊𝑇, respectively. They are the diagonal matrices, of which the (𝑝, 𝑝) element 

𝑑𝐸𝑝𝑝 (or 𝑑𝑇𝑝𝑝) is the sum of the 𝑝 row of 𝑊𝐸 (or 𝑊𝑇). The degree matrices 

𝐷𝐴𝐿 and 𝐷𝐴𝑅 of the inter-language relations 𝑊𝐴 are calculated by 

𝐷𝐴𝐿 = 𝑑𝑖𝑎𝑔(∑𝑤1,𝑗
𝑗

,∑𝑤2,𝑗
𝑗

, … ,∑𝑤𝑛,𝑗
𝑗

)T 

𝐷𝐴𝑅 = 𝑑𝑖𝑎𝑔(∑𝑤𝑖,1
𝑖

,∑𝑤𝑖,2
𝑖

, … ,∑𝑤𝑖,𝑚
𝑖

)T 

E3.4 

To obtain the solution of Equation E3.1, the objective function is 

differentiated and then we have 

∂(Ω(𝐹))

∂(𝐹)
|
𝐹=𝐹∗

= 𝐹∗ − 𝑆𝐹∗ + 𝜇(𝐹∗ − 𝑌) = 0 E3.5 

where 𝐹∗ is the optimal solution of Equation E3.1. The affinity matrix 𝑆 is the 

combination of 𝑆𝐸, 𝑆𝑇 and 𝑆𝐴, shown in Equation E3.6. 

S = [
(1 − 𝛽)𝑆𝐸 𝛽𝑆𝐴
𝛽𝑆𝐴

T (1 − 𝛽)𝑆𝑇
] E3.6 

The affinity matrixes 𝑆𝐸 (for English) and 𝑆𝑇 (for target language) are 

equal to 𝐷𝐸
−
1

2𝑊𝐸𝐷𝐸
−
1

2 and 𝐷𝑇
−
1

2𝑊𝑇𝐷𝑇
−
1

2. The inter-language relation 𝑆𝐴 is equal 

to 𝐷𝐴𝐿
−
1

2𝑊𝐴𝐷𝐴𝑅
−
1

2. 

The user-defined parameter 𝛽 ∈ (0,1)  is used to adjust the relative 

importance of intra-language and inter-language propagation. By Equation E3.5, 

the optimization solution is obtained, i.e., 
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𝐹∗ = 𝛼(𝐼 − 𝛾𝑆)−1𝑌 E3.7 

where 𝛼 =
1

(1+𝜇)
 and 𝛾 =

𝜇

(1+𝜇)
. 

Algorithm 3.1 Bilingual graph label propagation 

Input: Given 𝐺 = (𝑋𝐸 ∪ 𝑋𝑇 ,𝑊𝐸 ∪𝑊𝑇 ∪𝑊𝐴) . label 𝑌𝐸  for 𝑋𝐸 , initialize 𝜇 

and 𝛽 

Output: Label 𝐹𝑇 for 𝑋𝑇 

 

1. Initialize 𝑌𝐸 with the English sentiment seeds 

2. Set 𝑌𝑇 as zero and generate 𝑌0 with 𝑌𝐸 

3. Construct 𝑆 according to Equation E3.6 

4. Loop 

5.     𝐹(𝑡 + 1) = (1 − 𝛿)𝑆𝐹(𝑡) + 𝛿𝑌0 

6. Until 𝑌 converge 

 

To avoid the computation of the inverse matrix in Equation E3.7, the 

iteration algorithm is adopted in Algorithm 3.1. In Line 1, the label of the 

positive seed 𝑥𝑖 is set to 𝑦𝐸𝑖= (1, 0) and the label of the negative seed 𝑥𝑗 is set 

to 𝑦𝐸𝑗= (0, 1). Line 2 sets 𝑌𝑇  as a zero matrix and then generates 𝑌0  by 

combining 𝑌𝐸  with 𝑌𝑇 . In Line 3, the affinity matrixes 𝑆𝐸 ,  𝑆𝑇  and 𝑆𝐴 are 

combined together according to Equation E3.6. The positive and negative 

information is simultaneously propagated through Lines 4 to 6 until the predicted 

labels 𝑌 are converged. It has been proved that the iterative algorithm can 

converge to Equation E3.7 finally [Zhou et al. 2003]. 

In summary, the bilingual graph 𝐺 = (𝑋𝐸 ∪ 𝑋𝑇 ,𝑊𝐸 ∪𝑊𝑇 ∪𝑊𝐴)  is 

constructed based on the words 𝑋𝐸 and 𝑋𝑇, which are connected by the word 

alignments 𝑊𝐴 derived from the parallel sentences (see Figure 3.3(a)). Within 

the same language, the words are connected with the synonym relations, 𝑊𝐸 
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and 𝑊𝑇, in WordNet (see Figure 3.3(b) and Figure 3.3(c)). The BLP approach 

generates the sentiment labels 𝐹 (either positive or negative) for the unlabeled 

words in 𝑋𝑇. More precisely, for the word 𝑥𝑖, if |𝑓(𝑖, 0) − 𝑓(𝑖, 1)| < 𝜉 (𝜉 is 

set to 1.0E-5), 𝑥𝑖  is regarded as neutral. If (𝑓(𝑖, 0) − 𝑓(𝑖, 1)) ≥ 𝜉 , 𝑥𝑖  is 

reckoned to a positive word. And if (𝑓(𝑖, 1) − 𝑓(𝑖, 0)) ≥ 𝜉, 𝑥𝑖 is assessed to be 

negative.  
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Figure 3.3 Bilingual graph building 

 

3.2.2 Experiments 

The experiments on Chinese sentiment lexicon learning are conducted to 
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verify the proposed approach. Similar to the previous work [Rao and 

Ravichandran 2009; Baccianella et al. 2010], the sentiment words in the GI 

lexicon [Stone et al. 1963] are selected as the English seeds. In total, 2,005 

positive words and 1,635 negative words are collected from the GI lexicon. To 

construct the bilingual graph, the ISI Chinese-English parallel corpus24 is used, 

which contains the news articles published by Xinhua News Agency in Chinese 

and English collections [Munteanu and Marcu 2005]. Altogether, more than 25 

million parallel sentence pairs in English and Chinese are collected. The 

stop-words in Chinese and English (e.g., “的” (of) and “am”) together with the 

low-frequency words whose occurrence times are less than 5 are removed during 

preprocessing. Finally we get more than 174K English words (among which 

3,519 words are with the sentiment labels) and more than 146K Chinese words 

(for which we need to predict the sentiment labels). The unsupervised method, 

namely BerkeleyAligner, is employed to align the parallel sentences in the ISI 

parallel corpus [Liang et al. 2006]. As an unsupervised method, it does not 

require to manually collect training data and does not need the complex training 

processing, yet the performance is still competitive with the supervised methods. 

Considering these two advantages, the BerkeleyAligner aligner is employed to 

generate the word alignments in the experiments. The word alignment 

frequencies are used to initialize the weights of the inter-language relations. The 

English and Chinese versions of WordNet 25  are employed to build the 

intra-language relations 𝑊𝐸  and 𝑊𝑇 , respectively. WordNets [Miller 1995] 

group the words into the synonym sets, called the synsets. Totally 117K synsets 

                                                 

 

24 http://catalog.ldc.upenn.edu/LDC2007T09 
25 http://www.globalwordnet.org/gwa/wordnet_table.html 

http://catalog.ldc.upenn.edu/LDC2007T09
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and 80K synsets are collected from English and Chinese WordNet, respectively. 

The proposed approach first generates both positive and negative scores for 

each unlabeled word and then determines the word as positive or negative based 

on these two scores. The two sets of the newly-labeled positive and negative 

sentiment words are then ordered according to their polarity scores. The top 

ranked Chinese words are shown in Table 3.1. 

Word Meaning Polarity Word Meaning Polarity 

好 Good Positive 灾难 Disaster Negative 

正确 Correct Positive 悲剧 Tragedy Negative 

有用 Useful Positive 危险 Dangerous Negative 

聪明 Smart Positive 伤害 Harm Negative 

高兴 Happy Positive 错误 Fault Negative 

可靠 Reliable Positive 愤怒 Rage Negative 

准确 Accurate Positive 失败 Fail Negative 

有效 Effective Positive 破坏 Damage Negative 

可爱 Cute Positive 孤独 Alone Negative 

快乐 Happy Positive 冲突 Clash Negative 

Table 3.1 Top ranked Chinese sentiment words 

 

Precision@K is used to evaluate the ranked sentiment word lists. Two 

human annotators are also invited to annotate the top 1000 words produced by 

each approach. For P@10K, we separate the top 10K ranked list into ten equal 

parts sequentially. 100 words are randomly selected from each part. The human 

annotators are then asked to annotate all the selected words. The precision of 

these selected words are regarded as P@10K. Similar to the evaluation in TREC 
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Blog Distillation [Ounis et al. 2010], the human-annotated words from all the 

approaches are regarded as the benchmark sentiment words. Then based on the 

benchmark data, the ranked lists are evaluated in term of recall. 

3.2.2.1 Comparison with Baseline Approaches 

The following experiments are conducted to compare the proposed 

approach with the various baseline and existing approaches. 

RULE: This baseline approach adopts the idea from Hu and Liu [Hu and 

Liu 2004], which assumes the synonyms of a positive (or negative) word are also 

positive (or negative). It regards the Chinese word that is aligned to the positive 

(or negative) English words as positive (or negative). If a word connects to both 

positive and negative English words, it is determined to be objective. Two sets of 

sentiment words are generated based on this simple heuristic. 

SOP: This approach predicts the sentiment polarities of the unlabeled words 

based on the mean hitting time to the two sets of sentiment seed words [Hassan 

et al. 2011]. Given the graph 𝐺 = (𝑋𝐸 ∪ 𝑋𝑇 ,𝑊𝐸 ∪𝑊𝑇 ∪𝑊𝐴), it defines the 

transition probability from the word 𝑖 to the word 𝑗 as  

𝑝(𝑗|𝑖) =
𝑤𝑖,𝑗
∑ 𝑤𝑖,𝑘𝑘

 
E3.8 

The mean hitting time ℎ(𝑖|𝑗) is the average number of the weighted steps 

from the word 𝑖 to the word 𝑗. Starting from the word 𝑖 and ending at a 

sentiment word 𝑘 ∈ M, the mean hitting time ℎ(𝑖|𝑀) is formally defined as 

ℎ(𝑖|M) = {

0,                           𝑖 ∈ 𝑀

∑𝑝(𝑗|𝑖)ℎ(𝑗|𝑀)

𝑗∈𝑉

+ 1,    𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒     

E3.9 

Let 𝑀+ and 𝑀− denote the GI positive and negative seeds. If ℎ(𝑖|𝑀+) is 
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greater than ℎ(𝑖|𝑀−), the word 𝑥𝑖  is classified as negative. Otherwise it is 

classified as positive. The generated positive words and negative words are then 

ranked according to their polarity scores, respectively. 

Chinese Positive Negative Average 

RULE 0.360 0.363 0.362 

SOP 0.516 0.486 0.501 

BLP 0.702 0.706 0.704 

Table 3.2 Comparison with baseline approaches (recall) 

 

The recalls of these approaches are shown in the above Table 3.2. First, the 

recall of the RULE approach is significant lower than the recalls of the BLP and 

SOP approaches. Since many words in the corpus are aligned to both positive 

and negative words, it is not strange to have the low coverage with the RULE 

approach. For example, in most cases the positive Chinese word “帮助” (helpful) 

is aligned to the positive English word “helpful”. But sometimes it is also aligned 

(or misaligned) to the negative English words, like “freak”. Based on the 

heuristic, the word is predicted as objective. As a result, the RULE approach 

learn much fewer sentiment words compared with the other two approaches. 

With the SOP approach, the positive and negative scores are calculated according 

to the shortest paths between the unlabeled words and the positive or negative 

seed words. However, the shortest paths is usually coarse-grained to depict the 

sentiment polarity. You will find that there are only five steps between the word 

“good” and the word “bad” in WordNet.  

The learned Chinese polarity word lists are then evaluated by precision at k. 

As illustrated in Figure 3.4, the BLP approach significantly outperforms the two 
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baselines. The p values against the RULE and SOP approaches are 1.09E-8 and 

1.4E-4, which indicates that the proposed BLP approach achieves a significant 

improvement. These results further indicate that the BLP approach is more 

effective in cross-lingual sentiment lexicon learning. 

 

Figure 3.4 Comparison with the baseline approaches (precision) 

 

The major differences between the BLP approach and the baselines are 

two-fold. First, in the baseline approaches the polarity information mainly 

transfers from English to Chinese and once a word gets a polarity score, the score 

is never changed or refined. In the BLP approach, the polarity information is 

transferred from English to Chinese and from Chinese to Chinese at the same 

time. Second, the polarity score of a word is updated with its connected words at 

each iteration. Thus the polarity information interacts more extensively and 

precisely in the BLP approach. To summarize, two aspects influence the learning 

process. 1) The inter-language relations influence the transfer of sentiment 
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information between English and Chinese. 2) The intra-language relations have 

influence on sentiment propagation within each language. 

 

Figure 3.5 Evaluation on the inter-language relations (precision) 

 

3.2.2.2 Evaluation on Inter-language Relation 

This set of experiments aims to examine the selection of the inter-language 

relations. 

BLP-dict: The inter-language relations are built upon the translation entries 

from LDC 26  and Universal Dictionary (UD). These dictionaries (both 

English-Chinese and Chinese-English dictionaries) contain more than 41K 

translation entries between the English and Chinese words. If the English word 

                                                 

 

26 http://projects.ldc.upenn.edu/Chinese/LDC_ch.htm 
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𝑥𝑖  is translated to the Chinese word 𝑥𝑗  in the dictionaries, 𝑤𝐴(𝑖, 𝑗)  and 

𝑤𝐴(𝑗, 𝑖) are set to ones. 

BLP-MT: All the Chinese (English) words are translated into English 

(Chinese) by Google Translator. If the Chinese word 𝑥𝑖 is translated to the 

English word 𝑥𝑗, the 𝑤𝐴(𝑖, 𝑗) and 𝑤𝐴(𝑗, 𝑖) are set to ones. If a Chinese word is 

translated to an English phrase, we assume that the Chinese word is projected to 

every word in the English phrase. 

The learned Chinese sentiment word lists are also evaluated according to 

precision at k. Two findings are observed from the results shown in Figure 3.5. 

First, the BLP-dict and BLP-MT approaches outperform the two baseline 

approaches described in Section 3.2.2.1, which reconfirms the effectiveness of 

the proposed BLP approach in cross-lingual sentiment lexicon learning. Second, 

the alignment-based approach outperforms the dictionary-based and MT-based 

approaches. The reason contributing to this finding may be that more 

inter-language relations are brought in by the word alignments, compared with 

the translation entries from the dictionary and the translation pairs from the 

machine translator. For example, the English word “move” is often translated to 

“移动” (shift) and “感动” (affect, touch) by dictionaries or machine translation 

engines. From the parallel sentences, besides these word translation pairs, the 

word “move” is also aligned to “一帆风顺” (plain sailing bon voyage) that is 

commonly used in Chinese greeting texts. This translation entry is difficult to be 

discovered in dictionaries or by machine translation engines. In parallel 

sentences the words are aligned in the context of the sentence pairs. Sometimes 

the word “move” may be forced to be aligned to “一帆风顺” in the parallel 

sentences “good luck and best wishes on your career move” and “祝 | 你 | 新
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的 | 事业 | 一帆风顺”. Thus when building the inter-language relations with 

word alignments, the BLP approach is likely to learn more sentiment word 

candidates. This also explains why the recalls of the dictionary-based and 

MT-based approaches are lower than that of the proposed BLP approach, as 

compared in Table 3.3. According to the statistic, in average a Chinese word 

connects to 2.3 or 1.7 English words if the inter-language relations are created 

with Google Translator or the dictionaries. But building the inter-language 

relations with word alignments, a Chinese word connects to 16.21 English words, 

which greatly increases the recall of our approach. 

Chinese Positive Negative Average 

BLP-dict 0.647 0.654 0.651 

BLP-MT 0.652 0.659 0.656 

Table 3.3 Evaluation on the inter-language relations (recall) 

 

To conclude, building the inter-language relations with word alignments 

improves the performance of cross-lingual sentiment lexicon learning. The word 

alignment based inter-language relations are able to largely convey the sentiment 

information between languages and able to provide much more sentiment word 

candidates. 

3.2.2.3 Evaluation on Intra-language Relation 

The next set of experiments is to examine the influence of the 

intra-language relations. 

BLP-A: As the baseline of this set of experiments, it does not build the 

intra-language relations with either English or Chinese WordNet synsets. Only 
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the inter-language relations with word alignments are used to construct the graph. 

That means to define 𝑊𝐸 and 𝑊𝑇 as zero matrixes.  

BLP-AE: Different from BLP-A, besides word alignments, English 

WordNet synsets are used to build the intra-English relations 𝑊𝐸 , but the 

intra-Chinese relations 𝑊𝑇 is set to a zero matrix. 

BLP-AC: Different from BLP-A, besides word alignments, Chinese 

WordNet synsets are used to build the intra-Chinese relations 𝑊𝑇 , but the 

intra-English relations 𝑊𝐸 is set to a zero matrix. 

 

Figure 3.6 Evaluation on the intra-language relations (precision) 

 

 
Positive Negative Average 

BLP-A 0.646 0.683 0.665 

BLP-AE 0.670 0.685 0.678 

BLP-AC 0.687 0.695 0.691 

BLP 0.702 0.706 0.704 

Table 3.4 Evaluation on the intra-language relations (recall) 
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As Figure 3.6 shows, when combining both the English and Chinese 

intra-language relations, the precision curves of both positive and negative 

predictions increase. It is clear that adding the intra-language relations has a 

positive influence on the BLP approach. This improvement in precision can be 

explained by the ability of the intra-language relations to refine the polarity 

scores. For example, the English word “sophisticated” is aligned to the positive 

Chinese word “精致的” (delicate) as well as the negative Chinese word “圆滑的” 

(wily, wicked). In the GI lexicon, the English word “sophisticated” is labeled as 

positive. When the bilingual graph includes only the inter-language relations, the 

negative Chinese word “圆滑的” is likely to be labeled as positive. However, 

with the intra-language relations, the negative Chinese word “圆滑的” may 

connect to the other negative Chinese words like “狡猾的” (foxy) and the 

Chinese positive word “精致的” may connect to the other positive Chinese 

words like “精巧的” (elaborate) because they are synonyms. Thus the polarity 

scores of the words are refined by the intra-language relations in each iteration of 

the propagation. Another advantage of the intra-language relations is that it 

reduces the noise brought by the inter-language relations. For example, 

sometimes the Chinese positive word “帮助” (help) is misaligned to the negative 

English word “freak” with the inter-language relation, but it is also connected to 

the synonyms “有助” (help) and “有益” (salutary) which are positive with the 

intra-language relations. The polarity score of the word “帮助” can be adjusted 

by the intra-language relations. Thus though the inter-language relations bring in 

certain noisy alignments, the intra-language relations help to refine the polarity 



56 

 

scores of the words using their intra-language relations to a certain degree. As 

Table 3.4 shows, the recalls of these approaches also suggest that the proposed 

approach can achieve the further improvement in recall with the intra-language 

relations. 

In summary, the combination of the English and Chinese intra-language 

relations improves the performance of the BLP approach. Combining with the 

conclusion from Section 3.2.2.2, it is confident to conclude that the 

inter-language relations help to discover more sentiment word candidates and the 

intra-language helps to refine the polarity scores of these candidates. 

3.2.2.4 Influence of the Parameter 𝜷 

The parameter 𝛽  in Equation E3.6 is to balance the proportions of 

inter-language propagation and intra-language propagation. This set of 

experiments aims to examine the influence of the parameter 𝛽 by varying it 

from 0.1 to 1. 

The precision curves with the change of 𝛽 are shown in Figure 3.7. As 

observed, the precision curves (both positive and negative) tend to decline with 

the increase of 𝛽. As presented in Equation E3.6, a small 𝛽 strengthens the 

intra-language propagation. Based on the conclusion from Section 3.2.2.3, 

intra-language propagation refines the polarity score and leads to an increase in 

precision. These two factors explain why we observe the high precisions at 

P@50 when 𝛽 is around 0.1 and 0.2. With the increase of 𝛽, the effect of 

intra-language propagation is reduced gradually. Then the declination is observed 

in the curve of P@50. However, a large 𝛽 enhances inter-language propagation 

through word alignments. The recall of the BLP approach then benefits from 
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inter-language propagation because inter-language propagation helps to discover 

more sentiment words and consequently increase the recall. As a result, a slight 

increase is found in the curves of P@1K and P@10K with the increase of 𝛽. To 

balance inter-language and intra-language propagation, 𝛽 is suggested to set at 

around 0.3. 

 

Figure 3.7 Influence of the parameter 𝛽 

 

3.3 Signed Bilingual Graph based Sentiment Lexicon 

Learning 

When the two words are connected by a relation in the bilingual graph 

introduced in Section 3.2, it assumes that these two words tend to share the same 

sentiment polarity. Based on this assumption, the proposed BLP approach 

transfers the sentiment information from one word to another along their 

connection. However, the word connections are more complex, not limited to the 
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synonym or alignment relation. For example, if two words are connected by an 

antonym relation, they tend to own different sentiment polarities. The signed 

bilingual graph is constructed by incorporating the antonym relations into the 

bilingual graph. A signed bilingual graph label propagation approach is further 

proposed for cross-lingual sentiment lexicon learning based on the signed 

bilingual graph. 

English

Target Language
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Figure 3.8 Signed bilingual graph for CSLL 

 

3.3.1 Formalization of Signed Bilingual Graph based 

Sentiment Lexicon Learning 

In Section 3.2.1, cross-lingual sentiment lexicon learning has been modeled 

by a bilingual graph 𝐺 = (𝑋𝐸 ∪ 𝑋𝑇 ,𝑊𝐸 ∪𝑊𝑇 ∪𝑊𝐴), in which the connected 

words are likely to share the same sentiment polarity. Beside synonyms, 

antonyms can also benefit sentiment lexicon learning. Let �̃�𝐸   and  �̃�𝑇 denote 

the antonym relations in English and in the target language in Figure 3.8. The 

new bilingual word graph is then represented by 𝐺 = (𝑋𝐸 ∪ 𝑋𝑇 ,𝑊𝐸 ∪𝑊𝑇 ∪

𝑊𝐴 ∪ �̃�𝐸  ∪ �̃�𝑇), where 𝑊𝐸 ,𝑊𝑇 , 𝑊𝐴 ∈ ℝ+ and �̃�𝐸  , �̃�𝑇 ∈ ℝ−. Since this new 
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bilingual graph contains both positive and negative connections, it is referred to 

as the signed bilingual graph [Leskovec et al. 2010]. The Signed Bilingual graph 

Label Propagation (SBLP) approach is proposed for cross-lingual sentiment 

lexicon learning based on the signed bilingual graph. 

3.3.1.1 Signed Bilingual Graph Label Propagation 

In the signed bilingual graph, the loss function Ω𝑙(𝐹) and the smoothness 

function Ω𝑠(𝐹) for synonym graph are similar to the Equation 3.2 and the 

Equation 3.3, while the antonym distance function Ω̃(𝐹) is defined as 

Ω̃(𝐹) =
1

2
𝜌3 ∑ |�̃�𝐸𝑖𝑗| ‖‖

𝑓𝐸𝑖

√�̃�𝐸𝑖𝑖

−
𝑓𝐸𝑗

√�̃�𝐸𝑗𝑗

‖‖

𝑛

𝑖,𝑗=1

+
1

2
𝜌4 ∑ |�̃�𝑇𝑖𝑗|

𝑚

𝑖,𝑗=1

‖‖
𝑓𝑇𝑖

√�̃�𝑇𝑖𝑖

−
𝑓𝑇𝑗

√�̃�𝑇𝑗𝑗

‖‖ E3.10 

If two words are connected by an antonym relation, the words should be as 

far as possible in the antonym graph. Unlike the Equation 3.1, the objective 

function for the antonym graphs is  

𝑎𝑟𝑔𝑚𝑎𝑥 (Ω̃(𝐹)) 

  = 𝑎𝑟𝑔𝑚𝑎𝑥

(
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E3.11 

Based on Equation 3.1 and Equation 3.11, the objective function of the 

signed bilingual graph label propagation is defined [Ma et al. 2009] 

𝑎𝑟𝑔𝑚𝑖𝑛(Ω(𝐹)) = 𝑎𝑟𝑔𝑚𝑖𝑛(Ω𝑙(𝐹) + Ω𝑠(𝐹) − Ω̃(𝐹)) E3.12 

By differentiating the objective function of Equation 3.12 and setting it as 

zero, the optimal solutions are obtained in Equation 3.13.  

𝐹𝐸 = 2𝜇(𝑀𝐸 − 𝐿𝐴𝑀𝑇
−1𝐿𝐴

𝑇)−1(𝑌𝐸 − 𝐿𝐴𝑀𝑇
−1𝑌𝑇) 

𝐹𝑇 = 2𝜇(𝑀𝑇 − 𝐿𝐴
𝑇𝑀𝐸

−1𝐿𝐴)
−1(𝑌𝑇 − 𝐿𝐴

𝑇𝑀𝐸
−1𝑌𝐸) 

E3.13 
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where 𝑀𝐸 = 2(𝜌1𝐿𝐸 − 𝜌3�̃�𝐸 + 𝜇𝐼)  and 𝑀𝑇 = 2(𝜌2𝐿𝑇 − 𝜌4�̃�𝑇 + 𝜇𝐼) . 𝐿𝐸 =

𝐼 − 𝐷𝐸
−
1

2𝑊𝐸𝐷𝐸
−
1

2 , 𝐿𝑇 = 𝐼 − 𝐷𝑇
−
1

2𝑊𝑇𝐷𝑇
−
1

2 , �̃�𝐸 = 𝐼 − �̃�𝐸
−
1

2�̃�𝐸�̃�𝐸
−
1

2 , �̃�𝑇 = 𝐼 −

�̃�𝑇
−
1

2�̃�𝑇�̃�𝑇
−
1

2, and 𝐿𝐴 = 𝐼 − 𝐷𝐴𝐿
−
1

2𝑊𝐴𝐷𝑅𝐿
−
1

2. D𝐴𝐿 and D𝐴𝑅 are defined by Equation 

3.6. Let �̃� = (𝐼 − �̃�−
1

2 ∗ �̃� ∗ �̃�−
1

2) and �̃� = ∑ |�̃�𝑖𝑗|𝑗 . It has been proven by 

[Kunegis et al. 2010; Hsieh et al. 2012] that this signed graph Laplacian is 

positive semi-definite. 

To obtain the optimal solutions in Equation 3.13, it requires to calculate the 

matrix inversion. Unfortunately, it is quite time-consuming to get the inversion 

especially when large numbers of vertexes are involved in a signed bilingual 

graph. Hence, the Jacobi algorithm [Saad 2003], which is a more efficient way to 

get the inversion is often used to obtain the solutions. The Jacobi algorithm is 

described as follows. Given the linear expression below 

𝑀𝑋 = 𝑏 E3.14 

𝑀 ∈ ℝ𝑛×𝑛 is composed of a diagonal component 𝐷 and a non-diagonal 

component 𝑄. That is if  

𝑀 = [

𝑚11 ⋯ 𝑚1𝑛
⋮ ⋱ ⋮
𝑚𝑛1 ⋯ 𝑚𝑛𝑛

] 
E3.15 

then  

𝐷 = [
𝑚11 0 0
0 ⋱ 0
0 0 𝑚𝑛𝑛

]  and 𝑄 = [
0 ⋯ 𝑚1𝑛
⋮ 0 ⋮
𝑚𝑛1 ⋯ 0

] 
E3.16 

The Jacobi algorithm approximates the solution based on the iteration 

method below 

𝑋(𝑡+1) = 𝐷−1(𝑏 − 𝑄𝑋(𝑡)) E3.17 

The approximation can be also written as 



61 

 

𝑥𝑖
(𝑡+1) =

1

𝑚𝑖𝑖
(𝑏𝑖 −∑𝑚𝑖𝑗

𝑗≠𝑖

𝑥𝑖
(𝑡)) ,   𝑖 = 1,2, … , 𝑛 E3.18 

For cross-lingual sentiment lexicon learning, the iterative solutions in 

Equation 3.13 is obtained by replacing 𝑋 with 𝐹𝐸 and 𝐹𝑇 and replacing 𝑀 

with (𝑀𝐸 − 𝐿𝐴𝑀𝑇
−1𝐿𝐴

𝑇)  and (𝑀𝑇 − 𝐿𝐴
𝑇𝑀𝐸

−1𝐿𝐴) , respectively. The iteration 

method is shown in Equation 3.19. 

𝐹𝐸
(𝑡+1) = 2𝜇𝑫𝒈(𝑀𝐸 − 𝐿𝐴𝑀𝑇

−1𝐿𝐴
𝑇)−1[𝑌𝐸 − 𝐿𝐴𝑀𝑇

−1𝑌𝑇 −𝑵𝑫𝒈(𝑀𝐸 − 𝐿𝐴𝑀𝑇
−1𝐿𝐴

𝑇)𝐹𝐸
(𝑡)] 

𝐹𝑇
(𝑡+1) = 2𝜇𝑫𝒈(𝑀𝑇 − 𝐿𝐴

𝑇𝑀𝐸
−1𝐿𝐴)

−1[𝑌𝑇 − 𝐿𝐴
𝑇𝑀𝐸

−1𝑌𝐸 −𝑵𝑫𝒈(𝑀𝑇 − 𝐿𝐴
𝑇𝑀𝐸

−1𝐿𝐴)𝐹𝑇
(𝑡)] 

E3.19 

where the functions 𝑫𝒈(𝑀)  and 𝑵𝑫𝒈(𝑀)  represent the diagonal and 

non-diagonal components of the matrix 𝑀. To perform the Jacobi algorithm, it 

needs to guarantee that the matrix M is positive semi-definite. The SBLP 

approach is summarized in Algorithm 3.2. 

Algorithm 3.2 Signed Bilingual Graph Label Propagation 

Input: Given 𝐺 = (𝑋𝐸 ∪ 𝑋𝑇 ,𝑊𝐸 ∪ �̃�𝐸 ∪𝑊𝑇 ∪ �̃�𝑇 ∪𝑊𝐴), the label 𝑌𝐸 for 

𝑋𝐸. Initialize 𝜇 and 𝜌1~4 

Output: Label 𝐹𝑇 for 𝑋𝑇 

 

1. Initialize 𝑌𝐸 with the English sentiment seeds and set the Chinese initial 

sentiment label 𝑌𝑇 as zero 

2. Calculate 𝐿𝐸, �̃�𝐸, 𝐿𝑇, �̃�𝑇 and 𝐿𝐴, then calculate 𝑀𝐸 and 𝑀𝑇 

3. Loop 

4.     Calculate 𝐹𝐸 and 𝐹𝑇 according to Equation 3.19 

5. Until 𝑌 converge 
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3.3.2 Experiments 

Again, the experiments are conducted on the ISI Chinese-English parallel 

corpus and the sentiment words from the GI lexicon are used as the sentiment 

seed words. The Chinese and English versions of WordNet are used to define the 

antonym word relations. These two lexicons provide the antonym pairs of synsets. 

From the two lexicons, totally 8,406 English and 6,312 Chinese antonym synset 

pairs are obtained. For a pair of synsets, any two words from the different synsets 

are regarded as the antonym to each other. 

3.3.2.1 Evaluation on Signed Bilingual Graph 

This set of experiments is to evaluate the role of the signed bilingual graph 

in cross-lingual sentiment lexicon learning. The SBLP approach is based on the 

signed bilingual graph 𝐺 = (𝑋𝐸 ∪ 𝑋𝑇 ,𝑊𝐸 ∪𝑊𝑇 ∪𝑊𝐴 ∪ �̃�𝐸  ∪ �̃�𝑇) . The 

proposed SBLP approach is compared with the following two baselines. 

MONO: This approach learns the Chinese sentiment lexicon based only on 

the Chinese monolingual graph 𝐺𝑇 = (𝑋𝑇 ,𝑊𝑇 ∪ �̃�𝑇). Since it needs the known 

sentiment information, the English labeled sentiment words 𝑋𝐸  and the 

inter-language relations 𝑊𝐴 are incorporated in the first iteration. Then 𝑋𝐸 and 

𝑊𝐴 are set as zeros in later iterations. 

SBLP-WOA: This approach is based on the synonym bilingual graph, 

which involves the inter-language relations 𝑊𝐴 and the synonym intra-language 

relations 𝑊𝐸  and 𝑊𝑇 . �̃�𝐸  and �̃�𝑇  are set to zeros. In other words, the 

approach degenerates to the BLP approach. 

Similar to [Zhou et al. 2003], 𝜇 is set to 0.1 in these approaches. Their 
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precisions are shown in Figure 3.9. It shows that both the SBLP-WOA and SBLP 

approaches significantly outperform the Mono approach. The (signed) bilingual 

graph brings in more word relations and accelerate sentiment propagation. The 

English sentiment seed words are able to continuously provide the accurate 

sentiment information in the bilingual graph. Thus the increases of the 

SBLP-WOA and SBLP approaches in term of both precision and recall are 

observed in Table 3.5. Meanwhile, adding the antonym relations into the signed 

bilingual graph slightly improves the precision in the top ranked words. It 

appears that the antonym relations depict word relations in a more accurate way 

and refines the word sentiment scores more precisely. However, the synonym 

relations and the word alignment relations are dominating in the signed graph, 

while the antonym relations account for only a small percentage. It is hard for the 

antonym relations to introduce many new relations into the graph. Thus the 

antonym relations cannot help to further improve the recall. 

Chinese Positive Negative Average 

MONO 0.641 0.649 0.645 

SBLP-WOA 0.702 0.706 0.704 

SBLP 0.708 0.709 0.709 

Table 3.5 Evaluation on the MONO, SBLP-WOA and SBLP approaches (recall) 

 

3.3.2.2 Sensitiveness of Parameters 

𝜌1  and 𝜌2  in Equation 3.3 tune the English and Chinese synonym 

intra-language propagation, respectively, while 𝜌3  and 𝜌4  in Equation 3.10 

adjust the English and Chinese antonym intra-language propagation, respectively. 
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For simplicity, let 𝜌1 equal to 𝜌2 and 𝜌3 equal to 𝜌4. Then 𝜌1,2 and 𝜌3,4 are 

tuned together. When 𝜌1,2  and 𝜌3,4  range from {1e-1, 1, 10, 100, 1000}, 

Precision@1K ranges from 0.631 to 0.689 in average. In general, when 1 ≤

𝜌3,4 < 𝜌1,2 ≤ 10, the better results can be achieved. 

 

Figure 3.9 Evaluation on the MONO, SBLP-WOA and SBLP approaches (precision) 

 

3.4 Chapter Summary 

This chapter addresses cross-lingual sentiment lexicon learning based on 

bi-lingual graph, which incorporates the rich sentiment information from English 

to help sentiment lexicon learning for a non-English language (e.g., Chinese). 

With respect to cross-lingual sentiment lexicon learning, the work here 

makes three breakthroughs. First, cross-lingual sentiment lexicon learning is 

formalized by the (signed) bilingual graphs. Two approaches are developed for 
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cross-lingual sentiment lexicon learning and they both show advantages. Second, 

the word alignments derived from the parallel corpus are leveraged to connect 

the words in English and in the target language. It turns out that much more 

inter-language information is obtained from word alignments than from the 

bilingual dictionaries or from the machine translation results. The experimental 

results demonstrate that the performance based on word alignments remarkably 

improves the recall of the learned sentiment lexicon. Third, the antonym word 

relations are incorporated to form a signed bilingual graph. Based on the signed 

bilingual graph, a signed bilingual graph label propagation approach is presented. 

With the antonym relations, the SBLP approach achieves improvement in 

precision. 
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Chapter 4 Co-training based Bilingual 

Sentiment Lexicon Learning 

 
 

4.1 Chapter Overview 

With the bilingual graph based sentiment lexicon learning approaches 

introduced in Chapter 3, the sentiment polarity of a word is determined by the 

sentiment information of the connected words and the relations (e.g., synonyms 

or antonyms) between the connected words. This is one effective way to identify 

the sentiment polarity of a word. Apart from this, the information related to the 

word itself (e.g., the definition or the POS tag of the word) may also provide 

useful information to help infer its sentiment polarity. 

In order to combine the two types of information, we approach sentiment 

lexicon learning as word level sentiment classification. A number of 

representative features concerning the two types of information have been 

explored. These features are categorized into the text-related features (e.g., the 

WordNet based features or the word alignment features) and the graph-related 

features (e.g., the numbers of connected positive words or negative words). The 
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text-related features are extracted from the dictionaries or the text collections. 

They represent the syntactic and semantic information of the words. The 

text-related features are static and they never change during the learning process. 

Like in Chapter 3, the words in a language are connected by the synonym and 

antonym relations, naturally forming a word graph. The graph-related features 

are extracted from the word graph and to a certain degree they represent the 

structural information of the words in the word graph. Unlike the text-related 

features, the graph-related features dynamically change during the learning 

process when more unlabeled words become labeled. 

With these features, we borrow the idea of co-training [Blum and Mitchell 

1998] to address bilingual sentiment lexicon learning. We name this approach as 

Co-training based Bilingual Sentiment Lexicon Learning (CBSLL) since it is 

able to simultaneously expand or generate sentiment lexicons for two different 

languages under the co-training framework. The motivation behind CBSLL is 

that the co-training approach can make better use of the sentiment information 

from the two languages to mutually guide the sentiment lexicon learning 

processes of the two languages.  

In the original co-training framework [Blum and Mitchell 1998], two groups 

of features are collected from the instances in the same dataset. The features in 

each group are assumed to be sufficient in indicating or identifying the classes of 

the instances. In each iteration of co-training, two classifiers predict the class of 

an unlabeled instance independently based on the different groups of features. If 

the instance is confidently predicted by either one of the two classifiers, it can be 

regarded as a new training instance and will be used to train the two classifiers in 

later iterations.  
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In our co-training based bilingual sentiment lexicon learning, a classifier is 

developed for each language to distinguish among the words with the positive, 

negative or neutral sentiment polarities. For a word, the corresponding features, 

i.e., the text-related and/or graph-related features are used to classify its 

sentiment polarity. If an unlabeled word in one language is confidently predicted 

as a sentiment polarity by the classifier, it not only will be regarded as a training 

word in the next iteration learning for the language, but also will provide one (or 

more) training word(s) for the other language through the bilingual word 

association. For example, the bilingual dictionaries can associate a word to its 

translation entry. We assume the two associated words are the same in sentiment 

polarity. If a word is a sentiment word with a sentiment polarity, the associated 

word(s) will have the same polarity. To verify the rationality of this assumption, 

we examine the sentiment polarity consistency of two associated words. It is 

observed that the top-associated words (for a word in one language, we rank its 

associated words in the other language according to their association frequencies) 

have the same sentiment polarity. It is thus reasonable to assign the sentiment 

polarity of a word to its top associated words. Through word association, the two 

learning processes in the co-training framework are bridged smartly. 

A benefit of the co-training approach is that the sentiment information from 

the large amounts of unlabeled data can incrementally improve the classification 

performance. Specifically, at the end of each iteration, a certain number of 

most-confidence words in the unlabeled datasets are selected to update the 

training datasets in the next iteration. Meanwhile, the structure of the word graph 

changes when the unlabeled words get their sentiment polarities. For example, a 

word may become to connect more sentiment words than before. Thus, at the end 
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of each iteration, we also need to update the graph-related features according to 

the changed word graph. 

Again, English is selected as one of the languages in CBSLL because of its 

rich sentiment resources. It is easy to collect many sentiment words from the 

public available English sentiment lexicons, like SentiWordNet and MPQA, as 

the training data. Since the co-training process is advanced via the interactions 

between the sentiment information in the two languages, we are allowed to 

collect only a small set of training data for the other language and to transfer the 

rich sentiment information from English to the other language during the 

interactions. This will greatly reduce the effort on collecting the training data in 

the other language. 

The rest of this chapter is organized as follows. Section 4.2 describes the 

text-related features and the graph-related features used in word level sentiment 

classification. In Section 4.3, a co-training based approach is presented to 

effectively integrate the static text-related features and the dynamic graph-related 

features. The experimental results of English and Chinese sentiment lexicon 

learning are discussed in Section 4.4. The chapter is concluded in Section 4.5. 

4.2 Feature Selection for Bilingual Sentiment Lexicon 

Learning 

For a classification task, one of the critical issues is to describe the instances 

with the representative features [Alpaydin 2010; Pang and Lee 2008]. This 

section is to describe the text-related and graph-related features used in word 

level sentiment classification. 
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4.2.1 Text-related Features 

There are numbers of studies that work on feature selection for text 

classification [Forman 2003; Sebastiani 2002], sentence/document level 

sentiment classification [Pang et al. 2002] and information extraction [Riloff and 

Lehnert 1994; Téllez-Valero et al. 2005]. Relatively, it is more difficult to select 

the representative features for word level sentiment classification. Taking 

sentence/document level sentiment classification as examples, the words or 

phrases are the dominating features and are proven to be effective in 

classification [Pang et al. 2002; Dave et al. 2003]. Other specially-selected 

features such as sentiment words and emoticons can also be used to purse the 

further improvement. However, it is difficult to select features for a single word 

in word level sentiment classification because the word itself is often regarded as 

the minimal unit of sentiment polarity. In this section, the below features which 

are supposed to be helpful in word level sentiment classification are taken into 

consideration. 

1. WordNet based Features 

These features are extracted from WordNet. They have been widely used in 

the NLP tasks such as text classification [Amine and Mimoun 2007] and 

information retrieval [Rosso et al. 2004].  

1) Part-Of-Speech (POS) features: The POS tag indicates the syntactic role 

of a word. It is the information commonly-used in many NLP researches 

[Mullen and Collier 2004]. Intuitively, some POS tags can tell whether a 

word is likely to be a sentiment word. For example, an adjective is likely 

to be a sentiment word. For CBSLL, five POS features are used. They 

are Noun, Verb, Adverb, Adjective and Others. A binary value (i.e., 0 or 
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1) is used to indicate if the word has the corresponding POS in WordNet. 

If the word is not included in WordNet, the “Others” feature is set to 1; 

otherwise it is 0. 

2) Synonym feature: The synonymy relation connects the two words 

sharing the equivalent or similar meanings. The synonym relation is 

symmetrical. For example, the words “small & little”, “big & large”, 

“solon & statesman” are synonyms to each other. If a word has a 

positive (or negative) polarity, normally its synonyms are positive (or 

negative) as well. The synonyms of all the words in our dataset are used 

to construct the synonym feature space. For a word, a binary value (i.e., 

0 or 1) is used to indicate if the word contains the corresponding 

synonym. 

3) Antonym feature: The antonymy relation connects the two words 

holding the opposite or contradictory meanings. The antonymy relation 

is symmetrical as well. The example antonym pairs are “small & big”, 

“fast & slow” and “young & old”. Unlike the synonym, if a word is a 

positive (or negative) word, its antonyms are prone to be negative (or 

positive). The antonyms of all the words in our dataset make up the 

antonyms feature space. If a word has an antonym, the corresponding 

antonym feature is assigned to 1; otherwise, it is assigned to 0 

4) Gloss feature: The gloss in WordNet is the definition of the synset, 

which can also be used as the approximate definition of the words in the 

synset [Szymański and Duch 2012]. For example, we can obtain three 

glosses for the word “beautiful” i.e., “delighting the senses or exciting 

intellectual or emotional admiration”, “highly enjoyable” and 
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“aesthetically pleasing”. Since the gloss is the definition of a word, the 

words in the same gloss tend to have the same sentiment polarity [Esuli 

and Sebastiani 2006]. We extract the glosses of all the words in our 

dataset and use the words in these glosses (after removing the stopwords 

and the low-frequency words) to form the gloss feature space. By doing 

so, a word can be represented by the words in its gloss(es) during 

classification. 

2. Word Alignment Features 

As mentioned in Chapter 3, the word alignment information is derived from 

the parallel corpus and conveys the word relations between a pair of parallel 

sentences (see Chapter 3 for more details). In some extent, the words aligned to a 

given word can be regarded as the synonyms of the given word in the other 

language. In our task, for the words in one language, all the aligned words in the 

other language are extracted. These aligned words are then used to construct the 

word alignment feature space. For a word, the weight of the word alignment 

features are initialized with the normalized alignment frequencies. 

3. Translation Entry Features 

Similar to the word alignment features, the translation entries in the 

bilingual dictionaries or from machine translators can be employed as the 

features of a word. Normally, the translation entries shall have the same 

sentiment polarity as the word. In our experiments, the translation entries are 

extracted from the LDC and UD dictionaries, from Google Translator or from 

Bing Translator27. The translation entries of all the words in our dataset are 

                                                 

 

27 www.bing.com/translator 

http://www.bing.com/translator
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treated as the translation entry features. For a word, a binary value (i.e., 0 or 1) is 

used to indicate if the word can be mapped to the corresponding translation entry. 

4.2.2 Graph-related Features 

Recall that the words can form a word graph based on their relations like the 

synonym and antonym relations. The word graph contains certain amount of 

information that can indicate the sentiment polarities of the words. For example, 

for a given word, if its surrounding words (through synonym connections for 

example) are positive words, the given word tends to be a positive word as well. 

Motivated by this observation, some useful features are extracted from the word 

graph. We call them the graph-related features.  

X2-

X1+
X3?

 

Figure 4.1 The two-moon distribution of the input data 

 

There are two main advantages to explore the graph-related features. First, it 

has been reported in the past that the graph-related features can benefit to the 

learning problems [Camps-valls et al. 2007]. Figure 4.1 shows an example where 
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the input distribution is the two-moon distribution [Zhu and Ghahramani 2002]. 

Let’s assume the words 𝑥1 and 𝑥2 are the labeled positive and negative words. 

Now it is required to determine the sentiment polarity of the word 𝑥3. Although 

the distance between the word 𝑥1 and the word 𝑥3 is closer than that between 

the word 𝑥2 and the word 𝑥3 according to the Euler distance, this, however, 

does not mean that the word 𝑥1 and the word 𝑥3 share the same sentiment 

polarity. Through the bold connections in the word graph, we can see that the 

word 𝑥3 is actually more likely to share the same sentiment polarity with the 

word 𝑥2 . Without question, the graph information helps word sentiment 

classification. Second, during the learning process, when the unlabeled words 

obtain their sentiment labels, the word graph will gradually possess more 

sentiment information. From the evolving word graph with the increased 

sentiment information, we can explore more accurate features. 

A signed graph [Leskovec et al. 2010] formed by the words and their 

relations have been introduced for sentiment lexicon learning in Chapter 3. In a 

certain degree, this signed graph is similar to a real online social network where a 

node can connect the other nodes positively or negatively, e.g., indicating Trust 

or Distruct in Epinions28 and Vote up or Vote down in Digg29. Similarly, a word 

can connect to the other words according to the synonym or the antonym 

relations in the signed word graph. Learning from social network researches 

[Guha et al. 2004; Leskovec et al. 2010; Li et al. 2012], various graph 

characteristics are considered to define the graph-related features. 

1. Structure Balance Features 

                                                 

 

28 www.epinions.com 
29 http://digg.com 

http://www.epinions.com/
http://digg.com/
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The underlying theory of the structure balance stems from the research of 

social psychology in the late 1940s [Heider 1946]. Originally, the structure 

balance studies the relations between the people in a group. If two persons are 

friends, the connection between them is positive. Otherwise if they are foes, the 

connection is negative. The structure balance is then defined as: 

Given three nodes in the graph (a node triangle), if the number of the three 

edges in the triangle is an odd number, the triangle is said to be balanced; 

otherwise, the triangle is said to be unbalanced. [Easley and Kleinberg 2010] 

(a)

Synonym(+)

(b)

Antonym(-)

(c)

Antonym(-)

(d)

Antonym(-)

 

(a) and (b) are balanced triangles since the numbers of the positive 

connections are odd, while (c) and (d) are unbalanced triangles 

Figure 4.2 Structure balance in sentiment lexicon learning 

 

Figure 4.2 shows the application of the structure balance in sentiment 

lexicon learning. Like in Chapter 3, let the signs of the synonym connections be 

positive, and the signs of the antonym connections be negative. The nodes in the 
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balanced triangles meet three requirements, i.e., for a word, “the synonym of its 

synonym is its synonym”, “the antonym of its synonym is its antonym” and “the 

antonym of its antonym is its synonym”.  

The balanced/unbalanced graph structures in Figure 4.2 are represented by 

four graph-related features. For a given word, the numbers of the involved graphs 

are defined as the weights of the corresponding structure balance features. 

2. Sentiment Polarity Endorsement Features 

Intuitively, if a word connects to many positive (or negative) words through 

the synonym relations, its sentiment polarity tends to be positive (or negative) as 

well. On the contrary, if a word links to many positive (or negative) words 

through the antonym relations, its sentiment polarity is likely to be negative (or 

positive). According to this idea, six features are defined for a word to represent 

the numbers of the connected positive, negative and neutral words by the 

synonym relations and by the antonym relations, respectively. 
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Figure 4.3 Co-training framework for bilingual sentiment lexicon learning 

 

Algorithm 4.1 The co-training algorithm 

Input: 𝐿𝐸 , 𝑈𝐸  and 𝑇𝐸  represent the training, unlabeled and test data of 

English. 𝐿𝑇, 𝑈𝑇 and 𝑇𝑇 represent the training, unlabeled and test data 

of the other language. 𝐹𝐸 and 𝐹𝑇 are the features for the two languages, 

respectively. Initialize p, q and N 

Output: Classifiers 𝐶𝐸 and 𝐶𝑇 

 

1. k = 0 

2. While k < N do 

3. Train the classifier 𝐶𝐸 on 𝐿𝐸 with 𝐹𝐸 

4. Train the classifier 𝐶𝑇 on 𝐿𝑇 with 𝐹𝑇 
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5. Use 𝐶𝐸 to label the sentiment polarities of the words in 𝑈𝐸 

6. Use 𝐶𝑇 to label the sentiment polarities of the words in 𝑈𝑇 

7. Select the top-p most-confident positive/negative/neutral words 𝑆𝐸 from 

𝑈𝐸 

8. Select the top-p most-confident positive/negative/neutral words 𝑆𝑇 from 

𝑈𝑇 

9. Select the top-q words 𝐴𝑇 based on 𝑆𝐸 through word association 

10. Select the top-q words 𝐴𝐸  based on 𝑆𝑇 through word association 

11. Remove 𝑆𝐸 and 𝐴𝐸  from 𝑈𝐸, and add them to 𝐿𝐸 

12. Remove 𝑆𝑇 and 𝐴𝑇 from 𝑈𝑇, and add them to 𝐿𝑇 

13. Update the graph-related features in 𝐹𝐸  

14. Update the graph-related features in 𝐹𝑇  

15. k = k + 1 

16. End While 

17. Return 𝐶𝐸 and 𝐶𝑇 

 

4.3 Co-training for Bilingual Sentiment Lexicon 

Learning 

Using the text-related and graph-related features, a co-training based 

approach is proposed for bilingual sentiment lexicon learning in this chapter. The 

objective of the co-training approach is described as: given the sentiment 

(labeled) words and unlabeled words in two languages, the task is to develop two 

classifiers for the two languages, and then generate bilingual sentiment lexicons 

based on the results from the two classifiers. There are two main advantages of 

the proposed co-training approach. First, the sentiment information from the two 

languages can iteratively perform mutual-supervision in the learning processes of 

the two languages. Second, the proposed approach can effectively make use of 

the dynamic graph-related features. It allows the graph-related features to be 

updated in each iteration.  
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For each language, a set of sentiment words are collected to form the 

labeled dataset. Another set of words whose sentiment polarities are unknown are 

collected to form the unlabeled dataset. Using the word features extracted, two 

classifiers are developed based on the training and unlabeled datasets for the two 

languages, respectively. If an unlabeled word in one language is confidently 

predicted with a sentiment polarity, it is not only regarded as a new training word 

in the next iteration for the language, but also provides one (or more) training 

word for the other language through the bilingual word association. Here, we 

assume that the two associated words have the same sentiment polarity. For a 

confidently-predicted sentiment word in one language, we will assign the same 

sentiment polarity to its associated word(s) in the other language. Figure 4.3 

illustrates the co-training framework for bilingual sentiment lexicon learning. It 

is divided into two phases, i.e., the training phase and the classification phase. In 

the training phase, the training words in English and in the other language are 

used to train the two classifiers, respectively. In each iteration, the classifiers 

predict the sentiment polarities of all words in the unlabeled datasets. The 

most-confident words and their associated words are selected and added to the 

corresponding training datasets for the next iteration. Meanwhile, the structure of 

the word graph changes when the unlabeled words obtain their sentiment 

polarities. Consequentially, the graph-related features change as well. Thus, after 

the unlabeled words obtain their sentiment polarities, the graph-related features 

are updated. Finally, the performance of the two classifiers is evaluated based on 

the predicted sentiment polarities of the words in the test datasets in the 

classification phase. 

The proposed co-training approach is summarized in Algorithm 4.1. The 
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algorithm is initialized with two sets of training words (i.e., 𝐿𝐸 and 𝐿𝑇), two 

sets of unlabeled words (i.e., 𝑈𝐸 and 𝑈𝑇) and two sets of test words (i.e., 𝑇𝐸 

and 𝑇𝑇). Two sets of features (i.e., 𝐹𝐸 and 𝐹𝑇) are extracted for the training 

words in English and in the other language, respectively. In Line 3 and Line 4, 

two classifiers (i.e., 𝐶𝐸 and 𝐶𝑇) are trained on the training words 𝐿𝐸 and 𝐿𝑇 

with the features 𝐹𝐸  and 𝐹𝑇 , respectively. The classifiers are then used to 

predict the sentiment polarities of all the words in the unlabeled sets 𝑈𝐸 and 𝑈𝑇 

in Line 5 and Line 6. Three lists of sentiment words (i.e., positive, negative and 

neutral) are generated from 𝑈𝐸 and 𝑈𝑇 for each language. The words in each 

list are ranked by their polarity scores. [Wan 2009] points out that a balanced 

growth of the training datasets for each class can ensure the performance of the 

co-training algorithm. Thus, in Line 7 and Line 8 the top-p ranked words in each 

list are selected as the most-confident words 𝑆𝐸 and 𝑆𝑇. For each word in 𝑆𝐸 

and 𝑆𝑇, we rank its associated words according to the association information, 

for example, based on the associated frequencies in a corpus. Then the top-q 

associated ones are selected to form another two sets of words 𝐴𝐸  and 𝐴𝑇 in 

Line 9 and Line 10. These four sets of words (i.e., 𝐴𝐸 , 𝐴𝑇, 𝑆𝐸 and 𝑆𝑇) are used 

to expand the training datasets 𝐿𝐸 and 𝐿𝑇 in Line 11 and Line 12 respectively. 

In each iteration, the classifiers will predict the sentiment polarities of all the 

unlabeled words. According to these unlabeled words and their newly-predicted 

sentiment polarities, the graph-related features in 𝐹𝐸 and in 𝐹𝑇 are updated at 

the end of each iteration in Line 13 and Line 14. The algorithm stops when the 

maximum iteration limit is researched. 
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4.4 Experiments 

The experiments are conducted on the following English and Chinese 

datasets. The sentiment words in the existing sentiment lexicons, GI lexicon and 

OpinionFinder Lexicon30 [Wilson et al. 2005] are collected and used as the 

labeled English words. The sentiment words in these two lexicons are commonly 

used as the sentiment seed words in the previous work [Esuli and Sebastiani 

2006; Mihalcea et al. 2007; Esuli and Sebastiani 2007; Baccianella et al. 2010]. 

If a word has two different sentiment labels in the two lexicons, the word is 

assumed to be neutral. From the two sentiment lexicons, 3,265 positive, 2,685 

negative and 4,227 neutral English words are collected. In addition, 1,150 

positive, 1,280 negative and 2,560 neutral Chinese words are manually annotated. 

For each language, the first two-third of the words in each class are used as the 

training data and the rest are used as the test data. The words in the ISI 

Chinese-English parallel corpus are used as the unlabeled dataset. 

BerkeleyAligner is run to align the parallel sentences in the ISI parallel corpus 

[Liang et al. 2006]. Based on the alignment information, the word alignment 

features are gathered. 

Considering the performance of the two classifiers reflects the qualities of 

the generated bilingual sentiment lexicons, we first extensively evaluate the 

performance of the two classifiers on recognizing positive and negative words in 

the test datasets with the standard precision, recall and F-measure. We then 

evaluate the quality of the bilingual sentiment lexicons generated by the 

best-performance classifiers. 

                                                 

 

30 www.cs.pitt.edu/mpqa/subj_lexicon.html  

http://www.cs.pitt.edu/mpqa/subj_lexicon.html


83 

 

4.4.1 Comparison with Baseline Approaches 

This set of experiments is to evaluate the effectiveness of the proposed 

co-training approach, in which the word alignment is leveraged to bridge the 

English and Chinese learning processes. Specifically, if an unlabeled word is 

high-confidently predicted with a sentiment polarity by one classifier, all the 

words that are aligned to this word are sorted by the corresponding alignment 

frequencies and then the top-q aligned words are recommended to further 

improve the other classifier (in Line 9 and Line 10 in Algorithm 4.1). p is first set 

to be five analogous to [Wan 2009]. We will show the influence of p in Section 

4.4.4. q is set to be one. We will show the influence of q in Section 4.4.5. The 

following two baseline approaches and the SBLP approach introduced in Chapter 

3 are implemented for comparison. 

SVM(EN/CN): In this approach, the supervised approach is employed for 

monolingual word sentiment classification. It uses the inductive SVM, LibSVM31, 

for English/Chinese word sentiment classification and classification is based on 

the English/Chinese features. The English/Chinese training and test datasets are 

required but the English/Chinese unlabeled datasets are not used. 

TSVM(EN/CN): In this approach, the semi-supervised approach is 

employed for monolingual word sentiment classification. It uses the transductive 

SVM, SVMlight 32 , for English/Chinese word sentiment classification and 

classification is based on the English/Chinese features. Since SVMlight cannot 

perform the multi-class classification directly, like many other researchers, we 

                                                 

 

31 www.csie.ntu.edu.tw/~cjlin/libsvm 
32 http://svmlight.joachims.org 

http://www.csie.ntu.edu.tw/~cjlin/libsvm/
http://svmlight.joachims.org/
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employ the one-class-against-the-rest strategy [Joachims 2002]. The 

English/Chinese training, test and unlabeled datasets are needed in this approach. 

SBLP: In the previous approaches as well as the co-training approach, we 

can use the learned classification models to predict words’ sentiment polarities. 

These approaches can thus be called the model-based approaches. The SBLP 

approach proposed in Chapter 3 is different. It propagates the sentiment 

information among the word graph, and use the propagated sentiment scores to 

determine the sentiment polarities of the words. This process can be also 

considered as a process of word sentiment classification. Since the SBLP 

approach is mainly based on the word graph, we call it as the graph-based 

approach. In this set of experiments, the graph-based SBLP approach is provided 

for the comparison purpose. In particular, a bilingual graph is built with all the 

words in the training, test and unlabeled datasets in English and Chinese. The 

words in the English and Chinese training datasets are used as the sentiment seed 

words. The English and Chinese test datasets are used in evaluation. 

The performances of these approaches are shown in Table 4.1. Three main 

findings are observed. First, the co-training and SBLP approaches significantly 

outperform the other approaches, which demonstrates the effectiveness of the 

co-training and SBLP approaches in word level sentiment classification. The 

main advantage of the co-training and SBLP approaches is that these two 

approaches can associate the sentiment lexicon learning of the two languages and 

leverage the sentiment information from the two languages to help sentiment 

lexicon learning of each language. That is why these two approaches perform 

well. 

Second, in comparison with precision, the co-training approach gains more 
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performance improvement in recall than the SBLP approach, especially for 

Chinese. In the SBLP approach, the sentiment polarity of a word is determined 

by the sentiment polarities of its connected words. If the word is not connected 

with the other words or is not extensively connected with the other words, the 

sentiment polarity of the word is hard to determine. In the co-training approach, 

apart from the sentiment information from the connected words, it can also use 

the word information to determine the sentiment polarity. Thus, the co-training 

approach is able to discover more sentiment words from different perspectives 

and leads to the better performance in recall. The significance of the co-training 

approach is that it allows us to include more information as features for 

sentiment classification. 

Third, among the two baseline approaches, it is obvious that the 

transductive TSVM approach outperforms the inductive SVM approach. This 

finding suggests that the use of unlabeled data does benefit word level sentiment 

classification. Furthermore, the superior of the co-training approach to the TSVM 

approach demonstrates that the co-training approach is more suitable for making 

better use of the unlabeled datasets than the transductive SVM.  

Based on these findings, we reach the conclusion that the co-training 

approach is effective in word level sentiment classification and has superiority in 

better use of the unlabeled datasets and in achieving higher recall. 

Approach 

Positive Negative 

Precision Recall F-measure Precision Recall F-measure 

SVM(CN) 0.700 0.549 0.615 0.681 0.543 0.604 

TSVM(CN) 0.789 0.603 0.684 0.723 0.612 0.663 

SBLP(CN) 0.817 0.612 0.700 0.781 0.655 0.712 
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Co-training(CN) 0.829 0.635 0.719 0.787 0.670 0.724 

SVM(EN) 0.828 0.630 0.716 0.810 0.679 0.739 

TSVM(EN) 0.857 0.636 0.730 0.811 0.702 0.753 

SBLP(EN) 0.872 0.640 0.738 0.818 0.710 0.760 

Co-training(EN) 0.869 0.659 0.749 0.823 0.719 0.768 

Table 4.1 Comparison with the baseline approaches 

 

4.4.2 Evaluation on Feature Selection 

This set of experiments is to evaluate the effectiveness of the features used 

in word level sentiment classification. 

Co-training(T): This approach uses the text-related features only. 

Co-training(G): This approach uses the graph-related features only. We 

update the graph-related features at the end of each iteration. 

The evaluation results of these approaches are presented in Table 4.2. It 

appears that the text-related features are more effective than the graph-related 

features. This is probability because that the number of the text-related features is 

significantly larger than that of the graph-related features. It is also easy to 

understand that the text-related features are more informative than the 

graph-related features. Thus it is not strange to see the text-related features 

outperform the graph-related features. 

Approach 

Positive Negative 

Precision Recall F-measure Precision Recall F-measure 

Co-training(G)(CN) 0.728 0.604 0.660 0.739 0.600 0.663 

Co-training(T)(CN) 0.812 0.633 0.711 0.780 0.640 0.703 
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Co-training(CN) 0.829 0.635 0.719 0.787 0.670 0.724 

Co-training(G)(EN) 0.677 0.569 0.618 0.690 0.588 0.635 

Co-training(T)(EN) 0.866 0.650 0.743 0.820 0.710 0.761 

Co-training(EN) 0.869 0.659 0.749 0.823 0.719 0.768 

Table 4.2 Evaluation on the text-related and graph-related features 

 

As previously mentioned, the graph-related features are different from the 

text-related features. They are dynamically changed during the learning process. 

The following experiment is conducted to examine the effect of the graph-related 

feature update. Specifically, in the co-training(T+G-S) approach, though both the 

text-related and graph-related features are used, the graph-related features are not 

updated. As shown in Figure 4.4, without the update, the graph-related features 

do not influence the performance of the co-training(T+G-S) approach compared 

with the co-training(T) approach. When there is no update, the graph-related 

features, relative to the text-related features, are not sufficient for classification. 

It is found that the co-training approach with the graph-related feature update 

begins to outperform the co-training(T) and co-training(T+G-S) approaches after 

about the 50 iterations. With the increase of iterations, the graph contains more 

and more sentiment information. The graph-related features become denser and 

more accurate as well. When the graph-related features become informative 

enough, they will continuously play their roles in classification. From this set of 

experiments, we conclude that incorporating the continuously-evolving 

graph-related features in the co-training approach has the positive influence on 

word level sentiment classification. 

From Figure 4.4, we have another two findings related to the influence of 
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the iteration. First, the performance improvement of Chinese sentiment word 

classification in the first several iterations is greater and faster compared with 

that of English. The reason is that the initial size of the Chinese training dataset is 

smaller than that of the English training dataset. Thus the contribution of the 

newly complemented sentiment words is relatively greater and makes sentiment 

lexicon learning in Chinese faster. This also suggests that the proposed approach 

benefits a lot to sentiment lexicon learning of the non-English language, where 

the training data is rare or it is costly to obtain. The co-training approach has the 

ability to effectively transfer the rich sentiment information from English to the 

non-English language to help the lexicon learning process of the non-English 

language. Second, both the curves of the Chinese and English classification 

performance increase with the increase of the iteration number N. However, after 

they reach the peaks, the curves tend to decline. This means that the newly 

labeled words bring in more high-quality sentiment information at the beginning 

of the iterations. Thus, the performance increases. After a number of iterations, 

more newly labeled words are added into the training datasets and more noisy 

data are involved as well. The noisy data degrades the performance of prediction. 

To summarize, in general the co-training approach performs well with a wide 

range of iteration numbers. For a reasonable good performance, we would 

suggest to set the iteration number N between 90 and 150. 
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Figure 4.4 Influence of the update in the graph-related features. 

 

4.4.3 Evaluation on Learning Processing Association 

The co-training approach connects the words in the two languages to 

associate the learning processes of the two languages. In each iteration (Line 9 

and Line 10 in Algorithm 4.1), for a high confidently predicted word in one 

language, its top-q associated words will be recommended for training the 

classifier in the other language. Three ways used to associate the words in the 

two languages have been introduced in Chapter 3. They are word alignment, 

bilingual dictionary and translation entry. The following experiments compare 

the three association methods. 

Co-training (CN/EN)-A: This approach associates the learning processes 
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with the word alignment derived from the parallel corpus. For a high confidently 

predicted sentiment word by one classifier, the aligned words are ranked 

according to their alignment frequencies and then the top-q ones are recommend 

for further training the other classifier. 

Co-training (CN/EN)-D: This approach associates the learning processes 

with the bilingual dictionaries. For a high-confidently predicted sentiment word 

by one classifier, the translation entries from the two bilingual dictionaries, LDC 

and UD, are intersected. Since there is no way to rank these translation entries by 

intersection, the q entries are randomly selected for further training the other 

classifier. 

Co-training (CN/EN)-M: This approach associates the learning processes 

with the machine translators. For a high confidently predicted sentiment word by 

one classifier, the average ranks of the returned translation entries from the 

Google Translator and from the Microsoft Translator are calculated. Then the 

top-q entries are recommended for further training the other classifier. 

The experimental results are reported in Table 4.3. It shows only a slight 

difference among these approaches. This suggests that the top recommended 

words using the three association methods nearly have the same quality. In 

general, the word alignment approach is slightly superior to the other two in 

F-measure. Thus the word alignment is used to associate the two learning 

processes in later experiments. 

4.4.4 Influence of the Parameter p 

The parameter p controls the number of the newly labeled data being added 

to its own classifier for the next iteration of learning. The following experiments 
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are conducted by varying p from 5 to 50. F-measure is shown in Figure 4.5. The 

F-measure curves of both positive and negative words in the test datasets decline 

when the value of p increases. As a matter of fact, the confidence of the 

newly-updated sentiment words declines when the value of p increases. The 

training datasets are likely to be updated with more noisy sentiment words. These 

noisy words influence the performance of the co-training approach and lead to 

the decreases. In this task, the preferred value of p is around 5. 

 

Figure 4.5 Influence of the parameter p in the co-training approach 
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Co-training(CN)-A 0.829 0.635 0.719 0.787 0.670 0.724 

Co-training(CN)-D 0.825 0.626 0.712 0.790 0.666 0.723 

Co-training(CN)-T 0.823 0.621 0.708 0.780 0.662 0.716 

Co-training(EN)-A 0.869 0.659 0.749 0.823 0.719 0.768 

Co-training(EN)-D 0.886 0.647 0.748 0.829 0.704 0.761 

Co-training(EN)-T 0.876 0.636 0.737 0.840 0.700 0.764 

Table 4.3 Evaluation on the learning processing association methods  

 

4.4.5 Influence of the Parameter q 

The parameter q controls the number of the aligned words being added to 

the other classifier for the next iteration of learning. The following experiments 

are conducted by varying q from 1 to 10. In Figure 4.6, the performance is 

comparable when q is small (q = 1, 3). This verifies the rationality of our 

assumption that for a given word, its top-q aligned words can keep the consistent 

sentiment polarity. It is possible to assign the sentiment polarity of the given 

word to its top aligned words and use these aligned words to update the training 

dataset of the other classifier. Since the interaction of the two classifiers is based 

on the word alignment, this also ensures that in most cases the sentiment 

information can be correctly transferred between the languages. When q 

increases, the chances of the inconsistence of the sentiment polarities between 

the words and their aligned words increase. Certain aligned words with 

inconsistent sentiment polarities may be wrongly used to update the training 

datasets and consequently influence the performance of the co-training approach. 

Based on these experiments, it is more appropriate to set q less than 3. 
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Figure 4.6 Influence of the parameter q in the co-training approach 

 

4.4.6 Evaluation on Bilingual Sentiment Lexicons 

The two trained classifiers (with the parameter settings of p, q and N as 5, 1 

and 120) can then be used to generate bilingual sentiment lexicons by predicting 

the sentiment polarities of all the words in the unlabeled datasets. The words 

predicted to have the positive and negative classes are ranked according to the 

classifier outputs. Similar to the evaluation method used in Chapter 3, three 

annotators are invited to label the top-5000 ranked words in each approach. All 

the annotated words from each approach are included as the benchmark 

sentiment words for evaluation. The ranked lists are evaluated in term of 
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Precision@K and Recall. The following baselines and the graph-based SBLP 

approach are implemented for comparison. 

Approach 
Positive Negative 

P@100 P@1K P@5K P@100 P@1K P@5K 

SVM(CN)_L 0.710 0.542 0.483 0.690 0.516 0.465 

TSVM(CN)_L 0.760 0.610 0.521 0.740 0.588 0.513 

SBLP(CN)* 0.810 0.681 0.612 0.850 0.675 0.568 

Co-training(CN)* 0.800 0.697 0.644 0.840 0.683 0.594 

SVM(EN)_L 0.750 0.660 0.537 0.740 0.638 0.511 

TSVM(EN)_L 0.770 0.681 0.564 0.760 0.651 0.521 

SBLP(EN)* 0.820 0.744 0.591 0.840 0.712 0.573 

Co-training(EN)* 0.830 0.762 0.607 0.830 0.710 0.593 

Table 4.4 Evaluation on bilingual sentiment lexicons (precision) 

 

SVM(EN/CN)_L: The classifiers from the baseline SVM(EN/CN) 

approaches are used to predict the sentiment polarities of the unlabeled 

(English/Chinese) words. The identified positive and negative sentiment words 

are ranked according to the classification outputs. 

TSVM(EN/CN)_L: The classifiers from the baseline TSVM(EN/CN) 

approaches are used to predict the sentiment polarities of the unlabeled 

(English/Chinese) words. The identified positive and negative sentiment words 

are ranked according to the classification outputs. 

SBLP: In the graph-based SBLP approach, the bilingual graph is built with 

the words in English and in Chinese. It then propagates the sentiment 

information from the sentiment seed words (words in the training datasets) to the 

unlabeled words. The identified positive and negative sentiment words are 
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ranked according to the corresponding sentiment polarity scores outputted from 

the SBLP approach. 

 Positive Negative Average 

SVM(CN)_L 0.613 0.621 0.617 

TSVM(CN)_L 0.651 0.663 0.657 

SBLP(CN) 0.753 0.762 0.758 

Co-training(CN) 0.808 0.811 0.809 

SVM(EN)_L 0.685 0.703 0.694 

TSVM(EN)_L 0.731 0.743 0.737 

SBLP(EN) 0.782 0.788 0.785 

Co-training(EN) 0.846 0.858 0.852 

Table 4.5 Evaluation on bilingual sentiment lexicons (recall) 

 

The evaluation results are shown in Table 4.4 and Table 4.5. We can find 

that the co-training and SBLP approaches significantly outperform the SVM and 

TSVM approaches, which indicates the effectiveness of the co-training and 

SBLP approaches in bilingual sentiment lexicon learning. As discussed in 

Section 4.4.1, compared with the SVM and TSVM approaches, the co-training 

and SBLP approaches can simultaneously leverage the sentiment information 

from the two languages in sentiment lexicon learning of each language. Thus the 

performances of these two approaches are better than the two baseline 

approaches. Furthermore, the co-training approach is superior to the SBLP 

approach in recall. This finding is consistent with what we have found in the 

experiments presented in Section 4.4.1, where the co-training approach also 

achieves a higher recall than the SBLP approach in the test dataset. As desired, 
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the approach that has a good performance in word level sentiment classification 

should also perform well in bilingual sentiment lexicon learning. These results fit 

in with our expectation. 

4.5 Chapter Summary 

In this chapter, bilingual sentiment lexicon learning is cast as a problem of 

word level sentiment classification under the co-training framework. Both 

text-related features and graph-related features are explored from varieties of 

sources including WordNet, data collections and the word graph etc. A novel 

co-training based approach is presented to effectively integrate the text-related 

features and the graph-related features. Innovatively, when the unlabeled words 

obtain the sentiment polarities, the co-training approach allows the graph-related 

features to be updated. Based on the co-training approach, two classifiers are 

simultaneously developed for sentiment lexicon learning of the two languages, 

respectively. The evaluation on the classification performance demonstrates its 

advantages. The evaluation on bilingual sentiment lexicons further suggests that 

compared with the graph-based SBLP approach, the co-training approach learns 

more sentiment words and is superior in coverage. 

 

 

 

 

 

 



97 

 

Chapter 5 Multilingual Sentiment 

Lexicon Learning 

 
 

5.1 Chapter Overview 

So far, I have discussed cross-lingual sentiment lexicon learning based on 

the bilingual graph or based on the co-training framework. In these two pieces of 

work, if two words are similar in semantics, they are connected or associated in 

sentiment lexicon learning. The underlying assumption is that the two words 

similar in semantics are also similar in sentiment. In fact, this assumption is not 

always valid especially when the words have multiple senses. Take the English 

word “blue” as an example. It corresponds to the translated Chinese words “蓝色” 

(the blue color) and “忧郁 ” (low in spirits) in Collins English-Chinese 

Dictionary33. When learning Chinese sentiment words, if “blue” is regarded as a 

negative sentiment word, the associations between them will transfer the 

negative sentiment information from “blue” to both “忧郁” and “蓝色”. 

                                                 

 

33 www.collinsdictionary.com/dictionary/english 

http://www.collinsdictionary.com/dictionary/english
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However, it is an irrefutable fact in Chinese that “忧郁” is a negative word, but 

“蓝色” is not. To alleviate this problem, the approach that can automatically 

recognize the sentiment-bearing connections for better sentiment propagation is 

expected. If a connection tends to link two sentiment words, I refer to this 

connection as a sentiment-bearing connection. Otherwise, it is called as a 

non-sentiment-bearing connection. The sentiment-oriented graph update is a 

process to update the original semantic-oriented connections towards the 

sentiment-bearing connections. 

This chapter presents the work on multilingual sentiment lexicon learning 

(MSLL), where the multilingual (sentiment) resources are used not only to bring 

in more sentiment information, but also to guide the sentiment-oriented graph 

update. To this end, a novel Sentiment-Oriented Label Propagation (SOLP) 

approach is proposed. The SOLP approach propagates the sentiment information 

among multiple languages. It gradually refines the weights of the connections 

based on their sentiment-bearing degrees. The main idea of the 

sentiment-oriented graph update in SOLP is to use the benchmark sentiment 

words from the multiple languages to measure the sentiment-oriented 

consistency of the two words attached to a connection. The sentiment-oriented 

consistency of the two connected words describes how likely the two words are 

both sentiment words. Then I use the sentiment-oriented consistency to reweight 

the connections. Figure 5.1 illustrates the main idea of the sentiment-oriented 

graph update. Assume the word 𝑤𝑎 is a sentiment word in one language. It is 

connected to the two words 𝑤𝑏 and 𝑤𝑐 in another language when 𝑤𝑎 shares 

certain meanings, among which some are sentiment-bearing; some are not, with 

𝑤𝑏  and 𝑤𝑐 . The SOLP approach attempts to identify the sentiment-bearing 
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connections between 𝑤𝑎 and 𝑤𝑏 and/or between 𝑤𝑎 and 𝑤𝑐 and to use the 

appropriate one(s) to transfer the sentiment information. For this purpose, the 

benchmark sentiment words in the third language (or even more languages) are 

brought in. If 𝑤𝑎  and 𝑤𝑏  are both connected to the same third-language 

sentiment words, it implies that not only 𝑤𝑎 and 𝑤𝑏 are very likely to share the 

same or very similar semantic senses, but also the senses they share are very 

likely to be sentiment-bearing. In other words, both 𝑤𝑎 and 𝑤𝑏 tend to be 

sentiment words. By contrast, if 𝑤𝑐 is rarely connected to the sentiment words, 

it seems that 𝑤𝑐 may only share the non-sentiment-bearing senses with 𝑤𝑎. In 

this case, since 𝑤𝑏  is more likely to be a sentiment word, the connection 

between 𝑤𝑎 and 𝑤𝑏 is more suitable for sentiment information propagation 

than that between 𝑤𝑎 and 𝑤𝑐. Thus, the weight of the connection between 𝑤𝑎 

and 𝑤𝑏 shall be increased, and meanwhile the weight of the connection between 

𝑤𝑎 and 𝑤𝑐 shall be decreased. Refer back to the previous example where the 

English word “blue” is connected to the Chinese words “蓝色” and “忧郁”. 

Consider to use the German sentiment words as the guiding information. Since 

the words “blue” and “忧郁” tend to connect with the same German sentiment 

words, such as “bedrückend” (gloomy) and “depressiv” (depressed), the 

sentiment-oriented consistency between the words “blue” and “忧郁” is higher 

than that between the words “blue” and “蓝色”. Then the connections between 

“blue” and “忧郁” and between “blue” and “蓝色” are reweighted according to 

their degrees of sentiment-oriented consistency. In this way, the original 

semantic-oriented graph gradually shifts to the sentiment-oriented graph. 
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>
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The words “bedrückend”, “depressiv”, “froh” are German words, 

which mean “gloomy”, “depressed”, and “happy”, respectively. 

Figure 5.1 Illustration of the sentiment-oriented graph update 

 

The rest of this chapter is organized as follows. Multilingual sentiment 

lexicon learning is formalized with a semi-supervised problem based on a 

multilingual graph in Section 5.2. The sentiment-oriented label propagation 

approach is presented in Section 5.3. The experimental results on English, 

Chinese and German sentiment lexicon learning are discussed in Section 5.4. 

Next in Section 5.5, the qualities of the sentiment lexicons generated based on 

the different proposed approaches are further evaluated when they are applied to 

an application task, i.e., sentence level sentiment classification task. Section 5.6 

concludes the chapter and suggests the future work on multilingual sentiment 

lexicon learning. 
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Algorithm 5.1: Sentiment-oriented Label Propagation 

Input:  

G                 multilingual graph  

⋃ 𝑍𝑖
𝑚
𝑖=1             sentiment seed words from multiple languages 

α𝑖  (𝑖 = {1,… ,𝑚})    propagation parameters 

𝜇𝑖𝑗 (𝑖, 𝑗 = {1,… ,𝑚})  balance parameters between sub-graphs 

Output: 

𝐹                 final output sentiment label 

 

1. Generate the initial sentiment label 𝑌 = {𝑌1, … , 𝑌𝑚}  and the initial 

similarity 𝐴 = {𝐴1, … , 𝐴𝑚} to sentiment seed words; 

2. Generate the affinity matrixes 𝑆 by normalizing the current weights 𝑊; 

3. Propagate the sentiment label 𝐹(𝑡); 

4. Propagate the similarity 𝑅(𝑡); 

5. Based on 𝑅(𝑡) , perform the sentiment-oriented graph update for each 

sub-graph; 

6. Loop line 2~5, until all the sentiment labels 𝐹(𝑡) do not change; 

7. Determine the sentiment polarities of the words by the propagated 

sentiment label 𝐹. 

 

5.2 Formalization of Multilingual Sentiment Lexicon 

Learning 

The objective of multilingual sentiment lexicon learning (MSLL) is to 

identify the sentiment polarities (either positive or negative) of the unlabeled 
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words in multiple languages. A multilingual graph is set up by incorporating the 

words from multiple languages. With the sentiment seed words, multilingual 

sentiment lexicon learning is cast as a semi-supervised learning problem based 

on the multilingual graph. 

Intra-language 

sub-graph

Inter-language 

sub-graph

j,p

j,q

i,l

Inter-language connection

Labeled words

Unlabeled words

Intra-language connection

 

Figure 5.2 Multilingual graph for multilingual sentiment lexicon learning 

 

Mathematically, let X𝑖 = {𝑥𝑖1, 𝑥𝑖2, … , 𝑥𝑖𝑛𝑖} denote the words from the 𝑖th 

language and 𝑛𝑖 represents the word number in the 𝑖th language. A word graph 

G = (𝑉, 𝐸,𝑊) is built with the nodes 𝑉 = ⋃ X𝑖
𝑚
𝑖=1  (𝑚 ≥ 3). As illustrated in 

Figure 5.2, the multilingual graph is divided into two types of sub-graphs, 

including 𝑚 intra-language sub-graphs, which contain the words from the same 

languages, and 𝑚(𝑚 − 1) inter-language sub-graphs, which are actually the 

bipartite graphs and connect the words in the two languages. 𝐸𝑖,𝑗 denotes the 

edge from the word in the 𝑖th language to the word in the 𝑗th language. If 𝑖 = 𝑗, 

𝐸𝑖,𝑗  is the intra-language connection. Otherwise it is the inter-language 

connection. 𝑊 is the weight of the connection 𝐸 and 𝑊𝑖,𝑗 denotes the weight 

of the edge from the 𝑖th language to the 𝑗th language. 𝑤𝑖𝑝,𝑗𝑞  denotes the 

weight of the edge from the word 𝑥𝑖𝑝 to the word 𝑥𝑗𝑞 . Each word in the 
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multilingual graph is associated with a set of sentiment classes  𝐶 = {𝑐1, … , 𝑐𝑘}, 

where 𝑘 = 2 referring to the positive and negative sentiment polarities in this 

work. 

Let 𝐹 denote the propagated sentiment label. The problem of multilingual 

sentiment lexicon learning can then be defined as: given the multilingual graph 

G = (𝑉, 𝐸,𝑊) and the initial sets of sentiment seed words 𝑍 = ⋃ 𝑍𝑖
𝑚
𝑖=1  (i.e., 

the labeled words) from 𝑚 languages, MSLL is to compute 𝑓𝑖𝑗  for all the 

unlabeled words 𝑥𝑖𝑗  (𝑥𝑖𝑗 ∉ 𝑍). Based on 𝑓𝑖𝑗 , the sentiment polarity of the 

unlabeled word 𝑥𝑖𝑗 is determined. 

5.3 Sentiment-oriented Label Propagation  

The sentiment-orientated label propagation (SOLP) approach is proposed to 

simultaneously transfer the sentiment information among multiple languages and 

adjust the weights of the word connections. Algorithm 5.1 describes the main 

framework of the sentiment-oriented label propagation approach where the SOLP 

approach is divided into three main components, multilingual sentiment 

information propagation (Lines 2 ~ 4), sentiment-oriented graph update (Line 5) 

and sentiment polarity identification (Line 7). The illustration of the SOLP 

approach is shown in Figure 5.3. Multilingual sentiment information propagation 

is to propagate the sentiment information among the multilingual graph. 

Sentiment-oriented graph update is to update the original semantic-oriented 

connections to the sentiment-oriented connections. In this stage, the similarities 

of a word to all the multilingual sentiment seed words are computed. Similar to 

sentiment information propagation, this similarity information is also allowed to 

propagate among the multilingual graph. In each iteration, we use the similarities 
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to calculate the sentiment-oriented consistencies of the two connected words and 

use these sentiment-oriented consistencies to update the graph weights. 

Sentiment polarity identification is to determine the sentiment polarities of the 

words by the propagated sentiment labels. Each component will be presented in 

detail below. 

+
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Figure 5.3 Iteration illustration of the SOLP approach 

 

5.3.1 Multilingual Sentiment Information Propagation 

The multilingual graph contains two types of sub-graphs, the intra-language 

sub-graphs and the inter-language sub-graphs. The smoothness function of the 

intra-language sub-graphs is  
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Ω𝑖𝑛𝑡𝑟𝑎(𝐹∗∗𝑘) =∑𝜇𝑖𝑖 ∑ 𝑤𝑖𝑝,𝑖𝑞 (
𝑓𝑖𝑝𝑘

√𝑑𝑖𝑝,𝑖𝑝
−

𝑓𝑖𝑞𝑘

√𝑑𝑖𝑞,𝑖𝑞
)

2𝑛𝑖

𝑝,𝑞=1

𝑚

𝑖=1

 E5.1 

where the star (∗) denotes all the elements. For example, 𝐹𝑖∗𝑘  denotes the 

propagated sentiment labels of all the words in the 𝑖th language on the class 𝑐𝑘. 

𝑓𝑖𝑝𝑘 denotes the propagated sentiment label of the word 𝑥𝑖𝑝 on the class 𝑐𝑘. 

For the 𝑖th language, 𝐷𝑖,𝑖 is defined as an 𝑛𝑖 × 𝑛𝑖 diagonal matrix. The (𝑝, 𝑝) 

element of 𝐷𝑖,𝑖 (i.e., 𝑑𝑖𝑝,𝑖𝑝) is the sum of the 𝑝th row of 𝑊𝑖,𝑖. 𝜇 (0 ≤ 𝜇𝑖𝑖 < 1) 

are the balance parameters among different languages. If the affinity matrix of 

𝑊𝑖,𝑖 is defined as 𝑆𝑖,𝑖 = (𝐷𝑖,𝑖)
(−1 2⁄ )𝑊𝑖,𝑖(𝐷𝑖,𝑖)

(−1 2⁄ ), the smoothness function of 

the intra-language sub-graphs in Equation 5.1 can be rewritten as 

Ω𝑖𝑛𝑡𝑟𝑎(𝐹∗∗𝑘) = 2∑𝜇𝑖𝑖𝐹𝑖∗𝑘
𝑇 (𝐼𝑖,𝑖 − 𝑆𝑖,𝑖)𝐹𝑖∗𝑘

𝑚

𝑖=1

 E5.2 

where 𝐼𝑖,𝑖 is the identity matrix of size 𝑛𝑖 × 𝑛𝑖.  

The inter-language sub-graphs are bipartite graphs and the smoothness 

function of the inter-language sub-graphs is defined as 

Ω𝑖𝑛𝑡𝑒𝑟(𝐹∗∗𝑘) = ∑ 𝜇𝑖𝑗∑∑𝑤𝑖𝑝,𝑗𝑞

(

 
𝑓𝑖𝑝𝑘

√𝑑𝑖𝑝,𝑖𝑝
𝐿

−
𝑓𝑗𝑞𝑘

√𝑑𝑗𝑞,𝑗𝑞
𝑅

)

 

2
𝑛𝑗

𝑞=1

𝑛𝑖

𝑝=1

𝑚

𝑖,𝑗=1
(𝑖≠𝑗)

 E5.3 

𝐷𝑖,𝑖
𝐿  is defined as an 𝑛𝑖 × 𝑛𝑖 diagonal matrix, of which the (𝑝, 𝑝) element 𝑑𝑖𝑝,𝑖𝑝

𝐿  

is the sum of the 𝑝 row of 𝑊𝑖,𝑗. 𝐷𝑗,𝑗
𝑅  is defined as an 𝑛𝑗 × 𝑛𝑗  diagonal matrix, 

of which the (𝑞, 𝑞) element 𝑑𝑗𝑞,𝑗𝑞
𝑅  is the sum of the 𝑞 columns of 𝑊𝑖,𝑗. The 

affinity matrix of 𝑊𝑖,𝑗 is then defined as 𝑆𝑖,𝑗 = (𝐷𝑖,𝑖
𝐿 )(−1 2⁄ )𝑊𝑖,𝑗(𝐷𝑗,𝑗

𝑅 )(−1 2⁄ ). A 

matrix 𝐿𝑖+𝑗,𝑖+𝑗 is employed to bind 𝑆𝑖,𝑗 and 𝑆𝑗,𝑖 

𝐿𝑖+𝑗,𝑖+𝑗 = [
0 𝑆𝑖,𝑗
𝑆𝑗,𝑖 0

] 
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The smoothness function of the inter-language sub-graphs in Equation 5.3 is 

then rewritten as  

Ω𝑖𝑛𝑡𝑒𝑟(𝐹∗∗𝑘) = ∑ 𝜇𝑖𝑗𝐹(𝑖+𝑗)∗𝑘
𝑇 (𝐼𝑖+𝑗,𝑖+𝑗 − 𝐿𝑖+𝑗,𝑖+𝑗)𝐹(𝑖+𝑗)∗𝑘

𝑚

𝑖,𝑗=1(𝑖≠𝑗)

 E5.4 

and 𝐹(𝑖+𝑗)∗𝑘 = [𝐹𝑖∗𝑘
𝑇 , 𝐹𝑗∗𝑘

𝑇 ]𝑇 . Each 𝜇𝑖𝑗  is a value between 0 and 1 and 

∑ 𝜇𝑖𝑗
𝑚
𝑗=1 = 1. 

Similar to the label propagation approach in [Zhou et al. 2003], we also 

define the loss function 

Ω𝑓𝑖𝑡𝑡𝑖𝑛𝑔(𝐹∗∗𝑘) =∑𝛼𝑖∑(𝑓𝑖𝑝𝑘 − 𝑦𝑖𝑝𝑘)
2

𝑛𝑖

𝑝=1

𝑚

𝑖=1

=∑𝛼𝑖(𝐹𝑖∗𝑘 − 𝑌𝑖∗𝑘)
𝑇(𝐹𝑖∗𝑘 − 𝑌𝑖∗𝑘)

𝑚

𝑖=1

 

E5.5 

The objective function for MSLL based on the multilingual graph is the 

summation of all the above smoothness functions and the loss function, i.e., 

Ω(𝐹∗∗𝑘) =  Ω
𝑖𝑛𝑡𝑟𝑎(𝐹∗∗𝑘) + Ω

𝑖𝑛𝑡𝑒𝑟(𝐹∗∗𝑘) + Ω
𝑓𝑖𝑡𝑡𝑖𝑛𝑔(𝐹∗∗𝑘) E5.6 

By differentiating Equation 5.6 with respect to each 𝐹𝑖∗𝑘  and letting 

d(Ω(𝐹∗∗𝑘))

d(𝐹𝑖∗𝑘)
=0 for all languages, the closed form solution can be obtained, i.e., 

𝐹𝑖∗𝑘 = 𝑃
−1 (𝛼𝑖𝑌𝑖∗𝑘 + ∑ 𝜇𝑖𝑗𝑆𝑖,𝑗

𝑚

𝑗=1,𝑗≠𝑖

𝐹𝑗∗𝑘) 

and 𝑃 = (2𝜇𝑖𝑖 + 𝛼𝑖)𝐼𝑖,𝑖 +∑ 𝜇𝑖𝑗𝑆𝑖,𝑗
𝑚
𝑗=1,j≠i  

E5.7 

𝑌𝑖∗𝑘 denotes the initial sentiment labels of the words in the 𝑖th language on 

the class 𝑐𝑘. According to [Ji et al. 2010], Equation 5.8 is proven to converge to 

the close form solution in Equation 5.7. 

𝐹𝑖∗𝑘
(𝑡)
=
∑ 𝜇𝑖𝑗𝑆𝑖𝑗𝐹𝑗∗𝑘

(𝑡−1)𝑚
𝑗=1 + 𝜇𝑖𝑖𝑆𝑖𝑖𝐹𝑖∗𝑘

(𝑡−1)
+ 𝛼𝑖𝑌𝑖∗𝑘

𝜇𝑖𝑖 + 𝛼𝑖 + 1
 

E5.8 
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5.3.2 Sentiment-oriented Graph Update 

As shown in Figure 5.3, the purpose of the sentiment-oriented graph update 

is to gradually update the original word connections to the sentiment-bearing 

connections. In the SOLP approach, the word similarities to the sentiment seed 

words ⋃ 𝑍𝑖
𝑚
𝑖=1  are also propagated in the multilingual graph. These similarities 

are used to calculate the sentiment-oriented consistencies of the two connected 

words. The sentiment-oriented consistencies are then used to update the 

connections. 

Let 𝑧𝑖𝑗 denote the 𝑗th sentiment word from the 𝑖th language. 𝑅 denotes 

the propagated similarities to the sentiment seed words, and 𝑟𝑖𝑝𝑙𝑘 denotes the 

similarity of the word 𝑥𝑖𝑝  to the sentiment seed word 𝑧𝑙𝑘. Similar to Equation 

5.8, the propagated similarities 𝑅𝑖∗𝑙𝑘 can be iteratively calculated according to 

𝑅𝑖∗𝑙𝑘
(𝑡)

=
∑ 𝜇𝑖𝑗𝑆𝑖𝑗𝑅𝑗∗𝑙𝑘

(𝑡−1)𝑚
j=1 + 𝜇𝑖𝑖𝑆𝑖𝑖 𝑅𝑖∗𝑙𝑘

(𝑡−1)
+ 𝛼𝑖𝐴𝑖∗𝑙𝑘

𝜇𝑖𝑖 + 𝛼𝑖 + 1
 E5.9 

The Sentiment-oriented Consistency (SCon) of the two words describes how 

likely they are both sentiment words. It is calculated by the cosine measure 

between the similarity vectors of the two connected words. For example, 𝑆𝐶𝑜𝑛 

between the word  𝑥𝑖𝑝 and the word 𝑥𝑗𝑞 for the 𝑙 th language is computed by 

𝑆𝐶𝑜𝑛𝑙(𝑥𝑖𝑝, 𝑥𝑗𝑞) =
< 𝑟𝑖𝑝𝑙∗ ∙ 𝑟𝑖𝑝𝑙∗ >

√< 𝑟𝑖𝑝𝑙∗ ∙ 𝑟𝑖𝑝𝑙∗ >∗< 𝑟𝑖𝑝𝑙∗ ∙ 𝑟𝑖𝑝𝑙∗ >
 E5.10 

where < 𝑟𝑖𝑝𝑙∗ ∙ 𝑟𝑖𝑝𝑙∗ > denotes the inner product of the similarities 𝑟𝑖𝑝𝑙∗ and 

𝑟𝑖𝑝𝑙∗. In each iteration, the connection 𝑤𝑖𝑝,𝑗𝑞 is refined with the normalized 

sentiment oriented consistency in all the languages except the 𝑖, 𝑗 languages, 

i.e.,  
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𝑤𝑖𝑝,𝑗𝑞
(𝑡)

= 𝑤𝑖𝑝,𝑗𝑞
(𝑡−1)

∑
𝛾𝑙(𝑆𝐶𝑜𝑛𝑙

(𝑡−1)
(𝑥𝑖𝑝, 𝑥𝑗𝑞) + 𝜎)

√∑ (𝑆𝐶𝑜𝑛𝑙
(t−1)

(𝑥𝑖𝑝, 𝑥𝑗𝑟))2
𝑛𝑗
𝑟=1

𝑚

𝑙=1,(𝑙≠𝑖,𝑗)

 E5.11 

where ∑ 𝛾𝑙
𝑚
𝑙=1 = 1 and they are used to balance the consistencies among the 

sentiment seed words from the different languages. 𝜎 is a positive smooth 

parameter to avoid the weights dropping to 0.  

5.3.3 Sentiment Polarity Identification 

Sentiment identification is the final stage to determine the sentiment 

polarities of the unlabeled words. If 𝑥𝑖𝑝 ∈ 𝑍𝑖 is a positive sentiment seed word, 

the sentiment label 𝑦𝑖𝑝1 is initialized as one and 𝑦𝑖𝑝2 is set to zero. If it is a 

negative sentiment seed word, 𝑦𝑖𝑝1 is initialized as zero and 𝑦𝑖𝑝2 is set to one. 

For the unlabeled word 𝑥𝑗𝑞 ∉ 𝑍𝑗 , 𝑦𝑗𝑞1 and 𝑦𝑗𝑞2 are both set to zeros. The 

proposed SOLP approach will generate the sentiment label 𝐹 for each unlabeled 

word. For the unlabeled word 𝑥𝑗𝑞 ∉ 𝑍𝑗 , if (𝑓𝑗𝑞1 − 𝑓𝑗𝑞2) > 𝜀, it is determined as a 

positive word. If (𝑓𝑗𝑞2 − 𝑓𝑗𝑞1) > 𝜀, it is judged as a negative one. Otherwise, the 

word is assumed to be a neutral word. Each word has 𝑚 sets of similarities to 

the sentiment seed words from 𝑚 languages. If 𝑤𝑖𝑝,𝑗𝑞 is non-zero, the initial 

similarity 𝑎𝑖𝑝𝑗𝑞 is initialized with the row normalized 𝑤𝑖𝑝,𝑗𝑞. The propagated 

similarities 𝑅 are used to calculate the sentiment-oriented consistencies and to 

guide the graph update, but not to identify the sentiment polarities of the 

unlabeled words. 

5.4 Experiments 

In the following experiments, the words in English (EN), Chinese (CN) and 
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German (GE) are used to build the multilingual graph. The synonym relations are 

employed to set up the intra-language relations. The words in the different 

languages are connected by the word alignments derived from the parallel corpus 

called MultiUN (version2), which contains the official documents of the United 

Nations [Chen and Eisele 2012]. The words that appear more than ten times in 

the corpus are included in the multilingual graph. The parallel sentences are 

aligned using the BerkeleyAligner aligner. The weights of the inter-language 

relations are initialized by the word alignment frequencies. For the 

intra-language sub-graph, two words are connected if they are synonyms and the 

weight on the connection is set to one. The synonym relations from English, 

Chinese and German (GermaNet 34) WordNets are used to build the intra- 

English/Chinese/German sub-graphs. The details of the experimental data are 

provided in Table 5.1. For the sentiment seed words, 2,005 positive and 1,635 

negative English words from the GI lexicon are used as the English sentiment 

seed words. 1,650 positive and 1,808 negative German words are used as the 

German sentiment seed words [Remus et al. 2010; Wiebe and Riloff 2005].  

Language Words Inter-language relation Intra-language relation 

English 32.1K 76.0K 20.7K 

Chinese 54.4K 119.5K 17.7K 

German 17.5K 48.4K 5.6K 

Table 5.1 Experiment data from MultiUN (v2) 

 

Based on SOLP, the predicted positive and negative words are sorted 

                                                 

 

34 www.sfs.uni-tuebingen.de/lsd 

http://www.sfs.uni-tuebingen.de/lsd/


110 

 

according to their corresponding sentiment scores. Similar to the evaluation in 

TREC Blog Distillation [Ounis et al. 2010], three annotators are invited to label 

the top 5000 ranked words in each approach. All the annotated words from each 

approach are included as the benchmark sentiment words for evaluation. The 

ranked lists are evaluated in term of Precision@K and Recall. Since we are 

familiar with Chinese, in the following we will first focus on the evaluation of 

the learned Chinese sentiment lexicon. The evaluation on the learned English and 

German sentiment lexicons will be provided in Section 5.4.5. 

5.4.1 Evaluation on Multilingual Resources 

This set of experiments is to examine the role of multilingual resources in 

sentiment lexicon learning. In order to examine the usefulness of multilingual 

resources, for the time being, the update of the multilingual graph is ignored. 

MLP (Multilingual Label Propagation) is used to represent the SOLP approach 

when there is no sentiment-oriented graph update. Without the 

sentiment-oriented graph update, the MLP approach can be regarded as an 

extension of the SBLP approach introduced in Chapter 3, which extends from the 

bilingual graph to the multilingual graph. The MLP approach compares with the 

following baseline approach. 

Baseline: This approach assumes that a word tends to be positive (or 

negative) if it connects to more positive (or negative) words. For a given word 

𝑥𝑖𝑝 in the multilingual graph, the summations of the weights, respectively to the 

positive and negative seed words, are used to identify the sentiment polarity of 

the word.  
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𝑃𝑜𝑠(𝑥𝑖𝑝) = ∑ ∑ 𝑤𝑖𝑝,𝑗𝑞
|𝑍𝑗
+|

𝑞=1
𝑚
𝑗=1  and 𝑁𝑒𝑔(𝑥𝑖𝑝) = ∑ ∑ 𝑤𝑖𝑝,𝑗𝑞

|𝑍𝑗
−|

𝑞=1
𝑚
𝑗=1  

E5.12 

where 𝑍𝑗
+ denotes the positive sentiment seed words in the jth language and 𝑍𝑗

− 

denotes the negative ones. If (𝑃𝑜𝑠(𝑥𝑖𝑝) − 𝑁𝑒𝑔(𝑥𝑖𝑝)) > 𝜀 , the word 𝑥𝑖𝑝  is 

determined as a positive word. If (𝑁𝑒𝑔(𝑥𝑖𝑝) − 𝑃𝑜𝑠(𝑥𝑖𝑝)) > 𝜀, the word 𝑥𝑖𝑝 is 

determined as a negative word. Otherwise, the word is considered to be a neutral 

word. 

MLP(Tri) and Baseline(Tri) mean to incorporate multilingual (Chinese, 

English and German) resources in sentiment lexicon learning. For comparison, 

MLP(Cn-En) and Baseline(Cn-En) represent the incorporation of bilingual 

(Chinese and English) resources in the learning process. Similarly, MLP(Cn-Ge) 

and Baseline(Cn-Ge) represent the incorporation of the Chinese and German 

resources in the learning process. 

 

Figure 5.4 Evaluation on multilingual resources (precision) 
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As shown in Figure 5.4 and Figure 5.5, three findings are observed. First, 

since the quantity of English resources is much larger than that of German 

resources, the MLP approach gains more benefits from English resources. In 

terms of the precisions at the top-ranked Chinese words (i.e., top50, top100 and 

top1000), the MLP(Tri) approach slightly outperforms the MLP(Cn-En) 

approach. Compared with the MLP(Cn-En) and MLP(Cn-Ge) approaches, the 

precision improvement in the MLP(Tri) approach when incorporating 

multilingual resources is clearly observed for the low-ranked words 

(top1000~top5000). This indicates that the MLP approach is able to learn certain 

numbers of high-quality sentiment words based on bilingual resources. The 

contribution of multilingual resources to the MLP approach is to improve the 

coverage of the learned sentiment lexicons. Thus we observe the increase in 

recall as illustrated in Figure 5.5.  

 

Figure 5.5 Evaluation on multilingual resources (recall) 

 

Second, the MLP approach achieves a significant improvement in 

comparison with the baseline approach. With the MLP approach, the sentiment 

information gradually propagates over the multilingual graph. In the baseline 

approach, the sentiment information transfers through the connections once only. 
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Thus, the word sentiment information in the MLP approach is more refined, 

which leads to performance improvement. In Figure 5.5, the recall of the MLP 

approach is significantly higher than the recall of the Baseline approach. This 

means that the MLP approach learns much more sentiment words. 

Third, when manually analyzing 100 sentiment words (the top-50 words 

from the positive and negative lists, respectively) learned from the baseline 

approach, it is found that some wrongly-predicted words are domain related 

words e.g., “决议” (provision, item, clause) and “实现” (implementation, 

achievement). Since the dataset is extracted from the official documents of the 

United Nations, these words occur frequently. These frequently occurred words 

occasionally connect to certain sentiment words, consequently they get the 

sentiment information and are predicted as sentiment words. This side effect is 

reduced in the MLP approach, where the sentiment information is extensively 

refined and is propagated to more words in the multilingual graph. When more 

words accurately obtain the sentiment information, the domain related words 

have less opportunities to get a high rank in the lists. Even so, some of the words 

still appear in the top-200 ranked lists in the MLP approach. It is the fundamental 

problem that the connections in the word graph may link the sentiment words to 

the non-sentiment words. Among them, some may be the noisy links, which 

wrongly link the sentiment words to the non-sentiment words. Some others may 

be the reasonable ones in the sense that they connect the words with similar 

meanings, but they are not suitable for sentiment lexicon learning, like the 

connection linking “blue (low in spirits)” and “蓝色 (the color blue)”. This 

problem exists so long as the non-sentiment-bearing connections exist in the 

multilingual graph. To further alleviate this side effect, the approach that can 
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filter out the non-sentiment-bearing connections or can enhance the weights of 

the sentiment-bearing connections is expected. 

5.4.2 Evaluation on Sentiment-oriented Label 

Propagation 

This set of experiments is to evaluate the proposed SOLP approach. The 

proposed SOLP approach is compared with the following existing work. 

RCL: [Ji et al. 2011] present the work on classifying the bibliographic data 

(including author, publications and venues e.g., conferences and journals) into 

research communities. The RCL approach they propose also gradually updates 

the graph connections. We apply the RCL approach to multilingual sentiment 

lexicon learning. The RCL approach assumes that the highly ranked words 

should play more important roles in the next round of propagation. The weight 

update is formulated as 

𝑤𝑖𝑝,𝑗𝑞
(𝑡+1) = 𝑤𝑖𝑝,𝑗𝑞

(𝑡) ∗ (𝜎 + √
𝑃(𝑥𝑖𝑝|c𝑘)

max𝑝 (𝑃(𝑥𝑖𝑝|c𝑘))
∗

𝑃(𝑥𝑗𝑞|c𝑘)

max𝑞 (𝑃(𝑥𝑗𝑞|c𝑘))
) 

where 𝑃(𝑥𝑖𝑝|c𝑘)  denotes the ranking distribution of the word 𝑥𝑖𝑝  on the 

sentiment class 𝑐𝑘. 

This set of experiments is based on the multilingual resources. As shown in 

Figure 5.6, compared with the MLP approach, the RCL and SOLP approaches 

archive better performances in precision. It verifies our assumption that the graph 

update benefits sentiment words learning. Actually, both RCL and SOLP 

approaches involve certain processes like relevance feedback, which has been 

claimed to be effective in information retrieval [Büttcher et al. 2010] and feature 
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selection [Gao et al. 2011; Gao et al. 2012]. Specifically, the RCL approach 

performs a pseudo relevance feedback. It regards the words in top ranks as 

sentiment words and highlights the roles of the newly-learned confident 

sentiment words for further improvement. In contrast, the sentiment-oriented 

graph update in the SOLP approach is like an explicit relevance feedback. The 

SOLP approach leverages the sentiment seed words to automatically assess the 

sentiment-oriented consistency of the two connected words. In each iteration if 

the sentiment-oriented consistency of the two words connected by a connection 

is high, the weight of the connection increases. In the next iteration, this 

connection will become more important for label propagation and the connected 

words tend to obtain more sentiment information. In these two approaches, the 

confident sentiment score or the high sentiment-oriented consistency from one 

iteration is continuously leveraged in the learning processes of the next iteration, 

as if is in relevance feedback. Thus the superiorities of the RCL and SOLP 

approaches in sentiment lexicon learning is observed. 

 

Figure 5.6 Evaluation on sentiment-oriented label propagation (precision) 
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superior to that of the RCL approach when K>1000. In the RCL approach, when 

a word gets a high score, the weights of its connections tend to increase and this 

word will get an even higher score in the next iteration. It seems that the RCL 

approach focuses more on the higher-ranked nodes. It aims to ensure the top 

ranked words are the most confident sentiment words. In contrast, the SOLP 

approach updates the weights of the connections with the sentiment-oriented 

consistencies of the connected words. The graph update in the SOLP approach 

focuses more on word connections. It aims to ensure the sentiment information to 

be accurately propagated along the connections that link the two sentiment words. 

The sentiment-oriented graph update focuses on all the connections in the graph, 

rather than the top-ranked nodes in RCL. Thus, the RCL approach outperforms 

the SOLP approach in the top-ranked evaluation, while the SOLP approach is 

better on the entire rank lists. For sentiment lexicon learning, we not only require 

the relative-high precision, but also expect a proper coverage. Table 5.2 below 

shows the recall improvement of the SOLP approach in comparison with the 

RCL approach. It is more practical to use the proposed SOLP approach in 

multilingual sentiment lexicon learning, while the RCL approach seems more 

suitable for the applications that require high precisions at the top ranked items, 

like bibliographic information ranking [Ji et al. 2011]. In conclusion, the SOLP 

approach is responsible to automatically reweight the connections for sentiment 

lexicon learning. It is the advantage of the SOLP approach that enables us to 

focus on word connection mining, like employing the hypernym and hyponym 

relations in the learning process. 

The previous approaches determine the sentiment polarities of the words 

according to the information in the word graphs. They are referred to as the 
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graph-based approaches. In the following experiments, the model-based 

co-training approach presented in Chapter 4 is also implemented for comparison. 

COR: Three classifiers are developed for English, German and Chinese. If a 

word in a language is confidently predicted on a sentiment polarity, this word is 

regarded as a new training word for its own language in the next iterations. 

Meanwhile, through word alignment, the aligned words in the other two 

languages are used to update the corresponding training datasets of these two 

languages. The sentiment seed words are used as the training data. After 

co-training, the classifiers generate multilingual sentiment lexicons by predicting 

the sentiment polarities of the unlabeled words in each language. 

 
RCL SOLP MLP COR 

Recall 0.775 0.802 0.771 0.804 

Table 5.2 Evaluation on sentiment-oriented label propagation (recall) 

 

 

Figure 5.7 Comparison with the co-training approach (precision) 
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co-training approach, though we do not explicitly reweight the graph connections, 

the classification algorithm (e.g., SVM) can automatically select the 

representative features for training. To a certain degree, this automatic feature 

selection process roughly corresponds to the process of automatically selecting 

sentiment-bearing connections for sentiment information transferring. Thus the 

two approaches are able to achieve comparable results and both are effective in 

multilingual sentiment lexicon learning. 

Precision P@ 50 P@ 100 P@ 1K P@ 2K P@ 3K P@ 4K P@ 5K 

MLP 0.880 0.845 0.574 0.525 0.464 0.428 0.412 

SOLP 0.900 0.860 0.596 0.543 0.501 0.472 0.436 

SOLP(Inter) 0.900 0.860 0.584 0.538 0.494 0.465 0.424 

SOLP(Intra) 0.890 0.850 0.576 0.528 0.484 0.433 0.414 

Table 5.3 Influence of the intra/inter-language sub-graph update (precision) 

 

 
MLP SOLP SOLP(Inter) SOLP(Intra) 

Recall 0.771 0.802 0.792 0.778 

Table 5.4 Influence of the intra/inter-language sub-graph update (recall) 

 

5.4.3 Influence of the Intra- and Inter- Language 

Sub-graph Update 

The multilingual graph in MSLL contains 𝑚 intra-language sub-graphs 

and 𝑚(𝑚 − 1) inter-language sub-graphs. The SOLP approach updates all the 

intra/inter-language sub-graphs at the same time. This set of experiments is to 

examine the influence of the different sub-graph update. In the SOLP(Intra) 
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approach, the intra-language sub-graphs are updated, while in the SOLP(Inter) 

approach the inter-language sub-graphs are updated. 

As shown in Table 5.3 and Table 5.4 in the next page, the SOLP(Inter) 

approach achieves a comparable result with the SOLP approach, and it 

outperforms the SOLP(Intra) approach. In other words, the SOLP approach 

benefits more from the inter-language sub-graph update. In MSLL, the 

intra-language relations are built based on the synonym relations. These relations 

are elaborately compiled by human experts. The inter-language relations are built 

according to word alignments. These word alignments are automatically 

extracted from the parallel sentences. Though word alignments benefit to the 

recall as discussed in Chapter 3, they may include more noises in comparison 

with the human-created synonym relations. Thus, the update of the 

inter-language sub-graphs is able to make more contributions for multilingual 

sentiment lexicon learning.  

Precision P@ 50 P@ 100 P@ 1K P@ 2K P@ 3K P@ 4K P@ 5K 

MLP 0.880 0.845 0.574 0.525 0.464 0.428 0.412 

SOLP(Local) 0.890 0.850 0.577 0.525 0.467 0.428 0.414 

SOLP 0.900 0.860 0.596 0.543 0.501 0.472 0.435 

SOLP(All) 0.900 0.865 0.592 0.553 0.498 0.454 0.427 

Table 5.5 Influence of the graph update strategies (precision) 

 

5.4.4 Evaluation on Sub-graph Update Strategies 

In the SOLP approach, for a sub-graph of one language (the intra-language 

sub-graph) or of two languages (the inter-language sub-graph), the sentiment 
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seed words from all the other languages will be used to reweight the sub-graph in 

our approach. For example, the German sentiment seed words are used to update 

the inter-language sub-graph of English and Chinese. In this situation, the 

German sentiment seed words are named as the cross-lingual sentiment seed 

words for the inter-language sub-graph of English and Chinese. In the following 

set of experiments, different graph update strategies are compared. In the 

SOLP(Local) approach, for a sub-graph of one language (the intra-language 

sub-graph) or of two languages (the inter-language sub-graph), its update is done 

by the sentiment seed words from that/those language(s). These sentiment seed 

words are deemed local to the sub-graph. For example, the English sentiment 

seed words are the local sentiment seed words for the intra-language sub-graph 

of English. The English and German sentiment seed words are the local 

sentiment seed words for the inter-language sub-graph of English and German. 

The SOLP(All) approach updates each sub-graph with the sentiment seed words 

from all the languages. 

 
MLP SOLP(Local) SOLP SOLP(ALL) 

Recall 0.771 0.773 0.802 0.795 

Table 5.6 Influence of the graph update strategies (recall) 

 

As for the MLP approach, the performance of the SOLP(Local) approach is 

not improved by updating the sub-graphs with local sentiment seed words as 

shown in Table 5.5 and Table 5.6. As for the SOLP approach, the performance of 

the SOLP(All) approach slightly declines in both precision (decline 0.3% in 

average) and recall (decline 0.7% in average). The main difference between these 

two update strategies lies in whether the local sentiment seed words are used in 
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the sub-graph update or not. For a sub-graph, in average the initial similarities of 

the unlabeled words to the local sentiment seed words are much sparser than 

those to the cross-lingual sentiment seed words. The similarities to the local 

sentiment seed words are initialized by the word synonym information, and the 

similarities to the cross-lingual sentiment seed words are initialized by the word 

alignment information. As illustrated in Table 5.7, initially for a word, it connects 

to 0.430 local sentiment seed words, but connects to 2.447 cross-lingual 

sentiment seed words in average. The similarities to the local sentiment seed 

words are sparser. Thus the influence of the local sentiment seed words is less 

than that of the cross-lingual sentiment seed words. 

Language Cross-lingual Local 

English word 2.370 0.645 

Chinese word 2.200 0.325 

German word 2.770 0.320 

Average 2.447 0.430 

Table 5.7 Average numbers of the initially-connected local and cross-lingual sentiment 

seed words 

 

This set of experiments confirms the effectiveness of the cross-lingual 

sentiment seed words in the sentiment-oriented graph update. To perform this 

cross-lingual update, at least a third language is needed to update the 

inter-language sub-graph. To a certain degree, this claims the necessary of 

incorporating multiple language resources (at least three languages) in the 

proposed SOLP approach. 
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Figure 5.8 Evaluation on learned English and German sentiment lexicons (precision) 

 

 

Figure 5.9 Evaluation on learned English and German sentiment lexicons (recall) 

 

5.4.5 Evaluation on Learned English and German 

Sentiment Lexicons 

MSLL can learn the sentiment lexicons for multiple languages at the same 
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time. Similar to the evaluation on the learned Chinese sentiment lexicon, the 

learned English and German sentiment lexicons are also evaluated in terms of 

Precision@K and Recall. The performances of the MLP, SOLP and RCL 

approaches are shown in Figure 5.8 and Figure 5.9. The trends of these curves on 

English and German sentiment lexicon evaluation are similar to that on Chinese 

sentiment lexicon evaluation in Section 5.4.2. The SOLP and RCL approaches, in 

comparison with the MLP approach, achieve better performances with the help 

of the sentiment-oriented graph update. Furthermore, the RCL approach slightly 

outperforms the SOLP approach in the top-K (K<500) words, while the SOLP 

approach shows a better performance in the entire ranked lists. Besides, the 

performance of the learned English sentiment lexicon is significantly superior to 

that of German. In these approaches, the quantity of the English resources is 

much larger than that of the German ones. Thus, the performance of the English 

sentiment lexicon is better. 

NTCIR English Chinese 

Positive 937 1,218 

Negative 1,923 944 

Total 2,860 2,162 

Table 5.8 Detail about the NTCIR dataset 

 

5.5 Further Discussion 

By now, I have introduced all my work on cross-lingual sentiment lexicon 

learning (CSLL). The relations between these three pieces of work are as 

following. 
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In Bilingual graph based Sentiment Lexicon Learning (BSLL), we address 

the two main issues in CSLL, cross-lingual sentiment information mapping and 

word sentiment representation. Word alignment is leveraged to build the 

inter-language relation. The sentiment polarity of a word is determined by the 

sentiment polarities of all its connected words in bilingual word graph. In 

Co-training based Bilingual Sentiment Lexicon Learning (CBSLL), we improve 

word sentiment representation in BSLL. More information (e.g., word definition, 

structure balance) is explored to determine word sentiment polarity. Multilingual 

based Sentiment Lexicon Learning (MSLL) is the generation of BSLL, from 

bilingual word graph to multilingual word graph. Furthermore, we improve 

sentiment information mapping in BSLL. Sentiment-Oriented Label Propagation 

(SOLP) is proposed to automatically increase the weights of sentiment-bearing 

connections for more accurate sentiment information mapping. 

These three pieces of work provide a systematic of studies on CSLL, which 

fills in the insufficiency of the study on CSLL, to a great extent. Meanwhile, the 

proposed new models and the extended framework also contribute to the related 

research topics, e.g., the prediction task in some online social networks (or 

media), which involve the signed graphs. 

5.6 Sentiment classification with learned sentiment 

lexicon 

In all the above work, the learned sentiment lexicons are evaluated with 

Precision and Recall. Now, it is the time to apply the learned sentiment lexicons 

to a practical application to further examine the qualities of the learned sentiment 

lexicons. Sentiment classification is one of the most extensively studied topics in 
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the communities of sentiment analysis [Pang and Lee 2008]. In this section, the 

words in the learned sentiment lexicons are used as the features in sentence level 

sentiment classification. 

Dataset: The NTCIR labeled news articles are used for sentiment 

classification. They contain the sentiment labeled sentences in both Chinese and 

English [Seki et al. 2008; Seki et al. 2009]. The sentences that are with positive 

or negative labels are extracted for evaluation. The numbers of extracted 

sentences are shown in Table 5.8.  

The sentiment words identified by the SBLP approach presented in Chapter 

3, by the co-training approach presented in Chapter 4 and by the SOLP approach 

presented in this chapter are used as the features in sentiment classification. They 

are compared with the following two baselines. 

Baseline_Cor: In this approach, the words including the sentiment words 

and the non-sentiment words in the NTCIR dataset are extracted. They are 

ranked according to their appearance frequencies. The top-N words are used as 

the classification features. As reported in [Pang et al. 2002], unigram features are 

more effective than bigram features for English sentiment classification. Thus, 

this baseline approach employs unigrams as English classification features. The 

experimental results in [Li et al. 2006; Li and Sun 2007] show that Chinese 

bigrams also convey the informative semantic information and bigram features 

perform well in Chinese text classification and Chinese sentiment classification. 

Therefore, this approach employs both unigrams and bigrams as features for 

Chinese sentiment classification. 

Baseline_Lex: In this approach, the words in existing sentiment lexicons 

are used as features. For Chinese, the sentiment words in HowNet are used as the 
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features. From HowNet, I collect 836 positive words and 1,254 negative words. 

For English, the sentiment words from sentiWordNet, are used as the features. 

From sentiWordNet, 4,979 positive and 8,421 negative words are collected. The 

sentiment words are ranked according to their sentiment scores. The top-N 

sentiment words are used as the classification features. 

The SMO classifier [Platt 1999] in Weka35 is applied to perform 10-fold 

cross-validation on the NTCIR labeled sentences. The accuracy is shown in 

Figure 5.10. For Chinese sentiment classification, the proposed SBLP, 

co-training and SOLP approaches all achieve very promising performances 

though the features and sentences are from different corpora. This demonstrates 

that the generated sentiment lexicons are adaptive and the qualities of them are 

good enough for Chinese sentiment classification. From English sentiment 

classification, the SBLP, co-training and SOLP approaches are superior to the 

Baseline_Cor approach. The performances of the SOLP and co-training 

approaches are comparative to the performance of the Baseline_Lex approach 

after using about the top-5K sentiment words. The reason is that sentiWordNet 

already covers amounts of sentiment words. I need to involve more learned 

words to compare with its coverage. 

According to the evaluation results provided in Section 5.4.2 and Section 

4.4.1, the SOLP and co-training approaches outperform the SBLP approach in 

sentiment lexicon learning. In the evaluation of this section, the SOLP and 

co-training approaches also achieve the consistent improvement compared with 

the SBLP approach in sentiment classification. This not only reclaims the 

                                                 

 

35 www.cs.waikato.ac.nz/ml/weka 

http://www.cs.waikato.ac.nz/ml/weka/
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superiority of the SOLP and co-training approaches to the SBLP approach, but 

also suggests that if an approach has a good performance in sentiment lexicon 

learning, the sentiment lexicon generated by this approach tends to perform well 

in sentiment classification. 

 

Figure 5.10 Evaluation on sentence-level sentiment classification 

 

5.7 Chapter Summary 

In this chapter, the work on multilingual sentiment lexicon learning is 

presented. A multilingual graph is established by incorporating the resources 

from multiple languages. The sentiment-oriented label propagation approach is 

proposed to transfer sentiment information among languages and to update the 

original word semantic-oriented connections to the sentiment-oriented 

connections. Extensive experiments are conducted on English, Chinese and 

German sentiment lexicon learning. The results demonstrate the effectiveness of 
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the SOLP approach. The major contribution of this work is that the idea behind 

the SOLP approach can also be applied to the other problems where the specific 

connections are lack or costly to acquire. The proposed SOLP approach can 

automatically update the connections for the specific use of the problems. The 

learned sentiment lexicons are finally evaluated on sentence level sentiment 

classification. For Chinese and English sentiment classification, the approaches 

based on the learned sentiment lexicons perform well in classification, especially 

in Chinese sentiment classification. This indicates the advantages of the learned 

sentient lexicons. 
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Chapter 6 Conclusion and Future Work 

 

 

In this chapter, I wrap up the dissertation by assembling the three main 

chapters into a complete account of cross-lingual sentiment lexicon learning and 

indicate the future directions of my work. 

6.1 Research Summary 

In this dissertation, a systematic study is conducted for cross-lingual 

sentiment lexicon learning. First of all, the important role of sentiment lexicons 

in the researches of sentiment analysis is discussed. Our technology development 

for cross-lingual sentiment lexicon learning is then presented. 

Our work starts with bilingual graph based sentiment lexicon learning, 

which learns the sentiment lexicon for a target language by taking advantage of 

widely abundant and available sentiment resources in a source language. In this 

work, the label propagation based approach is developed to induce the sentiment 

lexicon for the target language. Experimental results indicate that the sentiment 

information can be extensively propagated and precisely refined and the 

proposed approach shows its advantages in both precision and recall. 

To combine more word information in sentiment lexicon learning, we work 
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on co-training based bilingual sentiment lexicon learning. For a word, aside from 

the text-related features explored from its syntactic and semantic information, the 

graph-related features are also explored from its graph structure in the word 

graph. Unlike the static text-related features, which do not change in the learning 

processes, the graph-related features are allowed to be updated when the word 

graph accumulates more and more sentiment information. With these features, 

the co-training based approach is proposed to generate and/or expand the 

bilingual sentiment lexicons for two languages simultaneously with the available 

sentiment information in both languages. Experimental results indicate the 

effectiveness of the text-related and graph-related features in bilingual sentiment 

lexicon learning under the co-training framework. 

To propagate the sentiment information more accurately, the work on 

multilingual sentiment lexicon learning is carried out. In this work, multilingual 

resources (including sentiment resources), on the one hand, are incorporated for 

their abundant sentiment information, and on the other hand, are used to guide 

the sentiment-oriented graph update. The proposed sentiment-oriented label 

propagation approach propagates the sentiment information between multiple 

languages and automatically update the semantic-oriented connections to the 

sentiment-oriented connections. 

The learned sentiment lexicons are then evaluated on an 

application-oriented sentiment classification task. The experiments conducted on 

the NTCIR dataset have demonstrated the effectiveness of the learned sentiment 

lexicons in sentence level sentiment classification. 
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6.2 Technical Highlights 

The following list itemizes the major highlights of our major work on 

cross-lingual sentiment lexicon learning. 

1. Bilingual graph based sentiment lexicon learning 

1) A signed bilingual graph is built on the words in the two languages with 

their positive relations (i.e., the word alignment and synonym relations) 

and negative relations (i.e., antonym relations). Based on the signed 

bilingual graph, the signed bilingual label propagation (SBLP) approach 

is able to propagate the sentiment information along both positive and 

negative relations. Worth mentioning, the SBLP approach can also be 

applied to the researches in online social networks that involve signed 

graphs, like “Trust vs. Distrust” prediction [Guha et al. 2004; DuBois et 

al. 2011], “positive vs. negative” link prediction [Leskovec et al. 2010] 

and opinion influence [Li et al. 2012]. 

2) The word alignment information derived from parallel sentences is 

leveraged to set up the inter-language relations. Through word 

alignment, more inter-language relations are built, which is proven to 

benefit the sentiment information transferring between languages. The 

word alignment information provides a new way to bridge the gap of the 

two languages. It can be leveraged in the other cross-lingual researches, 

like cross-lingual sentiment classification. 

2. Co-training based bilingual sentiment lexicon learning 

1) To the best of our knowledge, we first incorporate the graph-related 

features in sentiment lexicon learning. Apart from the text-related 

features (e.g., the WordNet based features), the graph characteristics are 



132 

 

explored as the graph-related features (e.g., the structure balance 

features). The proposed co-training approach allows the graph-related 

features to be updated with the newly deducted sentiment information 

from the unlabeled words. This update strategy makes the graph-related 

features gradually take more effect in word sentiment classification. 

2) In the co-training approach, the learning processes of the two languages 

are associated by word alignment. In each iteration of learning, if an 

unlabeled word in one language is confidently predicted with a certain 

sentiment polarity, its aligned word(s) in the other language are also 

assigned the same sentiment polarity. These words with their sentiment 

polarities are then used to update the training datasets of the 

corresponding languages. In this way, the learned sentiment information 

from either one language is interchanged to the other one and the two 

learning processes are associated. 

3. Multilingual sentiment lexicon learning 

1) In this work, we propose and approach the issue of multilingual 

sentiment lexicon learning (MSLL) for the first time. Multilingual 

resources are employed and uniformly formalized with a multilingual 

word graph. The advantage of MSLL is that it utilizes the sentiment 

information from multiple languages in the learning process of any one 

language. As demonstrated in the evaluation, the multilingual resources 

significantly improve the recall of the learned sentiment lexicons. 

2) A sentiment-oriented label propagation (SOLP) approach is developed 

to propagate the sentiment information between multiple languages. The 

significance of the SOLP approach is that it is able to automatically 
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reweight the initial semantic-oriented connections to the 

sentiment-oriented connections. It leverages the benchmark sentiment 

words to measure the sentiment-oriented consistencies of the 

connections, and then uses these sentiment-oriented consistencies to 

update the weights of the connections. This idea can also be applied to 

the other problems where the specific connections are lack or costly to 

acquire.  

6.3 Future Directions 

The current work can be further extended along several directions. Besides 

developing more sophisticated approaches, two major directions are listed in the 

following. 

One direction is to carry out cross-lingual sentiment lexicon learning for the 

specific languages (e.g., for Chinese and/or German). The proposed approaches 

in this dissertation are language-independent. We do not consider the language 

characteristics. In the future, interested researchers can further extend our work 

to learn sentiment lexicons for the specific languages. They can refine or expand 

the learned sentiment lexicons with more pragmatics knowledge from the 

specific languages. For instance, the four-character phrase (e.g., “心想事成” (all 

wishes come true) and “尽善尽美” (reach the perfection)) is an important 

component in the Chinese vocabulary. A large percentage of the four-character 

phrases contain certain sentiment polarities. Considering this language 

characteristics, researchers may like to incorporate more additional resources to 

further refine the sentiment polarities of the four-character phrases. Another 

direction is to associate cross-lingual sentiment lexicon learning with the other 
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researches (e.g., sentiment extraction) in a unified framework. For example, as 

sentiment aspect words and sentiment words usually appear at the same time in 

most opinionated text units, we may want to extract sentiment aspect words 

simultaneously with sentiment words. Given Chinese opinioned text units, we 

can translate them into English. Then, existing approaches in English sentiment 

words and sentiment aspect words identification are able to use the translated 

texts. With these identified English sentiment (aspect) words and certain 

bilingual information, we can extract the Chinese sentiment words and Chinese 

sentiment aspect words in the original texts simultaneously. 

At the end of this dissertation, I would like to say that in comparison with 

the other kinds of lexicons, the sentiment lexicon evolves much faster. 

Researchers will constantly confront new challenges, e.g., different sentiment 

expressions in the cyber texts. In the future, I will make continued effort to 

promote the development of sentiment lexicon learning. 
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