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Abstract 

The introduction of smart grid, renewable energy, and electricity market, etc., 

has led to tremendous changes to modern power systems. Particularly, as one of 

the most important renewable energy, wind power has experienced dramatic 

growth worldwide. However, due to the intermittency, wind power generation 

also brings challenges to many aspects of power system operation and planning. 

Wind power is directly related to wind speed. Proper probability model for 

describing the stochastic wind speed would be essential for wind farm planning, 

power system analysis, and so forth. Traditional Weibull and Rayleigh 

distributions cannot accurately capture the wind speed properties that exhibit 

significant non-stationarities and complexities. In this thesis, an advanced 

generalized Lambda distribution is proposed to statistically model wind speed 

that can achieve a superior performance.  

Considering the short-term operational planning horizon, such as from 1 hour 

to 48 hours, accurate forecasting of wind power generation becomes crucial to 

ensure secure and reliable management of power system operation. Traditionally, 

research efforts are paid to developing point prediction methodologies of wind 

power, which corresponds to the exact mathematical expectation of the stochastic 

wind power series at a given prediction horizon. Because of the chaotic nature of 

weather systems, wind power prediction errors cannot be avoided and can be 

significant in some conditions. Therefore, transformation from traditional point 

forecasts to probabilistic interval forecasts can be of great importance to quantify 

the uncertainties of future forecasts, thus effectively supporting the decision 

making activities against uncertainties and risks ahead. To this end, this thesis 

has proposed novel probabilistic forecasting methodologies to quantify the 

uncertainty involved in wind power forecasting. Theoretical background of 

probabilistic forecasting and the state-of-the-art approaches for wind power 

prediction are thoroughly reviewed. Subsequently, a parametric probabilistic 

forecasting approach, bootstrap-based extreme learning machine, is developed to 

generate prediction intervals, which can be trained at an extremely fast speed. In 

addition, two nonparametric probabilistic forecasting approaches using extreme 
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learning machine based forecaster are also developed, and possess significant 

advantages such as a much simplified problem formulation and no need of prior 

knowledge about point forecasting errors.  The first one is the direct interval 

forecasting approach that is proposed to directly produce optimal prediction 

intervals in terms of the novel cost function combining reliability and interval 

score. The second one is the Pareto optimal interval forecasting approach which 

aims to construct optimal prediction intervals through reaching the Pareto front 

of two quality index reliability and sharpness. 

The electricity market has important influence on the management of modern 

power systems, e.g., encouraging the development of renewable energy and the 

participation of consumers in smart grids. Precise electricity price prediction 

would assist market participants to properly deal with various decision making 

problems. Similar to wind power, electricity price also demonstrates significant 

nonstationarities and is fairly difficult to accurately forecast. An advanced hybrid 

approach is proposed for electricity price forecasting in this thesis to estimate 

prediction uncertainty of electricity price.  

Probabilistic load flow computation is implemented considering the power 

system integrated with large wind farm. Based on the developed generalized 

Lambda distribution model for wind speed, the probability property of wind 

power can be described accordingly. Comprehensive numerical studies 

demonstrate that the point estimate method can give accurate estimation of 

probabilistic load flow in the environment with wind power integration, which 

can help to investigate the impacts of wind power and facilitate wind farm 

planning, power system operational and expansion planning, etc. 
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1 Introduction 

 

 

 

 

1.1 General Context 

Electric power is the backbone of modern industrial society and closely related 

to economy development and people‘s common life, such as transport, heating, 

lighting, communications, and computation, and so forth  [1]. Power system is a 

network of electrical components used to supply, transmit and use electric power, 

which can be separated into three parts: 1) the generators that supply the power, 

2) the transmission system that carries the electric power from the generators to 

the load points, 3) the distribution system that feeds the power to nearby homes 

and industries [2]. 

Recently, smart grid has attracted a wide attention, which is defined as an 

advanced electrical network that collects information about all entities connected 

to it, including the behaviors of suppliers and consumers, and the acts of 

generators, transmission and distribution equipment, to improve the efficiency, 

reliability, economy, and sustainability of the production and distribution of 

electricity [3, 4]. It enables the implementation of advanced metering 

infrastructure for load management, the integration of distributed renewable 

energy generation and the formation of microgrids, and so on [5]. Flexible and 

reliable integration of renewable energy should be one of the basic characteristics 

of modern power systems. Due to the climate change and energy crisis, 

renewable energy has drawn many attentions nowadays [6-8]. Particularly, 

prospective studies towards 100% renewable energy-systems for Denmark, 

Australia, and Ireland have been simulated in [6, 9, 10]. So far, renewable energy 

technologies adopted for generation mainly include wind power, hydropower, 

photovoltaic power, biomass, biofuel, geothermal energy, and so forth [11]. 

Among others, wind power is regarded one of the most efficient and important 



2 

 

renewable energy resources for electricity generation, penetrated to modern 

power systems with large scale [12-15]. Many attentions have been drawn to 

wind energy technology development under the smart grid environment [16]. In 

the past decades, wind power generation has experience a dramatic growth all 

over the world. The cumulative installed wind capacity reached nearly 320GW 

by the end of 2013. Figure 1.1 demonstrates the cumulative wind power from 

1996 to 2013, increasing more than 50 times [17]. The ten countries including 

China, USA, Germany, Spain, India, UK, Italy, France, Canada, and Denmark 

have the highest installed wind power capacity, and the corresponding 

percentage is explicitly depicted in Figure 1.2 [17].  

 

 

Figure 1.1  Global cumulative installed wind power capacity from 1996 to 2013 (Data from [17]). 

 

In Denmark, the power system has reached a wind share up to approximately 

20% for more than ten years [18]. Danish power system would expand the 

penetration of wind energy to 50% by 2025 according to the national strategy 

[19]. As an intermittent energy, wind power generation introduces high level of 

uncertainties, which makes the power system planning and operation much 

harder than before. A number of approaches have been proposed for power 

system expansion planning considering the integration and uncertainty of wind 
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power [20-23]. To overcome the challenges involved in power system expansion, 

wind energy evaluation and wind farm planning,  the stochastic nature of wind 

speed should be modeled by means of proper probability distribution models to 

accurately estimate long-term wind power uncertainty and assess potential wind 

energy [24-26].  

 

 

Figure 1.2  Top ten cumulative installed wind power capacities in 2013. 

 

The inherent volatility of wind power has significant impacts on the secure 

operation of power systems, concerned by system operator [27-29]. Particularly, 

large-scale integration of wind power can seriously affect the balance and 

stability of power systems and cause difficulties in scheming proper regulation 

strategies to coordinating overall energy systems [30, 31].  

To well accommodate the fluctuations of wind power, other generation units 

need to cooperate with wind farms in power systems to ensure the balance and 

security of the whole system. Therefore, wind power forecasting becomes critical 

to power system operation and control and certainly produces economic benefits 

[32, 33]. Wind power is directly related with wind speed that demonstrates 

chaotic nature due to the extremely complicated weather systems. Like weather 

prediction, exact wind power forecasting is nearly impossible and the forecasting 

errors can be significant from time to time [34]. Quantification of the uncertainty 
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involved in wind power forecasting is indeed needed to meet the requirements of 

various decision making problems in power systems [35]. The uncertainty 

estimation becomes more meaningful for the purpose of constructing robust and 

reliable power systems when considering the large-scale penetration of wind 

generation.  

The operation of different types of units in power systems should be more 

difficult when accounting for potential power trades in electricity market and 

corresponding tariff determined by government energy policy [18, 36]. An 

electricity market is a system for facilitating purchases, sales, and short-term 

trade of electricity conducted by different participants in power systems, where 

electricity is a commodity traded through free competitions [37]. Electricity 

owns the unique properties such as large scale storage is difficult and the supply 

and demand balance has to be kept in real time.  Consequently it is impossible to 

massively keep it in stock and sale it like other common products in supply 

chains. In modern power systems, the deregulation of power grids can introduce 

more investments to electricity network and generation, and improves the 

efficiency of running power systems. The integration of renewable energy 

especially for wind power brings new factors to the running framework of 

electricity market [38, 39]. During the past decade, electricity market in Denmark, 

as part of the Nordic Market, has been developed to properly accommodate 

penetrated wind power as well as trading electricity with neighboring countries, 

such as Norway, Sweden, and Germany [18]. A few researches focus on 

investigating how to optimally offer its variable power into a competitive 

electricity market as an independent wind power producer [39, 40]. Electricity 

price plays a critical role in electricity market operation to guide actions of 

different participants in power systems [41, 42]. Therefore, electricity price 

forecasting is important to facilitate individual market participant to optimize 

their bidding strategies [43, 44]. On the other hand, with the price uncertainty 

estimation, demand side management in electricity market environment becomes 

more realistic and efficient [45, 46]. 
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1.2 Purpose of the Work 

This thesis aims at analyzing, modeling, and predicting the uncertainties 

involved in modern power systems. The uncertainties involved in wind power 

generation and electricity price are mainly investigated in this thesis, due to their 

particular importance in context of smart grids and electricity markets. 

Specifically, the thesis develops several new methods for probabilistic 

distribution analysis of wind speed, probabilistic interval forecasts of wind power 

generation and electricity market price, and probabilistic power flow analysis 

with wind penetration.     

Wind speed distribution analysis: Various traditional distribution models 

have been adopted to estimate the wind speed distribution, the most popular ones 

of which are Weibull and Rayleigh distributions. However, wind speed usually 

has high complicated statistics properties, e.g., it demonstrates different 

probability shapes in different places. It is difficult to have a generalized 

performance for common probability distribution models. In this thesis, a 

universal distribution model, known as generalized Lambda distribution, is 

proposed to accurately fit the distribution of wind speed data measured at 

different locations. This universal model can be helpful for wind farm planning 

and reliability analysis of wind penetrated power system in the future.  

Interval forecasts of wind power: Significantly high level of uncertainties 

have been introduced to modern power systems, accompanying with more and 

more wind penetration. These uncertainties have non-ignorable impacts on the 

balance and stability of power systems. Therefore, accurate quantification of the 

wind power uncertainty is expected not only by the wind power producer but 

also by the transmission operator. Since the perfect forecasting of wind 

generation is impossible, estimation of the forecasting errors becomes critical to 

decision-makers in power systems. In this thesis, three novel interval forecasts 

methodologies are developed to generate reliable prediction intervals of wind 

power generation. These research outcomes could be meaningful to efficient and 

secure management of power systems, especially in the future smart grid 

environment. 
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Interval forecasts of electricity price: The future electricity price is highly 

concerned by the generation companies, consumers, etc., since it is closely 

related to the interests and profits. Electricity price prediction has important 

effects on electricity market running, such as day-ahead bidding, and is also be 

critical in the future smart grid environment to influence the end-consumers‘ 

behaviors. Reliable and accurate electricity price forecasting can help to manage 

the risks faced by individuals in electricity market. Traditional studies on interval 

forecasting of electricity price are lack of comprehensive evaluation index, which 

makes the results not very convincing. A hybrid approach is developed to 

efficiently generate prediction intervals of electricity price, using the advantages 

of extreme learning machine. The study focuses on day-ahead electricity price 

forecasting, as the day-head electricity market is more important for bidding of 

generation companies. In addition, a systematic assessment framework is 

proposed for the evaluation of prediction intervals of electricity prices 

Probabilistic load flow analysis: Probabilistic load flow analysis based on 

point estimation approach is implemented considering the uncertainty of wind 

power forecasts. The uncertainty of wind power is formulated on basis of the 

generalized Lambda distribution for wind speed proposed in this thesis. Besides, 

the effectiveness of point estimate approach is verified through comprehensive 

studies and comparisons. The computation results of probabilistic load flow can 

provide meaningful insights to the operational planning and risk assessment of 

power systems. 

1.3 Primary Contributions 

To achieve the objectives of the research, namely uncertainty analysis, 

modeling and prognosis for power system operation and planning, the thesis 

investigates into several different new methods to facilitate wind power 

penetration into power systems. The scientific contributions achieved in this 

thesis are summarized as follows: 

1. A novel probability distribution model, i.e. the generalized Lambda 

distribution, is proposed for estimating the probability distribution of wind 

speed. The proposed model owns the high flexibility of  fitting stochastic 

variable of high complexities  in comparison with conventional 
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distribution models for wind speed such as the Weibull and Rayleigh 

distributions. 

2. Based on the Bootstrap and extreme learning machine, a new method is 

proposed for the construction of prediction intervals, and applied for wind 

power forecasting. This approach has the advantages of superior 

forecasting performance, extremely fast computation speed, and flexible 

extendabiltiy, etc. 

3. A direct interval forecasting approach is proposed to directly generate the 

optimal lower and upper bounds of prediction intervals for wind power 

through one optimization procedure based on extreme learning machine 

and particle swarm optimization. A novel objective function is formulated 

to combine both reliability and interval score for generated prediction 

intervals. This performance-based objective function can always ensure the 

sound quality of produced prediction intervals through optimization. 

4. A Pareto optimal forecasting model based on extreme learning machine 

and NSGA-II is proposed to obtain Pareto optimal prediction intervals with 

respect to the two quality objectives of prediction intervals including both 

reliability and sharpness. The reliability precision is proposed to select 

desired optimal forecasters from the Pareto front to form the final 

forecasting model. 

5. A hybrid approach combining extreme learning machine and maximum 

likelihood estimation is developed for intervals forecasting of electricity 

price, which has the advantage of high flexibility and efficiency. In 

addition, a comprehensive evaluation framework is proposed for 

evaluation of electricity price prediction.  

6. A point estimation based probabilistic load flow analysis method is 

proposed to take into account the uncertainty of wind power generation, 

where the uncertainty of wind power generation is modeled using the 

proposed generalized Lambda distribution. The method has proved to have 

robust performance and fast computation speed to analyze the results of 

probabilistic load flow. 
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1.4 Structure of the Thesis 

The remainder of this thesis is organized as follows, 

Chapter 2 proposes a novel probability distribution model named generalized 

Lambda distribution to estimate wind speed probability. The proposed 

distribution model has high flexibility and adaptability to fit different shapes of 

probability density. The state-of-the-art of wind speed distribution modeling is 

surveyed in the first part of this chapter. A modified starship approach is 

developed to significantly improve the efficiency of approximating parameters of 

generalized Lambda distribution. Comprehensive comparisons of results for nine 

conventional distribution of wind speed probability are carried out to 

demonstrate the superiority of the proposed model. 

Chapter 3 introduces the fundamental principle of probabilistic forecasting 

(also known as probabilistic interval forecasts) in details, and gives the 

systematic evaluation criteria. Due to the more and more complicated artificial 

systems, conventional point forecasting cannot consistently ensure the accuracy. 

Probabilistic forecasting can provide confidence level of point forecasting and 

quantify the uncertainty involved in traditional point forecasting. This chapter 

gives basic theoretical knowledge of the interval forecasts for wind power and 

electricity price fulfilled in Chapters 5-8.  

In Chapter 4, this chapter surveys the state-of-the-art for probabilistic wind 

power forecasting. The mathematical background and common techniques for 

point forecasting of wind power are investigated as the prerequisites for 

probabilistic wind power forecasting. The motivations and benefits of 

probabilistic forecasting of wind generation are also introduced from different 

perspectives of power system operation and planning.  

In Chapter 5, a novel prediction interval construction approach based on 

extreme learning machine and bootstrap is developed, which can be proper for 

the case of nonlinear, nonstationary, chaotic and bounded process such as wind 

power generation. Mathematical background of extreme learning machine and 

formulation of prediction interval construction are depicted. The proposed 

approach has extremely fast speed and flexible expansion capability. It is tested 
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on wind farm in Australia for multiple stage prediction with hourly and intra-

hour resolution, proving the effectiveness of the developed approach. 

Chapter 6 presents a novel nonparametric direct interval forecasting approach 

to construct optimal prediction interval via constructing optimal extreme learning 

machine based forecaster, applied for wind power forecasting. The optimal 

forecaster is trained through optimizing the objective function formulated based 

on the evaluation criteria described in Chapter 3, combining reliability and 

overall skill. It should be extremely difficult to accurately estimate the 

probability distribution of wind power prediction error, due to absence of perfect 

knowledge.  The proposed approach successfully avoids the distribution model 

assumption and can promise the quality as the performance-oriented optimization.   

Different from the direct interval forecasting approach proposed in Chapter 6, 

Chapter 7 proposes a Pareto optimal prediction interval construction method via 

Pareto optimization algorithm in terms of the two objectives reliability and 

sharpness that measure/guarantee the quality of constructed prediction intervals. 

This approach is verified on the wind farm on Bornholm Island of Denmark.  

Chapter 8 presents a hybrid approach combining extreme learning machine 

and maximum likelihood estimation approach for the construction of prediction 

intervals, which is successfully applied in electricity price forecasts. Like wind 

power process, electricity price series also demonstrate significant 

nonstationarity and is nearly impossible to obtain accurate prediction, though the 

prediction results are pretty important for designing bidding strategies and other 

actions such as load management in electricity markets. The efficiency and 

effectiveness of the developed method is proved based on realistic data from 

Australian electricity market. 

In Chapter 9, probabilistic load flow computation is implemented considering 

the uncertainty of wind power generation. Point estimate method and first-order 

second-moment approach are used to approximate the mean and variance of load 

flow variables. Based on the numerical test, point estimate method demonstrates 

superior performance. Generally, through the uncertainty analysis of the whole 

system, useful information can be provided for operation and planning of wind 

power penetrated power systems.  
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Finally, Chapter 10 summarizes the overall conclusions from the presented 

researches in this thesis and provides perspectives for further work. 
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2 Estimation of Wind Speed Probability 

Distributions Using Generalized Lambda 

Distribution 

 

 

 

 

2.1 Introduction 

As one of the most important renewable energy nowadays, wind energy is 

widely utilized for power generation in many countries such as United States, 

China, Germany, Spain, France, India and Denmark [15]. Theoretically, the 

energy content in the wind is proportional to the cubic of wind speed, so the 

probability distribution of wind speed determines the wind power density. In 

practice, the average wind turbine power 
wP can be calculated in terms of the 

probability density function (PDF) of wind speed v, according to the following 

equation 

0
( ) ( )w wP P v f v dv



                                               (2.1) 

where f(v) is the PDF of wind speed v and ( )wP v denotes power curve of the wind 

turbines indicating power output with respect to wind speed [12]. Therefore, the 

study of wind speed is essential to wind energy assessment and is the most 

critical process to wind power project planning which mainly consists of wind 

farm location selection, wind turbine design to optimize the generation systems 

and improve the energy conversion efficiency, etc. 

Many probability density functions (PDFs) have been proposed to describe the 

probability distributions of wind speed, which have been reviewed in [24]. These 
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wind speed distribution models mainly include Weibull [47-53], Rayleigh [52, 

53], Beta [24], Burr [54], Gamma [25, 55], Lognormal [56, 57], Inverse Gaussian 

[58], Gumbel Maximum [59, 60]. So far, the Weibull distribution is the most 

widely used probability model to estimate the wind speed probability distribution. 

However, in practice, Weibull distribution cannot universally fit the wind speed 

data well since the wind speeds in different areas or different seasons can have 

different characteristics. Several other conventional statistical distributions have 

the similar limitations. Nonparametric kernel density method [61] and parametric 

mixture probability functions [62] are proposed to estimate wind speed 

distribution to overcome the disadvantage of conventional probability models, 

but with high computational complexity. 

This chapter proposes a novel four-parameter continuous probability 

distribution model, i.e., the generalized Lambda distribution to formulate wind 

speed probability distribution. The generalized Lambda distribution origins from 

Tukey‘s Lambda distribution [63, 64]. With many years‘ development, the GLD 

evolves into the traditional RS GLD proposed by Ramberg and Schmeiser [65, 

66] and FMKL GLD proposed by Freimer et al. [67].  

      Practically, the GLD can accommodate a wide range of shapes and is very 

flexible to fit statistical data. It has been proved that GLD could be used to 

approximate some well-known distributions, including but are not limited to 

Normal, Uniform, Student‘s t, Exponential, Chi-Square, Gamma, Weibull, 

Lognormal, Beta, Inverse Gaussian, Logistic, Pareto, Extreme value, and F 

distributions [68]. Due to the high flexibility and generality, GLD can be used to 

statistically model the chaotic wind speed and can provide a more accurate 

description of its distribution than conventional probability models.  

The RS GLD is used to estimate the wind speed distribution. The combined 

moment and starship method is developed to efficiently and accurately estimate 

the parameters of GLD based on the historical wind speed data. To demonstrate 

the performance of GLD, nine conventional PDFs are employed to fit the wind 

speed data for comparison purposes. Three goodness-of-fit measure approaches 

including K-S test, χ
2
test and RMSE are used as the performance judgment 

criteria. A comprehensive fitting quality evaluation method based on the results 
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of the applied three goodness-of-fit measures is proposed to rank the overall 

performance of nine conventional probability models and GLD. 

2.2 Conventional Probability Models 

2.2.1 Probability Models 

     In this chapter, nine conventional probability models including two-parameter 

Weibull (Weibull-2), three-parameter Weibull (Weibull-3), Rayleigh, Beta, Burr, 

Gamma, Lognormal, Inverse Gaussian (Inverse G.), and Gumbel Maximum 

(Gumbel M.) distributions are used to fit the historical wind speed data. The 

PDFs, cumulative distribution functions (CDFs) and corresponding parameter 

regions of the nine conventional distributions are given as below.  

1) Two-parameter Weibull Distribution 

The Weibull distribution is one of the most widely applied probability 

distribution for modeling uncertainty of wind speed [48-50, 52, 53]. The 

probability density function of a Weibull random variable x is 
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where α > 0 is the shape parameter and β > 0 is the scale parameter of the 

distribution. Therefore, the CDF of Weibull distribution can be derived and given 

as the following equation 
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2) Three-parameter Weibull Distribution 

The three-parameter Weibull distribution is a generalization of Weibull 

distribution, with one more location parameter. It can estimate the distribution of 

wind speed more accurately in some places [55, 69]. The PDF of three-parameter 

Weibull distribution is given as 

1

( | , , ) e

x
x

f x


 

 
  

 

  
 
 

 
  

 
                            (2.4) 



14 

 

where α > 0 is the shape parameter, β > 0 is the scale parameter and γ is the 

location parameter of the distribution, location parameter −∞ < γ < ∞. When γ = 

0, this reduces to the 2-parameter distribution. The CDF of Weibull distribution 

is given as 

( | , , ) 1 e

x

F x




  

 
 
                                     (2.5) 

3) Rayleigh Distribution 

The Rayleigh distribution can be taken as a special case of Weibull 

distribution with β = 2. It is the simplest probability distribution commonly 

employed for fitting the statistics of wind speed [52, 53]. The PDF of Rayleigh 

distribution is defined by the following equation 

2
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                                   (2.6) 

where parameter ζ > 0. The CDF of Rayleigh distribution is given as 

2
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4) Beta Distribution 

The generalized Beta distribution consisting of shape parameters and boundary 

parameters is also used for wind speed modeling [24]. The PDF of Beta 

distribution is expressed as 
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where the shape parameters α1 > 0 and α2 > 0, and the boundary parameters 

satisfy the inequality a < b. Accordingly, the CDF of the generalized Beta 

distribution  can be computed as the following equation 
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where 
x a

z
b a





, B( ) is the Beta function, and Bz is the incomplete Beta function. 

5) Burr Distribution 
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    The Burr distribution, also known as Singh-Maddala distribution, is a 

continuous probability distribution for a non-negative random variable. Recently 

it has been used to approximate wind speed distribution with good performance 

[54].  
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where  shape parameters α > 0, k > 0, scale parameter β > 0. 
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6) Gamma Distribution  

The probability density function of the gamma distribution can be expressed in 

terms of the gamma function parameterized with respect to a shape parameter α, 

scale parameter β, and the location parameter γ. The Gamma distribution has 

been applied for wind speed estimation  [25]. The probability density function of 

a gamma distributed random variable x is defined through the following equation 
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where both α and β will be positive values, location parameter −∞ < γ < ∞, and 

Γ(∙) denotes Gamma function. The CDF of the Gamma distribution can be 

calculated and given as the following equation 
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where ϒ( ) is the lower incomplete gamma function which can be expressed as 

1

0
( , )

x
s ts x t e dt                                              (2.14) 

7) Lognormal Distribution  

The Lognormal distribution describes a probability distribution of a random 

variable whose logarithm is normally distributed, which follows the variable 
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transformation rule on the density function of a normal distribution. It is 

extensively employed to model wind speed distribution [56, 57]. The Lognormal 

distribution derived from a normal distribution with mean μ and standard 

deviation ζ is represented as the following equation 
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where the mean value −∞ <μ < ∞, the standard deviation ζ > 0, and location 

parameter −∞ < γ < ∞. The cumulative probability function of the Lognormal 

distribution can be obtained and expressed as 

1 ln ln
( | , , ) erfc
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where Φ( ) is the standard normal CDF, erfc( ) is the complementary Gauss error 

function and is defined as 
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8) Inverse Gaussian Distribution  

In probability theory, the inverse Gaussian distribution, also named as Wald 

distribution, is a three-parameter family of continuous probability distributions 

with support on region (0,∞). It has been proposed to be an alternative to Weibull 

distribution for modeling of wind speed uncertainty  [58]. The probability density 

function of the inverse Gaussian distribution is given by the following equation 
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for x > 0, where μ > 0 is the mean and λ > 0 is the shape parameter, location 

parameter −∞ < γ < ∞. Then the cumulative probability function of the inverse 

Gaussian distribution can be expressed as the following equation 
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where is Φ( ) is the CDF of the standard normal (standard Gaussian) distribution. 
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9) Gumbel Maximum Distribution 

In probability theory, the Gumbel maximum distribution is actually a 

particular case of the generalized extreme value distribution, which has been 

introduced to model the wind speed frequency [59, 60]. The probability density 

function of the Gumbel maximum distribution is defined by the following 

equation 
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where scale parameter ζ > 0, and location parameter −∞ < μ < ∞. Then the 

cumulative probability function of the Gumbel maximum distribution is given as 

( | , )

x

eF x e





 




                                                 (2.21) 

2.2.2 Parameter Estimation of Conventional Probability Models 

    The most commonly used numerical methods for estimating the parameters of 

the conventional distributions described in Section 2.2.1 are the method of 

moments, the maximum likelihood estimation (MLE) and the least square 

method. Particularly, since Weibull is the most popular statistical distribution for 

wind speed distribution modeling, the parameters estimation methods of Weibull 

distribution have been investigated comprehensively. The MLE method is proved 

to be the most efficient parameters estimating method and is recommended in [49, 

50]. Actually, the majority of the related literatures on the wind speed probability 

distribution analysis use the MLE method for deriving the values of PDF 

parameters. Therefore, in this chapter the MLE method is employed to estimate 

the parameters of the nine conventional distributions. 

2.3 Generalized Lambda Distribution 

2.3.1 Model Definition 

    The generalized Lambda distribution is a continuous probability distribution 

with four parameters λ1, λ2, λ3, λ4, GLD(λ1, λ2, λ3, λ4), which is defined in terms of 

the inverse of its distribution function, and is different from conventional 

distributions. In this study, for the relatively simple distribution function, we use 
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the Ramberg- Schmeiser generalized Lambda distribution (RS GLD) proposed 

by Ramberg and Schmeiser [65, 66]. The RS GLD(λ1, λ2, λ3, λ4) could be 

described as 

3 4

1

2

(1 )
( )

u u
Q u

 




 
                                     (2.22) 

where 0 ≤ u ≤ 1, Q(u) denotes the value of x satisfying cumulative frequency 

FX(x) = u, λ1 is the location parameter, λ2 is the scale parameter, while λ3 and λ4 

are the shape parameters jointly determining the skewness and kurtosis of 

GLD(λ1, λ2, λ3, λ4).  

   Given the inverse distribution function (2.22), the PDF of GLD(λ1, λ2, λ3, λ4) 

can be derived based on the relationship between PDF and cumulative 

distribution function (CDF). From (2.22), we have x = Q(u) and u = FX(x). By 

differentiating u with respect to x, the PDF can be obtained 

1
( )

( ( ))( ( ))

du du
f x

d Q udx d Q u

du

                                    (2.23) 

Since Q(u) is given, from (2.22), the following is obtained 

3 4
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            (2.24) 

Substituting (2.24) to (2.23), the PDF of GLD(λ1, λ2, λ3, λ4) can be expressed as 

3 4

2

1 1

3 4

( ) , ( )
(1 )

f x x Q u
u u
 



  
  

 
                          (2.25) 

2.3.2 Parameter space and support region 

     For any formula that specifies a probability distribution, the parameters of the 

model have corresponding domain to ascertain that the formula holds. In 

particular, a specific function f(x) can be used as a PDF if and only if it satisfies 

the conditions defined by 

( ) 0  and ( ) 1f x f x dx



                                       (2.26) 
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     As such, the four parameter λ1, λ2, λ3, and λ4 of GLD also have respective 

spaces to ensure the distribution function holds. Theoretically, the formula of 

GLD(λ1, λ2, λ3, λ4) cannot always specify a valid probability distribution. Based 

on (2.25), the GLD(λ1, λ2, λ3, λ4) is validated when the conditions in (2.26) are 

satisfied simultaneously. 

3 4

2

1 1

3 4

0
(1 )u u

 



  


 
and ( ( )) ( ) 1f Q u dQ u




                (2.27) 

 From (2.23), we know that  

( ( )) ( )f Q u dQ u du                                       (2.28) 

where 0 ≤ u ≤ 1. Accordingly, for any λ1, λ2, λ3, and λ4 the PDF f(x) of GLD will 

integrate to 1. Thus the second condition in (2.27) always holds.  

The space of parameters is determined by the satisfaction of the first condition 

given in (2.27). According to Karian and Dudewicz [68], the parameter space 

and the support region of GLD(λ1, λ2, λ3, λ4) are as explicitly listed in Table 2.1. 

 

Table 2.1  The parameter space and support region of GLD [68]. 

λ3 λ4 Support region 

λ3 > 0 λ4 > 0 [λ1−1/λ2, λ1+1/λ2] 

λ3 > 0 λ4 = 0 [λ1, λ1+1/λ2] 

λ3 = 0 λ4 > 0 [λ1−1/λ2, λ1] 

λ3 < 0 λ4 < 0 [−∞,∞] 

λ3 < 0 λ4 = 0 [−∞, λ1+1/λ2] 

λ3 = 0 λ4 < 0 [λ1−1/λ2,∞] 
 

2.3.3 Parameter estimation 

The probability function of GLD is a particularly implicit function. Several 

approaches can be used to estimate the parameters of GLD, including the 

moment based method and the starship method [70]. In this study, the combined 

moment and starship method is newly proposed to fit GLD from the historical 

wind speed samples. The proposed CMS approach combines the advantages of 

the moment based method and the starship method to guarantee the accuracy and 

efficiency simultaneously. 
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    1) The Moment-matching Method 

    The moment-matching method is a time-saving method used for GLD 

estimation for a long time [66, 68, 71]. However, the moment-matching method 

usually causes considerable errors for fitting GLD. In the study, the moment 

based method is applied in the first step of the proposed CMS approach. Given 

the parametric GLD distribution with inverse distribution function Q(u), the 

moment-matching method can be particularly described as follows:  

1. Obtain the function of the first four moments, including the mean α1, 

variance α2, skewness α3, and kurtosis α4, for the theoretical function GLD(λ1, λ2, 

λ3,λ4); 

2. Calculate the mean 1̂ , variance 2̂ , skewness 3̂ , and kurtosis 4̂ of the 

observed samples; 

 3. Derive the four parameters λ1, λ2, λ3, and λ4 of the GLD such that the first 

four moments of the theoretical GLD match the corresponding moments of the 

observed samples. 

The first four moments of the theoretical GLD(λ1, λ2, λ3,λ4) are specified in 

(2.29)-(2.36). 

1 1

2

( )
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E X  


                                       (2.29) 
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                             (2.30) 
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                             (2.31)
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where 
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3 4
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3 43 (1 ,1 2 )                   (2.35) 
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3 4 3 46 (1 2 ,1 2 ) 4 (1 ,1 3 )                

(2.36) 

It can be observed that A, B, C, D in (2.33)-(2.36) are free of the parameters λ1 

and λ2. According to (2.30), we can obtain 

1/2
2

2 2

B A




 
  
 

                                        (2.37) 

Substituting (2.37) to (2.31) and (2.32), λ1 and λ2 can be eliminated from the 

functions of α3 and α4 respectively. Therefore, both α3 and α4 are just determined 

by λ3 and λ4. The first four moments of the observed random data are given in 

Table 2.2. Then λ3 and λ4 can be obtained through the following equation: 

3 3 4 4
ˆ ˆand                                              (2.38) 

The appropriate initial values for solving (2.31) and (2.32) have been given in  

[68]. Then, λ2 and λ1 can be easily derived by solving (2.29) and (2.30) 

accordingly.  

 

Table 2.2  The first four moments of observed samples. 
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The moment-matching method described above is extremely time-saving, but 

the accuracy can be compromised slightly. For the empirical samples with large 

variability, it will be difficult to derive accurate GLD by means of the moment-

matching method. The approximation errors of the four parameters λ1, λ2, λ3 and 

λ4 may have important impacts on the accuracy of the distribution fitting. The 
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obtained GLD may not match the empirical distribution effectively, though the 

first four moments are matched exactly.  

2) The Starship Method 

The ―starship‖ method for fitting the parameters of GLD is proposed by King 

and MacGillivray [72]. It is a computer intensive estimation method and based 

on that the GLD is a transformation of the uniform (0, 1) distribution. Generally, 

the starship method is implemented via three steps: 

(1). For a set of random data and a range of parameters λ1, λ2, λ3 and λ4 values, 

use the reverse transformation function to transfer the random data value x to the 

cumulative frequency FX(x); 

(2). Compute the value of a proper goodness-of-fit measure that assesses the 

closeness of the obtained values in Step (1) to the uniform (0, 1) distribution; 

(3). Obtain the optimal values λ1, λ2, λ3 and λ4 that minimize the chosen 

goodness-of-fit measure to the uniform fitting performance, as the fitted 

parameters. 

In Step (1), the range of λ1, λ2, λ3 and λ4 values consists of a 20×20×20×20 grid 

according to the parameter space given in Table 2.2. The starship method can be 

used to approximate the parameters covering the full parameters space and is 

flexible according to the fitting requirement. However, in practical terms, large 

computational efforts, always a number of hours time, are needed for the starship 

method. Due to the grid resolution, it is difficult to obtain the really optimal 

results. 

3) The Combined Moment and Starship Method 

To overcome the drawbacks of the moment-matching and the starship methods 

described above, the combined moment and starship method is newly developed 

in this chapter to ensure both the efficiency and accuracy simultaneously. The 

specific procedures of the CMS method are described as follows: 

(a). Given the observed samples, obtain the parameters λ1, λ2, λ3 and λ4 of GLD 

based on the moment-matching method described in Section 2.3.1;  
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(b). Generate a set of initial values for λ1, λ2, λ3 and λ4 that consists of an 

appropriate four-dimensional space surrounding the values of the four parameters 

derived from Step (a);  

(c). Use K-S test as the goodness-of-fit evaluation criterion, and compute the 

goodness-of-fit measure for assessing fitting quality of GLD with the generated 

values λ1, λ2, λ3 and λ4 to the empirical distribution of the observed samples; 

(d). Obtain the optimal four parameters of GLD to minimize the goodness-of-

fit measure through Nelder-Mead Simplex algorithm. 

The optimal results obtained in the Step (d) are the parameters of GLD fitted 

by the proposed CMS method for the observed samples. The range of parameters 

can be greatly reduced according the initial results derived from the moment 

based method. The computation process can be greatly facilitated by applying the 

Nelder-Mead Simplex algorithm. In general, the CMS method significantly 

improves the efficiency with time consumption in minutes and the accuracy 

through the goodness-of-fit measure.  

2.4 Fitting Performance Test and Evaluation 

In the study, the performance judgment criterion is the goodness-of-fit of the 

fitted distribution to the observed wind speed data. The quality of the distribution 

fitting can be examined via three goodness-of-fit test methods described in this 

section. Then the fitting performance can be identified according to the values of 

the goodness-of-fit measures.  

2.4.1 Kolmogorov–Smirnov Test 

  In statistics, the K-S test is a nonparametric test popularly used as a goodness of 

fit measure free of bins. The K-S test quantifies the maximum vertical distance 

between the empirical cumulative distribution function (ECDF) calculated from 

the given samples and the CDF of the fitted distribution. The ECDF Fn for n 

observed samples x1, x2,..., xn is defined by 

1

1
( )

i

n

n X x

i

F x I
n





                                        (2.39) 
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where
iX xI 

 is taken as the indicator function that equals to 1 if iX x , and 

equals to 0 otherwise, used to compute the number of samples less than x. The K-

S test for a given CDF F(x) is  

sup ( ) ( )nKS F x F x                                    (2.40) 

where sup represents the maximum value of the set of distances. 

2.4.2 Chi-Square Test 

The χ
2
 test is widely employed in statistical test for wind speed distribution 

estimation, which is based on the difference between the expected and observed 

frequencies with bins. The observed samples are divided into n groups. Chi-

Square error is defined by 

2
2

1

( )n
i i

i i

O E

E





                                        (2.41) 

where Oi is the observed frequencies of the i
th

 group, and Ei is the frequencies of 

the expected distribution of the i
th

 group. Given the CDF of the expected 

distribution F(x), Ei can be obtained through 

( ) ( )i i iE F U F L                                         (2.42) 

where Ui and Li denote the maximum and minimum value of the samples in 

group i, separately. 

2.4.3 Root Mean Square Error 

    RMSE is also used as statistical test based on the difference between the 

observed and expected frequencies, similar to χ
2
 test. The numerical values of 

RMSE can be used to compare the difference between the histogram of observed 

random data and selected theoretical distributions. When the observed samples 

are divided into N bins, RMSE can be expressed as 

1/2

2

1

1
( )

N

i i

i

RMSE O E
N 

 
  
 
                              (2.43) 

where Oi is the observed probability frequencies in interval of the i
th

 bin, and Ei 

is the frequencies of the expected distribution within the i
th

 bin. A smaller RMSE 
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indicates a higher fit quality between the observed random samples and the 

expected distribution. 

2.4.4 Comprehensive Fitting Quality Evaluation 

     Generally, the smaller resulted goodness-of-fit measures for all the three test 

methods mean the higher performance of the distribution fitting. K-S test is 

independent of bin width. By contrast, RMSE and χ
2
 test both rely on the width 

of the group division and they also need to make the sample size large enough. 

K-S value is a more straightforward approach compared with the other two. 

     Each goodness-of-fit statistics described above has its own merits and 

demerits. To rank the performance of the conventional probability models and 

GLD more systematically, a comprehensive evaluation method is developed here. 

This evaluation method is based on the normalized statistical test values of K-S 

test, χ
2
 test and RMSE. For a specific statistical test, the normalized statistical 

test value iS  is defined by  

min

max min

test test

i
i test test

S S
S

S S


 


                                           (2.44) 

where test

iS  is the test value of the i
th

 probability model, 
max

testS  and
min

testS  are the 

maximum and minimum test value of all the comparison probability models 

under the given test approach. The normalized individual test value ranges from 

0 to 1. Obviously, the smaller value indicates the higher accuracy and 

performance. Therefore, given the test values, the comprehensive evaluation 

index Si of the i
th

 probability model in a specific station is defined by 

2 2

2 2

min

min min

max min max minmax min

KS RMSE RMSE

i KS i i
i KS KS RMSE RMSE

S S S S S S
S

S S S SS S

 

 

  
  

 
                         (2.45) 

where Si is the summation of the three normalized statistical test values. With the 

comprehensive evaluation index Si, the performance of the nine conventional 

distributions and GLD can be compared and ranked reasonably. 
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Table 2.3  Specific information of the fifteen stations 

 

 

2.5 Numerical results and analysis 

2.5.1 Wind speed data 

  According to the International Electrotechnical Commission (IEC) [73], the 

design of wind turbines and planning of a wind power plant in a specific station 

require 10-minute wind speed for various assessments such as the turbulence 

intensity assessment. Fortunately, the National Data Buoy Center (NDBC) of 

National Oceanic and Atmospheric Administration (NOAA) provides historical 

10-minute wind speed data for more than one decade [74]. In the study, about six 

year to seven-year long historical wind speed data from 15 stations are used for 

the wind speed probability distribution fitting. The geographical information, and 

observed wind speed information including time span, mean, variance, skewness, 

and kurtosis are given in Table 2.3.  
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2.5.2 Comparison of Fitting Performance 

   The three statistical test methods applied in the study are introduced in Section 

2.4. Based on the estimation results, statistical tests of all the applied probability 

distributions are carried out and the results are given in Tables 2.4-2.6, 

respectively. For all the three statistical tests, it is obvious that the proposed GLD 

has much higher performance for describing the wind speed data than 

conventional distributions at all the 15 stations.  

Since the K-S test is free of the bin width and group division, K-S test value 

can be more reliable compared with the other two approaches. Table 4 shows that 

the K-S test value of the proposed GLD is much smaller than the other nine 

distributions. With the wind speed samples at all fifteen stations, the K-S test 

values of GLD estimation are totally less than 0.01 with ten of which are less 

than 0.006. This result indicates that GLD performs much more effectively than 

the conventional distributions. Especially, the performance differences are very 

significant at stations NPT, DKK, FFG and SMI. In these stations the test values 

of nine conventional distributions are all larger than 0.2. 

Practically, the three goodness-of-fit statistics have their own emphasis. From 

Tables 2.4-2.6, the ranking of the accuracy of the studied distributions measured 

by the three statistical test methods may be different from each other. Based on 

the goodness-of-fit test results, the comprehensive statistical test values and 

ranking orders of the conventional probability models and GLD are obtained and 

listed in Table 2.7. The ranking orders are given in square brackets. 
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From Table 2.7, it can be easily seen that GLD always gives the most accurate 

results for all the fifteen stations. Traditionally, Weibull distribution is the most 

popular probability model for describing the wind speed. However, only the 

three-parameter Weibull distribution (Weibull-3) can outperform other 

conventional probability models at the station FWR. At other stations, Weibull 

even demonstrates relatively poor accuracy than other conventional distributions. 

The performance of Weibull-3 and Weibull-2 distributions for fitting the random 

wind speeds also can be compared through Table 2.7. Though Weibull-2 

distribution has one less location parameter than Weibull-3 distribution, except 

stations FWR and LKO, Weibull-2 outperforms Weibull-3 at other stations. 

Rayleigh distribution is also popularly used to describe the distribution of wind 

speed. However, comparing with other conventional probability models, 

Rayleigh only ranks the second at FLI and performs much worse elsewhere.  

 

Table 2.7  Comprehensive goodness-of-fit results of different probability models for historical 

wind speed data measured at the fifteen stations 

 

 

According to Table 2.7, it also can be seen that the overall performance of the 

other seven conventional probability models differ significantly across the 
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stations. Comparing the performances of the nine conventional distributions, 

Burr only ranks the first at DLB; Beta distribution reaches the highest fitting 

accuracy at stations STP, FLI, FFG and CRI; whereas, Lognormal has the top 

performance at DKK and GRI; Gamma presents the best overall performance at 

seven stations PSI, NPT, SBI, KTB, FIL, SMI and LKO and is more accurate 

than other conventional distributions. Then it can be concluded that any 

conventional probability model in consideration cannot provide consistent 

acceptable performance for all the fifteen stations. In contrast, GLD can achieve 

the highest performance at all the stations. It can be concluded that GLD 

generally can provide much higher accuracy on statistical wind speed fitting than 

conventional probability models. 

 

 

 

Figure 2.1  Histogram and probability distributions for wind speed at the station Settlement Point. 
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Figure 2.2  Histogram and probability distributions for wind speed at the station Passage Island. 

 

Figure 2.3  Histogram and probability distributions for wind speed at the station Delaware Bay.  

 
Figure 2.4  Histogram and probability distributions for wind speed at the station Newport. 
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Figure 2.5  Histogram and probability distributions for wind speed at the station South Bass 

Island. 

 

Figure 2.6  Histogram and probability distributions for wind speed at the station Dunkirk. 

 

Figure 2.7  Histogram and probability distributions for wind speed at the station Folly Island. 
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Figure 2.8  Histogram and probability distributions for wind speed at the station Keaton Beach. 

 

Figure 2.9  Histogram and probability distributions for wind speed at the station Flat Island Light. 

 

Figure 2.10  Histogram and probability distributions for wind speed at the station Five Finger. 
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Figure 2.11  Histogram and probability distributions for wind speed at the station Grand Isle. 

 

Figure 2.12  Histogram and probability distributions for wind speed at the station Fowey Rocks. 

 

Figure 2.13  Histogram and probability distributions for wind speed at the station Smith Island. 

0 2 4 6 8 10 12 14 16 18 20
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

Wind Speed (m/s)

P
ro

b
a
b
ili

ty
 D

e
n
s
it
y

Grand Isle

 

 

Observed

Weibull-2

Rayleigh

GLD

0 2 4 6 8 10 12 14 16 18 20 22
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

Wind Speed (m/s)

P
ro

b
a
b
ili

ty
 D

e
n
s
it
y

Fowey Rocks

 

 

Observed

Weibull-3

Rayleigh

GLD

0 5 10 15 20 25
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

Wind Speed (m/s)

P
ro

b
a
b
ili

ty
 D

e
n
s
it
y

Smith Island

 

 

Observed

Weibull-2

Rayleigh

GLD



 

37 

 

 
Figure 2.14  Histogram and probability distributions for wind speed at the station Lake Ontario. 

 

 
Figure 2.15  Histogram and probability distributions for wind speed at the station Christmas 

Island. 
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histogram of the observed wind speed samples. The accuracy of wind speed 

probability estimation is significantly improved by means of GLD model. From 
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Figures 2.1-2.15, GLD demonstrates much higher performance than Weibull 

distribution at stations PSI, NPT, SBI, DKK, KTB, FIL, FFG, GRI and SMI, 

which echoes the numerical results of the goodness-of-fit tests. 

     As can be seen above, generalized Lambda distribution with only four 

parameters has demonstrated fairly significant adaptability with high accuracy in 

describing the probability distribution of wind speed at the fifteen locations. It 

could be an effective alternative to the conventional Weibull distribution to 

model the wind speed distribution. 

2.6 Conclusions 

    Wind speed assessment plays a key role in wind turbine design and wind farm 

planning. This chapter has proposed the use of generalized Lambda distribution 

to model the wind speed distribution for higher fitting accuracy than the 

conventional models. Furthermore, the combined moment and starship method 

has also been developed in this chapter to efficiently and accurately estimate the 

parameters of GLD. 

To compare the proposed model GLD with the conventional models, a 

comprehensive fitting performance evaluation method has been developed to 

assess the overall performance of all the used probability models. The study 

results on the wind speed data from NDBC have indicated that the proposed 

GLD features the highest accuracy and adaptability at all the fifteen stations. In 

contrast, conventional probability models cannot provide consistently sound 

performances at different stations. Furthermore, some conventional models 

maybe not fulfill satisfactory accuracy. The study has shown that the proposed 

GLD with only four parameters can provide significantly accurate wind speed 

description for wind power development in the future with high reliability and 

adaptability. For the limitation of parametric probability model, the proposed 

GLD cannot perfectly fit the wind speed probability distributions that are not 

unnimodal. It can be overcome through mixed GLD distribution for the future 

research. 
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3 Probabilistic Forecasting: Principle and 

Evaluation  

 

 

 

 

3.1 Introduction 

In practice, decision makers in power systems always desire to obtain a 

reliable and accurate prediction for an uncertain future [75]. Traditionally, point 

forecasts are preferred to directly guide the forecast user, since it is relatively 

easy to derive and understand. It should be emphasized that point forecasts only 

describe one possible outcome, single-valued forecasts, which might not be 

sufficient in practical applications. The high complexity of industrial or natural 

systems in our realistic world contributes to the high levels of uncertainty in the 

process of operation, control, etc. For instance, precise prediction of variables is 

extremely difficult in the chaotic weather system. Likewise, wind power 

forecasting is challenging in the modern power systems due to the impacts of 

chaotic weather systems. In electricity market environment, electricity price 

series has significant nonstationarities and is also difficult to forecast. In those 

applications, it is extremely difficult to improve the performance of the point 

prediction by simply adjusting forecasting models. Further, deterministic point 

forecasts cannot provide reliability and confidence of the prediction outcomes.  

Therefore, probabilistic forecasting, also referred to as prediction intervals 

(PIs) or interval forecasts, has drawn tremendous attentions recently. A 

probabilistic forecaster produces a predictive probability distribution over future 

events or quantities, which can be parametric or nonparametric [76, 77].  With 

the likely range of outcomes, it is permitted to implement comprehensive 
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contingency planning for the end-user. Actually, the transformation from point 

estimation to distribution estimation from the nineteenth century was described 

in [78]. For modern weather forecasting, probabilistic forecasts have been used 

for a long time to generate probabilistic solutions of the meteorological problem 

[79]. In the previous two decades, developing good probabilistic forecasting 

methodologies has been the focus in the field [80]. Nowadays, probabilistic 

forecasting has been applied in various fields, including finance and market [81-

83], population [84], project management [85, 86], software engineering [87], 

space study [88], hydrology[89-91], earthquake [92, 93], environment [94], as 

well as weather and climate prediction [80, 95], and so on. In particular, in the 

study area of power systems and renewable energy, it has been employed to 

predict wind speed [96],  wind power [97], electricity load [98], electricity price 

[99], etc., which can provide extremely meaningful information to the 

corresponding decision-making processes.  
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Figure 3.1  Point forecasting and probabilistic forecasting of wind power over a realistic wind 

farm in Australia 

 

Figure 3.1 explicitly shows point forecasting and probabilistic forecasting of 

wind power generation on basis of Cathedral Rocks wind farm in South Australia 

with rated capacity 66 MW and visually explains the difference between 
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traditional deterministic point prediction and probabilistic interval forecasts. It 

can be found from Figure 3.1 that prediction errors can be very large at some 

circumstances, which can be considered as an inherent nature to some extent. In 

contrast, probabilistic forecasting generates the prediction intervals with nominal 

confidence 90% can well cover the actual value, which will assist relevant 

decision makers to conduct risk management. Compared to the traditional point 

forecast, the probabilistic forecast methods can provide prediction intervals with 

associated confidence levels to effectively quantify the uncertainties of future 

wind production, thus enabling all power system players to do e.g. beforehand 

preparation for possible scenarios, which can significantly reduce the risks due to 

high wind penetration in various operation and planning activities. 

In addition to providing prediction intervals to the end-users, it is essential to 

evaluate the predictive ability of forecasters through comparisons of different 

forecasting approaches. The relevant works have been in some specific research 

fields, such as meteorology [100] and economy [101, 102].It is fundamental to 

provide an accurate and general evaluation of the performance of probabilistic 

forecasts, which should be independent of any specific end-user. As analyzed in 

[103], probabilistic forecasting has two basic properties, calibration (also known 

as reliability) and sharpness. In general, probabilistic forecasting aims to 

maximize the sharpness of the forecasted prediction intervals or predictive 

distributions, on the basis of ensuring the reliability. To rank the performance of 

prediction intervals, proper skill score is required for evaluating the overall skill 

of probabilistic forecasts to involve different perspectives of PIs including both 

reliability and sharpness. Various skill score rules have been proposed in the past 

decades [104].  Information theory is used to evaluate comprehensive 

performance of probabilistic prediction [105]. Continuous ranked probability 

score (CRPS) is proposed to measure the probabilistic forecasts with respect to 

the predictive CDF [106]. Scoring methodologies for quantiles and prediction 

intervals are developed in [107, 108]. These well formulated scoring rules  can 

provide effective criteria for developing advanced probabilistic forecasting 

approaches in different applications, such as wind power forecasting [109] and 

electricity price forecasting [99] in power systems that are focused in the thesis. 
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3.2 Prediction Intervals 

From traditional point of view, forecasting is rarely considered as a purely 

statistical study. According to the aforementioned descriptions, probabilistic 

forecasting aims at estimating the probability distribution of prediction targets.  

The forecasting error of realistic processes can be caused by limited amount of 

available knowledge or chaotic characteristics of complicated systems, such as 

natural weather systems, and man-made systems including power systems, 

economic market, etc. Traditional point forecasts of a continuous variable tp+h 

(prediction target) at time point p for h (h ≥ 1) step ahead are considered as an 

explanatory case herein. It focuses on finding a function fh with parameters θ  to 

be approximated over the training dataset. The input variables of the forecasting 

model always include a vector of lagged measurements of prediction targets ,p h


t , 

and a vector of lagged measurements and forecasting value of explanatory 

variables 
,p hu , given by (3.1) and (3.2) respectively. 

                                , 1( , , , )p h p p p lt t t

 t                                        (3.1) 

, 1 |
ˆ( , , , , )p h p p p m p h pu u u u  u                              (3.2) 

For instance, these explanatory variables can be exogenous variables informing 

about the instantaneous weather conditions around the measurement location, 

e.g., wind speed, ambient temperatures. Then, the two datasets can be integrated 

to one vector
,p hx , expressed by 

, , ,( , )p h p h p h

x t u                                            (3.3) 

Therefore, the forecasting model fh can be defined by 

,( ; )p h h p h p ht f   x θ                                    (3.4) 

where 
p h 

denotes the corresponding forecasting error with zero mean. 

According to the theory of model training and regression, the forecaster 

,( ; )h p hf x θ will generate an approximation of the mean of the probability 

distribution of target. For simplicity, the datasets collected and used to train the 

formulated forecaster can be expressed as 
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   , |1 1
, ,

tt
NN

t i i p h p h pt t
D t t  

 x x                                  (3.5) 

The uncertainty or forecasting error in the estimation of the mean of the target 

distribution can be caused by various factors, including the finite training data for 

constructing the prediction model, a noise component coming from data 

acquisition devices, the choice of the model that may not reflect the true behavior 

of the process, the way the model parameters are estimated, and so on. It should 

be clarified on the difference between confidence intervals and prediction 

intervals [110, 111]. Confidence intervals quantify the uncertainty of the 

estimation of regression model.  In contrast, prediction intervals correspond to 

the confidence in the estimation of the expected target. A prediction interval 

should be wider than confidence interval and encloses the corresponding 

confidence interval. This will be discussed in the following chapters. 

Quantification of the uncertainty associated with deterministic forecasting, i.e., 

the prediction intervals, is focused in this thesis. 

Due to the complexity of probability distribution of forecasting errors, it can 

be approximated by the predictive distribution with non-parametric quantiles 

[112, 113]. Predicting the α-quantile ˆ ( )t iq
x  with nominal proportion α  [0,1] 

of tp+h ( also denoted as ti in this thesis) given the information at time point p is 

defined as finding the smallest value such that 

 ˆ ( )i t iP t q  x                                         (3.6) 

If given ix , the cumulative distribution function F of ti is increasing and known 

beforehand, then one specific prediction quantile ˆ ( )t iq
x  can be mathematically 

expressed as 

1ˆ ( ) ( )t iq F x                                            (3.7)  

In practice, the decision makers are always inclined to derive the prediction 

intervals with given confidence (1 – α), named as nominal coverage probability 

(NCP), 

ˆ ˆ ˆ( ) [ ( ), ( )]t i t i t iI L U  x x x                                   (3.8) 
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Therefore, the future target is expected to lie in the PI with the probability of 

NCP, expressed as 

 ˆ ( ) 1i t iP t I   x                                       (3.9) 

Usually, prediction intervals are defined as central prediction intervals, 

centered on the median of the predictive probability distribution. The lower and 

upper bounds of prediction intervals correspond to the quantiles with proportion 

α/2 and (1 – α/2) respectively, given as 

/2

1 /2

ˆ ˆ( ) ( )

ˆ ˆ( ) ( )

t i t i

t i t i

L q

U q

 

 

 




x x

x x
                                          (3.10) 
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x

x
                                   (3.11) 

For the task of probabilistic forecasting, this thesis aims to develop new 

advanced approach including parametric and non-parametric approaches for 

construction of prediction intervals. It will be applied for continuous variables of 

practical processes in power systems, such as wind power generation and 

electricity price. 

3.3 Evaluation Criteria 

In principle, comprehensive assessment of PIs must include reliability as well 

as sharpness aspects to ensure the quality of resultant PIs [103]. However, a 

number of existing works on probabilistic forecasts fail to consider the sharpness 

aspect [114-119], which would inevitably result in prejudicial forecasts. A proper 

evaluation framework of PIs becomes extremely important for fair quality 

assessment and developing new methodologies of probabilistic forecasts. In this 

section, general performance indices are introduced to assess the quality of PIs, 

independent of specific approaches and applications. 

3.3.1 Reliability 

Reliability refers to the statistical consistency between the probabilistic 

forecasts and the empirical observations. By definition from (3.8) and (3.9), the 
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future targets are expected to lie within the bounds of constructed PIs with a 

prescribed probability NCP (1−α). It is expected that the coverage probability of 

obtained PIs will asymptotically reach the nominal level of confidence over the 

full test data. PI empirical coverage probability (ECP) is a critical measure for 

the reliability of the constructed PIs, which is defined by 

1

1 testN

i

itest

ECP c
N 

                                           (3.12) 

where Ntest is the number of test samples, and ci is the indicator of ECP and is 

defined as 

ˆ1 ( )

ˆ0 ( )

i t i

i

i t i

t I
c

t I





  
 

 

x

x
                                       (3.13) 

For reliable PIs, the examined ECP should be close to its corresponding NCP. 

Another assessment index, average coverage error (ACE), is defined by  

ACE ECP NCP                                      (3.14) 

Generally, to ensure PIs with high reliability, the ACE should be as close to zero 

as possible, i.e. smaller absolute ACE indicates more reliable PIs. 

3.3.2 Sharpness 

Sharpness refers to the property of the concentration of the predictive 

probability distribution. The sharper forecasts have the more concentrated 

predictive distributions and the better prediction performance, subject to the 

reliability. Obviously, ECP is directly related with the sharpness of PIs. High 

level ECP can be easily reached via widening PIs. However, such PIs are 

meaningless in practice since they do not express the actual variation of the 

measured wind power. The width of PI for the ith target, ( )t i

 x , is expressed as 

ˆ ˆ( ) ( ) ( )t i t i t iU L    x x x                                   (3.15) 

Average width of PIs (AWPI) |p h p

  quantifies the average width of PIs, defined 

by 

1

1
( )

testN

t i

itest

AWPI
N




  x                                     (3.16) 

which can be used to measure the sharpness of  constructed PIs. If the PIs have 

similar reliability, PIs with the smallest AWPI are to be preferred undoubtedly. It 
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should be highlighted that the training and testing data are normalized in the 

study.  

Based on the properties of PIs described above, both the reliability and 

sharpness should be considered for accurate and comprehensive evaluation of 

constructed PIs. As a crucial feature indicating the accuracy of PIs, the reliability 

is usually prioritized in the evaluation process.  

3.3.3 Skill Score 

1) Proper Skill Score  

Various evaluation frameworks for probabilistic forecasts have been proposed 

[105, 107, 120]. Essentially, they employ relatively simple skill scores to 

comprehensively measure both reliability and sharpness. In practice, more 

generalized skill scores are required to assess the performance of probabilistic 

forecasts by forecasting developers and end-users. Proper skill scores are always 

preferred, since improper scores will produce prejudiced results [121]. It should 

be easily understood that good probabilistic forecast should have high reliability, 

i.e., the empirical coverage probability should be as close to the nominal 

probability as possible, and high sharpness, i.e., mean width of PIs should be as 

narrow as possible under the promise of reliability. Reasonably, fulfilling these 

properties is the prerequisite for realistic applications of any developed technique. 

Notably, the two requirements are somewhat incompatible with each other. 

Therefore, proper performance assessment should take both the reliability and 

sharpness into account and evaluate the overall skill of forecasted PIs.  

Theoretically, the skill score is a function of our forecast interval ( )t iI x  and 

realistic targets it , denoted by ( ( ), )t i iSc I t
x . The empirical skill is a sample 

mean, given as 

1

1
( ; ) ( ( ); )

N

t t i i

i

Sc I t Sc I t
N

 



  x                             (3.17) 

We assume that the perfect interval forecast ( ) ( )t iI 
x  can be obtained and 

expressed as 

( ) [ ( ), ( )]t i t i t iI L U  x x x                                   (3.18) 
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Perfect PIs are defined as forecasted PIs have the best quality with exact 

reliability ACE = 0, and highest sharpness, i.e., wider or narrower PIs would 

result in lower reliability. According to the principle of defining a general skill 

score in [104, 121], should a generalized score for PIs be proper for any 

prediction interval, the following equality must hold 

( ; ) ( ; )t tSc I t Sc I t                                       (3.19) 

It can be easily observed that the skill score is defined as positvely oriented here.  

2) Interval Score 

    When a predictive distribution F̂ is characterized by its quantiles, 1 2, , , kq q q , 

at confidence levels 1 2, , , k   , if ui( ) is a non-decreasing function, and g( ) 

can be arbitrarily chosen, the skill score defined by 

 1 2

1

( , , , ; ) ( ) ( ( ) ( )) { } ( )
k

k i i i i i i i

i

Sc q q q t u q u t u q t q g t


     1          (3.20) 

can be a proper score for assessing the set of quantiles, which is proved in [104]. 

In this thesis, the interval forecasts primarily aims at obtaining PIs with two 

quantiles (lower and upper bounds) at particular confidences. The interval score 

is proposed to assess the overall skill of constructed PIs from the developed 

interval forecasting approaches. For interval forecasting, central PIs with 

predictive quantiles at confidence levels α/2 and 1−α/2 are focused. Combining 

the scoring rule for lower and upper quantiles of central PIs with nominal 

coverage rate (1−α) and reversing the sign of the scoring rule, we can obtain the 

negatively oriented interval score. For simplicity, the two functions in (3.20) can 

be specifically defined as 

( ) 4 , ( ) 2u x x g x x                                      (3.21) 

The interval score can be employed to comprehensively evaluate the overall 

skill of wind power PIs to assess the sharpness [104]. The interval score of the PI 

( )t iI x with NCP (1−α) is defined by 

2 ( ) 4[ ( ) ], if  ( )

( ) 2 ( ), if  ( )

2 ( ) 4[ ( )] if  ( )

t i t i i i t i

t i t i i t i

t i i t i i t i

L t t L

S t I

t U t U

  

  

  







    


   

    

x x x

x x x

x x x

              (3.22) 
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Based on the test dataset, the overall score value 
tS  can be obtained and given as 

1

1
( )

testN

t t i

itest

S S
N

 



  x                                      (3.23) 

where Ntest is the size of test dataset. 

The interval score rewards the narrow PI and gives penalty if the target does 

not lie within the estimated PI. The score
tS   can be used to evaluate the overall 

skill of constructed PIs by taking all aspects of PIs quality into consideration. 

Generally, given a particular NCP and similar ECPs, PIs with the larger interval 

score have the relatively higher overall skill. However, the unique interval score 

does not distinguish the specific contributions of reliability or sharpness to the 

skill. In the evaluation process, we reasonably give a higher priority to the 

reliability, since it is the key feature reflecting the correctness of the constructed 

PIs. Based on the prior analysis of PIs reliability, the interval score can be used 

to assess PIs from the perspective of sharpness. 

3.4 Conclusions 

Forecasting is an important research topic in the field of power system 

engineering. The accuracy of traditional point forecasts cannot be ensured if 

there is significant uncertainty involved in the complicated natural and artificial 

systems, such as the weather system related to intermittent renewable energy 

generation and electricity market. This is challenging to different decision-

makers in power systems. Probabilistic forecasting is able to quantify the 

uncertainty associated with traditional point forecasts and provide reliable 

information to subsequent decision-making activities. It has attracted many 

attentions recently and becomes more and more important due to the high shares 

of renewable energies in modern power systems. 

In this chapter, the backgrounds and principles of probabilistic forecasting 

have been mathematically introduced in detail. Comprehensive evaluation 

indices of prediction intervals, including reliability, sharpness and skill score, 

have been presented in this chapter. These evaluation criteria will be employed to 

systematically assess the new developed probabilistic forecasting techniques. 

Chapters 5-8 will focus on developing advanced probabilistic forecasting 
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techniques applied for wind power generation and electricity price. Generally, 

this chapter gives sufficient technical background information for the further 

studies. 
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4 State-of-the-art in Probabilistic Wind 

Power Forecasting 

 

 

 

 

4.1 Characteristics and Point Forecasting of Wind Power 

Generation 

4.1.1 Characteristics of Wind Power Generation 

Wind power generation demonstrates high intermittency, as it is directly 

related with wind speed. Wind speed has significant uncertainty, e.g., its long-

term distribution has been described in Chapter 2. Theoretically, wind turbine 

converts the kinetic energy of wind into mechanical energy for operating an 

electrical generator. The energy conversion process for a single wind turbine can 

be typically characterized by the wind turbine power curve. Characteristic wind 

power curves have roughly similar shape to wind turbines of different 

manufactures and types. 

Figure 4.1 shows the typical power curve of wind turbine of Vestas V80 which 

is installed on Bornholm Island in Denmark. Cut-in wind speed depicted in 

Figure 4.1 is the wind speed at which the wind turbine will start to produce 

power, about 4 m/s. The wind turbine generates the rated power when wind 

reaches the rated wind speed of around 15 m/s. Above the rated speed, a constant 

rated power is maintained until it reaches the cut-out speed.  Cut-out wind speed 

is the highest wind speed of the wind turbine‘s working status, about 25 m/s, 

above which the turbine is stopped to avoid damage. 
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Figure 4.1  Wind power curve of the Vestas V80 (2.0 MW) wind turbine installed at wind farm 

on Bornholm Island of Denmark 

 

Theoretically, the power/energy Pw available in the flowing stream of wind is 

a cubic function of the wind speed v, which can explain the sharp increase of the 

power curve in Figure 4.1, defined as 

31

2
w air wP A v                                                             (4.1) 

where 
2

4

t
w

d
A


  (dt is the rotor diameter) is the swept area of the turbine blades 

exposed to the wind and air indicates the air density. 

In practice, only about 20%-30% of the original power available in the wind 

can be captured and output finally, because of the Betz limit  [122], the 

efficiencies of the generator and gearbox, etc. The power generation of a wind 

turbine TP can be expressed by the following equation, 

31

2
T air p g b wP C A v                                                (4.2) 

where g  and b  denote the turbine efficiency ratio for the generator and the 

gearbox respectively, and PC  is the coefficient of performance for the wind 

turbine, which is essentially a type of power conversion efficiency, defined by 
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R
P

w

P
C

P
                                                      (4.3) 

where RP
 denotes the power actually captured by the wind turbine rotor, Pw is 

the available power defined in (4.1). The maximum theoretical value of the 

coefficient of performance PC is 59.3%, which is determined by a fluid 

mechanics constraint well known as the Betz limit  [122]. 

4.1.2 Major Aspects of Wind Power Prediction 

Wind power brings much more uncertainties than conventional generation. 

Due to the significant intermittency of wind generation, running the power 

systems would be nearly impossible without wind power forecasting, especially 

when high penetration of wind power [123]. Accurate and reliable wind power 

forecasting becomes extremely important to optimize the operation cost and 

improve the reliability of the power system with increased wind penetration 

[124]. In practice, different forecasting horizons have different applications 

corresponding to the requirements of decision-makers in power systems [33, 35, 

125], given as 

 Very short-term (From a few seconds to minutes): Very short-term 

forecasts can be used for the wind turbine control, electricity market 

clearing, such as 5 minutes for Australia Electricity Market [126], and 

continuous units dispatch for power system balance [127].  

 Short-term (Up to 48-72 hours ahead): Such forecasts are crucial for 

different decision making problems involved in power system operation 

and electricity market, including unit commitment [128, 129], economic 

dispatch [128], dynamics security assessment [130], reserve determination 

[131], wind power trading [132], and so forth. Most European countries 

focus on the time scale from 0-48 hours [33].  

 Medium-term (Up to one week ahead): Medium-term forecasting can be 

valuable for e.g. maintenance scheduling of wind farms, conventional 

power plants, transformer, and transmission lines [125].  For the special 

case of offshore wind farms maintenance costs may be high, and thus an 

optimal planning of maintenance schedule is of particular importance.  
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 Long-term (Up to months to years): Long-term predictions can be used for 

long-term wind energy assessment [125]. Like in Chapter 2, yearly wind 

power or wind speed description would be critical for wind farm planning. 

In general, the relevant information available as inputs to the prediction 

models of wind power generation can include but not limited to,  

 Historical measurements of wind power generation 

 Historical measurements of explanatory variables, such as relevant 

meteorological variables including wind speed and direction, temperature, 

etc. 

 Forecasts of explanatory variables, e.g., Numerical Weather Prediction 

(NWP) 

4.1.3 Wind power forecasting models 

In the past decade, various approaches have been developed for improving the 

accuracy of wind power forecasting [32, 33, 125]. In general, these approaches 

can be divided into four categories, including the reference persistence approach, 

the physical approach, the statistical approach, and the hybrid approach.  

a) Persistence approach: This prediction approach is always regarded as a 

naive predictor, widely used for meteorology-related forecasting [133]. This 

simple prediction method assumes that the wind production in the future Pt+k|t 

will be the latest measurement Pt.  

|t k t tP P                                                      (4.4) 

Though with significant simplicity, the persistence approach is difficult to 

outperform for the look-ahead times shorter than a few hours. Especially, it can 

be more accurate than most physical and statistical approaches for very short-

term forecasts in practice [134]. The generalized persistence method is defined 

that the future prediction target is the average of the last n measured values, 

expressed as 

1

|

0

1 i n

t k t t i

i

P P
n

 

 



                                             (4.5) 
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which is also known as moving average. Despite the simple formulation, the 

persistence approach is the most simple and important reference model for wind 

power forecasting [135]. The new developed forecast method should be 

examined against classical benchmarks including the persistence method to 

investigate the degree of improvement. 

b) Physical approach: The physical models are directly based on 

meteorological forecasts through a detailed physical mathematical formulation of 

the chaotic atmosphere to account for various physical factors, such as roughness, 

orography and obstacles [136]. Firstly, wind speed and direction are obtained 

from NWP on a coarse grid surrounding geographical points of the wind farm. 

The wind speed and direction from the relevant NWP level is transformed to the 

onsite location of wind farm and the hub height of the wind turbine [137], which 

is known as downscaling. Then the derived wind speed is converted to power 

through a power curve, which can be the manufacture power curve or the 

empirical power curve estimated from the forecasted wind speed and direction 

and measured power. To take into account systematic prediction errors from the 

NWP model or other physical formulations, Model Output Statistics (MOS) or 

different relatively simple statistical techniques are applied for the prediction 

data to reduce the remaining residual errors.  

It should be noted that the temporal resolution of NWP is usually within 1 and 

3 hours. Therefore, it is not possible to accurately estimate the power output 

inside this time interval using the NWP information alone. Instead, stochastic 

methods can be used to predict the power output depending on historical 

explanatory variables, and historical measured wind power. 

c) Statistical approach: Statistical approach is to find out the mapping 

between historical measurements of wind power as well as historical and forecast 

values of explanatory variables, and wind power measures. The forecasting 

models are trained over the collected measurement data through minimizing the 

difference between the predicted and the actual values based on proper 

formulated loss function.  

In general, statistical approaches can be classified as direct time series-based 

models including Autoregressive Moving Average (ARMA) [138, 139], Kalman 

Filter [140, 141], wavelet [142], orthogonal fitting [143], etc., and machine 
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learning  based approaches, including those based on artificial neural networks 

(ANNs) [144],  support vector machine (SVM) [145], local recurrent neural 

networks [146], data mining algorithms [147], clustering algorithm [148], etc. In 

addition, a hybrid approach combining linear autoregressive model and an 

adaptive fuzzy logic based model is proposed for cases of wind power prediction 

in Crete and Shetland [149]. In [150], various models including feed-forward 

NNs, radial basis function networks, adaptive network based fuzzy inference 

system, etc., are compared to forecast hourly mean wind speed, indicating that all 

nonlinear models perform better than any linear models.  

d) Hybrid approach: In most commercial models, a combination of physical 

and statistical approaches is used, since both approaches can obtain good 

forecasting performance. The physical approach replies on the NWP information, 

which is always time-consuming and expensive and also difficult to forecasting 

with look-ahead time shorter than the NWP temporal resolution. Typically, 

prediction models using NWP outperform direct time series approaches for 

longer than 3-6 hours look-ahead time, consequently the NWP should be taken as 

the input of statistical approaches to ensure the forecasting performance [33]. 

Recent studies indicate that a combination of these model for aggregating wind 

power over a large region and shorter horizons can reduce the average error of 

the prediction [151].  An adaptive combination of forecasts is investigated to 

produce efficient wind power forecast [152]. An advanced hybrid prediction 

system composed of an ensemble of NWP forecasts and persistence, 

autoregressive, and autoregressive moving-average models is developed to 

provide accurate wind speed forecasts with 1 hour ahead of time, which is more 

efficient and accurate than traditional NWP models and can provide an 

alternative for common statistical approach for several hours ahead wind 

prediction [153].  

Many industrial systems for wind power forecasting have been developed and 

applied worldwide, including WPPT used in Denmark, AWPT used in Germany, 

Sipreólico used in Spain, AWPPS used in Ireland, Prediktor used in Spain, 

Denmark, Ireland, Germany, and USA, Zephyr used in Denmark, and so on [154].  
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4.2 Probabilistic Wind Power Forecasting Approaches 

Traditionally, most researches focus on developing accurate point forecasting 

methods for wind power [32, 33, 155-157]. Due to the chaotic nature of the 

weather system, the processes of wind power demonstrate significantly non-

stationary and nonlinear characteristics, and consequently errors in wind power 

forecasting are simply unavoidable and quite often can be significant. Wind 

power forecasting errors have significant impacts on power system operation 

[158], electricity market [34, 159], etc. Wind power forecasting error is 

statistically analyzed and explicitly observed in [160]. It is found that conditional 

distribution of wind power prediction error can be approximately modeled by 

normal distribution [161]. The distribution of wind power forecasting error is 

proven to have the shape of fat tail with large kurtosis and modeled with Beta 

distribution [162, 163]. A mixed probability distribution is proposed for 

estimation of the probability of wind power forecasting error and used for 

penalties analysis in the deregulated electricity market [159]. 

Because of unavoidable and sometimes significant forecasting errors of wind 

power, heavy attentions are paid to developing probabilistic forecasting 

techniques for wind power generation to construct PIs  quantifying the prediction 

uncertainty [97].  

4.2.1 Statistical Approaches 

1) Non-parametric Probability Density Functions 

According to the previous researches introduced above, it is very difficult to 

accurately describe the probability distribution of wind power forecasting error, 

due to the extreme complexity of weather systems. In order to avoid assumptions 

on the shape of predictive distributions of wind power, probabilistic predictions 

produced from non-parametric methods are preferred in practice, which aim at 

obtaining quantiles of the predictive distribution. 

Quantile regression (QR) approach can be used to estimate different wind 

power forecasting quantiles without the assumption of distribution shape. Local 

quantile regression (LQR) has been introduced for the estimation of a finite 

number of quantiles of the conditional wind power distribution [112]. For the 
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LQR model, the dependence of the forecasted quantiles on the explanatory 

variables is modeled via linear regression. In addition, this approach has the 

disadvantage that only one quantile can be estimated once, which is indeed time 

consuming. This approach is compared with two other quantile estimators, Local 

Gaussian and Nadaraya-Watson methods, demonstrating similar performance 

[164]. Spline quantile regression (SQR) approach is proposed for probabilistic 

forecasting of wind power, of which the quantiles are formulated as a set of 

nonlinear functions [165]. Time-adaptive SQR approach based on simplex 

algorithm is developed and can significantly save the computational time [166]. 

In [167], various variability indices are extracted from wind power series and 

employed as explanatory variables for QR models to involve the influence of 

changing weather regimes and reach a more accurate performance. 

Kernel density estimation (KDE) method is an advanced and popular 

nonparametric approach for PDF estimation. The probability density curve can 

be derived by adding up all curves of probability density at each point. The 

explanatory variables, such as meteorological information including wind speed, 

wind direction, etc., are directly related with wind power. This nonlinear 

correlation should be identified before using the KDE approach, and the actual 

shape of the PDF curve of predicted wind power is actually estimated with a 

discrete-continuous mixed model [168]. Then, prediction intervals of wind power 

can be obtained on basis of the obtained PDF. The Nadaraya-Watson estimator 

based KDE approach is proposed for wind power forecasting to improve the 

reliability [169]. A novel time-adaptive quantile-copula estimator is developed 

for kernel density forecasts of wind power generation [170]. A conditional KDE 

approach is developed to account for the measurements of wind power with an 

exponential process and conditionally update the prognostic PDF of wind power 

generation [171]. 

Adaptive resampling approach is developed to generate nonparametric 

quantiles conditioning on the point forecasting results of, e.g., AWPPS, WPPT 

and Sipreólico [113]. The wind power is classified into three levels using fuzzy 

logic sets based on the power curve. With nonparametric probability forecasts of 

wind power, the statistical scenarios of short-term wind power can be generated 

[172].  



 

59 

 

Due to the excellent nonlinear regression capability, neural networks (NNs) 

based approaches are developed for probabilistic forecasting of wind power. In 

[173], radial basis function has been implemented to derive PIs of wind power 

based on point prediction results, weather conditions, and etc. In [174],  the 

Coverage Width-based Criterion (CWC) approach is proposed to generate the 

‗optimal‘ lower and upper bounds of wind power PIs through the trained NN 

using the CWC-based cost function. However, this approach will generate too 

wider or narrower PIs due to the flawed evaluation index CWC, i.e., the true 

optimal PIs can never be obtained by this approach, which has been 

mathematically analyzed and discussed in [175]. 

Evaluation framework for nonparametric quantile forecasts is systematically 

proposed in [109], consisting of measures and diagrams, to provide 

comprehensive information of the required and desirable properties, including 

reliability, sharpness, resolution and skill.  

2) Parametric Probability Density Functions 

Parametric probabilistic forecasts approaches are also developed for wind 

power prediction, with the advantage of fast computation speed. Exponential 

smoothing method (ESM) is proposed for multi-step density forecasts of wind 

power based on the truncated normal distribution modeling of forecasting errors 

[176]. Markov-switching autoregressive (MSAR) model is used for 10-min 

resolution time series of wind power to capture the regime-switching behavior 

which cannot be explained by the evolution of some explanatory variables [177]. 

Autoregressive and conditional parametric autoregressive models together with 

the proposed generalized logit-normal distribution are used for very short-term 

wind power forecasting [127]. Neural network based approaches with normal 

distribution assumption are proposed for wind power forecasting [178, 179]. 

4.2.2 Ensemble Forecasts 

Ensembles of forecasts methodology can be used to quantify the inherent 

uncertainty involved in the NWP processes instead of just increasing the 

resolution more and more, through generating multi-scenario of meteorological 

variables. In general, it can be divided into multi-model ensemble using different 

NWP models produced by different parameterizations of the same NWP model, 
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or different NWP models developed by different institutes, and single-model 

ensemble, varying the initial conditions of the NWP model or collecting NWP 

outputs for the prediction time point determined by the NWP temporal resolution 

and the look-ahead time [180]. Then, the ensemble forecasts of meteorological 

variables are converted to wind power ensemble forecasts. In practice, wind 

power forecasting is inclined to use different kinds of ensembles, e.g. Zephyr 

developed in Denmark [181]. The ensemble forecasts can provide medium-term 

(up to one week) probabilistic prediction  [180]. Prediction Risk Index (PRI) is 

defined in [160] to comprehensively describe the expected level of forecast 

uncertainty and used to measure wind power ensemble predictions derived from 

ECMWF and NCEP, as well as a lagged average approach [182]. A complete 

ensemble-based probabilistic forecasts technique is proposed and applied for the 

practical case of Horns Rev wind farm in Denmark, and the NWP ensembles are 

converted to wind power using the novel orthogonal fitting method [183]. Wind 

power point forecasts and probability density function of associated uncertainty 

are obtained from weather ensemble predictions generated by an atmospheric 

model incorporating calibration and kernel smoothing approaches in [184]. A 

hybrid approach combing Bayesian model averaging (BMA) and ensemble 

approach is proposed to fulfill probabilistic prediction of wind power [96], where 

the statistical BMA approach is used to calibrate the forecast ensembles to derive 

better calibrated predictive PDFs. 

4.3 Practical Applications in Power Systems 

The increased penetration of wind power brings significant challenges to 

modern power systems, because of the intermittency and uncertainty of wind 

power generation. With high penetration of wind power, the knowledge of 

uncertainties ahead provided by probabilistic forecasts can be extremely valuable 

to a number of power system operation and management procedures. Based on 

the PIs with associated confidence level, the quantified uncertainties of wind 

power forecasts can provide useful information to decision makers, including 

wind power producer, transmission system operator (TSO), traditional generation 

company (GENCO), etc., to well prepare for the worst and the best conditions 

ahead. Probabilistic forecasting of wind power generation can effectively assist 
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different aspects of power system operation and planning, including electricity 

market running, reserve determination, energy storage sizing, unit commitment, 

economic dispatch, and so on.  

The integration of wind generation can have important effects on electricity 

price in the liberalized electricity market, which have been discussed and 

analyzed on basis of different realistic electricity markets including Denmark 

[185], UK [186], Australia [187], USA [188] and so on. In electricity market, the 

wind power producer suffers from penalties related to regulation costs because of 

the serious fluctuation of wind power. Wind generation prediction errors are 

closely related to such penalties [34, 159]. A general methodology accounting for 

predictive distributions obtained by probabilistic forecasts of wind generation is 

developed to design advanced bidding strategies, which is applied for Danish 

wind farms with significant benefits [132]. The prospective applications of 

probabilistic predictions of wind generation in electricity markets are discussed 

in [189], including system scheduling and dispatch and other relevant decision-

making problems to TSO. It is found that probabilistic forecasts can reduce the 

cost and improve the reliability of power systems. 

Under a large scale penetration of wind generation, determining adequate 

operating reserve is highly concerned by the TSO because of security and 

economy reasons. Traditional deterministic reserve management tools using e.g. 

the famous N-1 criterion cannot satisfy the requirement of the large integration of 

wind power. The new reserve management tools that can involve the uncertainty 

information given by probabilistic forecasting methodologies are needed to help 

to make operational decisions. A risk evaluation methodology is formulated to 

describe the consequences of each possible reserve level through a set of risk 

indices for decision making [131, 190], where the decision strategies are 

searched via a given risk level compromising between economic issues and the 

risk of loss of load and the effectiveness is demonstrated on Portuguese power 

system. A probabilistic method using the probabilistic predictions is developed to 

help with determining the operating reserve requirements of a TSO in Portugal 

[130]. Meanwhile, a fuzzy power flow tool for system steady state security 

assessment is also developed to identify potential congestion conditions and 



62 

 

voltage violations in the transmission system based on the probabilistic forecasts 

of wind power [130].  

Energy storage is considered as an efficient solution to reduce wind power 

fluctuations and improve the reliability and performance of wind penetrated 

power grids. A novel energy storage sizing approach is proposed to plan an 

energy storage system (ESS) and then reduce the uncertainty of short-term wind 

power forecasts up to 48 hours [191].  The probabilistic forecasts based approach 

significantly reduces the capacity of the ESS and gives useful information about 

the uncompensated energy. A dynamic storage sizing methodology is proposed 

for a dynamic assessment of the necessary storage capacity for different delivery 

periods, on basis of the risk of the wind power prediction [192], which reaches a 

significant reduction of the storage capacity needed and ensures the profit of 

wind power producer. 

As wind power is increasingly integrated into power systems, it is challenging 

for TSO to ensure the security of power grids under uncertain circumstances and 

to maintain the maximum utilization of renewable energy. A probabilistic 

methodology is proposed to incorporate multiple sources of uncertainty 

especially for wind power forecasts in power system operation, dispatch, and unit 

commitment procedures, integrated with an energy management system (EMS) 

for realistic electricity grids operation [193].  

A comprehensive computational framework is proposed to include wind 

power uncertainty that is quantified via ensemble NWP model in formulations of 

stochastic unit commitment/economic dispatch [129]. In order to accommodate 

wind power output uncertainty, a robust optimization approach is proposed in 

[194] to make optimal unit commitment schemes for traditional thermal units in 

the day-ahead market. The proposed robust optimization formulates uncertainty 

sources through a set of random samples including the worst-case scenario and 

reaches the minimal cost under the worst wind power output scenario. In addition, 

the intermittency and volatility of forecasted wind generation is also taken into 

consideration in the security-constrained unit commitment [195]. In context of 

smart grid and electricity market, demand-side management of price responsive 

demand combining with the uncertainty information of probabilistic wind power 
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predictions can facilitate the efficient and flexible power system operation and 

accommodate large scale integration of wind power [128]. 

With more and more wind power penetration, much more uncertainties than 

before have been brought into the decision-making processes in power systems. 

As introduced above, probabilistic forecasts may either be integrated in the 

decision process of energy management or bidding strategies in an electricity 

market. Generally, quantitative uncertainty information of wind power prediction 

can provide an alternative yet effective input for different decision-making 

problems in power systems. 

4.4 Conclusions 

Wind power forecasting is crucial to the operation of power system and 

electricity market. Traditional point prediction of wind power can produce 

significant forecasting errors. To overcome the limitation, probabilistic wind 

power forecasting has received a lot of attentions. This chapter provides a 

comprehensive review on the state-of-the-art of probabilistic wind power 

forecasting for the related studies in Chapters 5-7.  

The essential characteristics of wind power generation are introduced, 

including wind power curve and wind power function, etc. In practice, there are 

several different prediction horizons for wind power forecasting according to 

corresponding practical applications in decision-making activities. Relevant 

variables commonly used as the inputs of prediction model are also explicitly 

depicted in this chapter. In general, point forecasts of wind power can be 

considered as the basis of probabilistic wind power forecasting. A series of 

techniques for wind power point forecasting have been developed and can be 

divided into persistence approach, physical approach, statistical approach and 

hybrid approach.  Then, probabilistic wind power forecasting methodologies are 

systematically investigated and classified into statistical approach and ensemble 

forecasts approach. The practical applications of probabilistic forecasting of wind 

production in various aspects of power systems and electricity market are 

comprehensively surveyed, which strongly indicates the significant meanings. 
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5 An Advanced Statistical Approach for 

Probabilistic Forecasting of Wind Power 

Generation 

 

 

 

 

5.1 Introduction 

It is difficult to accurately forecast wind power because of the non-stationary 

and chaotic nature of wind power series. Theoretically, the multi-layered 

feedforward NN can be a universal function approximator to map any complex 

nonlinear relationships to any degree of desired accuracy [196]. Therefore, NNs 

are widely applied for forecasting in many different fields of business, industry 

and science featuring high tremendous performance and high flexibility [197]. 

Due to the excellent approximation and generalization capabilities, NNs are also 

popularly used for wind power forecasts [144-146, 198], irrespective of some 

drawbacks like local minima, overtraining, and high computational costs. 

However, NN-based forecasting methods cannot provide satisfactory predictions 

if the training data are chaotic or too noisy. Usually the prediction performance 

cannot be improved by changing the NN structure or increasing the training 

iteration. 

To effectively account for forecasting uncertainties, several approaches have 

been developed to obtain PIs for NN based methods, including delta, Bayesian, 

bootstrap, and mean-variance estimation methods [110, 116, 199, 200]. The 

Bayesian and delta approaches can be only used for construction of PIs of 

homogeneous noise with constant variance, and the accuracy cannot be ensured 

for the heterogeneous noise. Besides, they suffer intensive computation due to 
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the involved complex derivatives and Hessian matrix. Among these techniques, 

the bootstrap approach can flexibly approximate the non-constant variance and 

has proved to produce more reliable PIs [201]. Moreover, it prevents complicated 

formula derivatives in the delta and Bayesian approaches. Due to relatively 

simple implementation and reliable performance, the bootstrap approach is taken 

as the most commonly used approach for NN-based PIs construction [175, 202]. 

However, due to the limitations of traditional NNs, the bootstrap approach 

suffers from significantly high computational burden, especially for large 

datasets. 

Bayesian based NNs are used for very short-term probabilistic wind power 

forecasting  [179]. It cannot well quantify the heteroscedasticity wind power 

series. Bootstrap based traditional NNs are employed to constructed PIs of wind 

generation in [178], which suffers from extremely high computational burden, 

due to the application of traditional gradient based NNs.  Moreover, in [178] the 

applied evaluation index of PIs, CWC index, is not mathematically rigorous and 

cannot provide precise evaluation of constructed PIs, consequently misleading 

results can be produced. This has been explicitly proven in [175]. 

In this chapter, a new probabilistic wind power forecasting approach is 

proposed based on the extreme learning machine (ELM) which is a novel 

learning algorithm proposed for training single-hidden layer feedforward neural 

networks (SLFNs). It randomly chooses the input weights of hidden layer 

neurons and analytically determines the output weights through simple matrix 

computations, therefore featuring an extremely faster learning speed than for 

most popular learning algorithms such as Back-propagation [203]. ELM has also 

demonstrated excellent generalization capability and outperformed traditional 

NNs. In practice, ELM has been used in many different applications including 

both regression and classification tasks [204-206]. 

The bootstrap technique for traditional NNs cannot be applicable to the case of 

ELM, since the associated learning process is very different from that for 

conventional NN learning algorithms. Therefore a bootstrap based ELM 

approach (BELM) is newly developed to construct PIs taking the 

heteroscedasticity of wind power time series into account. The proposed BELM 

method can rapidly formulate the PIs through extremely fast learning by ELM. 
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Notably, though with high extendibility, the work in this chapter focuses on a 

simplified approach with fast speed, using the historical wind power data alone 

while providing satisfactory performance for hourly ahead and intra-hour 

forecasting, which is significant for power system operation and control in 

practice. For instance, in the Nord Pool market in Scandinavia, the hourly market 

plays a key role in maintaining system balance [29].  

The proposed BELM method has been tested using the measurement data of a 

wind farm in Australia. The reliability and overall skill of the forecasting results 

have been comprehensively evaluated to demonstrate the effectiveness of the 

proposed method. The proposed approach gives a general framework for short-

term probabilistic wind power forecasting. With high reliability, efficiency and 

flexibility, the proposed approach can potentially provide an online tool for 

power system operation and planning, e.g. to assist TSO in determining the 

required reserves in advance to avoid either higher costs or excessive risks under 

traditional deterministic reserve dispatch, and to help suppliers manage risks 

facing in electricity market trading through strategic bidding.  

5.2 Extreme Learning Machine  

ELM is simply a single hidden-layer feedforward neural network [203, 205]. 

Instead of using traditional gradient based learning methods that can involve 

many iterations, the ELM randomly chooses the input weights and biases, and 

subsequently determines the output weights through simple matrix computations. 

Given N arbitrary distinct samples  
1

( , )
N

i i i
x t , where n

i x R with 

1 2[ , , , ]T

i i i inx x xx  and m

i t R with 
1 2[ , , , ]T

i i i imt t tt , ELM with K hidden 

nodes and activation function g() can be mathematically modeled as 

1

( ; , , ) ( ), 1, , .
K

j i i j i

i

f b g b j N 


    x w w x                     (5.1) 

where 
1 2[ , , , ]T

i i i inw w ww is the weight vector connecting the i
th

 hidden node 

and the input nodes and 
1 2[ , , , ]T

i i i im    is the weight vector connecting the 

i
th

 hidden node and the output nodes, and bi is the threshold of the ith hidden 

node. The typical structure of an ELM is shown in Figure 5.1. 
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Figure 5.1  The typical structure of ELM.  

 

The standard ELM with K hidden nodes and activation function g() can 

approximate the N samples with zero error means that  
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The above N equations can be rewritten as  

     H T                                                       (5.3) 

where H is the hidden layer output matrix of the ELM,  
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The kth
 

column of H denotes the output vector of the lth hidden node 

corresponding to the inputs xj. In  (5.3), β is the matrix of output weights and T is 

the matrix of targets, respectively expressed as, 
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and
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T                                       (5.5) 

The input weights wi and the hidden layer biases bi are randomly generated 

using continuous probability distributions and in fact not necessarily tuned. The 

hidden layer output matrix H can actually remain unchanged once random values 
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have been assigned to these parameters in the beginning of learning. Find 

specific parameters ˆ
iw , ˆ

ib and ̂ , such that  

1 1
ˆ ˆ ˆˆ ˆ( , , , , , )K Kb b  H w w T  

1 1min ( , , , , , )K Kb b  H w w T                       (5.6) 

which is equivalent to minimizing the cost function of the traditional gradient-

based learning algorithms used in back-propagation (BP) learning,  
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  w x                             (5.7) 

Given the input weights and the hidden layer biases are randomly assigned and 

fixed, training an SLFN is simply equivalent to finding a least-squares solution 

of the linear system. The smallest norm least-squares solution of the above linear 

system is 

†̂  H T                                                (5.8) 

where H
†
 is the Moore-Penrose generalized inverse of matrix H. The singular 

value decomposition (SVD) method is generally used to obtain H
†
. 

The advantages of the ELM algorithm are significant [203, 205, 206]. Without 

iterative gradient based training, it avoids many limitations of conventional 

gradient-based NN training algorithms, such as the local minima, the 

overtraining, and the high computing burdens, etc. For any infinitely 

differentiable activation function, the ELM with N hidden layer neurons can 

learn N distinct samples exactly with zero error. In addition, ELM training can 

obtain the best results according to the assigned input weights. The training 

speed is extremely fast due to the simple matrix operation in (5.8). ELM also 

distinguishes from traditional NNs in superior generalization capability without 

the overtraining issue.  
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5.3 Formulation of Prediction Intervals 

5.3.1 Uncertainty Analysis 

The uncertainty of NN based prediction is mainly due to the noise of training 

data and the misspecification of NN model for regression. 

1) Uncertainty in NN Model 

Misspecifications in model structure and parameters should account for the 

uncertainty of neural network forecasting, which may be caused by the local 

minima in training process, the randomly generated input weights, etc. Besides, 

even if the global minimum can be reached, the misspecification of model 

structure also introduces innegligible uncertainties in prediction results. The 

model uncertainty also comes from another fact that training based on finite 

samples can never guarantee consistent generalization performance of NN for the 

unseen future. Particularly, in the study of wind power forecasting herein, it is 

impossible to find perfect information to reduce uncertainties of predictions. 

These factors are collectively termed as model uncertainty. Because of the model 

uncertainty, the output uncertainty of neural network should be well addressed in 

order to produce accurate estimation. 

2) Uncertainty in Data 

Except for the model uncertainty, the data noise also contributes to the 

prediction uncertainty. If the data exhibit stochastic characteristics, it is 

extremely difficult to model them in a deterministic manner. Especially, when 

dealing with non-stationary time series, the data noise has significant influences 

on the prediction results. In the study, wind power data is highly chaotic. 

Determining the variance of the data noise is critical in constructing prediction 

intervals. 

Both model misspecification and data noise are the major sources of 

uncertainties that affect the forecasting results. Therefore the main task of 

probabilistic forecasting is to quantify the prediction intervals with associated 

confidence taking the two uncertainties into account. 
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5.3.2 Prediction Interval Formulation 

Theoretically, multilayered feedforward neural networks are universal 

approximators and, as such, have an excellent ability of approximating any 

nonlinear mapping to any degree of accuracy [196]. In this chapter, the SLFN 

based ELM is applied for the regression task to estimate the underlying 

mathematical relationship between input and output variables based on a finite 

set of training data possibly corrupted by noises. Given a set of distinct pairs

 ( , )i itx , the measured data can be modeled by  

( ; , , ) ( ) ( ) ( )i i i i it f b y     x w x x x                     (5.9) 

where ti is the ith measured target, xi denotes relevant input variables that can 

include historical wind power and wind speed, numerical weather predictions 

(NWP) including wind speed and wind direction, and so forth for wind power 

forecasts, ε(xi) denotes the noise with zero mean, and ( ) ( ; , , )i iy f b x x w is the 

true regression mean. The error term moves the target away from its true 

regression mean ( )iy x toward the measured value ti. We assume that the noise is 

more or less normal distributed with variance 2

  that may depend on the input 

vector xi, i.e., 

( )i x ~ 2(0, ( ))G iN  x                                     (5.10) 

Actually, in the study the censored normal distribution is used to model the wind 

power prediction uncertainty, with potential concentration of probability mass at 

the bounds of the unit interval [0, 1], which maintains PIs within the wind power 

capacity range  [177]. To some extent, the censored normal distribution can fit 

different skewnesses, i.e. different shapes of probability distributions [207]. In 

addition, it has been studied in [75] that, even if the actual error distribution is 

non-normal, the time series models based on normal distribution assumption can 

still be applied with satisfactory performance. In the following sections, the 

censored normal assumption will also be proved to be reasonable and acceptable 

by generating reliable PIs based on actual wind power data.  
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In practice, the trained neural network ˆ( )iy x could be regarded as an 

estimation of the true regression ( )iy x . In principle, NNs generate the averaged 

values of targets conditioned on input variables vector xi, E[ti | xi] [208]. 

ˆ ˆˆ ˆ( ) ( ; , , ) [ | ]i i i iy f b E t x x w x                              (5.11) 

According to the two uncertainties discussed in the preceding section, we can 

divide the prediction errors into two components including the one involved in 

the estimation of the true regression and the other involved in the estimation of 

the measured targets. Then the prediction error can be expressed as 

ˆ ˆ( ) [ ( ) ( )] ( )i i i i it y y y    x x x x                              (5.12) 

where ˆ( )i it y x denotes the total prediction error, and ˆ( ) ( )i iy yx x denotes the 

error of the neural network estimation of the true regression. To account for 

model uncertainties, model uncertainty intervals (MUIs) can be used to quantify 

the uncertainty between the neural network estimation and the true regression

 ˆ( ) | ( )i iP y yx x . In contrast, prediction intervals aim to quantify the uncertainty 

associated with the difference between the measured values ti and the predicted 

values ˆ( )iy x , i.e.  ˆ| ( )i iP t y x . Accordingly, PIs will be wider than MUIs and 

will enclose them.  

Assuming two error components in (5.12) are statistically independent, the 

variance of the total prediction errors 2

t can be mathematically obtained based 

on the variance of model uncertainty 2

ŷ and the variance of data noise 2

 , 

2 2 2

ˆ( ) ( ) ( )t i y i i   x x x                                      (5.13) 

Given a real process, an (1−α) confidence level PI of the measured target ti is a 

stochastic interval ( )t iI x  expressed in (5.14), such that the coverage rate

( ) 100(1 )%i tP t I    . 

( ) [ ( ), ( )]t i t i t iI L U  x x x                                    (5.14) 

where the lower bound ( )t iL x and the upper bound ( )t iU
x can be obtained by 

2

1 /2
ˆ( ) ( ) ( )t i i t iL y z

  x x x                             (5.15) 
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2

1 /2
ˆ( ) ( ) ( )t i i t iU y z

  x x x                                 (5.16) 

where 1 /2z   is the critical value of the standard normal distribution, which 

depends on the desired confidence level (1−α).  When the bounds of ( )t iI x go 

beyond the unit interval [0, 1], they should be adjusted to the corresponding 

lower or upper constraint bounds to ensure the constructed wind power PIs 

within the capacity range, and the corresponding probability mass is added to the 

adjusted bounds. 

5.4 Prediction Intervals Construction 

In this section, the prediction intervals for ELM forecasting are developed 

based on the bootstrap method. Several bootstrap methods have been compared 

to identify the most suitable one for PIs construction of ELM based wind power 

forecasting. 

5.4.1 Bootstrap Methods 

Bootstrap is regarded as a general approach of statistical inference based on 

building a sampling distribution by uniform sampling with replacements from the 

original data [209, 210]. It is widely applied as a robust alternative to the 

statistical inference based on the parametric assumptions, which can be 

unreliable and even impossible due to the sophistications involved in computing 

the standard errors in some conditions.     

Three different bootstrap algorithms can be applied for regression analysis 

[111, 209], including the pairs bootstrap, the standard residuals bootstrap and the 

wild residuals bootstrap (wild bootstrap). The pairs bootstrap can be applied 

according to the algorithm shown as the following steps: 

Step 1 Obtain the training samples
1{( , )}N

i i it x . 

Step 2 Generate bootstrapped pairs
1{( , )}N

i i it 

x  by uniform sampling with 

replacement from the original training data
1{( , )}N

i i it x . 

Step 3 Estimate the ELM ˆ ( )l iy 
x from the l

th
 bootstrapped dataset

1{( , )}N

i i it 

x . 

Step 4 Repeat Steps 2-3 to obtain B bootstrap replicates. 
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The two other methods differ from the pairs bootstrap method mainly in 

sampling the residuals of which details can be found in [209]. These bootstrap 

methods have been implemented in our case study to identify the best one for 

ELM based wind power forecast. 

     For the three bootstrap approaches, when training an ELM on particular 

bootstrap samples, the model parameters are estimated in order to minimize the 

errors on the training data. Based on the B bootstrap replicates, we can train and 

obtain B ELMs ready for wind power forecasting. 

5.4.2 Model Uncertainty Variance 

The MUIs can quantify the confidence in the network estimation ˆ( )iy x for the 

true regression ( ).iy x The bootstrap-based approach assumes that an ensemble of 

NN models will reach a relatively less biased approximation of true regression of 

the measured targets.  

 
1

( , )
N

t i i i
D


 x t                                        (5.17) 

The BM training data sets are resampled from the original training data with 

replacement. The average output of the ensemble of BM ELMs is taken as the 

estimation of the true regression, expressed as 

1

1
ˆ ˆ( ) ( )

MB

i l i

lM

y y
B 

 x x                                     (5.18) 

where ˆ ( )l iy x is the prediction value of the input samples generated by the lth 

bootstrapped ELM.  

The variance of model misspecification uncertainty  ˆ( ) | ( )i iP y yx x  can be 

estimated from the variance in the outputs of the trained BM ELMs 

 
22

ˆ

1

1
ˆ ˆ( ) ( ) ( )

1

MB

y i l i i

lM

y y
B




 

x x x                            (5.19) 

Following the bootstrap procedures, MUIs of ELM forecasts, ( )M iI x =

[ ( ), ( )]M i M iL U 
x x , can be obtained through 

2

ˆ1 /2
ˆ( ) ( ) ( )M i i y iL y z

  x x x                                (5.20) 
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2

ˆ1 /2
ˆ( ) ( ) ( )M i i y iU y z

  x x x                                (5.21) 

5.4.3 Data Noise Variance 

In addition to the model uncertainty of ELM forecasting, the uncertainty 

caused by the data noise is analyzed in this section. Due to the heteroscedasticity, 

with only one observation of wind power at each time point, it is challenging to 

estimate the data uncertainty. According to the variance definition in [211], the 

variance of the measured target ti conditioned on the input variables xi, can be 

calculated from  

2 2( | ) [( [ | ]) | ]i i i i i it E t E t  x x x                           (5.22) 

Given the training data
1{( , )}N

i i it x , as can be seen from (5.11), the outputs of 

ELMs produce averaged values of the targets conditioned on input variables xi, 

i.e. ˆ( ) [ | ]i i iy E tx x . Then the values of [ | ]i iE t x  in (5.22) can be derived based 

on the trained ELM.  

Keeping the input xi and replacing the targets ti with 2ˆ( ( ) )i iy tx , we can 

obtain the transformed training dataset 

  2

1
ˆ, ( ( ) )

N

i i i
i

D y t


 x x                                 (5.23) 

The objective variance can be estimated by training a separate ELM

( ; , , )ih b x w , mathematically expressed as  

2ˆ( ; , , ) ( ( ) ) , 1, , .i i ih b y t i N     x w x                     (5.24) 

The output of the trained ELM, ˆ( )ir x , can be represented as 

2ˆ ˆ( ) [( ( ) ) | ]i i i ir E y t x x x                                   (5.25) 

The model uncertainty associated with ELM ( ; , , )ih b x w , represented by

2

ˆ ( )r i x , also should be taken into account. It can be calculated through the 

bootstrap-based method similar to the procedure of deriving the model 

uncertainty variance. Supposing BN bootstrap replicates are implemented, we can 



76 

 

obtain the estimated noise variance 2ˆ ( | )i it x and the variance of regression 

model uncertainty 2

ˆ ( )r i x respectively, 

2

1

1
ˆ ˆ ˆ( | ) ( ) ( )

NB

i i i l i

lN

t r r
B




  x x x                                 (5.26) 

 
22

ˆ

1

1
ˆ ˆ( ) ( ) ( )

1

NB

r i l i i

lN

r r
B




 

x x x                             (5.27) 

The variance of data noise can be obtained through 

2 2 2

ˆ
ˆ( ) ( | ) ( )i i i r it    x x x                                     (5.28) 

With the model uncertainty variance and data noise variance, the total variance 

of the prediction intervals can be obtained based on (5.13). 
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Figure 5.2  The framework for PIs construction of the proposed BELM approach. 

 

For PIs construction of ELM forecasting using the proposed algorithm, BM + 

BN ELM models are required in total. The overall framework for the proposed 
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bootstrap based approach for ELM probabilistic forecasting is explicitly 

displayed in Figure 5.2. If traditional NNs are used, intensive computational 

efforts are required since the bootstrap based forecasting approach involves a 

great number of bootstrap replicates.  With the extremely fast learning speed, the 

proposed BELM approach can effectively and efficiently provide the 

probabilistic forecasting for wind power production. 

5.5 Numerical Studies 

5.5.1 Description of Experiment Data 

In the study, the proposed BELM approach has been tested using the wind 

power data from Cathedral Rocks wind farm, South Australia. The wind farm has 

nominal generation capacity Pc of 66MW combined with 33 wind turbines of 

2MW. The wind power data with one hour temporal resolution from Jun. 2008 

until Jun. 2012 are used for the case study.  

Operational planning and scheduling in modern power systems with wind 

power requires the forecasts of the future wind power generation according to the 

planning horizons. Generally, wind power forecasting can be divided into four 

categories of different timeframes: very short-term, short-term, medium-term and 

long-term forecasts [125]. Short-term and very short-term forecasts are important 

because of their significances to both generation and reserve dispatches and etc. 

As introduced in [33], statistical methods would outperform NWP-based 

methods for forecasting wind power with look-ahead times less than a few hours. 

Though having external NWP information, statistical models using historical 

measurements only should be preferred for such short look-ahead times 

[33].Therefore, the proposed BELM approach takes only historical wind power 

data as inputs for hourly ahead forecasting, which is essential for e.g. dispatching 

ancillary service market in practice. Other data such as the weather information 

can be easily included in our future work. 

5.5.2 Determination of ELM Hidden Nodes Number  

The extreme learning machine is based on SLFNs, of which the number of 

hidden layer neurons for ELM models need to be determined properly. Since 

different forecasts may have different needs and properties, optimization of the 
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ELM structure is necessary and critical to minimize the uncertainties due to 

model misspecifications and ensure the efficiency simultaneously. The hidden 

nodes number of ELMs is determined based on the cross-validation approach 

[203]. The ELMs‘ generalization performance of different structures over the 

validation dataset is assessed by both root-mean-square error (RMSE) and mean 

absolute error (MAE), 

1

1
ˆ( )

testN

i i

itest

MAE t y
N 

  x                                  (5.29) 

2

1

1
ˆ[ ( )]

testN

i i

itest

RMSE t y
N 

  x                             (5.30) 

 
 

 

Figure 5.3  Validation test for ELMs with different numbers of hidden neurons. 

 

Figure 5.3 shows the results of validation test for hourly ahead forecasting 

based on the actual wind farm data. It can be seen that ELMs will have stable 

generalization performance once the hidden nodes exceed a certain threshold. 

The ELM with 63 hidden neurons can sufficiently ensure the optimal MAE and 

RMSE simultaneously.  
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5.5.3 Comparison of Bootstrap Methods 

The MUIs of ELM regression are approximated based on the bootstrap 

methods. The commonly applied bootstrap methods, including pairs bootstrap, 

standard residuals bootstrap and wild bootstrap, can provide different 

performances for different applications. The performances of the different 

bootstrap approaches used to construct the PIs of wind power forecasting with 

ELMs are compared. ECP with corresponding NCP, ACE and interval score of 

different bootstrap approaches are given in Table 5.1. 

 

Table 5.1  Evaluation results of different bootstrap methods 

Method NCP ECP ACE Score 

Pairs bootstrap 

90% 93.59% 3.59% -6.02% 

95% 96.17% 1.17% -3.67% 

99% 98.25% -0.75% -1.17% 

Standard residuals 

bootstrap 

90% 92.85% 2.85% -6.11% 

95% 95.92% 0.92% -3.72% 

99% 98.09% -0.91% -1.21% 

Wild bootstrap 

90% 93.43% 3.43% -6.16% 

95% 95.92% 0.92% -3.78% 

99% 97.67% -1.33% -1.25% 

 

From Table 5.1, it can be found that the pairs bootstrap provides the most 

reliable PIs of the measured wind power. The residuals based bootstrap relies on 

the errors that are representative of the true model errors. However, the nonlinear 

relationship for prediction is always unknown, and the model misspecification is 

unavoidable. If the model is either misspecified or overfitted, the pairs based 

bootstrap approach can be more robust [111]. As expected, the pairs bootstrap 

method outperforms the other two methods in the tests using the chaotic wind 

power data. Based on the comparisons, the pair bootstrap is applied for the 

proposed BELM approach. 

5.5.4 Analysis of Forecasting Results 

High complexity of chaotic climate systems contributes to high level of 

uncertainties in wind power generation. The patterns of weather conditions and 

wind speeds vary very much in different seasons. To examine the effectiveness 

and applicability of the proposed approach, the four seasons in Australia, 

summer (December to February.), autumn (March to May), winter (June to 
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August), and spring (September to November) are considered respectively. 

Models are separately constructed for different seasons. 

Considering the seasonal difference and diversity, the proposed BELM method 

is tested using wind power data in summer 2012, autumn 2011, winter 2011 and 

spring 2010.  The wind power data before these test dates are used as the training 

data. These datasets are normalized with respect to the capacity of Cathedral 

Rocks wind farm before applying to the proposed models. To evaluate the 

proposed approach, the climatology and the persistence approaches are used for 

benchmarking the forecasting performance [109, 113, 173]. Climatology 

predictive distribution is formed based on all available wind power observations, 

and is a unique and unconditional probabilistic prediction. The climatology is 

relatively easy to outperform for the short-term probabilistic wind power 

forecasting. In deterministic point forecasts of wind power generation, the 

persistence method is considered as the most common benchmark and difficult to 

outperform for short look-ahead time forecasting. The persistence based 

probabilistic forecast model is used as a benchmark for comparisons in the study 

as well. Its mean is given by the last available power measurement, and the 

variance is computed using the latest observations. Both the climatology and 

persistence methods are relatively simple. To benchmark the proposed BELM 

approach, an advanced model, the ESM method, proposed in [176] is applied in 

the study. In addition, to evaluate the impacts of forecasting error distribution 

model, the proposed method has also been tested using the Beta distribution for 

forecasting error modeling, termed as BELM-Beta [162]. 

The major objective of the proposed BELM method is to derive reliable PIs. 

Furthermore, power system operation requires useful information with high 

confidence levels. Therefore it should be more practically meaningful to obtain 

high confidence level PIs to fulfill the needs of power system operation. 

Different levels of NCP (1−α) ranging from 90%-99% are considered in the 

study. For the PIs quality test, corresponding ECPs, ACEs and interval score are 

of different approaches in four seasons are given in Tables 5.2-5.5 respectively. 

As seen in Tables 5.2-5.5, in all four seasons, the proposed method 

outperforms other approaches with the resultant ECPs consistently closer to the 

corresponding nominal confidence levels. All ACEs of the proposed method are 
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close to zero, especially for the higher confidence levels 95% and 99%, which 

indicates the high reliability of the constructed PIs. E.g. in autumn, the proposed 

method has absolute ACEs at confidences 95% and 99% around 1%, smaller 

than the other four benchmarks. Particularly, in summer, PIs obtained by the 

Beta distribution model have similar reliability with the censored normal 

distribution model of the proposed BELM approach and demonstrate much better 

quality than in other seasons, which means that the Beta distribution modeling is 

much more proper to summer than to other three seasons. 

 

Table 5.2  Results of PIs in summer 2012 

NCP Method ECP ACE Score 

90% 

BELM 92.46% 2.46% -7.61% 

BELM-Beta 89.40% -0.60% -8.39% 

Persistence 86.93% -3.07% -8.78% 

Climatology 98.01% 8.01% -16.08% 

ESM 88.55% -1.45% -8.54% 

95% 

BELM 95.09% 0.09% -4.59% 

BELM-Beta 92.46% -2.54% -5.37% 

Persistence 90.70% -4.30% -5.49% 

Climatology 98.65% 3.65% -8.50% 

ESM 92.09% -2.91% -5.25% 

99% 

BELM 98.08% -0.92% -1.41% 

BELM-Beta 95.30% -3.70% -2.21% 

Persistence 95.35% -3.65% -1.96% 

Climatology 99.72% 0.72% -1.81% 

ESM 96.64% -2.36% -1.76% 
 

 

Table 5.3  Results of PIs in autumn 2011 

NCP Method ECP ACE Score 

90% 

BELM 93.01% 3.01% -5.92% 

BELM-Beta 72.88% -17.12% -5.97% 

Persistence 83.99% -6.01% -6.50% 

Climatology 95.84% 5.84% -15.10% 

ESM 88.98% -1.02% -6.36% 

95% 

BELM 95.59% 0.59% -3.64% 

BELM-Beta 76.46% -18.54% -3.61% 

Persistence 88.36% -6.64% -4.03% 

Climatology 98.59% 3.59% -7.85% 

ESM 92.90% -2.10% -3.89% 

99% 

BELM 97.67% -1.33% -1.19% 

BELM-Beta 79.45% -19.55% -1.09% 

Persistence 92.36% -6.64% -1.46% 

Climatology 100% 1.00% -1.71% 

ESM 97.04% -1.96% -1.30% 
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Table 5.4  Results of PIs in winter 2011 

NCP Method ECP ACE Score 

90% 

BELM 91.30% 1.30% -6.91% 

BELM-Beta 80.22% -9.78% -6.85% 

Persistence 86.83% -3.17% -7.60% 

Climatology 96.34% 6.34% -15.66% 

ESM 88.97% -1.03% -7.36% 

95% 

BELM 94.41% -0.59% -4.12% 

BELM-Beta 83.61% -11.39% -4.06% 

Persistence 90.88% -4.12% -4.76% 

Climatology 99.45% 4.45% -8.19% 

ESM 92.94% -2.06% -4.47% 

99% 

BELM 97.89% -1.11% -1.28% 

BELM-Beta 87.45% -11.55% -1.18% 

Persistence 95.30% -3.70% -1.65% 

Climatology 100% 1.00% -1.78% 

ESM 96.99% -2.01% -1.40% 

 

 

 

Table 5.5  Results of PIs in spring 2010 

NCP Method ECP ACE Score 

90% 

BELM 93.19% 3.19% -7.10% 

BELM-Beta 84.03% -5.97% -7.19% 

Persistence 86.52% -3.48% -7.95% 

Climatology 95.46% 5.46% -16.31% 

ESM 88.36% -1.64% -7.71% 

95% 

BELM 96.12% 1.12% -4.15% 

BELM-Beta 86.39% -8.61% -4.16% 

Persistence 90.46% -4.54% -4.96% 

Climatology 97.54% 2.54% -8.55% 

ESM 91.89% -3.11% -4.72% 

99% 

BELM 98.68% -0.32% -1.12% 

BELM-Beta 89.79% -9.21% -1.09% 

Persistence 95.00% -4.00% -1.75% 

Climatology 99.62% 0.62% -1.81% 

ESM 96.24% -2.76% -1.55% 

 

According to Tables 5.2-5.5, interval scores of the proposed approach are 

larger than the climatology, the persistence, and the ESM methods, indicating the 

proposed BELM approach outperforms these three benchmarks from the 

perspective of sharpness and overall skill. In addition, the proposed approach 

also can have similar or higher skill than the approach with Beta distribution 

based error modeling in some cases. It can be proved that the average interval 

score of the proposed method still outperform the Beta distribution considering 
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all the four seasons. Considering the reliability and overall skill, the proposed 

approach shows much better results in terms of comprehensive performance than 

the four benchmarks.  

 

 

Figure 5.4  PIs with NCP 90% in summer 2012 obtained by the proposed BELM approach. 

 

 
Figure 5.5  PIs with NCP 90% in autumn 2011 obtained by the proposed BELM approach. 

 

This is not unreasonable as Beta distribution can well reflect the long-term 

statistics of wind power forecasting errors [162], but it is unable to reflect 
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seasonal variations in detail. In addition, the Beta distribution can model the 

forecasting errors well given different levels of wind power outputs, which is not 

the case in our approach, where the forecasting errors are modeled statistically 

dependent of the input variables. Therefore the Beta distribution based approach 

provides less satisfactory results at high confidence levels of 90% and above. 

Furthermore, in the autumn season, the Beta distribution based approach gives 

very poor results.  

The climatology is a simple unconditional prediction approach and does not 

consider the heteroscedasticity of wind power data. Therefore large widths of PIs 

are resulted at high confidence levels which are barely useful in practice. The 

ECP for persistence approach varies significantly in different seasons, indicating 

the significant seasonal variations of wind power. Due to the simple mapping, the 

persistence cannot obtain sufficiently satisfactory PIs. In comparisons, the ESM 

approach has fair results with respect to both reliability and sharpness. From 

Tables 5.2-5.5, it can be seen that in summer PIs reliability of the proposed 

method are slightly lower than the rest seasons. This is understandable as 

weather conditions in summer are relatively more chaotic. 

 

 
Figure 5.6  PIs with NCP 90% in winter 2011 obtained by the proposed BELM approach. 
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Figure 5.7  PIs with NCP 90% in spring 2010 obtained by the proposed BELM approach. 

 

  The 90% confidence PIs obtained by the proposed BELM method and the 

actually measured wind power in the four seasons are visually displayed in 

Figures 5.4-5.7 respectively. For all four seasons, the measured wind power data 

are perfectly enclosed by the PIs generated by the proposed method, indicating 

an excellent performance that can fulfill the needs of power system operation. 

These graphs also clearly demonstrate the non-stationary characteristics of wind 

power series. Notably, some PIs can have abnormal values out of capacity range 

of the wind farm. Therefore resultant predictive densities have been censored to 

concentrate probability mass outside the interval on the bounds [113]. 

To investigate the influence of the bootstrap replicates number on the resulted 

PIs, the proposed method is further tested on the wind power data in autumn 

2011. Each test with given bootstrap replicates is conducted for 100 repetitive 

times using a PC with Intel Core Duo 3.16GHz CPU and 4GB RAM. The mean 

ECP (MECP), the standard deviation of ECP (SDECP) and the needed training 

time with different bootstrap replicates are given in Table 5.6. With bootstrap 

replicates varying between 20 and 1000, the BELM method can produce reliable 

PIs. Considering both the accuracy and efficiency, the 200 bootstrap replicates 

for generating PIs are considered the best option for the case study. Although the 

size of the training data set is not small, the total time needed for ELMs training 

using the proposed BELM approach only accounts for about 30 seconds, 
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indicating a significantly high efficiency and potential for online application. On 

the contrary, training traditional BP NNs for hourly ahead wind power 

forecasting using the similar size of data can take thousands of times longer. The 

extremely fast model construction should benefit practical applications from 

several aspects under the precondition of ensuring satisfactory performance. 

Foremost, it saves the efforts in offline model construction which could 

otherwise be much time-consuming and computationally intensive. It should not 

be unreasonable that the characteristics of wind power series could be changed 

continuously or suddenly, similarly as the chaotic weather systems. Therefore, 

continuous online model updating can be significantly meaningful to maintain 

and improve the forecasting performance as far as possible, especially for the 

very short-term forecasting. 

 

Table 5.6  Reliability and efficiency of different bootstrap replicates 

Bootstrap 

Replicates 
NCP MECP SDECP 

Training Time 

(s) 

20 
90% 92.09% 0.38% 

3.26 
95% 95.18% 0.28% 

50 
90% 92.09% 0.28% 

7.89 
95% 95.17% 0.21% 

100 
90% 92.04% 0.24% 

15.78 
95% 95.17% 0.18% 

200 
90% 92.03% 0.18% 

31.43 
95% 95.14% 0.16% 

300 
90% 92.03% 0.18% 

47.16 
95% 95.17% 0.14% 

500 
90% 92.02% 0.17% 

78.15 
95% 95.17% 0.15% 

1000 
90% 92.01% 0.17% 

166.78 
95% 95.16% 0.14% 

 

Traditionally, the model uncertainty is always ignored in point forecasting 

[198]. Further, there have existed theoretical results for uncertainty estimation for 

the normal linear regression [212]. However, the linear regression system of 

ELM is based on the randomly assigned input weights and biases. As introduced 

in Section 5.3.1, the randomly generated input weights and biases are also one 

source of the model uncertainty of NNs. To comprehensively involve the model 

misspecifications and improve the forecasts accuracy, the bootstrap is applied for 

the proposed ELM based PI construction approach. To investigate the influence 
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of the bootstrapping, the proposed approach with (200 replicates) or without 

bootstrapping are conducted for 100 times to obtain the mean forecasting 

reliability measured by ECP and ACE, and mean sharpness measured by interval 

score. The test results are shown in Table 5.7. The proposed approach without 

bootstrapping just uses ELM for mean and variance regression (MVR), termed as 

MVR-ELM here. 

 

Table 5.7  Effects of bootstrapping on resultant PIs 

NCP Method ECP ACE Score 

90% 
BELM 92.03% 2.03% -6.20% 

MVR-ELM 88.56% -1.44% -6.13% 

95% 
BELM 95.14% 0.14% -3.97% 

MVR-ELM 91.00% -4.00% -3.94% 

99% 
BELM 97.75% -1.25% -1.33% 

MVR-ELM 93.56% -5.44% -1.38% 

 

 

We can find that the model uncertainty does have observable impacts on the 

resultant PIs from Table 5.7. Though similar sharpness can be obtained, ECP can 

be reduced by more than 4%, if the model uncertainty is not considered by the 

application of bootstrap in PI formulation. Similarly, degradations of ACE due to 

no bootstrapping involvements are also observed in Table 5.7.  It echoes the 

descriptions in Section 5.3.1 that the model uncertainty is one indispensable 

aspect of uncertainty sources for the proposed BELM-based forecasting, and 

should be considered to form reliable and accurate PIs.  

The comprehensive numerical studies have indicated the effectiveness of the 

proposed BELM approach. Actually, the multi-step forecasts with look-ahead 

times two and three hours have been implemented using the proposed approach, 

and satisfactory PIs can be obtained. In addition to wind power forecasts with 

hourly resolution, the intra-hour prediction results are also highly concerned by 

TSO and wind farm controller. The higher resolution wind power e.g. 10-min 

measures are very crucial to wind farm control, continuous generation and 

reserve dispatch and etc., and would have higher volatility than hourly data. 

Practically, in Denmark the 10-min lead time is regarded as the most important 

very short-term horizon by the TSO since power fluctuations at this time horizon 

have the most serious impacts on the balance of power systems [213]. We study 



88 

 

10-min resolution forecasting with different look-ahead horizons including 10 

min, 30 min, and 1h in autumn 2009 of Cathedral Rocks wind farm. The 

resultant PIs with NCPs 90% and 95% are obtained and evaluated respectively, 

given in Table 5.8. 

 

Table 5.8  Results of multi-step intra-hour forecasting 

Horizon Method 
NCP 90% 

1 
NCP 95% 

ECP ACE Score ECP ACE Score 

10 min 

BELM 91.51% 1.51% -3.10%  95.72% 0.72% -1.99% 

BELM-Beta 71.89% -18.11% -3.11%  75.14% -19.86% -2.01% 

Persistence 83.83% -6.17% -3.38%  87.25% -7.75% -2.17% 

Climatology 96.94% 6.94% -14.83%  98.50% 3.50% -7.75% 

ESM 90.48% 0.48% -3.38%  93.72% -1.28% -2.12% 

30 min 

BELM 91.69% 1.69% -5.33%  94.72% -0.28% -3.27% 

BELM-Beta 70.89% -19.11% -5.38%  73.70% -21.30% -3.32% 

Persistence 83.06% -6.94% -5.94%  86.90% -8.10% -3.73% 

Climatology 96.94% 6.94% -14.83%  98.50% 3.50% -7.75% 

ESM 90.09% 0.09% -5.86%  93.47% -1.53% -3.61% 

1 h 

BELM 90.54% 0.54% -6.81%  93.82% -1.18% -4.09% 

BELM-Beta 70.21% -19.79% -6.86%  73.45% -21.55% -4.11% 

Persistence 82.44% -7.56% -7.52%  86.45% -8.55% -4.66% 

Climatology 96.94% 6.94% -14.83%  98.50% 3.50% -7.75% 

ESM 89.47% -0.53% -7.38%  93.31% -1.69% -4.45% 

 

From Table 5.8, it can be found that the proposed BELM has superior 

performance than the ESM method and other benchmarks for intra-hour wind 

power forecasting. The persistence approach demonstrates relatively lower 

reliability than that in hourly forecasting, indicating the higher violability of wind 

power with 10-min resolution. Comparing with the ESM approach, which is a 

well-established time series model for short-term probabilistic forecasting of 

wind power, the proposed BELM approach has high flexibility due to the non-

linear mapping capability of ELM. With successful application to short term 

probabilistic wind power forecasting in this chapter, the proposed method can 

perform longer term forecasting by including NWP information as additional 

inputs to ensure the performance. In practice, the system-level aggregated wind 

power is also highly concerned by the TSO.  Due to the flexibility, the proposed 

BELM approach provides a generalized framework for probabilistic wind power 

forecasting. Therefore, local NWP and historical wind power of individual wind 

farms can be taken as the inputs to the proposed model to forecast the aggregated 
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wind generation involving the farm-level information. With the fast speed and 

high flexibility, the proposed model can provide an online tool to facilitate 

various decision making activities by TSO and generation companies to 

determine the needed reserve, design proper bidding strategies against risks, etc. 

5.6 Conclusions 

Wind power forecasting is critical to power system operation, planning and 

control. However, wind power forecasting errors are unavoidable to some extent 

due to the nonlinear and stochastic nature of the weather system. Traditional 

neural network based forecasting models cannot provide satisfactory 

performances with respect to both accuracy and computing time needed. In this 

chapter, extreme learning machine is successfully applied for probabilistic 

interval forecasting of wind power. A novel statistical approach BELM is 

developed to construct the PIs of ELM based regression. Accurate PIs can be 

obtained by combining the variances of regression model uncertainty and 

residual noise. Different bootstrap methods have been compared and analyzed to 

select the best one for the developed forecasting model. The influence of 

bootstrap replicates on the efficiency and the quality of the constructed PIs has 

also been carefully investigated. Further, the effect of the model uncertainty 

(bootstrapping process) on resultant PIs is examined in the study, verifying its 

indispensability. Because of the extremely fast learning, the training of the 

proposed BELM forecasting method can be extremely faster than traditional NNs 

based approaches, demonstrating a high potential for online application. 

Comprehensive experiments using practical wind farm data of different seasons 

have demonstrated the highly satisfactory results, which indicate that efficient 

and accurate short term wind power forecasts can be achieved using the proposed 

BELM method. With fast speed, high reliability and high flexibility, the 

proposed BELM approach is a generalized framework for probabilistic 

forecasting of wind power and can provide an efficient and meaningful online 

tool for power system applications including probabilistic reserve determination, 

generation dispatch, market trading, etc. 
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6 Direct Interval Forecasting of Wind 

Power Generation 

 

 

 

 

6.1 Introduction 

In Chapter 5, the BELM approach is developed to estimate the predictive 

distribution of wind power with extremely fast speed and effective performance. 

The predictive PDF of the proposed BELM method is modeled with censored 

normal distribution. Classical NNs based PIs construction methods always 

assume that prediction errors are normally distributed [110, 116, 199, 200]. 

These normal distribution based approaches may not guarantee satisfactory 

results, especially when the noise is heterogeneous [117]. In practice, the 

probability distribution of prediction errors of realistic processes can be 

complicated, such as the wind power generation in this study [159]. Many 

attentions have been paid to the study of probabilistic wind power forecasts with 

non-parametric predictive PDF as the high complexity of the statistics of wind 

power prediction error. Different approaches have been proposed for driving 

quantiles of wind power, including meteorological ensembles [181, 192], 

quantile regression [112, 165], adaptive resampling approach [113], kernel 

density estimation [169, 171], radial basis function [173], etc. 

In this chapter, a direct interval forecasting (DIF) approach is newly developed 

to produce prediction intervals of wind power generation based on ELM [203] 

and particle swarm optimization (PSO) [214, 215]. The proposed DIF method 

aims to obtain optimal PIs without the prior knowledge, statistical inference or 

distribution assumption of forecasting errors required in most traditional 

approaches. ELM applied in the proposed approach is a novel learning algorithm 
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proposed for SLFNs featuring extremely fast learning speed and superior 

generalization capability. ELM successfully avoids the limitations of traditional 

NNs learning algorithms, such as local minima, overtraining, high computation 

costs and so forth.  

Traditional PIs construction methods for wind power rely on quantile analysis 

of point forecast errors with or without prior distribution assumptions [112, 113, 

165, 169, 171, 173], where the procedures of PIs formulation and final 

performance assessment are usually separated. E.g. in [113], PIs can be achieved 

through a conditional probabilistic modeling between point forecast outputs and 

associated errors. In contrast, the proposed DIF approach integrates the two 

procedures holistically to formulate the PIs directly to pursue the best quality of 

resultant PIs, without the need of prior knowledge and distribution assumption of 

point forecasts errors. As investigated in [107] as early as 1970s, with a properly 

constructed cost function, PI estimation could be considered as a Bayesian 

decision-making procedure to acquire an optimal PI that minimizes the expected 

cost. Lower upper bound estimation (LUBE) method is proposed for non-

parametric PI construction based on traditional NNs in [216], applied in load 

forecasting [217] and wind power forecasting [174, 178]. However, traditional 

NNs employed in the LUBE method would cause several inevitable limitations, 

such as overtraining, high computation burden, and so forth. The coverage width-

based criterion (CWC) score accounting for both the coverage probability and 

the average width of PIs. The CWC score cannot accurately measure the overall 

skill of constructed PIs, which has been mathematically proven in [175]. The 

CWC index gives more weights to the ECP for reliability due to exponential term 

for penalization. The extremely narrow PIs can outperform any constructed PIs 

when the CWC is used as the performance measure. The CWC-based cost 

function can mislead the construction of optimal PIs, resulting in wider or 

narrower PIs  [175], since the CWC-base cost function gives biased weights to 

reliability and sharpness. The problems of the application of LUBE approach in 

probabilistic wind power forecasting have been discussed in [218]. The objective 

function of the developed DIF approach is specially formulated to address both 

the coverage probability and sharpness of PIs simultaneously, and is optimized 

through PSO featuring fast convergence and gradient-free optimization. 
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Furthermore, the proposed method is able to generate multiple optimal PIs of 

different confidence levels in one single optimization process.  

Generally, different decision-makers in power systems have different look-

ahead time preferences ranging from minutes to days for wind power forecasts 

according to their own operational requirements. Very short-term wind power 

prediction is needed to wind farm control [219, 220], the temporal operation of 

wind storage systems associated with temporal market regulations such as 

Australian National Electricity Market with 5 minutes resolution [114], and the 

TSO which aims to optimally dispatch reserves for the continuous balance of the 

power system [31, 127]. Hourly ahead forecast is crucial for power system and 

electricity market balance, e.g. Nord pool market [29]. Longer term forecasts up 

to days ahead are very meaningful for unit commitment [193], day-ahead market 

trading [132], etc. 

The proposed DIF method has been tested using the practical data of two wind 

farms in Australia. Without loss of generality, in the case study we focus on the 

hourly forecast on an hourly basis though with extendibility. Comparing with 

benchmarks, the effectiveness of the proposed method has been proved through 

comprehensive evaluations with respect to both the reliability and overall skill of 

the forecasting results. By accurate quantification of the uncertainties of wind 

generation forecasts, the proposed interval forecasting approach has a high 

potential to support various operation and planning activities in power systems, 

such as to provide reliable information for dispatching e.g. the hourly Nord pool 

market. Particularly, the interval forecasting results can also be used to develop 

new operation and planning tools for TSO to probabilistically determine the 

needed reserves in advance [130, 190], and to facilitate Gencos‘ risk 

management through strategic biding [132].   

6.2 Formulation of PIs 

PIs quantify the uncertainty associated with forecasts. Given a set of process 

pairs,  

 
1

( , )
N

t i i i
D t


 x                                             (6.1) 
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where ti is the future target to forecast, and xi denotes relevant input variables that 

can include historical wind power and wind speeds, numerical weather 

predictions and so on for wind power forecasting in the study. PI with nominal 

confidence (1−α) of the future target ti , represented as ( ) ( )t iI 
x , can be expressed 

as the following equation 

( ) ( ) ( )( ) [ ( ), ( )]t i t i t iI L U  x x x                                (6.2) 

where ( ) ( )t iL
x and ( ) ( )t iU 

x denote the lower and upper bounds of PI ( ) ( )t iI 
x

respectively, such that the future target ti is expected to be enclosed by ( ) ( )t iI 
x

with coverage probability, 

 ( ) ( ) 100(1 )%i t iP t I    x                              (6.3) 
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Figure 6.1  The ELM model for PIs generation by the proposed DIF approach. 

 

The proposed method aims to directly generate the lower and upper bounds of 

the expected PIs by ELM. It should be pointed out that the proposed method 

actually provides an unique framework capable of generating multiple pairs of PI 

bounds with different nominal coverage probabilities α = [α1, α2,…, αn]
T 

simultaneously through a single optimization approach. The overall structure of 

the proposed ELM model is shown in Figure 6.1, where the ELM takes the inputs 

and outputs the corresponding PI bounds of different confidence levels. 
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6.3 Optimal Construction of PIs 

6.3.1 Objective Function 

The proposed DIF method adopts an ELM to predict the PIs and pursues the 

optimal quality of produced PIs without statistical inferences and distribution 

assumptions for forecasting errors. Because of the unique properties of ELM 

described in Section 5.2, training the ELM based forecasters is equivalent to 

analytically determining the output weights alone. Comprehensive PIs evaluation 

criteria are well established and described in Section 3.3. To ensure the quality of 

produced PIs, ELM output weights are optimized to account for both reliability 

and sharpness of the generated PIs simultaneously, which can be considered as a 

multi-objective optimization problem (MOOP) [221]. 

A multi-objective function for training the proposed model is developed based 

on well-established PIs evaluation criteria introduced in the previous Section 3.3 

to produce optimal PIs. It should be highlighted that though the interval score 

accounts for reliability and sharpness, it cannot quantitatively distinguish the 

contributions of the two aspects. However, the interval score can provide an 

evaluation from the perspective of sharpness given a prior analysis of reliability. 

Under the same nominal confidence and similar reliability, PIs with the smaller 

the absolute score ( )

tS  have the higher sharpness and the higher quality. The 

interval score is not a dedicated index for reliability assessment anyhow. As the 

primary requirement of probabilistic forecasting, the reliability of PIs should be 

given a prior analysis in the assessment process. Therefore to specifically 

quantify and emphasize the reliability aspect, ELM output weights β are 

optimized with respect to the objective F combining ACE ( )

tA  and overall score 

( )

tS 

 to optimize both reliability and sharpness of PIs at particular confidence 

levels (1−αi), i = 1, 2, …, n,  

( ) ( )

1

min i i

n

i t i t
norm

i

F A S
 


 



   
                           (6.4) 

s.t.  
( ) ( )( ) ( )

( ) ( ) and ( ) ( ), ifj ji i

t t t t i jL L U U
        x x x x          (6.5) 
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where || is the absolute value function, ( )i

tA
 is ACE of PIs with corresponding 

NCP (1−αi), 
( )i

t
norm

S


denotes the normalized absolute interval score ( )i

tS
 which 

is normalized over the corresponding maximum score
( )

max

i

tS


and minimum 

score
( )

min

i

tS


, defined by 

( ) ( )

( ) min

( ) ( )

max min

i i

i

i i

t t

t
norm

t t

S S
S

S S

 



 





                             (6.7) 

and γi and λi are importance weights of the reliability and overall skill (including 

sharpness), respectively. With the normalized objectives, the importance weights 

γi and λi are set as unit values in the study. The compatibility of the resultant PIs 

with different confidence levels can be assured through the constraints given in 

(6.5) and (6.6). The minimum value 
( )

min

i

tS


 is set to 0, which means the perfect 

condition with exact forecasting results. The maximum value 
( )

max

i

tS


 is set to 

2α, which indicates the most conservative PIs with the maximum width. 

6.3.2 Particle Swarm Optimization 

Particle swarm optimization is a heuristic and population based optimization 

method and has proved to be an efficient, robust and gradient-free optimization 

algorithm [214]. PSO also distinguishes itself from other heuristic optimization 

methods by its fast convergence speed. It can be seen that the objective function 

in (6.4) is non-differentiable with respect to the ELM output weights. Therefore 

PSO is applied for objective function minimization to obtain the optimized ELM.  

Given that the search space of PSO is S-dimensional and the size of the 

particles population is NP, the ith particle of the swarm can be represented by the 

S-dimensional vector 
1 2[ , , , ]T

i i i iSx x x x  and the best particle in the swarm, i.e. 

the particle generating the smallest objective function value, is expressed by b

gP . 

The previous best position, i.e. the position with the smallest objective function 

value of the ith particle, is stored in a vector and expressed as

1 2[ , , , ]b b b b T

i i i iSP P P P , and the position velocity of the ith particle is represented 
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as
1 2[ , , , ]T

i i i iSv v v v . In each iteration of PSO, the velocity of each particle is 

computed, and the particles are manipulated accordingly, 

1 1 2 2( ) ( )b b

i i i i g iv wv c R P x c R P x                             (6.8) 

 i i ix x v                                                 (6.9) 

where i =1, 2,…, NP; w is the inertia weight; ϕ is a constriction factor controlling 

and keeping the velocity within the range [-vmax, +vmax]; c1 and c2 are two positive 

constants; R1 and R2 are random numbers within [0, 1]. The velocity of the ith 

particle is a function with respect to three components: the particle‘s previous 

velocity, the distance between the previous best position of the particle and its 

current position, and the distance between the swarm‘s best success and the 

particle‘s current location. The performance of each particle is evaluated through 

the objective function modeled.  

6.3.3 DIF Algorithm for PI Optimization 

The proposed DIF method aims to achieve the PIs of the best quality through 

directly optimizing the ELM with respect to the objective function (6.4) using 

PSO. The core idea underneath is simply to directly approximate the PIs through 

a regression procedure using the PSO based optimization, where the objective 

function strictly measures the quality of resultant PIs including both reliability 

and sharpness. The major steps of the developed algorithm are described as 

follows: 

Step 1) With the historical data of wind generation, wind speed and numerical 

weather prediction information and so forth, formulate the dataset

1{( , )}N

t i i iD t  x , based on which two training datasets 

1
ˆ{( , )}N

t i i iD t 

 x and 
1

ˆ{( , )}N

t i i iD t 

 x  respectively for the upper and 

lower bounds of the PI should be prepared for ELM initialization.  The 

targets of bounds including 
ît
 and 

ît
 can be generated by slightly 

increasing or decreasing original ti by e.g. ±ρ, 0<ρ<1, respectively. 

This manipulation is based on the knowledge that the actual wind 

power should be enclosed by the potential PIs.  

Step 2) Given the randomly determined the input weights wi and biases bi, 
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establish an ELM to initialize the output weights βint which is S-

dimensional, using the modified training datasets obtained in Step 1).  

Step 3) Initialize a population array of particles Pop with random positions 

around the output weights βint of the ELM obtained in the Step 2) and 

velocities V in the S-dimensional search space. 

Step 4) Set the iteration counter L = 0. 

WHILE maximum number of iterations or sufficiently good fitness has not been 

reached, do 

a) For each particle in Pop, evaluate the objective   function according 

to the PIs generated by ELM with the output weights over the 

original training data Dt. 

b) Compare the particle‘s evaluation through value of objective function 

(6.4) satisfying the constraints (6.5) and (6.6) with its previous best 

position b

iP . If current value is better than that of b

iP , then set b

iP

equal to the current location.  

c) Identify the particle in the swarm better than the best experience and 

update the smallest value of objective function (6.4) and the best 

position b

gP . 

d) Change the velocities and move the positions of particles according 

to (6.8) and (6.9). 

e) Keep the particles in the given search space in case that they exceed 

their valid boundaries, and when the decision variable is out of its 

lower or upper boundary, takes the value of its corresponding 

boundary.  

f) Increment the iteration counter L = L + 1. 

Step 5) END WHILE 

Step 6) Based on the test data, evaluate the PIs generated by the ELM with 

optimized parameters β. 

The overall flowchart of the DIF algorithm is shown in Figure 6.2. According 

to the detailed procedures of the proposed algorithm introduced above, the 
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proposed DIF approach can construct an optimized ELM to directly generate the 

bounds of PIs with different confidences of the best quality, avoiding the efforts 

needed for statistical inference and distribution assumption of point forecasting 

errors for traditional approaches. The application of ELM provides an extremely 

fast initialization procedure and significantly reduces the complexity of 

optimizing decision variables. The proposed algorithm demonstrates high 

flexibility due to the high mapping capability of ELM. The proposed DIF 

approach is indeed performance-oriented, and the quality of constructed PIs can 

be ensured through optimization on the formulated objective function. 
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Figure 6.2  The overall implementation procedures of the proposed DIF approach. 
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6.4 Case Studies 

6.4.1 Introduction of Experiment Data 

The highly chaotic climate systems are responsible for the high level of 

uncertainties in wind power generation. To comprehensively validate the 

effectiveness of the proposed approach, it is tested by two wind farms the 

Challicum Hills wind farm and the Starfish Hill wind farm in Australia. The 

weather conditions and wind speeds vary significantly in the two regions where 

the wind farms locate. Therefore forecasting models and case studies are 

separately constructed and conducted for the two wind farms respectively.  

The Challicum Hills wind farm locates near Ararat in western Victoria, 

Australia, with coordinate latitude -37.38ºS and longitude 143.09ºE. The wind 

farm has a combined generating capacity Pc 52.5 MW consisting of 35 wind 

turbines of 1.5 MW. Wind power generation data with one-hour resolution of this 

wind farm used in the study covers the period from September 2008 to August 

2010. 

The second wind farm Starfish Hill is near Cape Jervis on the Fleurieu 

Peninsula, South Australia, with coordinate latitude -35.57ºS and longitude 

138.16ºE. It consists of 23 wind turbines of 1.5 WM each, with a total installed 

capacity of 34.5 MW. Wind power generation data with one-hour resolution of 

Starfish Hill wind farm used in the study covers the period from January 2009 to 

May 2010.  

To ensure both forecasting performance and computation efficiency, in the 

case study the wind power series is used as the inputs alone to the proposed DIF 

approach to conduct hourly ahead forecasting, of which the results can be 

significant to generation and ancillary service dispatch and so on in practice, e.g. 

in the Nord Pool market in Scandinavia, the hourly market plays a key role in 

maintaining system balance [29]. 

6.4.2 Experiment Result and Analysis 

To evaluate the forecast performance of the proposed approach, five other PI 

forecasting methods including the climatology method, the constant forecast 

method, the persistence method,  the exponential smoothing method (ESM), and 
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the quantile regression (QR) approach are employed to compute PIs using the 

same training and testing data for benchmarking. 

The climatology is the most commonly used benchmark for probabilistic 

forecasts of meteorological or weather-related processes. It is the unconditional 

predictive distribution computed from all historical observations available. The 

constant forecast takes the form of normal distribution, and the mean and 

variance are derived from the observed wind power data. Since the climatology 

and constant approaches are fairly easy to outperform for short look-ahead time 

forecasting, other three methods also are applied for comparisons. For point 

forecasting, the persistence forecast method is a widely used benchmark and is 

known to be difficult to outperform for short look-ahead time. The persistence 

based probabilistic forecast model is used as benchmark herein, of which the 

forecast error is assumed to be random and normally distributed. Its mean is 

given by the last available power measurement, and the variance is computed 

using the latest observations. In addition, a nice benchmark the exponential 

smoothing method is employed for comparisons as well, which applies a normal 

predictive density with its conditional mean based on exponential smoothing of 

past measured values and its conditional variance determined from exponential 

smoothing of previous squared residuals [127]. It is obvious that both the 

persistence and ESM approaches are based on the normal assumption of 

forecasting uncertainty. To better demonstrate the effectiveness of the proposed 

approach, quantile regression approach is employed as an advanced benchmark, 

which does not need the assumption of probability distribution for forecasting 

errors [165, 222].  

The proposed model mainly aims to optimally compute reliable PIs with 

expected confidences. In practice, power system operation always requires 

accurate information with high confidence levels, e.g. state estimation always 

pursues higher confidence level like in [223] to ensure operation security. 

Therefore it is much more practically meaningful to produce high confidence 

level PIs to satisfy the requirements of power system operation. In our case study, 

PIs with different NCPs involving 90%, 95% and 99% are constructed to 

evaluate the performance of the proposed approach, i.e. α = [0.1, 0.05, 0.01]
T
 and 

n = 3 in the optimization objective function defined by (6.4). The parameter ρ in 
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Step 1) of the DIF algorithm is set to 0.3 in the case studies. The proposed 

method and applied benchmarks are tested for the two wind farms for detailed 

analysis and comparisons. For the Challicum Hills wind farm, the wind power 

generation data from March 2010 to August 2010 are used for testing the 

forecasting methods. For the Starfish Hill wind farm, the wind power generation 

data from January 2010 to May 2010 are used for testing the forecasting methods. 

The rest data of the two wind farms are used for training the applied methods 

separately. 

 

Table 6.1  Results of different methods in Challicum Hills wind farm 

NCP Methods ECP ACE Score 

90% 

Proposed Method 90.80% 0.80% -6.61% 

Constant 89.31% -0.69% -19.77% 

Climatology  92.57% 2.57% -18.54% 

Persistence 85.87% -4.13% -7.24% 

ESM 89.10% -0.90% -7.33% 

QR 91.43% 1.43% -7.30% 

95% 

Proposed Method 95.50% 0.50% -3.94% 

Constant 92.84% -2.16% -10.41% 

Climatology  94.81% -0.19% -9.76% 

Persistence 89.61% -5.39% -4.55% 

ESM 92.43% -2.57% -4.57% 

QR 95.83% 0.83% -4.42% 

99% 

Proposed Method 98.48% -0.52% -1.14% 

Constant 99.91% 0.91% -1.94% 

Climatology  97.73% -1.27% -2.05% 

Persistence 94.14% -4.86% -1.65% 

ESM 96.76% -2.24% -1.67% 

QR 99.14% 0.14% -1.23% 

 

The detailed testing results from the two wind farms, including the PIs 

evaluation indices ECP, ACE and overall score, are given in Tables 6.1 and 6.2 

respectively. It can be observed that the proposed method can provide fairly 

satisfactory performances for both wind farms from Tables 6.1 and 6.2. At all 

confidence levels in the case studies, the ECPs of the proposed method are close 

to the corresponding nominal confidences. The absolute ACEs obtained from the 

proposed method at different nominal confidence levels for the two farms are 

smaller than 1%, indicating a significantly high reliability of the generated PIs. 

E.g., at the confidence level with NCP = 90%, the proposed method produces 

ECPs of 90.80% and 90.91% for the Challicum Hills wind farm and the Starfish 
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Hill wind farm respectively, which outperform all other methods. As an 

advanced approach, quantile regression method provides comparable reliability 

as the proposed approach, better than the other four benchmarks. Nevertheless, 

the proposed method has the smallest absolute interval scores for all studied 

cases in the two wind farms, which indicates the best overall skill and the highest 

sharpness of the PIs generated by the proposed approach compared to other 

methods. E.g., at the nominal confidence level 90%, the proposed method 

produces PIs with absolute interval score 6.43% for the Starfish Hill wind farm, 

which outperforms the applied five benchmarks. Accounting for both reliability 

and overall skill, the proposed DIF approach produces the best PIs in terms of 

comprehensive performance against the other five benchmarks.  

 

Table 6.2  Results of different methods in Starfish Hill wind farm 

NCP Methods ECP ACE Score 

90% 

Proposed Method 90.91% 0.91% -6.43% 

Constant 93.48% 3.48% -16.33% 

Climatology  97.65% 7.65% -16.47% 

Persistence 86.93% -3.07% -7.17% 

ESM 89.06% -0.94% -7.12% 

QR 91.60% 1.60% -7.15% 

95% 

Proposed Method 94.90% -0.10% -4.00% 

Constant 99.01% 4.01% -8.44% 

Climatology  99.59% 4.59% -8.62% 

Persistence 90.33% -4.67% -4.62% 

ESM 92.65% -2.35% -4.48% 

QR 96.05% 1.05% -4.31% 

99% 

Proposed Method 99.28% 0.28% -1.08% 

Constant 100.0% 1.00% -2.00% 

Climatology  100.0% 1.00% -1.83% 

Persistence 94.88% -4.12% -1.85% 

ESM 96.11% -2.89% -1.67% 

QR 99.28% 0.28% -1.16% 

 

The climatology and constant approaches are unconditional forecasts and do 

not take into account the non-stationarity and heteroscedasticity of wind power 

series. Though PIs derived by the climatology and constant forecasts demonstrate 

fair reliability at the tested high confidence levels, they are generally too wide 

with low sharpness and therefore not meaningful for practical applications. ESM 

and persistence based interval forecasting approaches are difficult to outperform 

for short-term forecasts. According to the experiment results, the ESM and 
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persistence forecasts cannot generate PIs to best fit the expected confidences 

especially for the NCPs larger than 95%. According to the experiment results, 

quantile regression approach can derive relatively comparable PIs to the 

proposed approach, especially from the aspect of reliability. Generally, it 

performs better than the other four benchmarks from the perspectives of both 

reliability and sharpness. This should not be unreasonable since the quantile 

regression approach does not require any distribution assumption of forecasting 

errors, as a conditional forecasting approach. 

PIs with NCP 90% obtained by the proposed method and the corresponding 

actual wind power are displayed in Figures 6.3-6.6, where the actual measured 

wind farm outputs are perfectly covered by the constructed PIs in the tested two 

wind farms. Figures 6.3-6.6 visually demonstrate the highly satisfactory 

performance of the proposed approach in different months for the two wind 

farms. It also can be easily found that the wind power series have different 

nonstationary characteristics at different time and different regions. In 

consideration of that some generated PIs may have abnormal values beyond the 

possible generation range of the wind farms, the resultant predictive densities 

shown in Figures 6.3-6.6 have been censored to concentrate probability of 

abnormal conditions mass on the bounds. 

 

Figure 6.3  PIs with NCP 90% in March 2010 of the Challicum Hills wind farm obtained the 

proposed DIF approach. 
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Figure 6.4  PIs with NCP 90% in June 2010 of the Challicum Hills wind farm obtained by the 

proposed DIF approach. 

 

 

 

Figure 6.5  PIs with NCP 90% in February 2010 of the Starfish Hill wind farm obtained by the 

proposed DIF approach. 
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Figure 6.6  PIs with NCP 90% in May 2010 of the Starfish Hill wind farm obtained by the 

proposed DIF approach. 

 

The experimental results demonstrate that the proposed method is highly 

satisfactory for short-term probabilistic wind power forecasting in comparisons 

with other five benchmarks including both time series and statistical models. 

Though wind power series is taken as the input alone to produce hourly ahead 

PIs in the case study, the proposed DIF approach in this chapter gives a 

generalized forecasting framework having the advantages of flexible 
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the high mapping ability of ELM. It is well known that wind power generation 

fluctuates due to the volatility of the wind speed, wind direction, etc. For wind 

power prediction with longer than a few hours look-ahead time, it is necessary to 

involve numerical weather prediction data as the forecasting model inputs. 

Certainly, this can be easily included to the proposed model.  

In most existing interval forecasting methods, it is necessary to conduct 

quantile analysis of point forecast errors involving statistical inferences, with or 

without prior assumption of the forecast error distribution. For instance, in the 

case study the ESM and persistence rely on the normal assumption of wind 

power forecasting errors. Comparing with quantile regression without the need of 
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distribution assumption, the proposed approach shows flexible and higher 

regression ability due to the universal mapping capability of ELM. The DIF 

approach focuses on PIs quality and offers a novel framework that does not 

require any information of point forecast results or the associated errors at all. 

Moreover, since the proposed method provides a performance oriented 

optimization model, the quality of PIs can be ensured through the optimization 

directly. Due to the optimization and flexibility, it has high potential practical 

applications to power systems operation, including reserve determination, wind 

power trading, wind farm control, unit commitment and so on. 

6.5 Conclusions 

Wind power forecasting is critical to modern power system operation with 

increased wind penetration. Traditional probabilistic wind power forecasting 

approaches are usually based on prior knowledge or assumption of forecasting 

errors. In Chapter 5, a novel BELM based parametric approach is proposed for 

probabilistic forecasting of wind power, based on the censor normal distribution 

for forecasting error. In this chapter, a novel DIF approach combining extreme 

learning machine and particle swarm optimization is developed and successfully 

applied for interval forecasting of wind power without the prior knowledge of 

forecasting errors. A novel objective function accounting for PIs coverage 

probability and overall skill is constructed to obtain optimal PIs at multiple 

confidence levels simultaneously through one single performance-oriented 

optimization process to ensure both reliability and sharpness. The effectiveness 

of the proposed method for short term forecast has been successfully verified 

through tests and comparisons with several well-established benchmarks using 

practical wind farm data. The proposed DIF approach provides a general 

framework of probabilistic wind power forecasting, with high flexibility. With 

large scale of wind power integration in modern power systems, the proposed 

DIF approach indicate high potential in practical applications in power systems 

operations, e.g. reserve determination by TSO to meet the load and safely and 

economically operate the systems. 
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7 Pareto Optimal Interval Forecasts of 

Wind Power: A Case Study on Bornholm 

Island, Denmark 

 

 

 

 

7.1 Introduction 

Smart grid aims at construction of reliable, secure, deregulated, flexible, and 

efficient power systems and has attracted increased attentions recently. However, 

the uncertainty introduced by wind generation is indeed a big challenge for large 

scale integration into the smart grid [16]. For instance, the penetration of wind 

power of microgrid in Bornholm Island of Denmark reaches more than 50%. 

With increased penetration of wind power, inaccurate forecast can result in both 

technical and economic consequences [31, 34]. Accurate forecasting of wind 

power becomes more and more important than before to power system operation 

planning and control. 

From the preceding chapters, it is well known that probabilistic forecasting can 

provide a possible range of wind power with associated probabilities, i.e. 

confidence levels, compared to traditional point prediction, which can help the 

system operator to effectively hedge against potential risks in all kinds of 

decision making activities such as energy and reserve dispatch. Generally, most 

researches focus on developing new techniques for probabilistic forecasting of 

wind power, including quantile regression [165], ensemble-based forecasts [184], 

adaptive resampling approach [113], etc., as well as accounting for more relevant 

variables spatio-temporal information to improve the prediction accuracy [126].  

In principle, the reliability and sharpness are the two key quality indicators of 
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PIs [103]. However, in the many researches, the reliability is considered as the 

only index for measuring the PIs quality, and the sharpness is often ignored in 

the evaluation process though it is indispensable [114, 115, 117, 202]. 

Traditionally, NN based PIs construction approaches including bootstrap, delta, 

and Bayesian based ones [110, 116, 199] are based on normal distribution 

assumption for the prediction errors, and the evaluation indices are not involved 

in the formulation process. In Chapter 5, a parametric BELM approach is 

developed for probabilistic wind power prediction with the censor normal 

assumption of forecasting errors. To avoid the parametric assumption of 

probability distribution of prediction errors, in Chapter 6, an ELM-based 

nonparametric DIF approach is proposed to directly generate optimal PIs of wind 

power, combing both the objectives reliability and interval score. 

The LUBE approach is proposed to generate the bounds of PIs through the 

CWC based cost function [216] and has been used for wind power forecasting in 

[178, 224]. However, it has been proved that the LUBE approach can derive 

wider or narrower PIs due to the flawed formulation of the cost function [175]. 

This can be caused by the improper and unfair treatment to the reliability and 

sharpness. Multi-optimization based PIs construction is proposed for wind speed 

forecasting in [225] using traditional neural networks (NNs) and the flawed 

evaluation index coverage-width criteria (CWC), which has been discussed in 

[175, 218]. According to [76, 103], probabilistic forecasting aims at maximizing 

the sharpness of the prediction intervals, subject to reliability, based on the 

available training and test data. Actually, the reliability and sharpness can be 

incompatible to some extent. In view of this, a Pareto optimal ELM-based 

forecaster is developed to optimize the two objectives reliability and sharpness of 

the generated PIs. This new formulation will directly address the key properties 

of PIs which is superior to the biased formulation of the CWC based cost 

function. 

In this chapter, the optimal PIs of wind power is constructed through a multi-

objective optimization procedure for training ELMs [203]. The Pareto optimal 

front of the generated PIs is obtained through the NSGA-II algorithm subject to 

different constraints [226], which has been successfully used in different multi-

objective optimization problems [227]. Reliability precision analysis via 
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reliability diagram is introduced to select the desired optimal decision variables 

from the derived Pareto optimal front. The proposed approach is tested using 

realistic wind power generation data of Bornholm Island, which represents a 

practical microgrid with high wind penetration in Denmark. The proposed 

method is further compared with other mature models, of which the results 

demonstrate the superior performance of the proposed approach.  

7.2 Optimization Formulation and Procedures 

7.2.1 Formulation of Optimization Objectives 

The proposed approach aims to construct an ELM to generate the bounds of 

PIs depending on inputs, pursuing the best quality and avoiding any assumption 

of probability distribution. According to the evaluation criteria described in 

Section 3.3, optimal PIs should have the best reliability with the minimal 

absolute ACE defined by (3.14) and the best sharpness with the minimal AWPI 

defined by (3.16). Given NCP (1−α), the parameters (output weights) of ELM is 

optimized to reach the two objectives given as 

 ACE

 AWPI

s.t. AWPI 0

Min

Min                                        (7.1) 

where | | is the absolute function. To acquire optimal decision variables, the two 

objectives should be optimized simultaneously.  

It would be very difficult to ensure that the performance of optimal decision 

variable must be better than any other solutions with regard to the two objectives 

[228]. Proper trade-off has to be involved in any multi-objective problem. 

Therefore, the Pareto optimality will be introduced to handle the multi-objective 

problem and derive the Pareto front of the optimal decision variables.  

7.2.2 Pareto Optimality 

Many real world problems involve multiple measures of performance or 

objectives, which should be optimized simultaneously, such as in the study of 

reliability and sharpness of PIs. The simultaneous optimization of multiple, 

possibly conflicting objectives deviates from single function optimization in that 
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it seldom admits a single, perfect solution. Instead, multi-objective optimization 

problems tend to be characterized by a family of alternatives, which must be 

considered to be equivalent in the absence of prior knowledge of the relevance of 

each objective to the others.  

The family of solution of a multiobjective optimization problem is composed 

of all decision vectors, for which the corresponding objective vectors cannot be 

improved in any dimension without degradation in another. This is known as the 

concept of Pareto optimality [229]. Without loss of generality, a minimization 

problem is considered here and a set of optimal decision variables are found with 

respect to the formulated multiobjectives ( ), 1,2, ,if i k  . Let xl and xm denote 

decision vectors. Then, xl dominates xm (also written as l mx x ) if and only if 

both the conditions (7.2) and (7.3) are satisfied 

{1,2, , }, ( ) ( )i l i mi k f x f x                                (7.2) 

{1,2, , }, ( ) ( )i l i mj k f x f x                                (7.3) 

All decision vectors which are not dominated by any other vectors of a given set 

are Pareto Optimal solutions. The set of all Pareto Optimal solutions of a 

multiobjective problem is called Pareto Optimal Set and we denote it as P
*
.  The 

Pareto-optimal front consists of decision vectors that are nondominated within 

the entire search space, expressed as 

 *   1( ), , ( ) |kf x f x x P                             (7.4) 

7.2.3 NSGA-II 

The NSGA-II algorithm has been proved as one of the most efficient 

algorithms for multiobjective optimization. Its fast nondominated sorting 

approach successfully reduces the computational complexity of nondominated 

sorting process to O(MN
2
) (where M is the number of objectives and N is the 

population size).  Its crowded-comparison approach ensures a good spread of 

solutions in the obtained set of solutions without any extra parameter tuning 

compared with some other diversity preservation methods (e.g. the well-known 

sharing function approach) [226]. A brief description of the core operators of 
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NSGA-II is given as follows：       

 

1) Fast Non-dominated Sorting Approach 

For each solution, two entities are calculated: 1) domination count np, the 

number of solutions which dominate the solution p, and 2) Sp, a set of solutions 

that the solution p dominated.  

All solutions in the first non-dominated front (R1) will have their domination 

count as zero. For each solution in R1, each member of its set Sp will be visited 

and its domination count will be reduced by one. By doing so, those members 

whose domination count becomes zero comprise the second non-dominated front 

(R2).  The above procedure is continued with each member of R2 and the third 

front is identified. This process continues until all fronts are identified. 

2) Diversity Preservation 

To promote the solutions in the sparse region, crowding distance idistance is 

assigned to each candidate solution. The crowding distance computation requires 

sorting the population according to each objective value in ascending order of 

magnitude. Thereafter, for each objective, the boundary solutions (solutions with 

smallest function value fm
min

 and largest function values fm
max

) are assigned an 

infinite distance value. For a specific objective m, a distance value of i is 

calculated as follow: 

max min

[ 1]. [ 1].( ) ( )distance.m i m i m m mi f f f f                               (7.5) 

where f[i+1].m and f[i-1].m are the function values of the two adjacent solutions of 

the ith solution. This calculation is continued with other objectives. The overall 

crowding distance value idistance is calculated as the sum of individual distance 

values corresponding to each objective. 

3) Crowded-comparison Operator 

After fast nondominated sorting and diversity preservation operation, every 

individual in the population would obtain two attributes: 1) nondomination rank 

irank, 2) crowding distance idistance. A partial order n has been defined in [226] as: 
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( )

(( ) ( ))

n rank rank

rank rank rank rank

i j if i j

or i j and i j



 
                        (7.6) 

Between two solutions with different nondomination ranks, the solution with 

the better rank survives. Otherwise, if both solutions belong to the same front, the 

solution which is located in a lesser crowded region survives. 

According to the description above, the detailed implementation procedure of 

NSGA-II is given as follows: 

The Procedure of NSGA-II 

Begin 

         t←0 

i) Initialize Pt (size N) 

ii) Create an offspring population Qt (size N) by binary 

tournament selection, recombination and mutation 

operator of GA 

  while (not termination condition) do 

  begin 

                   t←t+1 

iii) Form a combine population Rt-1 = Pt-1 ∪ Qt-1 (size 

2N) 

iv) Sort Rt-1 according to nondomination 

v) Select the new population Pt from Rt-1 according 

to the crowded-comparison operator 

vi) Create an offspring population Qt 

end 

end 

 

7.2.4 Reliability Precision 

The reliability diagram is a common diagnostic for verifying the property of 

probabilistic forecasts [230]. A reliable predictor should generate a reliability 

diagram close to the diagonal. However, even a perfectly reliable prediction 

system is not anticipated to have an exactly reliability, i.e., zero ACE, due to the 

effects of limited training samples. Therefore, to assess the correctness of a 

developed forecaster, it is needed to quantify how far the observed coverage rate 

is anticipated to be from nominal confidence to a reliable forecast system [230], 

[231]. This interval of the empirical coverage rate can be regarded as consistency 

bar. The consistency resampling technique is used to quantify the range of 
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expected frequency if the prediction probability was in fact reliable, and is 

described in the following procedures 

Step 1 Set forecasts X to a constant interval in the uniform domain for a given 

nominal coverage rate. For instance, 90% intervals are equal to [0.05, 

0.95]. 

Step 2 Randomly generate uniformly distributed values Z with the number N 

equivalent to our test dataset size. 

Step 3 Compute the relative frequency f, satisfying Z in X (it should be 90% 

in theory, but here it will vary owing to sampling effects). 

Step 4 Repeat Steps 1-3 for Nboot times. 

Step 5 Obtain the consistency bar. 

Let FB denote the cumulative function of the empirical distribution of the 

sampled frequency. Given the (1−ρ) confidence level, the lower and upper 

bounds of consistency bar are estimated in the study, given as  

( ) ( )[ , ]r rBar P P
                                            (7.7) 

where  

( ) 1( / 2)r BP F


                                            (7.8) 

( ) 1(1 / 2)r BP F                                           (7.9) 

It could give the range of potentially observed coverage rate for a perfectly 

reliable probabilistic forecasting system. The consistency bar not only helps to 

measure the correct reliability of constructed prediction intervals but also 

provides an efficient tool for selecting the desired models from the Pareto front.  

7.2.5 Overall Framework and Model Selection 

The main algorithm of the proposed approach can be divided into three major 

steps, 1) Initialize prediction models and evolutionary algorithm, collect dataset 

divided into training data and test data and configure the inputs and outputs of 

formulated prediction models, 2) Optimize the parameters of prediction models 

with respect to the reliability and sharpness of corresponding constructed PIs 

based on the training dataset, 3) Identify the best models from the derived Pareto 

front and conduct forecasting verification over the test dataset.  
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The detailed procedures of the proposed Pareto optimization algorithm 

combing NSGA-II and ELM can depicted in Figure 7.1. The decision variables 

are the output weights of the ELM based forecaster. The proposed approach aims 

at optimizing the overall quality of prediction intervals involving two objectives 

of the reliability, i.e., |ACE|, and the sharpness, i.e., AWPI. The Pareto optimal 

results can be obtained through simultaneously optimizing the two objectives 

over the training dataset. 

 

Initialize NSGA-II and ELM

Implement fast nondominated sorting and 

crowding distance calculation

Conduct crowded-comparison operator

Select optimal decision variables from the 

derived Pareto front

Reach the maximum generation or 

sufficient good objective? 

Perform binary tournament selection, 

recombination and mutation of GA

Combine parent and offspring population

Save optimized forecasting model ELMs

Test the constructed models

Input Dataset

No

Yes

Output prediction intervals  using 

the training data

Construct ELM with the decision 

variables

Compute the evaluation index 

|ACE| and AWPI 

Construct Consistent Bar

 

Figure 7.1  The overall flowchart of the proposed algorithm. 
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After the NSGA-II based optimization, the main task is to find the desired best 

decision variables from the set of solutions on the Pareto front and then construct 

and save the desired forecasting models. According to the reliability precision 

analysis via the reliability diagram introduced in Section 7.2.4, if the ECP of a 

forecaster stays in the consistency bar, the PIs can be considered as perfectly 

reliable. Given certain confidence level, the corresponding consistency bar 

defined in (7.7)-(7.9) is computed over the training data. From the view point of 

practice, all the selected M models with ECPs within the range of probability 

interval can be used as the final forecaster. Then the best M forecasting models in 

terms of reliability can be identified from the Pareto front.  Therefore, to make 

the forecasting more reliable and robust, the built forecasting system is composed 

of a family of ELMs satisfying the reliability precision, expressed as

ELM , 1,2, ,i i M . The lower and upper bounds of the PIs generated by the 

forecasting system are calculated as the mean values of the outputs of the all 

ELMs according to (7.10) and (7.11). 

( ) ( )

1

1 M

t i

i

L L
M

 



                                             (7.10) 

( ) ( )

1

1 M

t i

i

U U
M

 



                                           (7.11) 

      Accordingly, the overall structure of the developed forecasting system is 

displayed in Figure 7.2. 

 

ELM1 

ELM2

ELMM

Input

∑

∑
( )

tU 

( )

tL

Optimal ELMs

 

Figure 7.2  The framework of the developed forecasting system by the proposed approach. 
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7.3 Case Studies 

7.3.1 Wind Farm Data 

The proposed approach is tested using wind generation data of Bornholm 

Island in Denmark, which is a practical microgrid and has been used as test beds 

in several large scale projects including e.g. EU More Microgrid project, 

EDISION project and so forth [232]. The Bornholm electricity network has a 

more than 50% penetration level of wind power. Moreover, the Bornholm Island 

is as a base for developing and testing numerous smart grid technologies 

nowadays.  Figure 7.3 shows the Bornholm power system where the layout of the 

60 kV backbone network as well as traditional and wind generations are clearly 

depicted. The wind farm in Bornholm Island possesses a total installation 

capacity Pn of about 30 MW.  

 
 

Figure 7.3  The wind farm of Bornholm Island (courtesy of Centre for Electric Power and 

Energy, Technical University of Denmark). 

 

Traditionally, hourly wind power data are favored to conduct and develop 

wind power forecasting systems with different forecasting horizons [33]. In 

practice, different look-ahead horizons satisfy different needs of operation and 

planning in power systems [125]. With the rapid development of smart grid and 

the higher and higher penetration of wind generation, the very short-term 
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forecasting becomes essential for optimal control and operation of wind farms 

and the whole electricity network [233]. Particularly, the 10-min wind power is 

taken as the most critical one having serious influences on the balance of power 

systems, according to the TSO in Denmark [213].  

 

 

Figure 7.4  Time series with wind power (10-min resolution). 

 

Figure 7.4 shows the time series of normalized wind power with 10-min 

measurements in microgrids of Bornholm Island. It can be found that wind 

power production at this resolution demonstrates seriously high volatility. Wind 

generation data of Bornholm Island with a 10-min resolution between October 

and December 2012 are used for the reported case studies. 

7.3.2 Numerical Analysis and Discussions 

Accounting for the significant variations of wind power especially in short 

time scale, our case study covers the short-term forecasts with different look-

ahead horizons including 30 minutes, one hour and two hours, which would be 

meaningful for wind farm control, storage dispatch and so forth in practice. 

According to [33], for wind generation forecast with a lead time shorter than a 

few hours the statistical forecasting models using only the historical 
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measurements as the inputs alone can perform better than NWP-based prediction. 

What‘s more, implementation of the NWP models based on 10-min resolutions is 

computationally intensive because of too frequent need of information retrieving 

from NWP system, which is hardly possible. Therefore, only historical wind 

generation data are taken as inputs to the proposed models in the case study. For 

forecast with longer look-ahead time, other data such as the weather information 

can be easily included in the proposed model to enhance the accuracy. 

  To verify the effectiveness of the proposed approach, 75% of the wind power 

data are used for training the model and the rest 25% are employed to test the 

constructed prediction model. The climatology and the normal distribution are 

used for implementing comparisons [173, 234], to assess the performance of the 

proposed approach. Climatology predictive distribution is a widely used 

benchmark for weather-related processes, and is modeled via all observed wind 

power measurements. The normal distribution assumes that the future wind 

power is normally distributed, and the mean and variance of the distribution are 

estimated from the historical wind generation data. Obviously, the climatology 

and normal distribution are unconditional probabilistic forecasts approaches. For 

the deterministic prediction of wind production, the persistence approach is 

regarded as the most widely applied benchmark and hard to be overtaken for 

short prediction horizon [33]. The persistence based interval forecasts model is 

employed for comparison analysis as well. The mean of the persistence model is 

given by the last available measurement, and the variance is calculated through 

the latest observations. In addition, an advanced NN-based LUBE approach is 

used to benchmark the proposed model as well [178, 216], the bounds of the 

prediction intervals are approximated through optimizing the CWC-based cost 

function.  

Probabilistic forecasts aim to generate PIs as reliable as possible. Practically, it 

should be more preferable to obtain PIs of relatively high confidence level to 

satisfy the requirements of operation and control in smart grids and ensure the 

reliability and security of power systems. In the numerical studies, the two 

nominal confidence levels at 80% and 90% are considered respectively. The 

Pareto fronts of PIs with NCP 90% and different look-ahead horizons 30 minutes, 

1 hour, and 2 hours are given in Figures 7.5-7.7 respectively, where the Pareto 
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solutions are well dispersed along the smooth fronts. Each solution along the 

Pareto front corresponds to an optimal forecasting model.  In order to select the 

most reliable models among the many Pareto ones, the reliability precision 

reflected by the consistency bar is approximated through sampling technique on 

the training data. The confidence level for quantifying consistency bar defined in 

(7.7)-(7.9) is set to 90%. The solutions that have reliability objective |ACE| 

satisfying the reliability precision are identified as the best models to form the 

whole forecasting system. The corresponding best forecasting models selected 

from the Pareto front according to the given identification criteria are shown in 

Figures 7.5-7.7. It can be seen that PIs the smaller |ACE| have the larger AWPI, 

which should be consistent with the fact that the higher ECP corresponds to 

relatively wider PIs under the optimal condition. Among the cases of different 

look-ahead horizons, PIs of the 2-hour forecasting horizon have the largest 

AWPI, and the 1-hour ahead forecasting gives the smallest AWPI from Figures 

7.5-7.7. This should not be difficult to understand that the forecasting with longer 

horizon can have higher uncertainty due to the chaotic nature and nonstationarity 

of wind power.  

 

 
Figure 7.5  The Pareto front and identified optimal models of PIs with NCP 90% and look-ahead 

time 30 minutes. 
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Figure 7.6  The Pareto front and identified optimal models of PIs with NCP 90% and look-ahead 

time 1 hour. 

 

 
Figure 7.7  The Pareto front and identified optimal models of PIs with NCP 90% and look-ahead 

time 2 hours. 

 

Based on the obtained Pareto fronts, the identified best ELMs finally constitute 

the desired forecasting model. It is examined on the test dataset. The evaluation 

results of constructed PIs with look-ahead times of 30 minutes, 1 hour and 2 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

|ACE|

A
W

P
I

 

 

Pareto front

Selected optimal models

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

|ACE|

A
W

P
I

 

 

Pareto front

Selected optimal models



 

123 

 

hours, including NCPs and corresponding consistency bar, ECP, ACE and AWPI 

are given in Tables 7.1-7.3 respectively. 

According to Tables 7.1-7.3, it can be seen that the ECPs of the proposed 

approach can well stay within the computed consistency bar for different NCPs 

and forecasting horizons. This indicates the highly reliable performance of the 

proposed interval forecasts approach over the test data. Nearly all the absolute 

ACEs are smaller than 1%. In contrast, the ECPs of the four used benchmarks 

can fall outside the consistency bar, except for some cases of normal distribution 

model, which indicates the relatively lower reliability of these approaches. For 

example, considering the case of NCP at 80%, the proposed method can provide 

ECPs of 81.09%, 80.99% and 80.34% for the look-ahead times of 30 minutes, 1 

hour, and 2 hours respectively, which are better than all other applied approaches. 

Moreover, the proposed approach provides PIs with the smallest AWPIs 

comparing with the four benchmarks, demonstrating the best sharpness. For 

example, when NCP = 90%, the proposed approach has AWPIs of 11.71%, 17.94% 

and 26.74% for the look-ahead times of 30 minutes, 1 hour, and 2 hours 

respectively, which outperform the other four models applied. Taking reliability, 

sharpness, and reliability precision into consideration, the proposed approach 

outperforms the four benchmarks and can produce the best PIs over the test data 

set. 

 

 

Table 7.1  Prediction results with look-ahead time of 30 minutes 

NCP Methods Bar ECP ACE AWPI 

80% 

Proposed Method 

78.82% 

| 

81.15% 

81.09% 1.09% 7.70% 

Normal 85.76% 5.76% 61.72% 

Climatology  75.74% -4.26% 64.03% 

Persistence 83.26% 3.26% 8.66% 

LUBE 86.82% 6.82% 8.92% 

90% 

Proposed Method 

89.11% 

| 

90.88% 

90.54% 0.54% 11.71% 

Normal 90.04% 0.04% 73.01% 

Climatology  85.70% -4.30% 74.29% 

Persistence 87.95% -2.05% 11.11% 

LUBE 93.92% 3.92% 13.68% 
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Table 7.2  Prediction results with look-ahead time of one hour 

NCP Methods Bar ECP ACE AWPI 

80% 

Proposed Method 

78.85% 

| 

81.12% 

80.99% 0.99% 13.01% 

Normal 85.75% 5.75% 61.71% 

Climatology  75.71% -4.29% 64.05% 

Persistence 82.22% 2.22% 14.02% 

LUBE 85.87% 5.87% 17.32% 

90% 

Proposed Method 

89.10% 

| 

    90.87% 

90.06% 0.06% 17.94% 

Normal 90.00% 0.00% 72.97% 

Climatology  85.86% -4.14% 74.29% 

Persistence 88.62% -1.38% 17.99% 

LUBE 93.66% 3.66% 22.02% 

 

 

 
Table 7.3  Prediction results with look-ahead time of two hours 

NCP Methods Bar ECP ACE AWPI 

80% 

Proposed Method 

78.79% 

| 

81.15% 

80.34% 0.34% 20.71% 

Normal 85.63% 5.63% 61.69% 

Climatology  75.77% -4.23% 64.06% 

Persistence 82.25% 2.25% 21.64% 

LUBE 85.07% 5.07% 23.77% 

90% 

Proposed Method 

89.14% 

| 

    90.82% 

89.30% -0.70% 26.74% 

Normal 89.98% -0.02% 72.92% 

Climatology  85.66% -4.32% 74.29% 

Persistence 88.31% -1.69% 27.77% 

LUBE 94.71% 4.71% 34.33% 

 

From Tables 7.1-7.3, the climatology and normal distribution generate too 

wide PIs comparing with other approaches. These two approaches provide 

simply unconditional probabilistic forecasts and cannot account for the serious 

volatility of the processes of wind power generation. The extremely wide PIs 

hardly meet the requirements of any practical applications. The ECPs of the 

persistence based probabilistic forecasting approach presents relatively fair 

performance comparing with the climatology and normal distribution approaches. 

With the time-series based simple mapping and normal assumption, the 

persistence approach cannot be flexible and satisfactory forecasting tool since the 

longer-term forecasting inevitably needs the meteorological information to 

enhance the accuracy. The LUBE approach always produces wider PIs according 

to the case study results, with ACEs ranging from about 4% to 6%. This can be 

caused by that the PIs with ECP larger than NCP are much preferable in [216] 
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and [178]. Actually, the wider PIs would decrease the sharpness and make 

unnecessary costs of decision makers in smart grids.   

PIs with NCP at 90% constructed by the proposed method and the actually 

measured wind power are shown in Figures 7.8-7.10 with look-ahead horizons of 

30 minutes, 1 hour, and 2 hours respectively. For different forecasting horizons, 

the actual observed wind generation values are well enclosed by the PIs produced 

by the proposed method, indicating a satisfactory performance especially for 

shorter horizon cases. Besides, the cases with longer look-ahead time turn out to 

have wider PIs, which clearly indicate that the longer term forecasting can 

involve higher uncertainty. It should be noted that the prediction probability 

densities have been censored to take the potential probability mass outside the 

capacity range on the bounds if PIs have abnormal values beyond the actual 

capacity interval of the realistic wind farm  [126, 234].  

 

 

 

Figure 7.8  PIs with NCP 90% and 30min look-ahead time in December 2012 in the wind farm 

of Bornholm Island. 
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Figure 7.9  PIs with NCP 90% and 1hour look-ahead time in December 2012 in the wind farm of 

Bornholm Island. 

 

 

Figure 7.10  PIs with NCP 90% and 2 hour look-ahead time in December 2012 in the wind farm 

of Bornholm Island. 

 

Through above analysis, the proposed approach has been proved to be 

effective for the interval forecasting of wind power. Traditional probabilistic 

forecasting approaches rely on the formulation of the point forecast error 

distributions, the sharpness of which is limited by the quality of point forecasts. 
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Besides, more accurate modeling of the probability distribution would result in 

the sharper resultant forecasted PIs. The proposed approach does not need the 

point forecasts as the input, and can straightly produce the bounds of PIs without 

the requirements of the modeling of forecasting error distribution. Moreover, the 

proposed approach gives the Pareto front of wind power PIs. Pareto optimization 

included in the proposed approach successfully avoids the quantified ratio 

assigned to the reliability and sharpness that would be difficult to any decision 

maker. Although only short term forecast of wind power is studied in this chapter, 

it has the potential to provide satisfactory performance of wind power forecasting 

considering longer look-ahead time through e.g. incorporating meteorological 

conditions as additional inputs to the developed model for performance 

enhancement.  

With the non-ignorable uncertainty and subsequent impacts, traditional point 

forecasts cannot meet the requirements for all kinds of decision making activities 

for operation and control of power systems and electricity market. In view of fast 

development of smart grid in the coming future, it can be expected that interval 

forecasts of wind power will be utilized in various decision-making problems 

facilitating the integration of wind power into power systems, such as wind farm 

control, wind power trading, reserve determination, storage dispatch, etc.    

7.4 Conclusions 

In this chapter, a Pareto optimal interval forecasts approach combining 

NSGA-II and ELM is proposed for probabilistic interval forecasting of wind 

power generation in the study. The reliability and sharpness are particularly 

considered as two objectives for optimizing forecasting models in line with the 

evaluation criteria for PIs. The Pareto optimal front of the decision variables with 

respect to the two objectives are gauged through the NSGA-II based optimization. 

Reliability precision analysis using the reliability diagram is conducted to 

identify the best results among the many Pareto optimal solutions to build the 

forecasting system, which is also used for PIs verification in comparison analysis. 

Wind power data with 10-min resolution from a realistic microgrid system of 

Bornholm Island in Denmark are used to test the developed forecasting system. 

The validity of the proposed method for short term forecast of wind generation 
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has been examined through comprehensive comparisons with several 

benchmarks. The proposed approach provides a generic framework for 

multiobjective optimization based interval forecasting of wind power production 

which can reasonably identify the best possible solution among many Pareto 

alternatives. It can have high potential in practical application in smart grids. In 

our future work the proposed model will be extended to have a longer look-ahead 

horizon of probabilistic wind power forecasting. 
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8 A Hybrid Approach for Probabilistic 

Forecasting of Electricity Price 

 

 

 

 

8.1 Introduction 

With the deregulation of modern power systems, electricity market price 

forecasting becomes more and more important to the running of electricity 

market which plays a key role in practical operation of smart grids [44]. In the 

future smart grids, the electricity market price is essential to guide the behaviors 

of both consumers and suppliers, facilitate demand side participation, etc. 

Particularly, smart grids will advocate and facilitate consumers‘ participations 

directly into wholesale and other electricity markets as outlined in EU‘s vision 

for smart grids [235]. Accordingly, the electricity consumers will have strong 

interests in market participations by e.g. actively reacting to forecasted electricity 

prices through flexible management of their consumption patterns that can lead 

to significant benefits in economy, environmental protection, system reliability, 

and so forth. In general, accurate and reliable electricity price forecasting is 

meaningful to facilitate various decision making activities of power system short-

term operation and long-term planning analysis by market participants, such as 

formulating bidding schemes, making investment decision, etc.  

By far most researches in this field focus on point forecasting of electricity 

price series. Time series model approaches including autoregressive integrated 

moving average (ARIMA) [236] and generalized autoregressive conditional 

heteroscedasticity (GARCH) [237] were employed to forecast electricity price 

value. Since the ARIMA model is basically a linear model, wavelet techniques 

were integrated to improve the forecasting performance [74]. To overcome the 
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limitations of linear time series models, NNs were applied in electricity price 

forecasting [238-240].  

 Due to the nonstationarity of electricity price series, forecasting errors are 

simply unavoidable and sometimes can be significant. Recognizing the inherent 

limitations of traditional point forecasting methods, probabilistic forecasting 

recently attracts increased research interests. It can offer prediction intervals (PIs) 

to quantify the uncertainty associated with point forecasts of electricity clearing 

price. With quantified PIs, electricity market participants are able to prepare for 

the best and the worst conditions. ARIMA models were employed to forecast the 

price value and associated forecasting error respectively in [241]. The prediction 

intervals were obtained based on the forecasted price values and the 

corresponding forecasted errors. However, the ARIMA model is a linear one and 

difficult to accurately model the heteroskedasticity of electricity price series. 

MCP prediction and corresponding confidence interval (CI) were estimated by an 

integrated adaptive learning and CI estimation method combining neural 

networks and extended Kalman filter (EKF) [242]. SVM based nonlinear 

conditional heteroscedastic forecasting (NCHF) model was proposed to conduct 

interval forecasting of electricity price [119]. ELM was applied for interval 

forecasting of MCP in [118] combining with a wild bootstrap approach, termed 

as ELM-Bootstrap herein. However, the uncertainty of data noise was not 

considered. Though ELM has extremely fast learning speed, a great number of 

bootstrap iterations would cause high computation burden. To the best of our 

knowledge, most related works including [118] just evaluate the reliability of PIs, 

but do not systematically consider the sharpness and the overall skill of PIs, 

which is an essential quality index for the resultant PIs. Without considering the 

sharpness, the constructed PIs can become too wide and therefore meaningless to 

be used in any decision making activities in practice.  

Because of the excellent approximation capability [196], NNs were widely 

used for electricity market price forecasts [119, 238-240, 242]. However, 

traditional NNs have the drawbacks like the time consuming training process, 

local minima, etc. Moreover, if the data are very chaotic, the performance of 

classical NNs based prediction methods cannot be satisfactory, and this cannot be 

improved by e.g. changing the NN structure or increasing the training iterations. 
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Several NN based methods for PI formulation have been developed, including 

the Delta, Bayesian, Bootstrap as well as the mean-variance estimation methods 

[110, 116, 199, 200, 243]. Among others, the bootstrap approach is simple and 

easy for implementation and proved to provide more reliable PIs [201]. It does 

not require calculations of complicated derivatives and the Hessian matrix 

involved in Delta and Bayesian methods. Nevertheless, the major disadvantage 

of the bootstrap based approach is the low computational efficiency for large 

datasets especially when a great number of NNs are involved.  

In this chapter, a hybrid approach is proposed for probabilistic interval 

forecasting of electricity price based on extreme learning machine (ELM) and 

maximum likelihood estimation (MLE). ELM is a novel learning algorithm for 

single layer feedforward neural network featuring extremely fast learning speed 

[203, 244]. It has also demonstrated superior generalization capability than 

traditional NNs and therefore attracted more and more attentions recently. The 

ELM has been successfully used for probabilistic forecasting of wind power 

generation in Chapters 5-7 of this thesis. Because of many advantages, ELM is 

used to conduct point forecasts of electricity price and estimate the model 

uncertainties via a bootstrapping approach in this chapter. Subsequently, MLE 

method is used to train a NN to estimate the noise variance of forecasting results. 

Then the forecasting PIs can be obtained based on the variances of model 

uncertainty and noise. In addition, a generalized PIs evaluation framework for 

probabilistic forecasting of electricity price is provided in this chapter to 

comprehensively involve different aspects of PIs quality.   

The proposed method aims to develop a PIs forecasting model for day-ahead 

electricity price with superior performance and fast speed. It is tested using 

Australian electricity market data. The obtained PIs have been comprehensively 

evaluated with respect to both reliability and sharpness. The numerical results 

indicate the effectiveness and high efficiency of the proposed hybrid approach, 

which can provide a meaningful online tool for probabilistic forecasting of 

electricity price with high potential in practical applications of smart grids.  
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8.2 PIs Formulation and Construction     

8.2.1 Formulation 

The uncertainties of artificial neural network prediction include the model 

uncertainty mainly caused by the misspecification of NN structure and 

parameters, and the noise of training data due to stochastic characteristics of 

regression data. Given a set of distinct pairs
1{( , )}N

i i it x , the prediction target can 

be expressed as  

( ) ( )i i it g  x x                                           (8.1)                                                                  

where ti is the ith prediction target, xi is the vector of the inputs which can 

include historical MCPs and demands for the electricity price forecasting in the 

study, ε(xi) denotes the noise with zero mean, ( )ig x is the true regression mean. 

The noise is assumed more or less normally distributed with mean zero and 

variance 2ˆ
  that may depend on the input variables xi. This normal assumption 

is practically not unreasonable according to [119] and [75]. The numerical case 

studies using actual electricity price data also prove that reliable PIs can be 

obtained based on the normal assumption. 

In practice, the trained neural network ˆ( )ig x could be regarded as an estimate 

of the true regression g(xi). Then the prediction error can be expressed as 

ˆ ˆ( ) [ ( ) ( )] ( )i i i i it g g g    x x x x                              (8.2) 

where ˆ( )i it g x denotes the total prediction error, and ˆ( ) ( )i ig gx x denotes the 

error of the neural network estimate with respect to the true regression.  

Assuming that the estimation error and noise are statistically independent, the 

variance of the total prediction errors 2ˆ ( )t i x can be obtained through the 

summation of the variance of model uncertainty 2ˆ ( )g i x and the variance of noise

2ˆ ( )i x , 

2 2 2ˆ ˆ ˆ( ) ( ) ( )t i g i i   x x x                                     (8.3) 

Given confidence level (1−α), the lower and upper bounds of the PI 

( ) ( )[ ( ), ( )]t i t iL U 
x x can be defined by the following equations 
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( ) 2

1 /2
ˆ ˆ( ) ( ) ( )t i i t iL g z

  x x x                              (8.4) 

( ) 2

1 /2
ˆ ˆ( ) ( ) ( )t i i t iU g z

  x x x                              (8.5) 

where 1 /2z   is the critical value of the standard normal distribution, and depends 

on the expected confidence level (1−α).  

8.2.2 Variance of Model Uncertainty 

The overall forecasting uncertainty should cover two parts, the model 

uncertainty and the data noise. The proposed approach aims at a full 

quantification of both two uncertainties. 

For neural network regression, the model uncertainty is mainly caused by the 

random initialization of network parameters and model structure misspecification. 

The uncertainty in the neural network estimate ˆ( )ig x of the true regression g(xi) 

can be quantified by the bootstrap approach. The bootstrap approach can obtain 

an ensemble of ELM models, which will derive a less biased estimation of true 

regression of the future targets. The B training datasets are uniformly re-sampled 

from the original dataset Dt with replacement, 

 
1

( , )
N

t i i i
D t


 x                                              (8.6) 

The mean of the bootstrapped B ELMs outputs is regarded as the 

approximation of the true regression. 

1

1
ˆ ˆ( ) ( )

B

i q i

q

g g
B 

 x x                                        (8.7) 

where ˆ ( )q ig x is the prediction value of the input sample ix  generated by the qth 

bootstrapped ELM.   

The variance of model uncertainty can be estimated from the variance in the 

outputs of the trained B ELMs 

 
2

2

1

1
ˆ ˆ ˆ( ) ( ) ( )

1

B

g i q i i

q

g g
B




 

x x x                         (8.8) 
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8.2.3 Variance of Noise 

After determining the model uncertainty variance, to construct PIs, we need to 

estimate the variance of noise 2ˆ
 . According to (8.3), the estimated 2ˆ

 can be 

obtained through 

2 2 2ˆ ˆ ˆ~ ( ) gE t g                                        (8.9) 

A set of squared residuals 2 ( )ir x is calculated to estimate a model to fit the 

remaining residuals.  

 2 2 2ˆ ˆ( ) max [ ( )] ( ),0i i i g ir t g   x x x                       (8.10) 

where ˆ( )ig x and 2ˆ ( )g i x can be obtained from (8.7) and (8.8). A separate dataset is 

generated by the residuals and corresponding inputs,  

  2

2

1
, ( )

N

i ir i
D r


 x x                                     (8.11) 

Based on the normal assumption in (8.1), the noise is normally distributed with 

zero mean,  

 
2

2 2

22

( )1
ˆ( ); ( ) exp

ˆ2 ( )ˆ2 ( )

i
i i

ii

r
P r 






 
  

 

x
x x

xx
                 (8.12) 

    The formulation of noise variance can effectively approximate the noise 

uncertainty and is also proved through the real electricity price data. Maximum 

likelihood estimation approach can be used to train a new neural network for the 

residuals noise variance approximation. The logarithm of the likelihood function 

is given as 

2

22
1

( )1
log exp

ˆ2 ( )ˆ2 ( )

N
i

i ii

r
L




  
   
   


x

xx
                      (8.13) 

 A separate NN model can be indirectly trained to estimate the unknown noise 

variance 2ˆ
 , so as to maximize the probability of the observing samples in 2r

D . 

Since maximizing a variable is the same as minimizing the negative of that 

variable, after ignoring the constant part in (8.13), the cost function for training 

the NN model can be obtained and expressed as  
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x
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x
                          (8.14) 

The output activation function of the new NN is set to be exponential to ensure 

that the estimated variance is always positive. The minimization of the cost 

function CN can be reached through a traditional gradient decent method. 

8.2.4 Overall Procedure 

Generally, there are two steps in the construction process of the PIs by the 

proposed hybrid approach. With the quantified model uncertainty variance and 

noise variance, the variance of point forecasts uncertainty can be calculated from 

(8.3). Then the prediction intervals can be derived according to  (8.4) and (8.5). 

The overall framework of the proposed probabilistic forecasting approach is 

depicted in Figure 8.1. In general, the proposed method needs B + 1 NN models 

in total to construct the prediction intervals. 

 

Σ

Input 

Layer

Hidden 

Layer

Output 

Layer

Input

Data

1ĝ
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Figure 8.1  The overall framework of PIs construction by the proposed hybrid approach. 

 

8.3 Numerical Studies 

8.3.1 Electricity Market and Experiment Data 

The proposed forecast model is tested for Australian National Electricity 
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Market (ANEM) to validate its effectiveness and efficiency. The ANEM consists 

of five regional market jurisdictions, including Queensland, New South Wales, 

Victoria, South Australia and Tasmania. The Australian Energy Market Operator 

(AEMO) operates the whole power system [114].  

In ANEM, the electricity trading is settled down based on a half hour trading 

interval. Generators submit their offers, and then are dispatched with 

corresponding dispatch prices every five minute. Market clearing price is 

calculated by averaging the six consecutive 5-minute dispatch prices for each 

half hour trading interval, based on the bids and offers of scheduled generators 

and consumers. A separate spot price is determined in this way for each of the 

five regions of ANEM. To help electricity producers and consumers for their 

decision making, day-ahead 48 MCPs in total are concerned and required to be 

forecasted for the coming trading day. 

The New South Wale (NSW) regional market in Australia Electricity Market 

is employed in the study. The electric energy price and demand data applied 

cover the period from January 2007 to December 2009. Since MCPs of each 

trading interval demonstrate similar properties reflecting the variations of 

demand and operation restrictions, the proposed model is constructed separately 

for each trading interval. 

8.3.2 Comparison Analysis 

To evaluate the forecast performances of the proposed approach, we compare 

the results with other three benchmarks, the persistence (random walk) approach, 

bootstrap based traditional NNs (BNN) approach, and ELM-Bootstrap approach 

[118]. The persistence forecast is a simple way of producing a time series 

forecast, and is widely used as a benchmark in forecasting research, especially 

for chaotic weather prediction [133]. This approach simply takes the forecasted 

electricity price of day d exactly equivalent to the electricity price of day d−1.  

The variance of forecasting errors can be obtained based on the latest 

observations. The BNN approach is newly applied for electricity price 

forecasting in this chapter, and has been proved effective for reliable PIs 

construction [110]. Different from the proposed hybrid approach, the BNN 

approach applies the traditional NNs to implement the PIs construction. Due to 
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the non-linear regression ability of NNs, the BNN approach can have relatively 

satisfactory performance in forecasting electricity price but with high computing 

costs. In addition, a mature ELM-Bootstrap approach combining ELM and 

bootstrap proposed in [118] is also employed to validate the effectiveness of the 

developed hybrid approach. 

 

Table 8.1  Evaluation results of PIs on MCP1 

NCP Method ECP ACE Score 

90% 

BNN 94.41% 4.41% -3.06 

Persistence 87.11% -2.89% -4.33 

ELM-Bootstrap 87.19% -2.81% -10.47 

Hybrid Method 89.11% -0.89% -2.75 

95% 

BNN 97.21% 2.21% -1.79 

Persistence 91.41% -3.59% -2.64 

ELM-Bootstrap 94.06% -0.94% -5.66 

Hybrid Method 94.13% -0.87% -1.63 

99% 

BNN 99.32% 0.32% -0.49 

Persistence 95.70% -3.30% -0.85 

ELM-Bootstrap 97.81% -1.19% -1.39 

Hybrid Method 97.77% -1.23% -0.48 
 

 

 

Table 8.2  Evaluation results of PIs on MCP2 

NCP Method ECP ACE Score 

90% 

BNN 89.63% -0.37% -8.39 

Persistence 82.91% -7.09% -125.52 

ELM-Bootstrap 93.78% 3.78% -28.26 

Hybrid Method 91.29% 1.29% -7.56 

95% 

BNN 91.70% -3.30% -5.34 

Persistence 84.87% -10.13% -118.01 

ELM-Bootstrap 97.10% 2.10% -15.71 

Hybrid Method 93.36% -1.64% -4.74 

99% 

BNN 95.85% -3.15% -1.99 

Persistence 86.83% -12.17% -105.83 

ELM-Bootstrap 99.59% 0.59% -3.69 

Hybrid Method 96.27% -2.73% -1.75 

 

For power system and electricity market operation, it is more preferable to 

have forecasted information of high confidence levels to reduce the risks. 

Therefore, PIs of electricity price at high confidence levels including 90%, 95% 

and 99% are obtained and analyzed in the study. MCPs of several typical trading 

intervals are selected to test the forecasting models, including the trading interval 

04:00-04:30 (MCP1), the trading interval 12:00-12:30 (MCP2), the trading 



138 

 

interval 17:00-17:30 (MCP3), and the trading interval 23:00-23:30 (MCP4). The 

selected trading intervals involve the peak load and low load conditions during 

daily operation of NSW market. The proposed model and benchmarks are tested 

on the price series of 2009, and the rest data are used for training the models. The 

evaluation results including ECP, ACE and interval score of PIs obtained by the 

proposed hybrid approach and the other three benchmark models over the four 

typical MCPs(1-4) are given in Tables 8.1-8.4.  

 

Table 8.3  Evaluation results of PIs on MCP3 

NCP Method ECP ACE Score 

90% 

BNN 93.75% 3.75% -7.37 

Persistence 79.55% -10.45% -90.98 

ELM-Bootstrap 87.89% -2.11% -27.68 

Hybrid Method 91.80% 1.80% -7.08 

95% 

BNN 97.66% 2.66% -4.44 

Persistence 82.35% -12.65% -84.83 

ELM-Bootstrap 93.36% -1.64% -15.89 

Hybrid Method 95.70% 0.70% -4.44 

99% 

BNN 98.83% -0.17% -1.56 

Persistence 84.87% -14.13% -76.85 

ELM-Bootstrap 98.05% -0.95% -4.37 

Hybrid Method 98.05% -0.95% -1.66 
 

 

 

Table 8.4  Evaluation results of PIs on MCP4 

NCP Method ECP ACE Score 

90% 

BNN 96.43% 6.43% -4.55 

Persistence 82.82% -7.18% -18.86 

ELM-Bootstrap 89.78% -0.22% -16.54 

Hybrid Method 89.29% -0.71% -3.81 

95% 

BNN 97.73% 2.73% -2.79 

Persistence 85.90% -9.10% -15.85 

ELM-Bootstrap 96.00% 1.00% -9.01 

Hybrid Method 96.43% 1.43% -2.43 

99% 

BNN 99.03% 0.03% -0.89 

Persistence 89.45% -9.55% -12.55 

ELM-Bootstrap 100% 1.00% -2.06 

Hybrid Method 97.73% -1.27% -0.89 

 

 

As seen in Tables 8.1-8.4, the proposed hybrid method consistently 

outperforms the persistence method, the BNN method, and the ELM-Bootstrap 

approach. ECPs of the hybrid method are significantly close to the corresponding 

nominal confidence NCPs. All the absolute ACEs of the hybrid method are 
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smaller than 3%, indicating a satisfactory reliability higher than the other three 

approaches. For instance, at the confidence level 95% of MCP3, the proposed 

method generates ACE 0.70%, which significantly outperforms the other three 

methods, especially for the persistence method. According to the interval sores 

expressed in Tables 8.1-8.4, the hybrid method shows the largest scores in 

general, indicating the best sharpness and overall skill of the constructed PIs. E.g. 

for confidence level 90% of MCP2, the hybrid approach produces interval score -

7.56, larger than that of the other three approaches. From Tables 8.1-8.4, the 

ELM-Bootstrap approach can obtain satisfactory reliability. However, it 

demonstrates much lower sharpness and overall skill than the proposed hybrid 

approach. Particularly, considering PIs with NCP 90% of the MCPs(1-4), the 

interval scores of the proposed hybrid method are about four times larger than 

that of the ELM-Bootstrap approach, indicating the significantly higher overall 

skill and sharpness. Considering both reliability and overall skill, the proposed 

hybrid approach provides the best PIs with respect to comprehensive 

performance comparing with the other three benchmarks.  

The persistence method is a simple model for short-term time series 

forecasting and demonstrates much lower performance than the hybrid approach 

from the perspectives of both reliability and sharpness. This can be explained as 

it cannot model the nonstationarity and heteroscedasticity of the electricity price 

series. By contrast, the ELM-Bootstrap approach can obtain PIs with relatively 

high reliability as the proposed approach. However, it cannot ensure satisfactory 

sharpness since it does not include the data noise to formulate PIs. This study 

result also confirms the importance of sharpness, as an indispensable aspect for 

the quality of constructed PIs, echoing PIs evaluation indices introduced in 

Section 3.3.  

In general, the BNN approach has relatively lower performance comparing 

with the proposed hybrid approach, especially with respect to the sharpness of 

PIs. We can find that the BNN approach also can obtain much better forecasting 

results than the persistence method and ELM-Bootstrap approach. Due to the 

nonlinear mapping capability of NNs, it should not be a surprise that the BNN 

approach can have relatively comparable performance with the proposed hybrid 

approach in some cases according to PIs evaluation. However, the traditional 
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NNs have the significant disadvantage of high computational burden. In the case 

study, the bootstrap replicates number B is set to 100 for both the hybrid 

approach and the BNN approach. The two approaches are implemented using a 

PC with Intel Core Duo i5-3470T CPU @2.9GHz CPU and 8.0G RAM. The 

average training time of the BNN method and the hybrid method tested on the 

MCPs within one specific trading interval is compared in Table 8.5.  

Table 8.5 shows that the proposed hybrid approach performs more than 100 

times faster than the BNN method, demonstrating a significantly higher 

efficiency. Considering all the 48 MCPs, the BNN method averagely requires 48 

times the computation time shown in Table 8.5, which indicates a significantly 

heavy computation burden and the infeasibility for realistic applications. With 

the fast computation speed, the hybrid method has high potential for practical 

applications in the future.   

 

Table 8.5  Training time comparison 

Method Time (s) 

Hybrid method 36.70 

BNN 4725.03 

 

PIs with nominal confidence 90% obtained by the proposed method and the 

corresponding actual MCPs in the four tested trading intervals crossing around 

30 trading days are displayed in Figures 8.2-8.5 respectively. It can be seen that 

the actual MCPs are mostly well enclosed by the constructed PIs for all the tested 

trading intervals. We also can observe that in the different trading intervals the 

electricity price exhibits fairly different variations. Figures 8.2-8.5 explicitly 

demonstrate the high performance of the proposed hybrid approach.  
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Figure 8.2  PIs with nominal confidence 90% of MCP1 obtained by the proposed hybrid 

approach.  

 

 

Figure 8.3  PIs with nominal confidence 90% of MCP2 obtained by the proposed hybrid 

approach. 
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Figure 8.4  PIs with nominal confidence 90% of MCP3 obtained by the proposed hybrid 

approach. 

 

 

Figure 8.5  PIs with nominal confidence 90% of MCP4 obtained by the proposed hybrid 

approach 
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approach can save computation efforts significantly, thus potentially can be 

implemented as an efficient online tool. Meanwhile, the hybrid method has high 

flexibility due to the nonlinear mapping ability of the ELM. In our case study, we 

take the historical MCPs and demands as the only inputs to the proposed model. 

In fact, the electricity price can also be affected by other factors, such as weather 

conditions, maintenance schedules, etc. To obtain optimal prediction results, all 

the relevant factors should be taken into account in the electricity price 

forecasting modeling. With the high flexibility of the proposed hybrid approach, 

extensions to have additional inputs can be conducted easily to improve the 

forecast performance further. The proposed approach can potentially provide an 

efficient and meaningful tool for different participants in power systems to assist 

various decision making activities. 

8.4 Conclusions 

The electricity market plays a critical role in realizing the economic benefits of 

smart grids. Electricity price forecasting is crucial to electricity market operation 

and decision making by electricity market participants. However, electricity price 

forecasting errors are unavoidable to some extent due to the nonstationarity of 

electricity price series. Traditional NNs based forecasting approaches cannot 

provide satisfactory performance. In this chapter, a hybrid approach combining 

extreme learning machine and maximum likelihood estimation is proposed for 

probabilistic forecasting of electricity price. A bootstrap based approach is used 

to quantify the model misspecification uncertainties, and maximum likelihood 

estimation is applied to estimate the residuals noise. Reliable PIs can be 

computed by combining regression model uncertainty and residual noise. A 

comprehensive and systematic evaluation framework for probabilistic forecasting 

of electricity price is proposed in this chapter, where both the reliability and 

sharpness are considered in the PIs evaluation process. Numerical studies based 

on the practical electricity market data in Australian electricity market have been 

conducted with satisfactory results achieved. Due to the extremely fast learning 

speed, the proposed hybrid approach can be more than hundred times faster than 

bootstrap-based traditional NNs approach, which indicates its high potential for 

online application in future smart grids.  
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9  Probabilistic Load Flow Considering the 

Uncertainty of Wind Power 

 

 

 

 

9.1 Introduction 

Power flow computation is the foundation for power system steady analysis 

and essential in all kinds of operation and planning analysis, such as expansion 

and operational planning. Recent changes to power system, such as introduction 

of electricity markets, open access of transmission systems, renewable energy 

sources and flexible operation according to the smart grid concept have caused 

many unpredictable operating uncertainties. These uncertainties pose much more 

risks and challenges to power system operation and expansion planning [22, 245]. 

Traditional deterministic load flow (DLF) is effectively used in power system 

steady-state analysis for a long time. However, DLF is not sufficient for modern 

power system planning study, where emerging uncertainties due to e.g. wind 

generation need to be considered. Specific values of generation, loads, and 

network configurations should be given for DLF computation.  Due to increased 

use of renewable energies and other emerging technologies, substantial 

uncertainties are introduced into modern power system operation that have to be 

addressed in especially different operation and planning stages. 

Therefore, probabilistic approaches are introduced to power flow analysis to 

consider uncertainties in power system. Probabilistic load flow (PLF) was first 

proposed by Borkowska in 1974  [246]. The probabilistic load flow (PLF) deals 

with the stochastic loads, generation and network configurations in power system, 

and can be applied in both real-time operation [247, 248], long term transmission 
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expansion planning [249-251], transmission loss evaluation [252], voltage 

quality assessment [253, 254], voltage and reactive power control [255, 256], etc. 

There are several techniques developed to cope with PLF problems under 

uncertainties. Usually the PLF problems are solved by three main techniques: 

Monte Carlo simulation (MCS), analytical approaches, and approximate 

approaches.  

Monte Carlo approaches are considered as the simplest approach dealing with 

PLF problem and widely used in PLF computation [257] and reliability 

assessment [258]. MCS solves the PLF problems by a series of deterministic 

routines. Theoretically, meaningful and accurate results can be obtained without 

any constraint if the limitation of computational hardware is neglected. Therefore, 

the results obtained by MCS are always set as comparison reference for 

developing other PLF approaches. However, the major disadvantage of the MCS 

is the requirement of large computational efforts. Generally, thousands of 

simulations are needed to obtain sufficiently accurate and reliable results. To 

overcome this limitation, other advanced sampling approaches such as Latin 

hypercube sampling are proposed for PLF approximation to reduce the size of 

sampling dataset [259-261]. 

In order to improve the efficiency, analytical methods and approximate 

methods are proposed for PLF computation. Basic convolution techniques [262, 

263] and Fast Fourier Transform (FFT) [264] are used to solve the PLF problems. 

The two methods are computationally intensive and require large data storage. A 

PLF method considering uncertainties of bus power injection is proposed in [265] 

to employ cumulants and Gram-Charlier expansion to obtain the PDF and CDF 

of branch power flows. The computation time is greatly reduced. Maximum 

Entropy (ME) methods are proposed for PDF reconstructions of PLF analysis of 

large-scale networks and demonstrate statistically accurate and computationally 

efficient, better than Gram-Charlier (GC) approach [266]. The main 

disadvantages of the analytical approaches are that they require much more 

assumptions and complicated mathematical computations. Method combining 

analytical approaches and MCS techniques is introduced in [267] to enhance the 

accuracy of load flow results and improve the computational efficiency by means 

of simplifying the computational process. PLF algorithms combining MCS with 
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multi-linearized power flow equations are proposed to reduce computational 

burden and efficiently evaluate the power flow results [268, 269].  

Besides, point estimate method (PEM) has been proposed to solve the PLF 

problems and obtain approximate probability distribution of the random output 

without complicated mathematical computations [270, 271], which has been 

proved to be efficient and accurate. In comparisons to analytical approaches, 

PEM has the merits that it uses deterministic routines for PLF computation and 

requires relatively less information of the input random variables. The two-point 

estimate method has been used as an approximate method for probabilistic 

analysis proposed by Rosenblueth [272, 273]. However, when Rosenblueth‘s 

technique is applied to solving PLF problems in power system, the computational 

burden would be very heavy for the large number of input variables. Then, a new 

and efficient point estimate method proposed by Hong [274] could be used 

directly without huge iterations and complicated mathematical transformation. 

In general, uncertain factors such as generation injections, load demands, line 

parameters, and network configuration are taken into account in PLF 

computation problems [265, 270, 271, 275]. The dramatic growth of intermittent 

renewable energy generation, including wind power, photovoltaic generation, 

etc., and relatively unpredictable probabilistic loads such as plug-in hybrid 

electric vehicles (PEVs) introduce more and more uncertainties and increase the 

complexity of modern power systems. PLF computation considering the 

uncertainty of wind power is investigated in [276-278]. The integration of 

photovoltaic resources in transmission or distribution systems are considered for 

PLF computation [279-281]. The uncertainties brought by PEVs are also 

estimated in [282, 283].  

As described in the preceding chapters, wind power has become a crucial 

uncertainty to power systems. In Chapter 2, the stochastic wind speed is modeled 

by means of the proposed generalized Lambda distribution. It will be applied for 

formulating the uncertainty of wind power in PLF analysis. In addition, the 

uncertainties of loads and generators are also considered in the study. In this 

chapter, point estimate method is applied in the study to estimate the mean and 

variance of the voltage magnitude and angle, branch flow.  To investigate 

influences of wind power, wind farm is connected to power systems at different 
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nodes. Through comprehensive case studies, the effectiveness of the PEM 

method is benchmarked with first-order second-moment method (FOSM) and 

Monte Carlo simulation. Efficient and accurate PLF computation can be helpful 

for power system operation and planning considering the large integration of 

wind power generation.  

9.2 Load Flow Solutions 

9.2.1 AC Load Flow 

If the active and reactive power at each bus and the node admittance matrix are 

specified, the injection power of each bus can be given as: 

* *

1

n

i i i ij j

j

P jQ U Y U


                                            (9.1) 

The complex equation can be represented as two real equations in terms of two 

real variables instead of one complex variable [2]. Therefore, P and Q at each 

bus are functions of voltage magnitude V and angle δ of all buses. The non-linear 

load flow equation could be expressed as: 

( cos sin )i i j ij ij ij ij

j i

P V V G B 


                                 (9.2) 

( sin cos )i i j ij ij ij ij

j i

Q V V G B 


                                 (9.3) 

where δij denotes the voltage angle difference between the voltages at bus i and j. 

The application of Newton-Raphson method can be described as 

 

  
       

        
       
   

P P

ΔP Δδ Δδδ V
J

ΔQ Q Q ΔV ΔV

δ V

                          (9.4) 

The line flow can be obtained based on the function of voltage magnitudes and 

angles, 

2( cos sin )ij i j ij ij ij ij ij ij iP VV G B k G V                               (9.5) 

2

0( cos sin ) ( )ij i j ij ij ij ij ij ij ij iQ VV G B k B B V                        (9.6) 
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where Pij and Qij are the active and reactive power flows at line from bus i to bus 

j; kij is transformer off nominal turns ratio; Bij0 equals 1/2 of total line charging 

susceptance. 

9.2.2 Linearized Load Flow Equation 

In general, load flow computation can be expressed by two sets of nonlinear 

equations.  

( )S g X                                                   (9.7) 

( )Z h X                                                   (9.8) 

where S is the input vector of real and reactive power injections; Z is the output 

vector of line flows; X is the state vector of nodal voltage magnitudes and angles; 

g and h are nodal power injection and branch flow functions, respectively.  

In the probabilistic load flow study, the input variables S are known and 

considered probabilistically distributed. In this paper, uncertainties of PLF study 

mainly include random load variations and unit forced outages. 

Assuming total independence of all input variables, the conventional load flow 

equations can be linearized around the expected operating point by Taylor series 

expansion with neglecting the terms of higher powers. 

1

0 0

X X + J ΔS                                           (9.9) 

0

0

( )






 X X

g X
J

X
                                       (9.10) 

where X0 is expected value of X.  

Then line flows can be given by function of nodal voltage state vector. 

0 0 Z Z H ΔX                                            (9.11) 

0

0

( )






 X X

h X
H

X
                                          (9.12) 

Then substitute (9.9) into (9.11), line flows are expressed as linearized 

functions in terms of power injections. 

0 0 Z Z R ΔS                                             (9.13) 
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1

0 0 0

R H J                                           (9.14) 

The analytical method applied in probabilistic load flow solution become feasible 

as the traditional load flow equations have been linearized around the expected 

value. 

9.3 Model of Input Uncertainty 

9.3.1 Injected Power 

The injected power considered here is generated by other power plants except 

for wind generators, and is the key input of power flow computation. On basis of 

the formulation in [284-286], a discrete distribution can be applied to describe 

the traditional generation power involved in PLF analysis. Accordingly, the 

injected power of one generator can be one of fixed finite n possible outputs. The 

PDF of the injected power is defined by the following equation, 

1

( ) ( )
n

G i i

i

f x x  


                                                (9.15) 

where δ( ) is Dirac Delta function; x represents the injected power; and ηi denotes 

the probability of the power to be equal to ηi. The unit outage uncertainty is also 

included in the finite scenarios of the formulated discontinuous distribution. 

9.3.2 Bus Load 

The bus loads in the PLF study can be formulated as normal distribution as 

[265]. The PDF and CDF can be expressed as 

2

2

( )

2
1

( )
2

x

Lf x e










                                         (9.16) 

2

2

( )

2
1

( )
2

xx

LF x e dx












                                   (9.17) 

where x denotes the bus load, and μ and ζ denote the mean and variance of the 

normal distribution respectively. 

In practice, the PDF and CDF could be obtained from the statistical analysis of 

the historical measurement data to compute the mean μ and standard deviation ζ 

of the bus loads. 
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9.3.3 Wind Power Output 

To conduct PLF analysis of power system with integration of wind energy, the 

statistics of wind power is formulated by a quadratic model to describe wind 

power as a function of wind speed, through combining the knowledge of the PDF 

of wind speed and the power curve of the specific type of wind turbines. In this 

chapter, the formulation of wind power will be involved in different simulation 

methods, including the MCS technique, and the analytical FOSM approach, and 

the PEM approach. 

1) Wind Speed 

Traditionally, the Weibull and Rayleigh distributions are used to approximate 

the stochastic behavior of wind speed in the process of PLF computation. As the 

quantitative analysis given in Chapter 2 of this thesis, Weibull and Rayleigh 

distribution cannot adaptively and acccurately describe the stochastic process of 

wind speed. Generalized Lambda distribution is applied to formulate the PDF of 

wind speed in the study. According to GLD defined in (2.22), the GLD(λ1, λ2, λ3, 

λ4) for wind speed distribution can be expressed as 

3 4

1

2

(1 )u u
v

 




 
                                        (9.18) 

where 0 ≤ u ≤ 1 represents cumulative frequency, v denotes the wind speed value 

satisfying cumulative frequency F(v) = u.  

Then, the PDF of wind speed can be expressed as 

3 4

2

1 1

3 4

( )
(1 )

f v
u u
 



  


 
                                   (9.19) 

The mean value μ and variance ζ
2
 of wind speed are defined in (2.29) and (2.30)

respectively.  

2) Power Output of Wind Turbine 

The typical power curve of wind turbine is shown in Figure 4.1. Since wind 

speed is treated as a random variable, the wind power is also characterized as a 

stochastic variable with respect to wind speed. As expressed in [287], the 

quadratic model of power curve function of a wind turbine can be simplified into 

a piecewise linear function, defined by the following equation, 
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                      (9.20) 

where Pw denotes the output wind power of a wind turbine, vin is the cut-in wind 

speed,  vr is the rated wind speed, vout is the cut-out wind speed, and Pr is the 

rated power of a single wind turbine.  

In the study, the wind turbines are considered as Vestas V80 with rated power 

2.0 MW given in Chapter 4, which has been installed at the wind farm on 

Bornholm Island in Denmark. The PDFs and CDFs of wind power output of a 

single wind turbine can be represented on basis of the model of wind speed 

probability distribution and power curve of the wind turbines. In the study, the 

impacts of the fluctuating wind power on the transmission systems are focused to 

investigate the resultant probabilistic characteristics of load flows. The active 

power of the large wind farm Pw integrated to the power system is the sum of the 

active power generated by each single wind turbine. Ignoring the differences 

between each wind turbine, the large wind farm can be formulated via an 

aggregated model that is simply characterized equivalent to a single wind turbine. 

9.4 Mathematical Background 

9.4.1 Monte Carlo Simulation 

Let a random variable Y denote the function of stochastic variable x with 

probabilistic density function p(x), 

( )Y f x                                              (9.21) 

Monte Carlo simulation method will generate random samples 1 2, , , nx x x

according to its probability density function p(x) to estimate the probability 

distribution of Y. Based on the simulated results, mean and variance of Y can be 

expressed as 

1

1
( ) ( )

N

i

i

E Y f x
N 

                                          (9.22) 
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Y f x E Y
N 

 

                            (9.23) 

Generally, the estimation process of MCS is extremely time-consuming and 

computationally demanding. 

9.4.2 First-order Second-moment Method 

The FOSM method applies the first-order terms of the Taylor series expansion 

about the expectation of each input stochastic variable [288]. In addition, the 

second moments of the uncertain variables are required for the mean and 

variance estimation. The FOSM method is an efficient approximation method to 

estimate the mean and variance of any targeted random variable with high speed 

and accuracy, and is widely used in engineering analysis [289-291].[285] 

In general, the integrals, as in (9.24) and (9.25), are always used to the 

compute the mean and variance if a variable is continuously distributed with a 

known PDF p(x). However, the computation process of integrals is particularly 

time-consuming.  

( ) ( ) ( )E Y f x p x dx





                                        (9.24) 

2var( ) [ ( ) ( )] ( )Y f x E Y p x dx





                              (9.25) 

If several random variables are included, the convolution method has to be 

applied, which will make the computation much more complicated. Without loss 

of generality, a function of several random variables 1 2, , , nx x x  is considered. 

1 2( , , , )nY f x x x                                       (9.26) 

The function could be expanded using Taylor series around the value

0 ( 1,2, , )
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x i n :  
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           (9.27) 
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When the terms with orders higher than two are neglected in the Taylor series 

expansion (9.27), the general nonlinear function can be linearized and expressed 

as. 

1 2

0

0 0 0 0

1

( , , , ) ( )
n i

n

i

i i

f
Y f x x x x x

x


  




X

                       (9.28) 

Expanding the function in a Taylor series about the mean values 
1 2
, , ,

nx x x  

of these variables 1 2, , , nx x x , the function in (9.26) can be transformed to  

1 2

1

( , , , ) ( )
n i

n

x x x i x

i i

f
Y f x

x
   




  




Xμ

                  (9.29) 

According to (9.29), the mathematical expectation of target variable Y can be 

taken as the following expression: 

1 2
( ) ( , , , )

nx x xE Y f                                  (9.30) 

The variance of Y is determined by variances of input variables and their 

covariance of input variables by pair.  
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X X X

μ μ μ

           (9.31) 

where cov(xi, xj) denotes the covariance between variables xi and xj, given by the 

expression: 

cov( , ) [( )( )]
i ji j i x j xx x E x x                              (9.32) 

The second term in (9.31) expresses the correlation among the input variables. 

If the input statistical variables are mutually independent, the second term will 

become zero.  Then the variance of Y becomes a function of the variance of input 

variables. 
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                               (9.33) 

Therefore, the standard deviation could be given as  

2

2

1
i

n

Y x

i i

f

x
 



 
 
 
 


Xμ

                                    (9.34) 

In conclusion, the FOSM method can yield the expected value and standard 

deviation of the random variable in consideration through simple calculation. 

This method allows for estimating the stochastic property of the objective 

variable without the knowledge of specific PDF of the input variables beforehand.  

The computation effort is greatly reduced.  

9.4.3 Point Estimate Method 

Generally, the PEM approach is regarded as a weighting method rather than a 

probability distribution transformation method. Theoretically, the point estimate 

method concentrates the statistical information described by the first few central 

moments of input random variables on points of each variable determined by 

mathematical formulation. The information of probabilistic distribution of the 

output random variables can be provided by the corresponding central moments, 

which are estimated based on the concentrated points. In this study, Hong‘s 

efficient point method [274] is employed to solve PLF problems. PEM proposed 

by Hong is an extension of Rosenblueth‘s two-point concentration method [272, 

273] and significantly improve the computation efficiency.  

Let Z represents a random variable which is a function of n random variables

kx  , the relationship between Z and kx  can be expressed by 

1 2 1( , , , , , , )k n nZ h x x x x x                              (9.35) 

The point estimate method in this paper uses m n  point concentrations to 

obtain the probabilistic distribution of Z and m is the number of concentrations 

for each random variable kx . Let 
,k i denote the standard location, the m 

concentrations 
, ,( , )k i k ix   of the n input random variables 
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1 2 1( , , , , , , )k n nx x x x x can be obtained from the probability distribution 

function of each random variable kx .  

, , , 1,2, , , 1,2, , .
k kk i x k i xx k n i m                               (9.36) 

where 
kx and

kx are the mean and standard deviation of random variable kx  with 

PDF 
kxf . 

Let
,k i  denote the concentrations (or weights) at the chosen location 

1 2 1,( , , , , , , )
n nx x k i x xx   


. The standard location 
,k i  and the weight 

,k i  of 

m concentrations of each random variable kx  are provided by [274] , given as 
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                                                (9.37) 
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                    (9.39) 

where 
,k j  denotes the ratio of 

' ( )j kM x  representing the jth order central moment 

of random variable kx  to 
k

j

x .  
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                          (9.40) 
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j k k x x kM x x f dx



                                (9.41) 

where
,1k  equals to zero, 

,2k  equals to one, 
,3k  and 

,4k  are the coefficients of 

skewness and of kurtosis of kx  respectively. The jth raw moment of Z can be 

approximated by  

,

1 1

[ ] [ ( , )]
n m

j j

j k i j

k i
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             (9.42) 
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The standard deviation of the lZ  can be obtained though 

2 2var( ) ( ) [ ( )]
lZ l l lZ E Z E Z                            (9.43) 

The two-point estimate method, with two concentrations (m=2) for each 

random variable, is applied in the study. Then the standard location 
,k i and the 

weight 
,k i can be obtained by solving the equations (9.37)-(9.39) and expressed 

by 

 
2

,1 ,3 ,3/ 2 / 2k k kn                                     (9.44) 
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                                         (9.47) 

There are 2n concentrations need to be calculated in total. Finally, the PDF 

and CDF computing the mean and standard deviation of random variable Z could 

be obtained from (9.42) and (9.43).  

9.5 Simulation Test Results 

In the study, PLF analysis considering the uncertainty of wind generation is 

implemented on the IEEE 39 test system consisting of 39 nodes and 46 lines with 

the base power 100 MVA. The diagram of the electricity network is depicted in 

Figure 9.1. According to the detailed studies in Chapter 2, the wind speed is 

modeled with a GLD distribution. The wind farm is designed to be composed by 

150 Vestas V80 2.0MW wind turbines with total capacity 300 MW. The cut-in, 

rated and cut-out wind speeds are 4 m/s, 16 m/s and 25 m/s, respectively. In 

addition, the uncertainty of other generation and load is also taken into account 

and following the formulation in Section 9.3. In order to demonstrate the effects 

of wind power uncertainty, three cases are considered in the study, including 

Case 1 without integration of wind farm, Case 2 with wind farm connected to 

node 14, and Case 3 with wind farm connected to node 27. 
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Figure 9.1 Diagram of IEEE 39 test system 

 

PLF computation aims at estimate the mean and standard variance of different 

load flow variables, including active and reactive power flow, voltage magnitude 

and angle [270, 271, 292]. In the study, the results obtained by MCS approach 

are reasonably taken as benchmark for the accuracy analysis. In order to verify 

the accuracy and efficiency of the applied PEM and FOSM approaches, the 

results obtained are compared with those from Monte Carlo simulation. The 

MCS approach is implemented with 10000 samples. This number of simulations 

is large enough to ensure the convergence of Monte Carlo approach. Two 

performance indices, the relative errors of mean εμ and standard deviation εζ, are 

used to assess the performance of the applied FOSM and PEM approaches. The 

two indices are defined as  

= 100%MCS

MCS
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where μMCS and ζMCS indicate mean values and standard deviations obtained 

MCS respectively, μ
*
 and ζ

*
 denote  the  mean values and standard deviations 

approximated by PEM and FOSM.  

 

Table 9.1 Mean and standard deviation of active power flow for Case 1  

Line Index MCS FOSM PEM 

1-2 
μ -1.6866 -1.6913 -1.6912 

ζ 0.5392 0.5353 0.5829 

4-5 
μ -2.6837 -2.6745 -2.6796 

ζ 0.8806 0.8769 0.8877 

5-6 
μ -6.1921 -6.1811 -6.1881 

ζ 1.0933 1.0945 1.1057 

6-31 
μ -8.3707 -8.3458 -8.3613 

ζ 2.1135 2.1161 2.1403 

10-13 
μ 3.5980 3.5892 3.5943 

ζ 0.5528 0.5479 0.5560 

17-18 
μ 1.7037 1.7130 1.7116 

ζ 0.4630 0.4576 0.4637 

23-24 
μ 3.3881 3.3898 3.3390 

ζ 0.2549 0.2497 0.2555 

26-29 
μ -1.7817 -1.7815 -1.7809 

ζ 0.2799 0.2724 0.2785 

 

The mean and standard deviation of active power flow P [p.u.] of the selected 

8 lines at the ―from‖ bus for Cases 1-3 are listed in Tables 9.1-9.3 respectively, 

which have been considered as representatives of the general results.  From 

Table 9.1, it can be observed that FOSM and PEM approaches have similar 

performance for Case 1 without wind farm integration. By comparing the results 

with MCS, both FOSM and PEM approaches provide relatively acceptable 

results for Case 1. In Case 2 and Case 3, wind farm is connected to the test 

system at different nodes. Obviously, the two cases have higher uncertainty than 

Case 1. The integration of intermittent wind power introduces significant impacts 

on the majority of system branches, shown by means of the corresponding mean 

and standard deviation of line flow given in Tables 9.2 and 9.3. Particularly, 

some branches such as line 23-24 and line 26-29 close to traditional generators 

are not significantly influenced by the integration of wind farm. The accuracy of 

FOSM on Cases 2 and 3 decreases significantly comparing with the results of 

Case 1. For instance, considering Case 2, line 6-31 has an actual mean active 

power flow -7.5345 p.u. obtained by MCS. The mean value estimated by the 
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PEM approach is -7.5475 p.u., close to that of MCS. In comparisons, the valued 

estimated by the FOSM method is -6.4029 p.u., demonstrating a significant 

deviation to the reference value of MCS.  

 

Table 9.2 Mean and standard deviation of active power flow for Case 2  

Line Index MCS FOSM PEM 

1-2 
μ -1.7357 -1.7925 -1.7335 

ζ 0.5377 0.7008 0.5440 

4-5 
μ -2.2972 -1.7803 -2.3053 

ζ 0.9766 0.9268 0.9666 

5-6 
μ -5.8187 -5.3164 -5.8260 

ζ 1.1733 1.1850 1.1654 

6-31 
μ -7.5345 -6.4029 -7.5475 

ζ 2.3052 2.2798 2.2931 

10-13 
μ 3.2261 2.7264 3.2329 

ζ 0.6752 0.5753 0.6661 

17-18 
μ 1.7651 1.8370 1.7635 

ζ 0.4686 0.4607 0.4666 

23-24 
μ 3.3887 3.3898 3.3898 

ζ 0.2562 0.2497 0.2555 

26-29 
μ -1.1772 -1.7816 -1.7810 

ζ 0.2841 0.2724 0.2785 

 

Table 9.3 Mean and standard deviation of active power flow for Case 3 

Line Index MCS FOSM PEM 

1-2 
μ -1.8141 -1.9725 -1.8090 

ζ 0.5527 0.6999 0.5550 

4-5 
μ -2.2565 -1.6864 -2.2658 

ζ 0.9806 0.9241 0.9815 

5-6 
μ -5.7443 -5.1402 -5.7520 

ζ 1.1864 1.1830 1.1897 

6-31 
μ -7.5379 -6.4176 -7.5531 

ζ 2.2823 2.2735 2.2881 

10-13 
μ 3.3375 2.9934 3.3444 

ζ 0.6087 0.5695 0.6096 

17-18 
μ 1.9778 2.3216 1.9664 

ζ 0.5317 0.4642 0.5311 

23-24 
μ 3.3880 3.3898 3.3896 

ζ 0.2569 0.2497 0.2555 

26-29 
μ -1.7850 -1.7819 -1.7811 

ζ 0.2773 0.2724 0.2785 

 

The overall performance can be measured by means of the average relative 

error to different types of variables. Table 9.4 shows the average error indices in 

terms of the estimation results of FOSM and PEM methods applied on the IEEE 
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39-bus system. The estimation system parameters include active and reactive 

power flow of all branches, voltage magnitude and angle at all nodes. In general, 

the PEM approach can derive more accurate results than the FOSM method. For 

Case 1 without wind farm penetration, FOSM and PEM have relatively close 

performance. The gap of performance between PEM and FOSM becomes much 

wider when the wind farm is connected to the system. In Case 3, the average 

estimation error of mean active power flow by PEM approach reaches about 

0.6%, approximately 50 times better than FOSM with average error about 30%. 

From the aspect of standard deviation of active power, the PEM with 0.5% 

performs15 time better than FOSM with 7.3%. In both Cases 2 and 3, the 

estimation of voltage angle, PEM has average error smaller than 1% and 

performs much better than FOSM with average error larger than 52%. 

 

Table 9.4 Average error indices for studied cases 

Case Method Index Pi,j Qi,j V δ 

Case 1 

FOSM 
  0.7243 5.9251 0.0624 2.2566 

  1.5000 7.8803 12.1214 1.3841 

PEM 
  0.4974 0.2566 0.0006 0.4322 

  0.6516 2.5476 3.127 1.2241 

Case 2 

FOSM 
  11.0162 14.5481 0.1295 53.7988 

  6.7087 10.2853 15.4442 3.0396 

PEM 
  0.2044 0.2790 0.0028 0.4058 

  0.8034 2.2576 3.0434 0.4788 

Case 3 

FOSM 
  29.8713 16.9076 0.1373 52.2126 

  7.2553 11.7477 16.2279 4.4081 

PEM 
  0.6050 0.3032 0.0015 0.8867 

  0.4981 3.3293 4.6567 0.3503 

 

According to the formulation given in Section 9.4.2, FOSM relies on the 

linearized load flow equation around the operation point. The linear function is 

obtained by means of neglecting orders higher than two in the Taylor series 

expansion. It is based on the assumption that the actual variable is not far from 

the operation condition. Wind power introduces much higher uncertainties than 

traditional generation power. Higher fluctuations deviating from operation point 

lead to higher estimation errors of FOSM. It can be found that the PEM approach 
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yields good results comparing with MCS method for both the mean and standard 

deviation at all the tested three cases, which also demonstrates its robustness. 

Similar with MCS, PEM approach employs deterministic routines to resolve 

probabilistic load flow problems. However, it needs a much lower computation 

time due to the much smaller size of computation samples. In practice, it is hard 

even impossible to perfectly determine the probability functions of stochastic 

variables due to the lack of sufficient information. To some extent, PEM method 

can avoid this problem involved in the absence of perfect probability functions 

through using only their first few statistical moments, i.e., mean, variance and 

skewness, instead of specific quantitative functions. Therefore, less uncertainty 

information is required for PLF computation. 

 

Table 9.5 Computation time of different methods 

Method Time (s) 

MCS 54.0680 

FOSM 0.0312 

PEM 0.3276 

 

Table 9.5 gives the computation time needed to calculate the PLF for PEM, 

FOSM, as well as MCS with 10000 samples.  FOSM shows the fastest speed due 

to the once deterministic load flow computation. PEM also demonstrates 

significantly satisfactory performance, though more time required than FOSM. 

Considering both accuracy and computation efficiency, PEM can be an effective 

for probabilistic load flow analysis of power system with wind power integration. 

The probabilistic load flow estimated by PEM approach can provide meaningful 

information for power system planning and operation with large scale integration 

wind power.  

9.6 Conclusions 

The main theme of the thesis is to conduct uncertainty analysis, modeling and 

prognosis for power system operation, planning, and etc. In this chapter, 

probabilistic load flow is studied considering the uncertainty of wind power 

generation. Computation of power flows is one of the critical tasks for power 

system operation and planning. More and more uncertainties, such as wind power 
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generation, have been introduced into power systems. Applying probabilistic 

approaches in the power flow computation provides more accurate analysis of 

modern power system. In the study, PLF is computed using two-point PEM and 

FOSM approaches to estimate the mean and standard deviation of variables. On 

basis of the case studies on IEEE 39-bus test system, the results of load flow 

obtained by the PEM approach match the results of MCS very well, performing 

better than FOSM approach. When the uncertainty has relatively low variance, 

the FOSM approach indicates fair performance with extremely fast computation 

speed. In addition, test results indicate that large wind power integration has 

considerable influences on PLF analysis.  

Due to the robust performance, PEM can be an effective approach to 

accurately and efficiently calculate probabilistic load flow for power system with 

wind farm integration. Only one wind farm is involved in the study. Multiple 

wind farms and the corresponding correlation can be considered in the future 

work. Probabilistic information of load flow provided by the proposed method is 

meaningful to the power system real time operation and control, operational 

planning and expansion planning. 
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10 General Conclusions 

 

 

 

 

 

10.1 Conclusions 

Power system is considered as one of the most complicated man-made 

systems. Many uncertainties have been introduced into modern power systems, 

by renewable energy such as wind power, solar energy, etc., and clearing prices 

in the electricity market. The interests of smart grid would accommodate these 

uncertainties in modern power system to ensure the security and economy. This 

thesis focuses on developing advanced approaches for quantitative analysis, 

modeling and prognosis of these uncertainties in power systems for assisting to 

implement proper actions for operation and planning to reduce risks as far as 

possible.  

Wind power is regarded as the most important and efficient renewable energy 

in modern power systems. From the long-term perspective, accurate modeling 

the probability distribution of stochastic wind speed would meaningful for wind 

farm planning, analysis and planning of power systems with wind power 

penetration, etc. Traditionally, Weibull distribution and Rayleigh distribution are 

popularly applied for describing the stochastic behavior of wind speed. However, 

wind speed demonstrates complicated diversity in different places and 

circumstances, and consequently simple models cannot well formulate this 

complex property.  In this thesis, an adaptive and generalized probability 

distribution model, generalized Lambda distribution, is proposed for the 

approximation of stochastic wind speed. Based on studies on wind data collected 

from a number of measurement stations, the proposed GLD distribution 

demonstrates significant superiority compared with traditional probability 

models. 
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From the short-term perspective of power system operation and planning, 

decision makers are interested in accurately predicting the future power output of 

wind farm with look-ahead time from minutes to several days. Different from 

traditional generation, wind power is directly related to natural wind speed and 

indeed an intermittent energy. Therefore, wind power prediction becomes 

extremely critical to power system operation, planning and control, such as 

dispatching traditional thermal unit, determining reserve, etc. Because of the 

chaotic nature of weather systems and wind speed, perfect prediction of wind 

power is impossible in practice, even though NNs with excellent regression 

ability are applied. In this thesis, several novel techniques of probabilistic 

forecasting have been developed for wind power generation in order to quantify 

the uncertainty of short-term wind power forecasting.  

Firstly, a bootstrap based ELM approach is newly developed to generate the 

probabilistic prediction intervals of wind power. With the application of ELM, 

the proposed BELM approach overcomes the drawbacks of traditional NNs, 

including local minima, over training, high computational burden, and so forth. 

As a parametric approach, the stochastic forecasting errors are modeled using the 

censored normal distribution. Though not perfect, it is able to quantify different 

shapes of probability distribution to some extent. The parameters of the censored 

normal distribution are formulated through considering both the model 

regression uncertainty and data noise. The effectiveness of the developed BELM 

approach has been verified by means of case studies of an Australian wind farm, 

where the seasonality of wind power series is taken into consideration. Multi-step 

forecasting of hourly and intra-hour wind power has been conducted, indicating 

wide application potential. Due to the excellent regression capability of ELM, the 

BELM approach can provide a generalized prediction model easily to be 

extended to fit forecasting wind power with different look-ahead horizons and 

aggregated power of different wind farms. Furthermore, the prediction model of 

BELM technique can be constructed with extremely fast learning speed, and then 

can be used for real time practical applications in power systems. 

To avoid the formulation of stochastic forecasting errors needed in parametric 

probabilistic forecasting approaches, an advanced non-parametric direct interval 

forecasting approach is developed to directly generate the optimal prediction 
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intervals of wind power generation applying ELM based forecaster. The novel 

cost function combining reliability and interval score is formulated to train the 

ELM. Different traditional nonparametric approaches quantile regression and 

resampling approach, the developed DIF approach does not need the knowledge 

of historical forecasting errors. The proposed DIF method successfully avoids the 

point forecasting of wind power and overcomes the problem that different point 

forecasting approaches would generate different patterns of wind power 

prediction errors. The performance-oriented cost function can ensure the quality 

of generated PIs, indicating high robustness. On basis of the universal mapping 

ability of ELM, the DIF approach can be easily adjusted to different forecasting 

horizons according to the requirements of decision makers.  

It is well known that the quality of prediction intervals is assessed by means of 

reliability and sharpness. The two evaluation indices can be incompatible to 

some extent. Therefore, a Pareto optimization approach is developed to derive 

optimal prediction intervals via Pareto optimization of the two quality indices of 

prediction intervals, i.e., reliability and sharpness. This nonparametric approach 

seems more intuitive than DIF approach. The effectiveness of this Pareto 

optimization approach is verified on Bornholm Island in Denmark, a realistic 

microgrid for EU smart grid test, implying the high potential in the future smart 

grid environment.  

The electricity market acts a crucial character in realizing the economic 

prophecy of smart grids. Accurate and reliable electricity market price 

forecasting is essential to facilitate various decision making activities of market 

participants in the future smart grid environment. However, due to the 

nonstationarities involved in MCPs, it is rather difficult to accurately predict 

MCPs in advance, like wind power. The challenge is getting intensified as more 

and more renewable energy and other new technologies emerged in smart grids. 

This thesis proposes a hybrid approach to construct PIs of MCPs with a two-

stage formulation. In the first stage, ELM is applied to estimate point forecasts of 

MCPs and model uncertainties involved. In the second stage, the maximum 

likelihood method is used to estimate the noise variance. Based on the 

mathematical background introduced in this thesis, a generalized and 

comprehensive framework is proposed for the evaluation of probabilistic 
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electricity price forecasting. The effectiveness and efficiency of the proposed 

hybrid method has been validated through comprehensive tests using real price 

data from Australian electricity market. 

Wind power has introduced serious uncertainties to power systems, due to its 

inherent intermittency. Therefore, traditional deterministic load flow requiring 

specific values of power generation, loads, as well as network configuration 

cannot be sufficiently accurate to describe the status of electricity networks. In 

contrast, probabilistic load flow deals with the stochastic loads, generation and 

network configurations in power system can provide more general information of 

the power systems. In this thesis, it is implemented to estimate the mean and 

variance of stochastic variables of load flow parameters considering the 

uncertainty of wind power. PEM and FOSM approaches are applied for 

probabilistic load flow analysis comparing with MCS. Numerical studies 

demonstrate the better performance of PEM approach. In general, probabilistic 

load flow can be an effective technique for the power system operation and 

expansion planning under the integration of large wind farm. 

10.2 Perspectives 

In this thesis, the developed probabilistic interval forecasting approaches are 

just examined for wind power forecasting with look-ahead time shorter that a few 

hours, without loss of generality. However, in practice, TSO in power systems 

concern multi-step wind power forecasting up to 48 hours ahead for most 

European countries. As generalized prediction frameworks, theoretically the 

developed models should be able to handle this task. The meteorological 

information such as wind speed and direction will be included as the input of 

these forecasters to implement wind power forecasting up to 48 hours ahead. 

Outputs of different NWP models can be combined to improve the quality of 

wind power forecasts. It will be verified on various realistic wind farms 

worldwide.  

It should be emphasized that systematic probabilistic forecasting algorithms 

and methodologies, including parametric and nonparametric techniques, have 

been developed in this thesis. With the encouraging outcomes of the study, a new 

wind power forecasting system and platform is expected to be developed in the 
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future. It is essential to make a close collaboration between wind power 

predictors and prediction users in the future work. The demands of industrial 

utilities and standards of system operators will be sufficiently considered to 

enhance the capability of the prediction system to derive optimal prediction 

interval according to the needs of users. This will certainly introduce potential 

commercial applications.  

On basis of the satisfactory performance, the developed techniques have the 

high potential for the application to the operational context of power system and 

smart grid. The value of the uncertainty estimation provided probabilistic 

forecasting will be comprehensively investigated from different perspectives of 

power systems. Research attentions will be paid to the decision-making 

processes. Various types of decisions in power systems can be beneficial from 

probabilistic wind power forecasting, such as reserve determination, unit 

commitment, economic dispatch, wind power trading, wind farm control, etc. 

Optimal benefits from the application of probabilistic interval forecasts should be 

specifically investigated from the perspective of the end-user or decision-maker, 

by means of different decision making methodologies. In addition to 

probabilistic forecasting of wind power, probabilistic forecasting of electricity 

price will also be studied with application in different operational problems in 

power systems. In general, the study efforts will focus on enhance the 

meaningfulness and motivation of developing probabilistic forecasting. 

In the thesis, the probabilistic load flow is only studied for the integration of a 

single wind farm. It obviously can be extended to consider multiple wind farms 

and the correlations between different wind farms in the future work. Focus also 

will be given to developing more advanced methodologies for probabilistic load 

flow computation for power system penetrated with different renewable energies. 

Furthermore, probabilistic load flow will be applied for analysis of microgrid, 

power system operation and planning with renewable energy integration, and so 

on.  
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