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ABSTRACT 

The interface has been confirmed over the last decade as playing a key 

role for nanomaterials, and has attracted widespread attention from research 

communities. It is not surprising that interfacial plasticity becomes much more 

pronounced in nanomaterial than in conventional materials due to the dramatic 

increase in interface atom fraction with decreasing geometric or structural 

material size to the nano scale. Boundless possibilities of interfacial plasticity 

have opened a window for developing materials with both high strength and 

ductility, which has been a long-standing goal for material scientists. Current 

knowledge obtained from different nanomaterials, such as nanocrystalline 

metals, nanotwinned materials, nanolaminates, nanowire and structural 

biomaterials, indicates that the ability of an interface to carry and transmit 

plastic events corresponds to the materials’ strengths and deformation 

homogeneity, respectively. However, the study of interfacial plasticity has 

remained quite challenging both experimentally and theoretically due to the 

complexity originating from the fact that the problem relies on both external 

loading conditions and internal microstructure, the latter have numerous 

possibilities.  

 The interfacial plasticity in several typical nanomaterials has been 

investigated in this work by molecular dynamics (MD) simulation. First, a 

multi-mode deformation model was introduced to MD simulation of 

nanocrystalline copper. Abundant deformation twin (DT) lamellae developed 

during shearing following compression to the elastic limit. The DTs nucleated 

through two different mechanisms facilitated by Shockley partial slips. And 

we also found that DTs’ densities increase with increasing twin spacing. The 
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interactions between DT and Shockley partials were observed in this 

simulation. 

 Second, the tensile properties along the <111> direction of single 

crystalline copper with 90o nano twins are investigated by molecular 

dynamics simulation. The following results are observed. First, twin 

boundaries do not serve as a dislocation source at the very beginning of plastic 

deformation; instead, dislocations nucleate inside the crystal between the twin 

boundaries. Second, twin boundaries provide obstacles to the motion of 

dislocations on the inclined glide plane, and allow dislocations to move 

through under high stress. When the spacing of the twin boundaries is greater 

than 10 nm, deformation twinning starts to form during plastic deformation. 

Third, the flow strength of single crystal copper with nano twins increases as 

the twin spacing decreases, which resembles a Hall-Petch-like relationship. 

The strengthening mechanism is explained by a simple dislocation model. 

 Third, the properties of Cu46Zr54 amorphous/crystalline interface and 

their effects on mechanical responses are studied via molecular dynamics 

simulation. Structural heterogeneity is observed in a Cu46Zr54 layer with both 

an as-quenched sample and a separately-quenched sample. A new multi-

yielding scenario of interfacial sliding and the thickening of micro sliding 

bands is proposed by our simulations. During shear deformation, both samples 

yield first via the formation of shear transformation zones (STZs) in 

amorphous layers. After the STZ formation, micro sliding bands with highly 

localized atomic shear strain are developed in both samples via different 

interfacial mechanisms, sliding via STZs growth at ACIs for the separately-

quenched sample and sliding via dislocation loop spreading at ACIs for the as-

quenched sample. The thickening of micro sliding bands on an amorphous 
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layer via internal friction is found to be a new plastic deformation mechanism 

when loading conditions are appropriate. The thickening rate in the as-

quenched sample is higher than that in the separately-quenched sample. 

Finally, a crystalline layer yield via partial dislocation slip. An analytical 

model suggests that this new multi-yielding scenario should be expected to 

operate in bulk metallic glass based composites.  

 Finally, by utilizing molecular dynamics, tensile deformation of copper 

nanowire with an amorphous Cu46Zr54 coating layer is simulated. Even though 

the presence of the amorphous coating layer on the surface of nanowire is quite 

common, its impact on mechanical response has not been discussed. 

Unprecedented size-dependent elasticity and plasticity in atomistic 

simulations is observed in core-shell nanowire. Results show that both 

Young’s modulus and the yield strength of copper nanowire are significantly 

reduced by the amorphous layer and decrease with decreasing nanowire 

diameter and increasing coating thickness. A simple core-shell model is 

presented to explain our results and may explain experimental results. After 

elastic response, the amorphous layer yields first via formation of shear 

transformation zones (STZs) and can further suppress the serrated flow of 

copper nanowire because STZs provide continuum dislocation nucleation sites, 

avoiding the establishment of dislocation starvation states in nanowire. 

 This dissertation includes a diverse discussion of interfacial plasticity in 

four nanomaterial models, as revealed by molecular dynamics. The atomic 

details of several interface-mediated plastic deformation mechanisms are 

presented. A bridge between knowledge obtained by MD simulations and the 

macro mechanical properties of nanomaterials is shown. The results help us to 

further understand material behavior from an angle of interface-mediated 
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plastic deformation. We believe that this dissertation may help to design high 

strength and high ductility materials via introducing appropriate interfacial 

plasticity.  

 

Keywords: interfacial plasticity; nanomaterials; nanocrystalline; nano twin; 

nanolaminate; amorphous/crystal interface; nanowire; coating; deformation 

twin; dislocation; nucleation; 
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Chapter 1: Introduction 

Motivations 

A long standing goal in the material scientist community is to find both 

strong and ductile materials to meet fast advancing requirements from 

developing industry, including that of ground transportation vehicles, energy, 

aerospace, etc...  Future structural materials should be strong and ductile 

enough to bear extremely high load with significant resistance to failure. It’s 

well known that materials’ mechanical responses are determined by their 

microstructures. To achieve strong ductile materials, the manipulation of 

deformation and plasticity at multiscale by controlling microstructures is a 

confirmed necessity. Interfaces play a key role in this process for their 

widespread presence in materials and ability to nucleate plastic deformation 

carriers and hinder or stagger those carriers’ propagations. Because interface 

atoms’ fractions increase inversely with grain size, it’s not surprising that 

interfacial plasticity becomes much more pronounced in nanomaterials than in 

conventional materials. In this dissertation, discussion will be restricted to 

metallic system due to metals’ wide deployment in human society and also 

because of the simplicity for modeling. 

Three emphases should be made in illustrating the necessity of study on 

interfacial plasticity in metallic nanomaterials. The first is that high density 

interfaces make nanomaterials more uniform and allow them to deform more 

homogeneously. A perfect crystal is an extreme example of “uniform” 

material in which the nucleation of incipient plasticity is homogeneous. An 

interface is a “weak” region in comparison with crystal regions and thus makes 

conventional materials non-uniform at the meso scale. However, if a 
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nanomaterial is pictured by microscopies with different scales, it should 

appear non-uniform at nano scale but uniform at meso and macro scale. In 

this way, nanomaterial can also be considered as uniform.  

The second emphasis is that interfacial plasticity becomes dominant in 

nanomaterial and allows it the ability to deform “homogeneously” without 

fatal stress concentration. Interfacial plasticity refers to all possible plastic 

deformation mechanisms mediated by an interface, including interface sliding, 

grain rotation, interface mediated dislocation activity and so on. These 

mechanisms allow continuous plastic events to occur at the interface, such as 

dislocation emission and annihilation, and slip transferring. The strain or stress 

accumulation in nanomaterial thus hardly takes place, resulting in “uniform” 

deformation. 

The third emphasis is that the condition of “small-being-stronger” can 

reach to the nanoscale. At meso scale, the well-known Hall-Petch relationship 

explains that a metal’s strength increases with d following d-m in which d is a 

related internal microstructure feature size - for instance, grain size or the 

spacing between two closest non-connected interfaces - and m is a positive 

constant. A possible underlying mechanism behind the Hall-Petch relationship 

is that interfaces behave as obstacles to dislocation motion, leading to the 

formation of dislocation pile-ups against them that hinder further dislocation 

nucleation and motion. If d is at nano scale, dislocation pile-up no longer 

appears and the Hall-Petch relationship breaks down. However, nucleation of 

plastic deformation carriers, such as partial dislocation at the interface, and the 

intersection between these carriers and interfaces, can become dominant in 

nanomaterials, with the result that yielding stress reaches ideal strength. This 

nucleation-strengthening mechanism via the interface competes with other 

“softening” interfacial plasticity, including interface sliding, grain rotation. 



Chapter 1: Introduction  

25 

 

The study of interfacial plasticity will allow us to artificially control this 

competition via microstructure design.  

In general, interfacial plasticity relies on both internal microstructures and 

external loading conditions. Internal microstructures include crystalline 

structure and density and distribution of defects such as vacancy, dopant, 

dislocation, interface, void, secondary phase and so on. The countless 

microstructure features of material are difficult to characterize three-

dimensionally. Even if only interface properties are considered to affect 

interfacial plasticity, these include type, internal structure, energy, free volume, 

and composition. Furthermore, the character and geometrical factors of other 

defects impinging on the interface should also be taken into account. External 

loading conditions include temperature, applied stress and strain rate. Due to 

the complexity, the study of interfacial plasticity in materials has remained 

quite challenging, both experimentally and theoretically.  

However, quick development of high performance clusters in recent 

decades has allowed scientists to directly simulate the several billions of atoms 

which constitute a typical model of nanomaterials. Interfacial plasticity in 

nanomaterials thus lies within current computational capability, making the 

gain of atomic details, mechanism and modeling accessible via atomistic 

simulations. Such simulations, e.g. molecular dynamics simulation, have 

illustrated some deformation mechanisms related to interfacial plasticity in 

some nanomaterials. However, due to the complexity and challenges of this 

problem, there is still plenty of room for the study of interfacial plasticity. 

 

Outline of content 

The major goal of the present work is to model interfacial plasticity in 
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different nanomaterials by molecular dynamic simulation. This dissertation is 

organized as follows. Chapter 2 provides a literature review on interfacial 

plasticity in nanomaterials, including nanocrystalline metals, nanolaminates 

and structural biomaterials. Modeling methods are discussed in Chapter 3. In 

Chapter 4, deformation twinning in nanocrystalline copper is studied. Chapter 

5 focuses on deformation mechanisms of nanotwinned single crystal copper. 

Chapter 6 discusses interfacial plasticity in amorphous/crystal nanolaminates. 

The topic of Chapter 7 is the effect of an amorphous coating on the mechanical 

response of nanowire. Finally, Chapter 8 concludes this work and provides 

suggestions for future work.  
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Chapter 2:  Literature review  

Introduction 

In this chapter, an extensive review on interfacial plasticity in nanomaterials 

will be provided. This chapter is organized as following. Section 2.1 gives a 

general overview of material strengthening. Section 2.2 provides a brief 

introduction to interfacial plasticity in nanomaterials. Interfacial plasticity in 

several typical nanomaterials, including nanocrystalline materials, 

nanotwinned materials, metallic nanolaminates, bulk metallic glass based 

composites and nano biomaterials, is reviewed in section 2.3. 

2.1 General overview of material strengthening: why 

nanomaterial? 

Microstructural characteristics of a material, including the crystalline 

structure and the type and distribution of defects, determine its mechanical 

properties, such as strength, ductility, as well as the dependence of its 

properties on strain rate and temperature, etc… The ultimate strength of the 

material is determined by its crystalline structure and atomic interactions. By 

using the ab-initio method, Ogata, Li Ju and Sidey Yip obtained the ideal shear 

strength of pure aluminum and copper crystals [1, 2], 2.89 and 2.18GPa, 

respectively. This strength is the minimum shear stress necessary to glide one 

adjacent FCC close-packed atomic plane in respect to another, and is also the 

upper strength limit of copper and aluminum materials. Their ab-initio 

calculations of twin energy revealed the underlying physics that explains the 

phenomenon that it’s easier for BCC metals to deform plastically via 

deformation twinning than FCC metals [3]. The deformation mechanisms 
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corresponding to the ideal strengths of metals and ceramics are dislocation 

nucleation and micro crack nucleation, respectively, both of which can be 

interpreted under the framework of phonon instability [1, 4-6]. P-wave and S-

wave phonon instability corresponds to cracks and dislocations, respectively. 

This theoretical work essentially pointed out the ideal strength of the material 

[2] and predict ideal yield strain but not the deformation limit [1]. The ideal 

strength is the ultimate goal for strength in designing materials, while the 

deformation limit is almost completely determined by structural defects. 

Another evaluation of structural materials is their fracture toughness, which is 

determined by both strength and deformability. The strengthening of materials 

should both improve strength and fracture toughness. Generally, structural 

materials can be divided into two groups, ductile and brittle. The former, 

mostly metals, has lower strength but higher deformability. The latter, 

including ceramics and some metals, has higher strength but lower 

deformability. The strengthening of materials implies both improvement of 

strength of ductile materials and improvement of deformability of brittle 

materials.    

However, materials always contain defects, which determine both 

strength and deformability. Dislocation [7-9] in metals can reduce their 

strengths from ideal values to only tens to hundreds of MPa, while the 

presence of micro cracks and interfaces in ceramics will greatly affect the 

fracture toughness [10]. The strengthening of metallic materials and 

toughening of brittle materials has been a long-standing problem for both 

engineering and science [8]. The solution of this problem in the traditional 

theoretical framework requires tradeoff between strength and deformability. 

Metals with strength at GPa level can hardly maintain good deformability, 
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while toughening of brittle materials is usually at the expense of loss of 

strength. However, in recent years, the development of nano ultra-strength 

materials has provided some new ideas for designing materials with both high 

strength and ductility [11-22]. 

In general, the smaller the scale is, the stronger the material is [23]. The 

scale mentioned here may be either the extrinsic geometric scale of the 

material or the intrinsic microstructural defect scale [24, 25]. For the former, 

it has long been found that when the sample scale decreases, the strength will 

be increased accordingly [25]; for the latter, a classic example is the Hall-Petch 

relationship [8, 9], which shows that the strength of metals increases with 

decreasing grain size, while when the grain size of the brittle ceramic materials 

decreases their deformability will be improved [21, 26-28]. When the defect 

scale in metallic materials is at the micron level or greater, the strain gradient 

theory [29-31], which employs the concepts of geometry necessary dislocation 

(GND) and statistical storage dislocation (SSD), can usually explain size-

dependent mechanical properties. On this basis, H.J. Gao et al [32-34] have 

introduced direct description of plastic deformation mechanism to strain 

gradient theory. This theory has been applied in a unified multi-scale modeling 

framework [35-37]. However, when the material defects are characterized by 

the nanometer scale, the physical picture on which traditional theory relies no 

longer exists, new deformation mechanisms are mostly mediated by interfaces 

in nanomaterials [21, 23, 25, 38-48]. The structures, deformation and plastic 

deformation mechanisms of nanomaterial have brought new opportunities for 

the development of high strength and high ductility material [11, 18, 21, 49-

52]. 

Dislocations and cracks play important roles in the deformation of metals 
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[7-9] and ceramics [21, 53], respectively. In conventional metallic materials, 

the activation of a dislocation slip corresponds to the yielding [7-9]. The 

plastic deformation is contributed by the dislocation slip and can be 

quantitatively described by the Orowan relationship [7, 54, 55], bl   in 

which γ is shear strain, ρ is dislocation density, b is Burgs vector of dislocation 

and l is the length of dislocation. During the slip, dislocation [7] suffers from 

the impedance of other structural defects, including grain boundary, 

precipitates, other dislocations etc… In particular, the impedance of grain 

boundary to dislocation causes the formation of dislocation pile ups against 

grain boundary and impedes further dislocation [7]. This scenario is the 

underlying mechanism responsible for the classic Hall-Petch relationship. 

Meanwhile, dislocation can multiply itself during plastic deformation via the 

Frank-Read source [7, 56] and cross slip (Koehler source) mechanisms [7]. 

Another important plastic deformation mechanism in metals is deformation 

twinning, which can be carried by successive dislocation actions [8, 57, 58]. 

Dislocation-dominated deformation and deformation twinning dominating 

deformation can provide metals with good deformability and make them 

exhibit either strain hardening or strain softening.  

Brittle materials can typically sustain large elastic deformation with very 

high stress. When stress and strain rate are sufficiently high, micro cracks [1, 

53] or shear bands [59-61] in brittle materials start to form, propagate and 

converge, resulting in rapid fracture. In contrast, the failure and fracture of 

ductile metal is much more complex, generally due to crack nucleation and 

growth induced by the hindrance to further plastic deformation provided by 

large local accumulation of dislocation [61]. In the framework of traditional 

theory, strengthening of ductile materials and toughening of brittle materials 
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should be achieved via manipulation of dislocation, micro cracks and shear 

bands by designing the materials’ microstructures. These designs are often 

made in a trade-off between strength and deformability. The improvement of 

either one is at the expense of loss of the other. The enhanced impedance to 

dislocation motion will induce loss of the ability to further deform plastically, 

while the increase in plastic deformation carried by micro crack motion in 

ceramics induces a corresponding decrease in strength. However, when the 

scale of structural defects decreases to the nanometer level, the plastic 

deformation mechanisms for both ductile and brittle materials are completely 

different from the traditional image of them: for example, the behavior of 

dislocations in metals will be confined to a small volume [62-69], the 

propagation of micro-cracks in ceramic will be greatly hindered. Meanwhile 

some new plastic deformation mechanisms mediated by interfaces will emerge 

to introduce an enhanced ability of new structural materials to plastically 

deform under loading.  

The new deformation maps introduced at the ‘nanoscale’ can greatly 

enhance the strength of metals and the deformability of brittle materials. The 

nanoscale also introduces the possibility of maintaining both strength and 

deformability in materials. These nanostructured materials of nanoscale 

structural size include nanocrystalline materials, nanotwinned materials, 

nanolaminates, nanowire and some natural structural biomaterials. 

2.2 Some examples 

2.2.1 Nanocrystalline materials 

Nanocrystalline materials are defined as a family of materials which are 

polycrystalline and whose grain size is at nanoscale [38]. The major 
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characteristic of nanocrystalline materials is the very high fraction grain 

boundary atoms in the bulk. Due to this fact, dislocation structures are not 

stable within grain interiors because grain boundaries provide a force that 

attracts dislocation. It has been reported that the traditional Hall-Petch 

relationship breaks down in nanocrystalline materials because dislocation 

pile-ups no longer exist in such small grains [47, 70-75]. Thus nanocrystalline 

materials exhibit completely different plastic behavior than their 

polycrystalline counterparts, including grain boundary sliding (GB-sliding) 

[75-82] and migration [78, 82, 83], dislocation creation and annihilation [82, 

84-90] at the grain boundary, deformation twinning [39, 91-96] via partial 

dislocation slip [97-101] and so on. These new plastic deformation 

mechanisms are all grain boundary mediated, and open a window for the 

improvement of material strength with sustained deformability. 

Grain boundary sliding has been considered able to lead to superplasicity 

of materials [102]. For nanocrystalline materials with grain size <50nm, this 

can be the dominant plastic deformation mechanism [76, 77, 79]. GB-sliding 

has been thought to be produced by numerous thermally-activated atomic 

shear events at the grain boundary [103]. By utilizing MD simulations, Van 

Swygenhoven et al [79] revealed that the grain boundary sliding in 

nanocrystalline materials is mainly facilitated by atomic shuffling and stress-

assisted free volume migration. They also showed that in materials with small 

grain size (<12nm), a buildup of stress across neighboring grains can be 

induced by GB-sliding and in turn be relieved by grain boundary and triple 

junction migration. The Coble creep equation can be used to estimate the 

contribution of GB-sliding to plastic deformation [77, 104-106]. It points out 

that the very high creep strain rate (d-3, with d indicating grain size) is 

induced by GB-sliding [105, 106]. Thus the GB-sliding mechanism becomes 
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more and more pronounced as the grain size decreases, and thus 

nanocrystalline materials can exhibit reverse Hall-Petch relationship because 

GB-sliding results in a softening effect to materials [38, 77].  

Another reason for the breakdown of the traditional Hall-Petch 

relationship is that dislocation pile-ups are no longer stable in nanocrystalline 

materials [38]. Fig. 2.1 shows that the concept of dislocation pile-ups is not 

valid for nanoscale grains. Fig. 2.1(a) depicts the presence of dislocation pile-

ups in grain with sizes at micro scale. Dislocations can be generated via the 

Frank-Read source mechanism or via cross-slip mechanisms in large grains. 

But when grain size is reduced to the nanoscale, small grains are no longer 

able to provide room for dislocation pile-ups. Thus, as shown in Fig. 2.1(b), a 

loss of strain hardening induced by dislocation interaction should be the result. 

It should be noted that there is a critical grain size at which dislocation pile-

ups break down. This critical size is essentially equal to the equilibrium 

spacing between two dislocations, as indicated by Eq. 2.1 in which G is shear 

modulus, H is hardness, b is the Burgers vector and v is the Poisson ratio. 

Below the critical grain size, dislocation pile-up can no longer exist in grains.  

Hv

Gb
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d




1

3


                               Eq. 2.1 

 

Figure 2.1. Illustration of dislocation pile up breakdown: (a) the presence of dislocation pile-

up within large grains; (b) the absence of dislocation pile-up in nanoscale grains. 
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It has been found that dislocation behavior in nanocrystalline materials is 

distinct from that in their polycrystalline counterparts. MD simulations carried 

out by Van Swygenhoven [47, 71, 82, 84, 85, 107, 108] and others [77, 86, 

109], and further TEM observations [110-112], have revealed that the 

dislocation density is relatively low in nanocrystalline materials during plastic 

deformation. This fact promotes the development of a grain boundary source-

sink model [86, 89, 113-115]. It is widely acknowledged that dislocation can 

be formed at grain boundary ledges in polycrystalline metal [7]. In 

nanocrystalline metals [47, 84, 108], intrinsic and extrinsic grain boundary 

dislocations must be pushed out into the grains. The decomposition of grain 

boundary dislocations [84] is responsible for the dislocation emission from the 

grain boundary and results in fruitful nucleation phenomenon, including 

Shockley partial dislocation, full dislocation, extended dislocation and 

deformation twinning. The type of defect formed at the grain boundary is 

determined by the material’s intrinsic characteristics, including general 

stacking fault energy (GSFE) [116, 117]. Dislocation behavior within the grain 

interior also depends on the grain size. For polycrystalline materials, 

dislocations can multiply during a relatively long slip process via the Frank-

Read source dislocation multiplication mechanism [7]. Dislocation cross-slip 

also occur under certain conditions [7]. Large grains always allow the 

formation of dislocation pile-ups, so that a dislocation slip can be impeded by 

repulsive force induced by the interaction of defects [7]. However, in 

nanocrystalline materials, such impedance to dislocation slip is no longer 

available. The slip of dislocation in small grains is limited by the small volume. 

There should be rare dislocation reactions, cross slip, or other dislocation 

multiplication mechanisms. Dislocations move “freely” to annihilation at the 

opposite grain boundary in nanocrystalline materials [47, 70]. The grain 
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boundary behaves as both source and sink within nanocrystalline materials. 

The difference in plastic deformation carried by dislocation events is 

illustrated in Fig. 2.2. 

 

Figure 2.2. Dislocation behavior in: (a) polycrystalline materials and (b) nanocrystalline 

materials. 

Deformation twinning competes with dislocation nucleation and slip in 

metals. In the traditional framework presented by M.A. Meyers et al [57], 

deformation twinning favors conditions such as low temperature, high strain 

rate, large grain size and BCC crystals. The BCC system has unique general 

stacking fault curves with low ratio of twin energy over stacking fault energy 

(SFE), so that the system can easily deform via deformation twinning [3]. 

According to this scenario, FCC nanocrystalline metals should not deform via 

deformation twinning even at very high strain rate. However, both MD 

simulations [91] and experiments [39, 95, 118] have confirmed the presence 

of deformation twinning in nanocrystalline aluminum during plastic 

deformation. Several twinning mechanisms at nano scale have been proposed 

and all operate via successive partial dislocation nucleation from the grain 

boundary [97, 99, 101, 111, 118-121]. 
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Figure 2.3. The RAP twinning mechanism. (a) A, B and C are atom stacking sequences, and 

b1, b2, and b3 are the Burgers vectors of the partials. (b) Evolution of stacking sequence and 

formation of a RAP twin via the slip of partials b2, b3, b3, b1, b2 and b1 on layers I through 

VI, respectively. TB marks the two twin boundaries. Partials with negative Burgers vectors 

are not possible because they place two atoms on top of each other, increasing the system 

energy. Reprinted from Ref [101]. 

Fig. 2.3 shows a special deformation twinning mechanism via random 

activation of partials (RAP) at grain boundary, generating macro zero strain 

[101]. Y. T. Zhu et al. have presented an analytical model, based on classical 

dislocation theory, to explain the nucleation and growth of DTs in 

nanocrystalline Al [100]. In this model, a 60
。
full dislocation consisting of a 

90
。

leading partial and a 30
。

 trailing partial readily nucleates and grows a 

deformation twinning. This mechanism is easily modeled analytically. The 

schematic of the dislocation model for deformation twin nucleation is 

illustrated in Fig. 2.4. The critical shear stress for twinning and trailing partial 

nucleation are thus derived from an energy equilibrium approach, as depicted 

in Eq. 2.2 and Eq.2.3 in which G, a, d, γ and v are shear modulus, dislocation 

core width, grain size, stacking fault energy and Poisson ratio, respectively. 

This model indicates that there is an optimum grain size range for deformation 

twinning nucleation in nanocrystalline aluminum and this range falls under the 

scope of computational capability. In contrast, the suitable grain size regime 
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for deformation twinning nucleation in nanocrystalline copper is beyond 

computational capability and there is little literature regarding deformation 

twinning as a plastic deformation mechanism in nanocrystalline copper [116]. 

In addition, Van Swygenhoven et al. conclude that whether deformation 

twinning or trailing partials prevail in MD simulations depends on the GSF 

curve [116]. Again, for copper, it’s difficult for deformation twinning to appear 

in MD simulations. 
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Figure 2.4. A schematic illustration of the dislocation model for deformation twin 

nucleation. Reprinted from Ref[100]. 

It should be noted that the overall yielding of nanocrystalline materials 

corresponds to grain boundary mediated nucleation events. Generally 

speaking, the "original" grain boundary dislocations in nanocrystalline 
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materials can be decomposed into dislocations or twins in the grain interior 

slip dislocations. The strength corresponding to this decomposition depends 

on grain size and stacking fault energy rather than on interaction with other 

dislocations. It is worth to note that Eq. 2.2 and Eq. 2.3 reflect the fact that the 

strength of nanocrystalline materials depends on the nucleation mechanism, 

stacking fault energy and grain size. A universal scale law can be concluded 

from these two equations: the strength of nanocrystalline materials should 

scale with dd ln/1  without regard to dislocation geometry. When the grain 

size decreases, resistance to formation of dislocation and twinning at grain 

boundaries increases but the contribution of grain boundary sliding to overall 

deformation increases, resulting in the presence of a critical grain size at which 

the strength of the material reaches maximum at the level of GPa. Below this 

critical grain size, it is well known that dislocation activity and associated 

stress-induced deformation within grain interior will be limited. This critical 

grain size has been proposed as between 10nm and 30nm, according to 

computer simulations and transmission electron microscopy observations. 

However, recent radial diamond anvil cell (rDAC) x-ray diffraction (XRD) 

experiments have revealed that very high hydrostatic external pressure can 

reduce this critical grain size to 3nm [88].   

Besides the grain size, there are other controllable structural parameters 

to be used in designing the strength of nanocrystalline materials, including the 

distribution of grain size (e.g. bimodal materials), texture, grain boundary 

structure [122-128] and geometrical distribution [129] etc... With careful 

design, nanocrystalline materials should be able to carry large deformation 

without great loss of strength due to unique plastic deformation mechanisms. 

Via these grain boundary mediated mechanisms, there is little strain and stress 
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concentration around the boundary leading to fatigue. However, due to the 

limitation of current manufacturing technology for preparing dense bulk 

nanocrystalline materials, it is still rather hard to verify whether we can 

achieve bulk materials both strong and tough by reducing grain size to 

nanoscale. 

Recently some new techniques, such as surface mechanical attrition 

treatment (SMAT) [130-133] and the surface friction[134] method, have been 

developed to achieve compact nanostructure at the surface of metals. Large 

plastic deformation introduced by these techniques are able to significantly 

reduce grain size at the surface to nanoscale and induce the formation of 

surface layers with gradient grain size distribution. In Fig. 2.5 the typical TEM 

image and SEM image of SMAT treated copper show the presence of nano 

grains and ultrafine grains, respectively. Bulk metals, after being treated by 

these methods, can be considered composites consisting of ductile 

polycrystalline bulk and nanostructured surface layer of very high hardness. 

These materials exhibit both high surface strength and bulk strength - most 

importantly, without notable loss of ductility. Moreover, the compact, strong 

nanostructured surface layer can suppress propagation of surface cracks and 

thus greatly improve fatigue limits.  
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Figure 2.5. (a) TEM image of SMAT treated copper, reprinted from Ref [130]. (b) SEM 

image of SMAT treated copper, reprinted from Ref [131]. 

Studies on nanocrystalline materials have indicated that interfacial 

plasticity (e.g. grain boundary plasticity, in this section) at nanoscale should 

be substantially dissimilar to that observed at mesoscale. Generally speaking, 

interfaces usually hinder dislocation propagation, resulting in the formation of 

neighboring dislocation pile-ups and impedance to further plastic deformation 

via dislocation slip. But when spacing between interfaces is at nanoscale, a 

new deformation map appears. First, interfaces can provide continuum 

dislocation nucleation sources. Second, interfaces can behave as dislocation 

annihilation sinks. Third, interfaces can contribute to overall plastic 

deformation via mechanisms such as sliding. These mechanisms associated 

with the nanoscale can significantly reduce the possibility of stress and strain 

concentration, avoiding nucleation and fast development of material fatigue.  

2.2.2 Nanotwinned materials 

The ability of an interface to transmit plastic deformation also plays an 

important role in maintaining a material’s ductility [135-140]. When 
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dislocation moves towards an interface, it suffers from a repulsive force 

beyond a critical distance (few nanometers). Once it interacts with the 

interface, the interface may emit into the adjoining crystal interior full 

dislocations, partial dislocations or deformation twins. It is also possible for 

the interaction between interface and dislocation to result in emission of 

dislocation either back to the grain of the incident slip system or along the 

interface. This can only happen at a considerable local stress level. If the 

spacing between interfaces is at nanoscale, this stress level can be attained 

rather easily. In molecular dynamics simulations, the transmission of a 

dislocation across interfaces is frequently observed [137, 138]. It has been 

concluded that the transmission process and stress depend on incoming slip 

systems, and incoming dislocation characteristics include screws, edges, or a 

mix of the two [137-139]. Interfaces always provide very high energy barriers 

for dislocation transmission. Mostly, the interaction between interface and 

dislocation only leaves an immobile dislocation on the interface plane but no 

dislocations in the adjoining crystal. The formation of immobile interfacial 

dislocation is a major cause of reduced deformability. 

However, coherent twin boundary (CTB) in FCC materials is a special 

case. The interaction between CTB and dislocations mostly results both in 

dislocations in neighboring crystals and in mobile partial dislocations on CTB 

which only cause CTB migration but not strain accumulation on the CTB itself. 

Lu Ke et al. obtained nanotwinned copper foil by electronic deposition [18, 

49, 50]. The major microstructural character of nanotwinned copper is that it 

contains CTBs with spacing at nanoscale in ultrafine grains. Nanotwinned 

copper is able simultaneously to exhibit high strength, high conductivity and 

considerable ductility [18]. Experiments [50, 141] and simulations [86, 142] 
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have revealed that a maximum strength in nanotwinned materials can be 

achieved via varying twin boundary spacing and grain size. With a fixed grain 

size d, the optimal twin spacing for achieving high strength is proportional to 

d0.5. Via massive MD simulations, X.Y. Li et al. show that there exists a 

transition in the deformation mechanism, occurring at a critical twin spacing 

[86]. At this critical twin spacing, the classical Hall-Petch type of 

strengthening due to dislocation pile-ups and cutting through twin planes 

switches to a dislocation-nucleation-controlled softening mechanism with 

twin boundary migration resulting from nucleation and motion of partial 

dislocations parallel to the twin planes. Fig. 2.6. illustrates that when twin 

spacing is 1.25nm, the plastic deformation is dominated by partial dislocations 

gliding on the twin boundary, whereas when twin spacing is 6.25nm, the 

controlling plastic deformation is dislocation cutting through the twin 

boundary. X.Y. Li et al have also proposed an analytical model based on 

nucleation theory to explain the softening effect [86]. The model is illustrated 

by Eq. 2.4 in which d is grain size, λ is twin spacing, U is the activation 

energy, S is a factor representing local stress concentration and geometry, V is 

the activation volume, kB and T are the Boltzmann constant and temperature, 

D
 is the Debye frequency and 



  is the applied strain rate. It is noted that Eq. 

2.4 actually illustrates a reverse Hall-Petch relationship with varying twin 

spacing. By combining Eq. 2.4 and the Hall-Petch relationship with twin 

spacing as variable, optimal twin spacing can be deduced for each given grain 

size.  
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Figure 2.6. Simulated deformation patterns in nanotwinned copper with grain size of 20nm 

at 10% strain (scale bars, 5nm.). Samples with twin spacing of 1.25nm (a) and 6.25nm (b). 

Reprinted from Ref [86]. 
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2.2.3 Metallic nanolaminates 

Metallic nanolaminates are two dimensional nanoscale laminated 

structures. The mechanical properties of this family of materials depend on 

thickness of layer and structure and properties of the interface (whether 

homophase or interphase) [135, 138]. Whether to allow the dislocation to 

transmit across the interface and whether such transmission leaves 

accumulative strain at the interface plays an important role in the design of 

material toughening for the metal [137, 138, 143-145]. In heterogeneous 

metallic laminates, dislocation pile-ups can be formed against the interface 

during deformation when the thickness of a single metallic layer is at 

mesoscale. The formation of dislocation pile-ups will hinder further plastic 

deformation around the interface, resulting in very high strength but low 

ductility of heterogeneous metallic laminates. This picture is similar to that of 

dislocation behaviors confined within large grains. But when the thickness of 
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a single metallic layer decreases to a few tens of nanometers, plastic 

deformation of metallic nanolaminates will be carried by single dislocation 

motions confined within each phase. When the thickness further decreases to 

a few nanometers, dislocations are able to transit the interphase interface at 

considerable stress. 

Four types of interphase interfaces based on geometric factors have been 

distinguished by Wang et al [135]. Type I are ones which are compact planes 

for both crystals. Type II are ones which are only a compact plane for one 

crystal, although there are several compact directions present in the interface. 

Type I and Type II interface all have periodic unit cells within the interface. 

Type III are ones which are compact planes for neither crystal and which do 

not  contain compact directions on the interface, but which still have unit 

cells. Type IV are ones in which no geometric factors, including the compact 

planes, directions and unit cells of the interface, match. By employing 

atomistic simulations, they found out that the critical resolved shear stress for 

nucleation of a dislocation loop at the interface is inversely related to the 

interface shear resistance. When the dislocations are hindered at the interface, 

the dislocation transmission depends on dislocation climb along the interface, 

dissociation and recombination of interface defects, and nucleation and 

emission of a dislocation in the adjoining layer. A summation of their 

simulations is listed in Table 2.1. It should be noted that events related to 

dislocation transmission are thermally activated and thus depend on both 

temperature and local shear stress. 

Typical examples of heterogeneous interfaces contain interfaces in Cu/Nb 

[146-150] and Al/Nb [151] nanolaminates, which have been successfully 

manufactured by the accumulative rolling band (ARB) method recently [152]. 
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Following a specific preparation process, Al/Nb nanolaminates can contain 

Type I interfaces with Kurdjumov-Sachs orientation (KS) relations [146]. 

Dislocations are found to accumulate in the interfaces rather than within the 

layer. The transmission of dislocation can be achieved via dislocation climb, 

which depends on the diffusivity and density of vacancies within the interface. 

This observation agrees well with the fact that an interface is able to annihilate 

dislocations by the climb mechanism at room temperature [138, 140, 153]. 

Especially under shock loading, interfaces with KS relation in Cu/Nb 

nanolaminates allow direct transmission of dislocations [153-155].  

Table 2.1. Correlation of interface structures and properties with interface types. Reprinted 

from Ref [135]. 

 

2.2.4 Bulk metallic glass and metallic glass nano composites 

Bulk metallic glass (Bulk Metallic Glass, BMG) is a new functional and 

structural material which has attracted great interest from the materials science 

and engineering community over the last decade [156-159]. BMG is usually 

prepared by rapid cooling of alloy melts [158-161] and usually exhibits very 

high yield strength (GPa level) [162-165]. However, because of catastrophic 

development and merge process of the shear band after yielding, BMG can 

only very rarely have tensile ductility [163]. The structure of BMG is as 
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disordered as ordinary glass, but has considerable medium-range-order (MRO) 

[166-168]. Recent atomistic simulations and experiments indicate that there 

are icosahedron close package structures (ICO) with fivefold symmetry within 

BMG, resulting in the appearance of MRO [168, 169]. The presence and 

fraction of ICO may account for the mechanical properties of BMG [170]. Ma 

et al found that BMG with higher ICO fraction has greater strength [168]. By 

adjusting the chemical composition of BMG, Poisson ratio, modulus and 

strength can be tuned. However, it is still very challenging to introduce tensile 

ductility to BMG by structural design. 

The major plastic deformation mechanism of BMG is the formation and 

propagation of shear bands. Akin to the manipulation of dislocation within 

metals, the manipulation of shear bands via structural design may be able to 

introduce ductility to BMG and BMG based composites [163]. The formation 

of shear band has historically been interpreted according to the free volume 

model proposed by Spaepen [171, 172] and by shear transformation zones 

(STZ), which were first proposed by Argon [173]. Recently, the STZ model 

has been greatly developed due to MD simulations and is able to predict the 

strength of BMG [174-178]. In an elastic deformation region, deformation of 

BMG is homogeneously distributed, but with the consideration of thermal 

fluctuation and microstructure heterogeneity, STZs with shear strain 

concentration and activation of only a few tens of atoms nucleate within BMG 

[179]. With further loading, STZs grow into a mature shear band, resulting in 

a transition from homogeneous deformation to heterogeneous deformation. 

The rapid propagation of mature shear bands results in the failure of BMG. 

Even though the atomic structural details still remain unknown, STZ can still 

be considered as an elementary plastic deformation carrier, similar to the role 
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of dislocation in crystal metals. The toughening of BMG can be achieved via 

controlling the nucleation and distribution of STZs, and suppressing the 

formation of shear bands [177, 180-185].  

In particular, Ogata and Ju Li et al developed an aged-rejuvenation-glue-

liquid (ARGL) model [175, 186] of shear bands in BMGs based on atomistic 

simulation results to predict the critical condition that corresponds to 

embryonic shear band (ESB) propagation. This model is illustrated in Fig. 2.7. 

To propagate an ESB, the far-field shear stress must exceed the quasi-steady-

state glue traction of τglue of shear-alienated glass, represented in Zone III of 

Fig. 2.7, until the glass transition temperature is approached internally due to 

frictional heating, at which the ESB can mature as a runaway shear crack. Thus 

a critical incubation length linc is necessary for the propagation of an ESB, e.g. 

about 100 nm for Zr-based BMGs. If the sample size is below linc, mature shear 

bands cannot be formed in BMGs.  

By employing the idea of the ARGL model, materialists should be able to 

suppress the formation and propagation of shear bands in BMGs by limiting 

STZs to a small volume. An example is the metallic glass nanowire: when its 

diameter is below linc, it exhibits good tensile ductility because no shear band 

can be formed during deformation before the STZ escapes from the free 

surface [180, 187, 188]. Another example is BMG with a very large fraction 

of crystal dendrites in which deformation of BMG is limited to a small volume 

confined by the interface between crystal and glass [184, 189-193]. Qiao et al 

[189, 193] proposed a multi-yielding mechanism for such materials to explain 

why they can exhibit considerable ductility. In the context of designing tough 

BMG composites, interfaces in these materials behave as a high barrier to limit 

the propagation of ESB. Thus these materials can deform via multiple ESB 
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nucleation and other plastic events of crystal components. 

 

Figure 2.7. (a) Aged-rejuvenation-glue-liquid (ARGL) model of shear band in BMGs. The 

shading represents temperature. (b) GSF energy of a glass as a function of a sharp 

displacement discontinuity. The solid curve illustrates the behavior without any recovery 

process. The dashed curve shows that, as time increases, recovery occurs and the energy 

traps get deeper. (c) Shear traction of glass as a function of local sliding speed, evaluated at 

a fixed observation time. Reprinted from Ref [175]. 

The plastic deformation map for BMG-based composites may involve 

more than consideration of shear bands. The interface between glass or 

amorphous constituents and crystal constituents should be emphasized. Wang 

et al [194] found that amorphous/crystalline nanolaminates exhibit ideal 
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plasticity after yielding. In this context, amorphous structure can be thought 

of as identical to glass structure. The amorphous/crystal interface (ACI) is able 

to transmit the plastic deformation carried by dislocation in the crystal layer 

to the STZs in the amorphous layer [194]. Fig. 2.8 shows TEM observation 

and supporting MD simulation evidence for this mechanism. The 

transformation from dislocation to STZ is not like the dislocation transmission 

at the interface between crystals. Since STZ is directionless, the former 

requires rather low activation energy, leaves no accumulative strain on ACI, 

and, most importantly, occurs continually. However, more details of the ACI’s 

role in plastic deformation are not clear. For example, the ACI has finite width 

and interfacial dislocation, and definitely affects the atomic structure of 

amorphous constituents [195]. How the change of atomic structure near the 

ACI and interfacial dislocation affect plastic deformation remains unknown.  

 

Figure 2.8. Deformation microstructures. (A-D)  Sequential TEM images of  the 5 nm/35 

nm Cu≈3Zr/Cu nanolaminates at tensile strain of 0%(A), 2%(B), 7%(C), and 10%(D). TEM 

images show that ACIs may have become dislocation, partial dislocation and deformation 

twin nucleation sites. (Scale bars: A-D, 20 nm; E, 50nm). Dislocation-trigger-STZ 

mechanism at ACI is shown in (F), obtained by MD simulations. Reprinted from Ref [194].   
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2.2.5 Ideas from biological structural materials 

In the context of materials design, nature usually provides very good 

examples [196-198]. Skeletons, teeth, shells etc. are made of soft organic 

substances and hard inorganic crystal minerals. Most surprisingly, these 

structural biomaterials of great toughness usually have perfect hierarchical 

structures [197-202]. The six-level hierarchical structure of nacre is shown in 

Fig. 2.9 [201]. A “brick & mortar” structure is revealed in Fig. 2.9(f). The 

“brick” refers to polygonal tablets made of aragonite crystals with a thickness 

of approximately 500 nm. The “mortar” refers to organic material located 

inside and between these tablets. At smaller scale, the tablets consist of the 

assembly of nanograins with an average size of about 32 nm and are delimited 

by a fine three-dimensional network of organic material (as shown in Fig. 

2.9(g)). At larger than micrometer scale, the tablets are assembled and linked 

by soft organic polymers. In bone, which also has “brick & mortar” structure 

[199, 203], the mineral crystals (hydroxyapatite) are confirmed to have 

nanoscale size; furthermore, the thickness is typically on the order of 1 nm and 

the length approximately 60~100 nm.  
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Figure 2.9. Hierarchical organization in nacre showing at least six structural levels. 

Reprinted from Ref [201]. 

These structural biomaterials with “brick & mortar” structure usually have 

an optimum combination of mechanical properties. For example, the tensile 

strength of compact bone along the longitudinal direction is higher than that 

of either hydroxyapatite (100 MPa) or collagen (~50 MPa), demonstrating the 

synergistic effect of successful composites [199, 203-206]. At the same time, 

the tensile strength along the longitudinal direction is three times higher than 

it is in the circumferential direction. The fracture toughness of bone is also 

higher than any of its components [206]. Another wonderful case is the 

exoskeleton of the American lobster [207]. A light optical micrograph of a 

cross section through the thickness of the exoskeleton is shown in Fig. 2.10. It 

should be noted that lobster exoskeleton has Bouligand hierarchical structure, 

made of chitin and protein. The two layers, exocutile and endocuticle, have 

different stacking density. The outer layer, the exocutile, has a very compact 
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twisted plywood-like structure and high stiffness, in the range of 8.5-9.5 GPa. 

The endocuticle shows a much coarser twisted plywood-like structure and a 

low stiffness of 3-4.5 GPa. Within the exocutile, a gradual increase in stacking 

density, from 100 micrometers depth to 300 micrometers depth, has been 

identified, resulting in the same trend of an increase in stiffness. Across the 

interface between exocutile and endocuticle, both abruptly change, resulting 

in a drop in stiffness. This gradient structure of the skeleton provides great 

resistance to occasional impacts from the environment of lobsters.  

 

Figure 2.10. Light optical micrograph of a cross section through the thickness of the 

skeleton of the American lobster. Reprinted from Ref [207]. 

Some key findings in structural biomaterials in the last decade include the 

identification of the principal deformation mechanisms [197, 206, 208-212]. 

Some of these mechanisms are related to interfaces. Gupta H. S. et al used 

synchrotron X-ray scattering to measure deformation distribution in bone at 

micrometer scale [208, 210]. The tensile strain of bone comes from two 

contributions: tensile stretching of the mineralized collagen fibrils, and a 
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predominantly shear deformation of the interfibrillar matrix. It should be noted 

that the mineralized collagen fibrils are made up by mineral tablets at 

nanoscale, and proteins. The interfibrillar matrix is also mineralized and 

contains a small fraction of minerals. After the yielding, the strain of 

mineralized fibrils is not relaxed. A possible mechanism is proposed by Gupta 

et al that the stick/slip interfibrillar matrix flow past the mineralized fibrils can 

transmit a constant flow shear stress between fibrils [208], maintaining a 

constant strain in the fibrils when local shear stress exceeds the critical 

interfacial shear strength between fibril and matrix. At smaller scale in the 

mineralized fibrils, the interface between mineral crystal and organic material 

may have nano-asperities which can create frictional resistance to interfacial 

sliding, contributing to toughening. Gao et al. found that the fracture strength 

of mineral tablets may exceed ideal Griffith strength if the size of tablet is at 

nanoscale and the fracture strength of structural biomaterials mostly depends 

on the interfacial strength [197]. The identification of interface-mediated 

deformation mechanisms in hierarchical biomaterials may provide fruitful 

insights for designing materials.  

Most importantly, biomaterials are natural products of the evolution of life 

since its beginning on our planet. Meyers [205] has presented seven key 

features of biomaterials: 1. self-assembly, 2. multi-functionality, 3. hierarchy, 

4. hydration, 5. mild synthesis conditions, 6. evolution and environmental 

constraints, and 7. self-healing. A synthesis of materials with these features 

has been a long-term goal for the materials research community for centuries. 

The study of biomaterials has provided at least two lessons for us: 1. it may be 

possible to synthesize structural materials by mimicking natural DNA 

assembly processes or using organic macromolecular as template in future 
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[213-218]; and 2. the structure and deformation mechanisms of biomaterials 

have greatly inspired scientists even though such studies are still at the 

beginning [198, 207, 219, 220].   

 2.3 Summary and problems 

In conclusion, several typical structural nanomaterials and their relative 

interfacial plasticity are reviewed in this chapter. It can be concluded that an 

interface strengthens nanomaterials via hindering propagation of dislocation 

and nucleating dislocation. The first is an expansion of the traditional Hall-

Petch relationship. The second follows in the realm of both thermodynamics 

and mechanics. A large fraction of interfacial atoms transforms plasticity from 

slip-dominated to nucleation-dominated. These examples also show that 

interfacial plasticity is not only able to strengthen nanomaterials but also helps 

maintain considerable ductility. Key reasons for the considerable ductility of 

nanomaterials of high strength include the ability of interfaces to allow the 

transmission of plasticity and the avoidance of deformation concentration. 

Investigation of interfacial plasticity by atomistic simulations will help 

evaluate the ability of interfaces to strengthen nanomaterials without great loss 

of ductility.  

Physically, plasticity events in materials are collective motions of groups 

of atoms and make elementary contribution to overall deformation. The 

microstructure evolution of such events is along the minimum energy path 

(MEP) on the potential energy surfaces (PES). The fingerprint of plastic events 

and the activation volume and energy of such events are associated with local 

atomic structure and relative PES. In conventional metallic materials, the most 

popular plastic events are dislocation climb, dislocation slip, and deformation 

twinning, all being associated with pre-existing defects and requiring large 
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activation volume (~1000 atomic volume). Investigation of such events is 

beyond the capability of atomistic simulations. But in nanomaterials, plastic 

events are always associated with collective motion of only tens of atoms, 

requiring small activation volume (~ several atomic volume). In this chapter 

we have reviewed several typical interfacial plastic deformation mechanisms, 

including interface sliding and dislocation nucleation. However, theoretical 

connections among atomic structure of interface, interfacial plasticity and 

relative mechanical properties have not been established.  

Several challenges will be encountered in discussing interfacial plasticity. 

The first is that it is quite hard to describe interface atomic structure three-

dimensionally – this has not been reviewed in this chapter but can be found 

elsewhere. There is extensive evidence showing that interfacial plasticity in 

nanomaterials strongly depends on atomic structure. The second is that current 

atomistic simulations are not able to predict mechanical response of interface 

under experimental conditions. Even though some progress has been made in 

modeling plasticity under low strain rates, this is still far from simulating real 

structure under real conditions. The third is that even though interfacial 

plasticity in nanomaterials is always associated with group activation of rather 

few atoms, the complexity of PES (several hundred freedoms) still makes 

direct modeling from atomistic simulation results and further comparison with 

experimental results quite challenging. Thus the investigation of interfacial 

plasticity still remains quite preliminary, and there is still plenty of room for 

the investigation of interfacial plasticity in nanomaterials.  
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Chapter 3: A brief introduction of molecular 

dynamics 

Introduction 

Molecular Dynamics (MD) is a typical atomistic simulation approach 

whose major purpose is to integrate Newton’s motion for a set of atoms in a 

given system[1, 2]. MD is easy to implement and efficient for simulating 

massive systems (>1010 atoms)[3] with long-range interactions. In the context 

of statistics physics, MD is able to simulate thermodynamic ensembles, 

including canonical, micro canonical and grand canonical. The evolution of 

microstates of the given system allows MD to explore the whole system’s 

potential energy surface (PES), providing insight into both equilibrium and 

non-equilibrium behavior of models. An advantage of MD simulation is that 

it’s able to provide atomic resolution visualization of complex physical 

phenomena that are not accessible experimentally to date. With an appropriate 

potential function for describing atomic interactions, reliable physical 

quantities can be directly averaged from MD simulation results, allowing for 

comparison between experiments and simulations, and also guiding theory. 

Most importantly, MD provides boundless space for modeling systems which 

do not exist in nature, thereby assisting deep understanding of materials 

behavior and engineering.    

This chapter will give an introduction of several of the essentials of MD 

simulation, including an introduction to atomic potential, MD implementation 

and evaluation of physical quantities. At the end of this chapter, an 

introduction to the construction of atomic configuration of typical nanoscale 

systems will be given.  
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3.1. Principles of Molecular Dynamics 

3.1.1 Assumptions 

Basically, classical MD simulations provide a highly simplified approach 

to cope with many body problem. Several assumptions, listed in the following, 

must be made in this approach [2, 4-6]. 

1. Classical MD simulations should follow Born-Oppenheimer 

approximation[7] in which motions of nucleus and electrons are 

isolated, implying a significant reduction of many body problem to 

many electrons problem. This approximation is widely valid in 

computer simulations, almost none of which can exactly obtain each 

electron’s current motion within a given system. Born-Oppenheimer 

approximation not only allows MD simulations to treat the motion of 

atoms as the motion of their nuclei, averaging electronic motion as 

atomic interaction, but also limits MD simulation to low temperature 

regimes (<~104K).  

2. With the implementation of Born-Oppenheimer approximation, MD 

simulation treats atoms as rigid bodies without detailed structure. The 

information on spatial distribution of electrons is contained in a 

potential function, ψ. Atoms are simplified as rigid spheres 

interacting with each other via this potential function. Motion of rigid 

spheres in MD simulation follows Newton’s Law, with force 

evaluated from ψ. Coordinates and momentums of each sphere, {ri, 

pi}, constitutes a complete phase space which is explored by MD 

simulations. 

3. Atomic interaction has a cutoff, beyond which the interaction is 

negligible. With this assumption, the computational consumption of 
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MD simulation is significantly reduced and high efficient 

parallelization of it becomes possible.  

4. Atomic interactions in MD simulations must follow the linear 

superposition hypothesis, meaning that the potential energy from the 

interaction between i and j, ψij is additive. This assumption allows the 

force exerted on atom i to be calculated as 



N

j
iji

F
1

  in which N 

is the number of neighboring atoms. 

5. Generally speaking, MD simulation is an implementation of 

importance sampling, generating a time sequence of microstates of 

all atoms, {ri, pi}, in phase space. In equilibrium simulation, each 

microstate is considered as a representative of equilibrium ensemble. 

For non-equilibrium simulation, simulation volume can be divided 

into small volumes each of which is also considered as an equilibrium 

microstate. The equilibrium ensemble assumption allows direct 

calculation of thermodynamic observables from the microstates of 

atoms.  

3.1.2 Equations in molecular dynamics 

In MD simulations, time sequences of microstates are obtained via direct 

integration of Newton’s second equation, 
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 . However, efficient 

exploration in phase space under a certain thermodynamic ensemble always 

requires other forms of Newton’s law.  
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The first of these forms is the Lagrangian equation, shown in Eq. 3.1, in 
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which Ψ, L and n are potential function, Lagrangian and atom number of the 

given system, respectively. Integration of the Lagrangian equation provides 

advantages for solving atom velocity and position with external loading 

conditions such as boundary condition, constraints and exerted force. In 

practice, the solution of initial value problems for some specific system with 

external constraints and boundary conditions is achieved in Lagrangian form.  
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                      Eq. 3.2 

The second practical form of Newton’s second law in MD simulation is 

the Hamiltonian canonical equation, as shown in Eq. 3.2. The Hamiltonian 

equation for a given system contains two terms, for kinetic energy and 

potential energy, respectively. Eq. 3.2 is suitable for determininging the 

dynamic evolution of a conservative system. It’s convenient to add a friction 

term to the Hamiltonian equation from interaction with an external 

thermodynamic reservoir, allowing energy exchange to achieve different 

ensembles. 

MD simulation is actually determinative. With given initial condition, 

potential function and motion equation, the dynamic evolution of the system 

is actually deterministic and predictive. The general procedure of MD 

simulation is as follows [6]: 

1. Read the input of MD simulation, which includes atoms' positions, 

atom types, boundary conditions and potentials that describe atomic 

interactions. 

2. Calculate forces exerted on each atom. 
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3. Solution of motion equation. 

4. Calculate thermodynamic observables such as temperature, pressure.  

 

Figure 3.1. Simple description of Molecular Dynamics Simulation algorithm 

 From Fig. 3.1, it can be readily accepted that the key to MD simulation is 

the calculation of force and integration of the motion equation. It’s found in 

practice that the force calculation is mostly computational. Without the third 

assumption, explained in section 3.1.1, it’s necessary to make n(n-1) 

calculations to evaluate forces exerted on n atoms, implying computation 

complexity scales with n2, which is not acceptable for massive atomistic 

simulations. With this assumption, evaluation of force exerted on an atom only 

requires the potential energy from interaction with its neighboring atoms 

within the cutoff. A neighbor-list algorithm is always employed to do the 

neighbor search. Its basic idea is to divide the three-dimensional simulation 

box into NNN small boxes. Each box stores information about several atoms. 

Searching an atom’s neighbors only requires iteration concerning atoms within 

the local box and its neighboring box. Thus, the computational complexity is 
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reduced to scale with nlog(n), which is practical and convenient for 

parallelization. A systematic numerical error is generated due to the cutoff 

assumption, since real atomic interaction is long range.  A potential function 

with a bad tail approaching the cutoff (which is not smooth enough) will not 

be suitable for equilibrium MD simulation. 

 The solution of the motion equation is the core task of MD simulation. A 

simple algorithm is that of the finite difference method, which involves 

integrating a derivative equation by dividing time into discrete small intervals. 

If the interval is small enough, it’s assumed that the force exerted on an atom 

remains invariant during the interval. For metallic systems, one femtosecond 

time interval is small enough. A successful algorithm should meet the 

following requirements [4, 6]: 

1. Low computational consumption, low usage of memory. 

2. Allows long time interval without significant systematic error. 

3. The algorithm should be temporally reversible, since MD simulation is 

essentially deterministic.  

4. It should be easily programmed.  

In MD simulation, two simple integration algorithms are always utilized, 

the Verlet algorithm [8, 9] and the Predictor-corrector algorithm developed by 

Gear [10]. Here, we give a brief introduction to the Verlet algorithm. The 

mathematical basis of the Verlet algorithm is Taylor expansion of atomic 

displacements. Assuming the time interval is Δt, atom displacements at t-Δt 

and t+Δt are given by Eq. 3.3. Thus the atom displacement is explicitly 

expressed as Eq. 3.4; in contrast, atom velocity is implicitly expressed as Eq. 

3.5. 
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Eq 3.4 and Eq. 3.5 are differential equations of the Verlet algorithm. They 

are the differential accuracy of displacement and the velocity scale with Δt2 

and Δt4, respectively. Advantages of Verlet algorithm include simple and direct 

implementation, low computational consumption and appropriate memory 

cost. The original Verlet differential equations Eq. 3.4 and 3.5 have several 

intrinsic disadvantages. First, they cannot be automatically activated at t=0 

since new displacement calculation must require current and last time step 

displacement, according to Eq. 3.4. The second is that the accuracy of velocity 

is not high enough. To overcome these shortcomings, improved Verlet 

algorithms are presented (Leap-frog[6] and Velocity-Verlet[11]). Differential 

equations for Velocity-Verlet are shown in Eq. 3.6 in which only current 

displacement, velocity and acceleration are used, without loss of accuracy. 
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                 Eq. 3.6 

A model in MD simulation should contain initial atomic coordinates, 

velocity and boundary conditions. Then the dynamic evolution of all atoms is 

obtained by integrating with the motion equation. Atom coordinates can be 

either set by mimicking realistic condensed matter or by artificially designing 

material structure. The initial velocity should be set to reflect certain physical 
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requirements. A specific situation is the setup for temperature, setting initial 

velocity to follow the Maxwell-Boltzmann distribution. The boundary 

conditions of the simulation box can be set to be either periodic or free. For 

free boundary conditions, the simulation box suffers from free surface effect 

due to small sample size [5]. For periodic boundary conditions (PBC), the free 

surface effect is eliminated and the sample interacts with its own image across 

the boundary. PBC is widely used in atomistic simulation of condensed matter, 

allowing for simulating the behavior of infinite samples. However, PBC has 

an intrinsic disadvantage. If the sample size is small and contains defects, the 

interaction between defects and their images becomes significant during 

simulation. Sometimes these strong interactions induce confusion, especially 

when simulating dislocation behaviors of metallic systems [12]. If the sample 

size is large enough, the image effect is negligible.    

Trade-off between sample size and simulation time must be made in MD 

simulation. The upper time limit for sample size in MD simulation is 

determined by the capability of the computation platform. For the simulations 

in this dissertation, when the sample size is increased, more computational 

time is needed to attain a certain strain level at an expected strain rate. 

Otherwise, one can increase the strain rate to achieve that certain strain level, 

but then the applied strain rate must be very large. This trade-off between 

sample size and strain rate is illustrated schematically in Fig. 3.2. Here the 

time domain is inversely related to the strain rate. So the upper time limit can 

be increased with decreasing strain rate and vice versa. If lower strain rates are 

desired, it is necessary to decrease the size of the atomic model because of the 

time needed to run the simulation. 



Chapter 3: A brief introduction of molecular dynamics  

78 

 

 

Figure 3.2. Trade-off between sample size and strain rate in MD simulation 

3.1.3 Temperature and pressure control 

 For equilibrium simulation, it’s necessary that several thermodynamic 

observables should be maintained invariant during simulation, such as energy, 

temperature, volume and pressure. Thus it’s necessary that the Hamiltonian 

commutation of the invariant observables should be adjusted during 

simulation. For example, in MD simulation with constant pressure, the volume 

should be adjusted. Current MD simulation can achieve a wide range of 

thermodynamic ensembles, including NVE (micro canonical ensemble), NVT 

(canonical ensemble), NPH (constant enthalpy and pressure ensemble), NPT 

(constant pressure and temperature ensemble) and μVT (grand canonical 

ensemble). It’s clear that temperature and pressure control play key roles in 

equilibrium MD simulation.                   
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 In the context of statistical physics, the temperature of an equilibrium 

system is directly correlated with particles’ kinetic energy, as shown in Eq. 3.7 

in which d is the dimensionality of system, Ek is kinetic energy, T is 

temperature and kB is the Boltzmann constant. Thus in MD simulation the 

control of temperature can be directly achieved via adjusting particles’ 

velocities. Another approach to control temperature is achieved via 

conceptually contacting the simulation system to a thermodynamic isothermal 

bath. Constant system temperature is a natural result of integration of the 

motion equation with terms from interaction with the isothermal bath. Several 

typical isothermal bath is briefly described as following.  

1. Berendsen isothermal bath [13] 

The coupling between a system and a Berendsen bath is simply described 

as scaling particle velocity by a factor which is determined by the difference 

between system temperature and bath temperature. The scaling factor λ is 

given in Eq. 3.8 in which τ is the damping parameter controlling the fluctuation 

of the system’s temperature. 
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2. Andersen isothermal bath [14] 

The coupling between system and an Andersen bath is described by 

adjusting the velocities of particles, which undergo random collision, to 

Maxwell-Boltzmann distribution, with an expected temperature. Coupling 

strength is determined by collision frequency. Energy exchange between the 

Andersen bath and the simulation system is also achieved via random collision. 

The random collisions make the trajectory in phase space become a Markov 



Chapter 3: A brief introduction of molecular dynamics  

80 

 

process, implying that an Anderson bath can indeed generate an equilibrium 

temperature in simulation.  

3. Nose-Hoover isothermal bath [15] 

Contacting the system with a Nose-Hoover isothermal bath is achieved 

via introducing an extra freedom s in the motion equation. The extra freedom 

s describes the coupling as friction. The extended motion equation is as shown 

in Eq. 3.9, which was developed by Hoover. 
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                      Eq.3.9 

In Eq. 3.9, ζ is the friction factor, Q is the corresponding mass of extra 

freedom s. Q reflects the “thermodynamic inertia” of the Nose-Hoover 

isothermal bath. Thus the energy exchange rate between Nose-Hoover bath 

and simulation system decreases with increasing Q. Decreasing Q can reduce 

the time required to make the system achieve the expected temperature, but 

small Q will also decrease the friction effect to induce large fluctuations of the 

system’s temperature.  

4. Langevin isothermal bath [16] 

The Langevin isothermal bath is based on Langevin dynamics. By 

contacting the Langevin isothermal bath, particles within the system suffer 

from two extra forces, despite atomic interaction: the dissipative force and 

thermal noise. The equilibrium between dissipation and thermal noise induces 

a constant system temperature.  
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MD simulation controls pressure via adjusting volume. Like temperature, 

constant pressure can also be achieved via contacting the system to an isobaric 

bath. The coupling effect between system and isobaric bath induces rescale of 

system volume. Several typical isobaric bathes are briefly described below. 

1. Berendsen isobaric bath [13]               

The coupling between system and Berendsen isobaric bath is simply 

described as scaling system volume by a factor which is determined by the 

difference between system pressure P and bath pressure P0. The scaling factor 

λ is given in Eq. 3.10 in which τP is the damping parameter, which controls the 

fluctuation of system’s pressure; and κ is the adiabatic compression parameter. 

The new atomic configuration is obtained by rescaling atomic positions by a 

factor of λ1/3. This approach allows the system to change scale separately along 

three individual dimensions to simulate uniaxial deformation. However, the 

Berendsen bath is not able to simulate shear deformation. 
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2. Andersen isobaric bath [14] 

The coupling between Andersen isobaric bath and simulated system is 

treated by employing system volume as an extra freedom degree. The volume 

freedom is equal to a piston with mass of Q, kinetic energy of Q(dV/dt)2/2, and 

potential energy of PV. Thus the new Hamiltonian is expressed as Eq. 3.11 in 

which P is expected pressure, V is volume, H0 is original Hamiltonian, as 

shown in Eq. 3.2. The motion equation of the system in contact with the 

Anderson isobaric bath then can be readily evaluated by substituting Eq. 3.11 

for Eq. 3.2. This approach can only be utilized for simulation of hydropressure 

loading, and the simulation box must be cubic during deformation. 
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3. Parrinello-Rahman approach [17-19] 

To achieve shear deformation in MD simulation, Parrinello and Rahman 

proposed a new approach which changes the shape as well as the size of the 

box during simulation. Unlike in the Anderson approach, six extra freedom 

degrees are employed in the Parrinello-Rahman approach (PR approach) to 

represent both shape and volume of simulation box, making simulation of 

shear deformation possible. 
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The PR approach employs a volume matrix h to represent the shape and 

volume of the simulation box. The expression of h is shown in Eq. 3. 12 in 

which vectors a, b and c are along three edges of the simulation box. The 

volume of the box is V=det(h), and the real coordinates of atom i are ri=hsi in 

which si is the scaled coordinates utilized in calculation. By defining G=hTh 

as scale tensor, the distance between atom i and j is expressed by Eq. 3.13, 

which can be used to evaluate potential energy and atomic force. Now for 

arbitrary stress loading, a new Lagrangian of the system should contain terms 

for extra freedoms for ‘potential energy’ and ‘kinetic energy’, which are the 

third and fourth terms on the right side of Eq. 3.14, in which Q is the box 

“mass” relating to extra freedoms, P is applied stress. It should be noted that 

all terms in Eq. 3.14 are further expressed in h and s. The derivative equations 

that determine evolution of h and s can be obtained from Eq. 3.14. It must be 
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emphasized that the parameter Q controls the coupling strength between 

isobaric bath and system. Q should be carefully chosen. It should be small 

enough to make sure the system can undergo enough oscillations before it 

arrives at thermodynamic equilibrium. It should also be large enough to make 

sure the response is realistic. Due to the PR approach’s advantage in 

controlling pressure, it is widely utilized in MD simulations. 
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             Eq. 3.14 

3.1.4 Analysis and visualization of molecular dynamics simulation results 

The elementary results of classical MD simulations are coordinates and 

velocities of atoms in the system. Atom potential energy can directly be 

obtained by substituting atomic coordinates for potential function. Analysis of 

big data obtained by MD simulation yields two types of results, 

thermodynamic observables and local structure. Because of the assumption 

that a microstate in equilibrium MD simulation can represent an ensemble, 

thermodynamic observables can be averaged over all atoms. These 

observables include energy, pressure, temperature and so on, all evaluated 

from coordinates, velocities and potential energy. Another major goal of MD 

simulation is to obtain the microstructural evolution of a given system, which 

first requires description of microstructure. Most structure analysis methods 

in MD simulation obtain local atomic structure as evaluated, mostly, from 

coordinates. Complete three-dimensional structure description, which may use 

atomic structure as input, remains quite simple. It is quite encouraging that 

both thermodynamic observables and structure obtained in MD simulation can 

be directly compared with experimental results. In some areas, MD 

simulations show identical atomic structure as observed by transmission 
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electron microscopy (TEM). In the following, a brief introduction to the 

evaluation of typical thermodynamic observables (temperature, energy, 

pressure) and several typical structure analysis methods is given.  

Temperature is quite easy to obtain, following Eq. 3.7. The total energy 

of a system includes the kinetic energy and potential energy of all atoms. It 

should be noted that this total energy is internal energy in thermodynamics. 

Enthalpy of the system can be obtained by adding PV to total energy. Another 

notation must be made: MD simulations cannot include entropy of the system 

because evaluation of entropy requires many sources relating to both atomic 

structure and chemical composition.  
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The pressure within the system is computed by the formula shown in Eq. 

3.15 in which V is the system volume, Fi is the force, and d is the 

dimensionality of the system [20-22]. The second term on the right side of Eq. 

3.15 is the virial. A symmetric pressure tensor can be similarly computed with 

Eq. 3.15, using components of kinetic energy and virial as shown in Eq. 3.16. 

Another approach to obtaining pressure tensor is by averaging the atomic 

stress tensor over a given volume. The atomic stress tensor Sαβ is computed 

following formula Eq. 3.17 in which the first term is from kinetic energy, the 

second term is from pairwise potential energy, and three-body, four-body… 

potential energy terms are ignored. It should be noted that the potential energy 
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term is only from contributions of atoms within the potential function cutoff 

point. For arbitrary volume V, both pressure tensor and stress tensor can be 

calculated following Eq. 3.18. Averaging the atomic stress tensor is suitable 

for local stress analysis. It should be noted that if V is very small, containing 

only a few atoms, the stress calculation may not be reliable because it is quite 

hard to accurately obtain the volume of these atoms. From thermodynamics, 

the fluctuation of pressure and temperature is proportional to the square root 

of 1/N. This also implies that computation of pressure and temperature is not 

reliable if the atom number N is small. Thus, massive MD simulation 

sometimes is necessary if we want to compare thermodynamics directly with 

experimental measurements. 

 

Figure 3.3. Top perspective view of copper nanowire. Crystal atoms are deleted, defect 

atoms are colored by (a) atomic potential energy and (b) atomic stress component Szz. 

One reason why MD simulation is so attractive in the research community 

is that it allows us direct visualization of the microstructure evolution of a 

given system, allowing three-dimensional description of materials’ atomic 

structures. In contrast, current experimental technique can hardly do such 

things. A simple visualization approach is that of coloring atoms according to 
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their atomic properties, such as stress and energy. Fig. 3.3 shows a perspective 

view of a copper nanowire from the top. Crystal atoms are deleted (having 

been identified by the Ackland method), so that only surface atoms and defect 

atoms within the nanowire are shown. Atoms are colored according to 

potential energy and atomic stress in Fig. 3.3(a) and Fig. 3.3(b), respectively. 

It is clear that on the nanowire’s surface, the distribution of atomic potential 

energy has a pattern. 

 

Figure 3.4. Atomic structure of amorphous/crystal nanolaminate, atoms  colored according 

to Von Mises atomic shear strain. Top and bottom layers are amorphous, the rest are crystal. 

Further structure visualizations of MD results can be based on 

mathematical operations on atomic coordinates, velocities, energies and other 

atomic properties at different simulation times. For example, atomic shear 

strain analyses[23] based on atom coordinates are always utilized to visualize 

atom deformation distribution. This method requires a current state and a 

reference state. Displacements between atom i and its neighbor j at the 

reference state and the current state are represented by d0
ij and dij, respectively, 
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which are related to each other by a deformation matrix Ji. For each atom i, Ji 

can be computed following a minimization procedure, as shown in Eq. 3. 19. 

Then atomic Lagrangian deformation matrix ηi is computed from Ji as Eq.3.20. 

ηi stores the deformation information of atoms. A good parameter for 

measuring the magnitude of plastic deformation, the Von Mises atomic shear 

strain, ηmises , is evaluated from components ηi, following formula Eq. 3.21. 

Fig. 3.4 shows Von Mises atomic shear strain map of amorphous/crystal 

nanolaminate during shear deformation. It’s quite clear that shear localization 

occurs at amorphous/crystal interface. 
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3.1.5 Structure analysis methods 

The description of atomic structure plays an important role in MD 

simulation. It can provide knowledge of how materials’ microstructures 

respond to external loading. For example, structure analysis can produce a 

direct picture of grain boundary structure and nucleation, as well as the 

propagation of dislocations. The core task of structure analysis is to group 

atoms according to different structure types, e.g., body center cubic (BCC), 

face center cubic (FCC), hexagonal close packing (HCP) and icosahedron (IC). 

In this section, we will, in sequence, introduce three typical atom structure 

analysis methods - the coordination number method (CN), common neighbor 

analysis (CNA) [24] and the Ackland method [25]. 
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The CN method is quite simple and has wide application. It uses the 

coordination number, which is the number of neighboring atoms within 

bonding distance, to group atoms. For example, the CN of an atom in BCC is 

eight, while the CN of an atom in FCC and HCP structures is twelve. It’s clear 

that the CN method cannot tell FCC from HCP. It should be noted that the CN 

of an IC, which is not a lattice structure, is also twelve, so that the CN method 

cannot effectively distinguish a lattice atom from a defect atom. Fig. 3. 5(a) is 

an example of CN analysis, showing the coordination number distribution 

pattern on a copper nanowire’s surface. 

The CNA method[24], also known as pair analysis, groups atoms by their 

bonding conditions with their neighbors. The bonding between atom and one 

of its nearest neighbors is described by three integers {i, j, k}. The first integer 

is the number of common neighbors of the two atoms forming the bonding. 

The second integer is the number of pair bondings among these common 

neighbors. Bonding exists only if the distance between two atoms is smaller 

than a given bond length. Generally speaking, bond length is constant when 

strain is not great, but adaptive bond length must be employed when strain is 

great. The third integer is the number of continuous bonding chains among 

these common neighbors. If an atom has twelve nearest neighbors and twelve 

bonds, it may be an FCC, an HCP or an IC atom. By employing the CNA 

method, these twelve bonds can be grouped. If all bonds are {4, 2, 1}, the atom 

is FCC. If the number of {4, 2, 1} bonds equals to that of {4, 2, 2} bonds, the 

atom is FCC. If there are {5, 5, 5} bonds, the atom is IC. In general, the CNA 

method is able to group atoms into BCC, FCC, HCP, IC and UNKNOWN. Fig. 

3. 5(b) shows atomic structure of copper nanowire without FCC atoms. 

Stacking of fault atoms (HCP atomic planes) can be clearly seen within the 
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nanowire.  

The CN and CNA methods both have the same disadvantage – they are 

not able to identify highly distorted lattices which may be generated during 

large deformation under high temperature. To assign local crystal structure 

more efficiently and accurately, Ackland proposed a new method[25], which 

uses the angular distribution function of bonds as input. For atom i, eight 

numbers χk are computed to reflect the distribution of cos(θijk) in which θijk 

represents the angle between two bonds ij and ik. Each χk is the total count 

number for that cos(θijk) that falls into a predefined range. In the simplest 

situation, χ0 =7, 6, 3 represents BCC, FCC and HCP, respectively. For a 

distorted lattice, combinations of several χk are defined to indicate different 

lattice structures. For example, 0.61(|χ0 +χ1 -6|+χ2)/6 and (|χ0 -3|+|χ0 +χ1 +χ2 

+χ3 -9|)/12 are used as indicators of FCC and HCP structures, respectively. 

The Ackland method shows significant advantage over CN and the CNA 

method, as it can identify highly distorted lattices. It’s faster and more reliable 

than previous atomic structure analysis methods. Fig. 3. 5(c) shows the atomic 

structure of copper nanowire, with FCC atoms deleted.  

 

Figure 3.5. Top perspective view of copper nanowire. Crystal atoms are deleted, defect 

atoms are colored according to (a) coordination number, (b) common neighbor analysis and 

(c) Ackland method. 
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3.2. Potential functions 

 It can be clearly deduced from the discussion above that it is the accuracy 

of potential function that determines whether an MD simulation is successful 

or not. Potential functions reflect the intrinsic physics of interatomic 

interactions in condensed matter systems. With classical MD simulation, 

potential functions are approximations that are highly simplified 

representations of real interatomic interactions. Most potential functions’ 

mathematical forms strongly depend on the distribution of electrons among 

nuclei. Dynamics and band structures of electrons are normally ignored. 

Basically, potential functions are static and only vary with atomic coordinates. 

The effects of particle velocity and quantum effects are not taken into account 

in classical MD simulations. However, potential functions are still able to 

describe numerous systems due to the universal applicability of Born-

Oppenheimer approximations for low temperature regions (<~104K). Indeed, 

it’s necessary to test some physical properties to determine the applicability of 

a potential function for considering problems. For example, to study a 

mechanical problem requires direct comparison between simulated and 

experimentally measured elastic modulus and defect energy. There are some 

properties which must be tested before a potential is utilized, including 

cohesion energy, heat capacity, expansion coefficient and diffusivity. Thus the 

reliability of potential functions can be partially determined in advance from 

the differences between experiments and MD simulations for obtaining these 

quantities. In this section, we will introduce two commonly used potentials, 

pairwise potentials and potentials obtained by the embedded atom method 

(EAM). 
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3.2.1 Pairwise potential functions 

Pairwise potentials [4] are simplest in form, as only two atoms form an 

interatomic bond. Normally a pairwise potential function has two terms. The 

first term in a pairwise potential reflects the increasing repulsive force between 

two atoms as the separation between them decreases. The second term reflects 

the decreasing attractive force between two atoms as the separation between 

them increases. The Lennard-Jones (LJ) potential, the Mores potential and the 

Born-Mayer potential are widely used in MD simulations. 
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A popular form of LJ potential is shown in Eq. 3.22 in which ε0 is cohesion 

energy, 21/6σ0 is the distance at which attractive force equals repulsive force. 

An illustration of LJ potential and its derivative is that in Fig. 3.6, which shows 

rapidly decreasing magnitude of interatomic force with increasing distance. A 

form of the Morse potential function is Eq. 3.23 in which r0 is equilibrium 

interatomic separation, D and β are fitting parameters. Curves showing Eq. 

3.23 and its derivative form should have the same morphologies as that in Fig. 

3.6. It’s quite clear that the Morse potential is a bit more computational than 

the LJ potential. 

It has been confirmed that pairwise potentials are suitable for simulation 

of inert gases and simple metals even though they have very few fitting 

parameters. However, for the simulation of metallic materials, the yielding of 

Cauchy relation, c12=c44, is unavoidable. Because of the anisotropic 
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mechanical properties of most single crystal metals, pairwise potential 

functions don’t work for simulating mechanical problems.  

 

Figure 3.6. An illustration of the Lennard-Jones potential and related force 

3.2.2 EAM potential functions 

The coexistence of metallic bonding and covalent bonding components in 

transitional metallic systems has finally been described in recent decades. 

According to density function theory (DFT), interatomic force depends on 

local electronic density, which is determined by the surrounding environment 

of nucleuses.  
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From this knowledge, a number of homogeneous many-body potential 

functions have been developed, including the Second moment model by Cyrot 

and Lackmann [26], the effective medium theory by Norskove and Lang [27], 

EAM by Daw and Baskes [28], the glue model by Ercolessi [29], the Finnis-

Sinclair model [30] and so on. Total internal energy in these many-body 

potentials can all be expressed as Eq. 3.25 in which the first term represents 

“embedded energy” induced by embedding an atom in an electron cloud with 
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density ρi, the second term is the pairwise energy part.  

Daw and Baskes [28] made three assumptions in evaluating the 

mathematical form of the first term in Eq. 3.25. The first is that “embedded 

energy” is a function of local electron density and its derivatives. The second 

is that electron density induced by a single atom in solids has spherical 

symmetry. The third is that local electron density is a linear combination of 

that induced by all atoms within a cutoff point. Functions, F(ρ) and ρ(r), are 

fitted from lattice constant, elastic modulus, vacancy energy, heat capacity and 

so on. EAM potential is suitable for MD simulations in problems such as those 

of amorphous structure, interfacial plasticity, and dislocation core structure 

and so on in metals.   

EAM potential has its disadvantages. For example, significant deviation 

from the real physical picture can be induced by the simple spherical electron 

density assumption. Thus it cannot deal with directional atom bonding. EAM 

potential cannot describe systems with covalent bonding, nor semiconductors. 

Several improvements have been made on the primitive EAM model. Readers 

can refer to a review paper by Daw and Baskes for more details [31]. 

3.3 Construction of polycrystalline nanomaterial models  

In this dissertation, four nanoscale systems are constructed, including 

nanocrystalline copper, nanotwinned single crystal copper, amorphous/crystal 

nanolaminates and amorphous coated nanowire. This section will only discuss 

how to model the atomic structure of polycrystalline nanomaterials; 

construction of the others can be found in the following chapters. 

Cluster compaction, quenching from melts and the Voronoi method have 

all been employed to obtain stable atomic configurations of nanocrystalline 

metals [32]. However, for systems with millions of atoms, cluster compaction 



Chapter 3: A brief introduction of molecular dynamics  

94 

 

and quenching from metals consume too much computational time, being 

hardly possible with current computational capability. In our work, the 

Voronoi method was adopted to generate the initial unstable energetic atomic 

structure of nanocrystalline metal [33]. Four construction steps are described.  

(1) As shown in Fig. 3.7, a cubic block is used to represent a piece of 

nanocrystal, subdivided into NNN small cubic blocks of size L2. Then 

smaller cubic blocks of size L1 are placed in the center of each block, of size 

L2 (L1 <L2). The L1 blocks are chosen to be the nucleus distribution areas of 

the crystal seeds corresponding to the L2 blocks.  

(2) Within each L1 block, a randomly positioned point is selected as the 

site of a crystal nucleation seed (as point "O" in Fig. 3.1). For each randomly 

placed point, a polyhedral is created, within which a nanosized grain is placed. 

These polyhedrals are composed of the equally-divided perpendicular planes 

of the lines joining each point and its 26 nearest-neighboring points. The 

random distribution of the nucleus results in irregular and randomly-shaped 

polyhedrals, i.e. the shapes of the grains. 

(3) Starting from the center point of each polyhedron where the nucleus 

of this grain is supposed to be, atoms with crystalline periodicity are filled into 

the polyhedron until the distance between the atom and the edge plane of a 

polyhedron is smaller than kR0 (k is a positive constant, R0 is the smallest 

distance between atoms in lattice). The orientation of each grain is also 

randomly selected by setting its rotation axis and angle at a random number. 

In this work, [001], [010] and [100] are randomly chosen as rotation axes. 

Atoms are supposed to be hard spheres in MD simulations. The nearest 

distance between two atoms in two neighboring polyhedrons is set to be less 

than the diameter of an atom.  
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(4) For the bulk simulated, a three-dimensional periodic boundary 

condition is adopted, which makes the block effectively infinite and eliminates 

the influence of the boundary on the simulation results.  

With the Voronoi method proposed above, an unrelaxed nanocrystalline 

metal model with high internal energy and stress can be constructed. The 

average grain size is decided by L2. The ratio between L1 and L2 controls the 

random characteristics of the size and the shape of grains. Another controllable 

variable in this method, kr0, is defined as the boundary displacement variable, 

which determines the magnitude of the allowed maximum displacement 

normal at the edges of polyhedra atoms in the boundary area. The variables, 

including L1/L2 and kr0, should be carefully selected for analyzing the different 

structures. In this work, L1/L2 and k are fixed to be 0.7 and 1.0 respectively 

for the reason that internal stress after relaxation should be as small as possible.  

 

Figure 3.7. Schematic view of a block to construct the nanocrystalline metal. The 

polyhedron represents a grain with point "O" as the nucleation site. Reprinted from Ref[33]. 
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Chapter 4: Deformation twins induced by multi-

mode deformation in nanocrystalline copper 

4.1 Introduction 

Continuous efforts have been made for centuries to improve 

simultaneously both the strength and the ductility of structural materials made 

from metals and alloys. It is widely accepted that the generation of defects and 

the interaction among them, control materials' the mechanical properties of 

materials. Such defects include atomic vacancies and interstitials, dislocations, 

grain and interface boundaries, stack faults, solute atoms etc. Recently, 

nanoscale twin boundaries (TBs) have attracted interests following Lu’s work 

[1, 2] on pulsed electro-deposited nanotwinned copper. Copper with nanotwin 

boundaries (twin spacing less than 100nm) and ultrafine grain size 

(submicrometer), showed a significantly higher strength with good ductility 

[2-5] than its ultrafine counterpart. The deformation mechanism of 

nanocrystalline (NC) metals with preformed nanotwins has been investigated 

by molecular dynamic (MD) simulations [6-8]. These simulations showed that 

the impediment to dislocation slip by TBs results in an enhancement of 

strength, while the accommodation of dislocation slip along TBs provides 

considerable ductility. 

As nanotwins provide materials with a combination of high strength and 

considerable ductility, scientists are seeking for alternative methods of 

producing nanotwinned ultrafine and NC metals other than electro-deposition 

because the later can only produce thin films. Severe plastic deformation (SPD) 

at high strain rate and very low temperatures has been recently investigated 

and shown to be able to produce bulk materials with nanoscale twins [9, 10]. 
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A classic model [11] suggests that low temperature, high strain rate, and low 

stacking fault energy (SFE) help the nucleation of deformation twins (DTs) 

during plastic deformation and could explain the experimental results. This 

model also gives an inverse relationship between DT nucleation stress and 

grain size, which suggests that DT nucleation stress is very high when the 

grain size is less than 100nm. For FCC metals with medium and high SFE, it 

has generally been believed that the nucleation of DTs is impossible when the 

grain size is smaller than 1 μm. However, through the development of NC 

metals synthesis technology in recent years, the formation of DTs has been 

found to be a possible plastic deformation mechanism in NC metals after a 

MD prediction of DT nucleation in NC aluminum [12] with very high SFE. 

Recently, nanotwinning was observed in the NC structure of copper treated by 

surface mechanical attrition treatment (SMAT) [13]. A key feature of SMAT 

is that the surface of a material is mechanically deformed under high-speed 

impacts from random directions. 

MD simulation has been widely used in investigating deformation 

mechanisms in NC metals. In a MD simulation, whether the deformation 

mechanism is dominated by a partial/full dislocation travelling through grains 

or by the generation of DT, may be understood on the basis of generalized 

planar fault energy curve (GPFE) [14]. For aluminum, with a very high SFE 

but a low ratio of unstable twin fault (UTF) energy barrier to SFE, formation 

of DTs is always observed in MD simulations. However for copper, with a 

much lower SFE and a much higher ratio of UTF energy barrier to SFE, 

formation of DTs was not expected and rarely observed in MD simulations. 

Several models [15-17] have been established to predict the critical stress for 

DT formation in NC FCC metals and to explain the competing relationship 
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between dislocation slip and deformation twinning. Only by carefully 

designing the orientation of grains in a NC copper sample, can a high enough 

shear stress along the slip direction overcome the unstable barrier for DT 

nucleation [18]. In our work, a multi-mode deformation model is used in a MD 

simulation to generate DTs in copper with an average grain size of about 10nm. 

Our results show that shearing an appropriately pre-deformed NC sample 

could generate abundant nanotwins. 

4.2 Model 

A 3D NC copper sample was created by a modified Voronoi construction 

method developed by Chen [19]. Details of this method can be found in 

Section 3.3 in this dissertation. The sample contains eight grains in a 

20nm×20nm×20nm cube filled with 690,000 atoms. The average grain size is 

10nm and the orientations of all grains are randomly determined with no 

texture. In order to eliminate high internal stress and the energy of sample, an 

initial non-equilibrium sample was relaxed thermally to a minimum energy 

state with nearly no internal stress. LAMMPS was chosen as the simulation 

tool. The interaction between copper atoms was described by Mishin’s 

embedded atom potential [20] which gives a SFE of 45mJ/m2. Periodic 

boundary conditions were applied along all directions and the time step is set 

to 1fs during the whole simulation. Before applying multi-mode deformation, 

uniaxial compression simulations were carried out along x, y and z directions. 

From these compression tests, the highest Von Mises stress in all directions 

occurred at a strain of ε=4.28%, which may be considered as the elastic limit 

of our sample. Then the sample was compressed uniaxially at the same strain 

rate 109/s along x, y and z directions respectively and for each direction three 

different compression strains (ε =2.5, 4.28 and 5.0%) were reached. Finally, a 

shearing deformation of ε =30% was applied to the compressed sample along 
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a direction orthogonal to the compression direction for 50ps. All deformations 

in our simulation were conducted under NVE instead of NVT ensembles and 

a temperature increase was observed. The microstructure of NC copper was 

analyzed by the common neighbor analysis method [21], which can 

distinguish FCC, HCP and BCC. Two adjacent HCP planes in an FCC crystal 

represent a partial dislocation loop confining a stacking fault while one single 

HCP plane represents a twin boundary. The initial atomic structure is shown 

in Fig. 4.1 in which grey balls represent atoms with FCC structure and black 

balls represent atoms with non-FCC structure such as at grain boundaries (GB).    

 

Figure 4.1. Cross-sectional view of atomic structure after thermal relaxation. Grey balls are 

atoms in an FCC structure and black balls are atoms in a non-FCC structure such as atoms in 

GBs. 
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Figure 4.2. Von Mises stress versus strain curve during deformation: (a) shearing after 

elastic compression up to 2.5% of strain; (b) shearing after a pre-compression up to the 

elastic limit of 4.28%; (c) shearing after plastic compression up to 5% of strain (plastic 

deformation occurred). Diamond symbols indicate the start of shearing mode.  

4.3 Results and Discussion 

All simulations started from a uniaxial compression mode, followed by a 

shear mode. The von Mises stress of the sample was monitored during multi-

mode deformation. The maximum value of von Mises stress at 4.28% 

compressive strain suggests the start of yielding and nucleation of dislocations. 

This critical value is generally considered as the yield strength because there 

is no dislocation formed before this point. Von Mises stresses as a function of 

strains are illustrated in Fig. 4.2, in which small diamond symbols indicate the 

end of the compression mode and the beginning of the shear mode. Multi-

strain here is defined as the sum of the initial compression strain and the final 

shear strain. Shear strain is applied along a direction perpendicular to the 

direction of compression. Fig. 4. 2 clearly shows that the von Mises stress 

maintained at very high level for a while if shear deformation begins at the 

elastic limit; see curve (b). If the shear mode starts after yielding (curve (c)), 

the von Mises stress can still keep at high level for a short while.  For curve 

(a) in which the shear mode starts after elastic compression, the von Mises 
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stress reached a lower level after yielding as compared to other two cases. The 

areas under each curve represent strain energy density in the sample.  It is 

clear that curve (b) indicates the highest strain energy stored inside the sample, 

followed by curve (c).  

Fig. 4.3 provides a cross-section view of microstructures of the deformed 

samples.  The sample in Fig. 4.3(a) was elastically compressed before 

shearing and the corresponding von Mises stress is shown as curve (a) in Fig. 

4.2. Only partial dislocations were observable in this deformed sample and no 

DTs were found in any grains. This simulation was repeated in different 

directions and no DTs were formed under such multi-mode deformations. 

Partial dislocations were emitted from, and annihilated at, GB. GB sliding was 

also observed as one of the deformation mechanisms, which is similar to the 

observations in simple tension simulation reported previously [22].  

Fig. 4.3(b) illustrates that abundant DTs were generated in a sample that 

was uniaxially compressed to the elastic limit and then sheared. The von Mises 

stress for this case is given as curve (b) in Fig. 4.2. Dense DTs with a width of 

one or two atomic layers were found in all grains. The same phenomenon was 

also found in all other samples with the same multi-mode deformation, but 

along different directions. The higher quantity of DTs compared to that of 

partials suggests that their formation was the primary deformation mechanism 

in this multi-mode deformation. Since the samples were prepared randomly 

with no texture and since simulations along different directions showed similar 

results, the reason for DT nucleation in Fig. 4.3(b) should not be the Schmid 

factor of grains. As a test, pure compression and pure shear along different 

directions were also simulated on the same sample and no formation of DTs 

was observed in each simulation as predicted by the GPFE model. Based on 

the behavior of von Mises stress in Fig. 4.2, one might suggest that the high 
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elastic distortion energy and high level of von Mises stress can help to 

overcome the barrier of nucleation of DTs as described in the GPFE model.  

Fig. 4.3(c) shows a part of the cross-section of a deformed sample that 

was uniaxially compressed to a yielding state followed by shearing. The 

corresponding von Mises stress is shown as curve (c) in Fig. 4.2. This figure 

indicates that some twin lamellae, as marked, were formed in the sample. Only 

three twin lamellae in total were found in two different grains by a detailed 

examination. In this case, the sample was deformed by partial dislocation 

movement, GB sliding and DT generation. However, DTs were not observed 

in a sample deformed along a different direction under the same multi-mode, 

indicating that DT formation may not be a primary deformation mechanism in 

this situation. It is quite clear that the different levels of the strain energy 

density immediately after the yielding point induced by different multi-mode 

deformations lead to different deformation mechanisms. When the strain 

energy density is lower, such as in case (a) in Fig. 4.2 and 4.3, the primary 

deformation mechanism is partial dislocation generation and GB sliding. For 

an intermediate level of strain energy density, such as case (c) in Fig. 4.2 and 

4.3, a few DTs may be generated together with partial dislocations and GB 

sliding. For case (a) and (c), flow stress quickly relaxed after the yielding point 

because the deformation mode did not change at this moment. If the strain 

energy density can be maintained at a high level for a while, by changing the 

deformation mode at the yielding point, such as in case (b) in Fig. 4.2 and 4.3, 

massive amount of DTs can be generated in NC copper.  
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Figure 4.3. Cross-sectional views of atomic structures after multi-mode deformation. While 

balls represent HCP atoms, grey balls represent FCC atoms: (a) shearing after elastic 

compression up to 2.5% of strain; (b) shearing after a compression up to the elastic limit of 

4.28%; c. shearing after plastic compression up to 5% of strain. 

Our simulation results agree well with HRTEM images of SMAT-treated 

copper [13]. They show that a high density of DTs was formed in the NC 

copper after ball impacts along random directions. The strain fields generated 

in our MD simulations are similar to that generated under SMAT, according 

to a finite-element study. During SMAT, a surface element may experience 

both compression strain and shear strain, often not at the same time. Given 

enough time for deformation during SMAT, conditions may be satisfied for 

DT generation.  

There is a question about the ensemble used in our MD simulation. 

Thermal equilibrium is always maintained for the NVT ensemble, which 

induces heat exchange with the environment and keeps system temperature 

constant. However, for a short time duration in the dynamic process such as 

SMAT, the strain rate is high (~104/s), and heat transfer to the environment is 

relatively small. The temperature of the samples under SMAT can rise by over 

100K in FEM simulation and in experiments. Our MD simulation was 

conducted at 0K for the NVE ensemble and the sample temperature increased 
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by about 120K. Our simulations indicate that compression up to the elastic 

limit followed by a large shear could be the reason for DT generation in NC 

copper under SMAT. 

DTs are usually nucleated in NC FCC metal via a mechanism different 

from that proposed for their coarse-grain counterparts. Coherent twin pairs as 

marked in Fig. 4.3(b) are observed frequently in HRTEM observations [13] 

and our simulations. Several mechanisms have been proposed for twin 

lamellae nucleation, including the RAP mechanism [23], the dislocation 

rebound mechanism [24] and the self-partial multiplication mechanism [24, 

25]. In our simulations, DTs as twin lamellae, which are one or two atomic 

layers apart, are formed via partial emissions from GBs. Two different partial-

mediated mechanisms were observed in our simulation: one involves two 

partial dislocation slippings on adjacent close-packed planes and the other 

involves three non-neighboring partial slips.   

Fig. 4.4 clarifies the microstructure evolution of a grain in Fig. 4.3(c) and 

depicts a mechanism via three partial slips. The stacking sequence evolution 

is illustrated in Table 4.1. Firstly, a Shockley partial dislocation, marked as A 

in Fig. 4.4(a), on the glide plane (111) was emitted from a GB and then ended 

at the opposite GB leaving an extended partial dislocation ending on either 

side of the grain. The original plane sequence along the orthogonal direction 

of the glide plane (ABCABCAB) was changed to a faulted sequence of 

CABABCAB; see the column for the first slip in Table 4.1. As deformation 

continued, another Shockley partial, marked as partial C in Fig. 4(a) was 

emitted from the same grain boundary. Partial A and Partial C glided parallel 

to each other but separated by two (111) planes. Four neighboring faulted 

atomic layers were formed by partial A and C, see the column for the second 

slip in Table 4.1. The partial B was emitted from another GB, gliding on a 
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different slip plane and intersecting at the partial A. A full dislocation loop 

was formed from the junction between A and B. The full dislocation loop then 

split into two partial dislocations inside the faulted four HCP planes. These 

two partial slips, within the faulted four planes (one slip to the left and one slip 

to the right), transforms the faulted planes sequence from CABABABC to 

BCACBABAB; see the column for the third slip in Table 4.1. Finally, a twin 

lamella separated by two atomic layers was formed and extended across the 

whole grain as depicted in Fig. 4.4(d). 

Table 4.1. Illustration of plane sequence evolution for a three-slip mechanism. 

Original sequence First slip Second slip Third slip 

A C C B 

B A A C 

C B B A TB 

A A A C 

B B B B 

C C A A TB 

A A B B 

B B C C 

However, the 3-slip mechanism was observed only in deformed sample 

within the shear region after compression to the plastic region; it was not 

observed in the sample deformed to the elastic limit followed by shearing. For 

the latter case, a DT was formed by the glide of two partials with the same 

Burgers vector from the same GB on two adjacent (111) planes. This 
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mechanism needs only two partial slips and has been proposed in previous 

studies. Dislocation-TB interaction, which generates mobile or sessile 

dislocation either in the neighboring domains or at TBs, accounts for 

enhancement of the strength of nanotwinned materials without significant loss 

of ductility. 

 

Figure 4.4. Three-step mechanism of nucleation of a twin pair via partial emissions. Grey 

balls represent FCC atoms, white balls represent HCP atoms and black balls represent atoms 

with other structure. 

4. 4 Conclusion 

MD simulations have confirmed that appropriate multi-mode deformation 

can generate a high density of nanotwins in NC copper. Shearing after 

compression, to the elastic limit provides the best formation condition for DT 

nucleation. DTs were observed to nucleate through two different mechanisms: 

one needs two Shockley partial glide on neighboring (111) planes and the other 
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needs three slips. The whole process from DT nucleation to DT interaction 

with Shockley partials was observed in our simulation. 
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Chapter 5 : Tensile deformation properties of 

single crystal copper with nanotwins 

5.1 Introduction 

Ultrafine-grained copper with embedded nano scale twins (nt copper) has 

attracted strong attention due to its unusually high strength compared with its 

conventional coarse-grained counterpart, and its better ductility and electric 

conductivity compared with its nanocrystalline counterpart without nano 

twins [1, 2]. It is well accepted that the yield strength of conventional metals 

increases with decreasing grain size, which is known as the Hall-Petch effect. 

This scaling phenomenon can be interpreted as the result of the grain boundary 

(GB) blocking the dislocation motion. A potential approach to the production 

of metals and alloys with ultrahigh strength is to reduce the grain size to 

nanometer scale [3, 4]. However, nanocrystalline metals produced by plastic 

deformation usually have very low ductility compared with their coarse-

grained counterparts [4]. Research has shown that a high strength and high 

ductility can be achieved simultaneously by introducing twin boundaries to 

nanocrystalline copper [5, 6].  

It has been confirmed both experimentally [5-7] and theoretically [8-13] 

that twin boundaries, as a special type of grain boundary, provide obstacles to 

dislocation motion and therefore strengthen nt copper. Unlike conventional 

grain boundaries, where dislocation pile-ups form, twin boundaries can react 

with dislocations and allow them to move through under high stress [6, 7, 9, 

11, 12]. The interaction between dislocation and twin boundaries is classified 

by the energy barrier [11]. For a low driven force, the resultant sessile stair-
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rod dislocation lying on the twin boundary plane impedes further slips from 

dislocation. At a high driven force, stair-rod dislocation can further dissociate 

into partial dislocations, some of which can move away from the twin 

boundaries, resulting in considerable ductility in nt copper.  

The fact that the plastic deformation of nt copper involves both grain 

boundaries and twin boundaries suggests that the strength of nt copper relies 

on both grain size and twin spacing (d) that represents the average distance 

between two neighboring twin boundaries. Similar to conventional coarse-

grained copper, the strength of nt copper versus grain size follows the classical 

Hall-Petch relation down to a critical grain size (usually 15 nm), and then 

reverses (softens) when the grain size is smaller than the critical size [1, 2, 14, 

15]. This phenomenon has been explained by the transition of the plastic 

deformation mechanism from a dislocation-based mechanism to a grain 

boundary based mechanism in nanocrystalline metals [4, 16-19]. The strength 

of nt copper with a fixed grain size has been revealed to scale with twin 

spacing [1, 2, 8, 14, 15]. Beyond a critical twin spacing, the strength decreases 

with increasing twin spacing, whereas below the critical twin spacing, nt 

copper softens. Molecular dynamics (MD) simulation conducted by Gao’s 

group [8] revealed that at this critical twin spacing, the strengthening 

mechanism by which twin boundaries impede dislocation motion switches to 

a dislocation-nucleation-controlled softening mechanism, with twin boundary 

migration resulting from the nucleation and motion of partial dislocations 

parallel to the twin boundary planes. The critical twin spacing at which the 

strength of nt copper reaches its maximum depends on the average grain size 

[20, 21].  

What happens to a structure in which the average grain size is very large 
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but the twin boundary spacing is relatively small is still unknown. This 

situation can occur when twin boundaries are generated by rapid deformation 

under suitable conditions. In this study, MD simulations were conducted on a 

single crystal copper with preformed twin boundaries.  

The remainder of this chapter is organized as follows. The simulation 

method is described in section 5.2. Section 5.3 discusses the results of the 

simulations in detail. Section 5.4 provides some conclusions from the results. 

 

Table 5.1. Sample lengths (z) along the z direction, twin spacings (d), and number of atoms 

(N) 

Sample # 1 2 3 4 5 6 7 8 

z(nm) 49.99 45.81 46.65 47.03 38.72 48.26 65.01 58.33 

d (nm) 1.25 2.30 3.34 3.97 4.38 4.80 5.42 5.84 

N (103) 300 275 280 285 232.5 287.5 390 350 

Sample # 9 10 11 12 13 14 15 16 

z(nm) 39.0 51.61 42.47 63.77 42.06 84.32 126.27 168.2 

d (nm) 6.47 8.56 10.64 14.82 21.08 41.95 62.82 83.69 

N (103) 232.5 307.5 255 380 252.5 321.6 481.6 641.6 

5.2. Methodology 

Samples with only twin boundaries are constructed as follows. The x, y, 
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and z directions of the samples are along <110>, < 1̄ 12>, and <1 1̄ 1>, 

respectively, and z is the tensile loading direction. Three dimensional copper 

samples are generated by a periodically arranged <111> plane sequence along 

the z-direction. A standard (111) plane placed without any displacement along 

the y-direction is denoted as “A”, a shift along the y-direction of plane “A” by 

a distance 6/6a  (a is the lattice constant of copper) is denoted as “B”, and 

a plane with a displacement of 3/6a  along the y-direction is denoted as 

“C”. A perfect single crystal of copper has a plane stacking sequence 

of ...ABCABCABC... along the z-direction and a single crystal of copper with 

two twin boundaries has the sequence...ABCBACBACABC..., in which the 

bold underlined “C” represent the twin boundaries. A total of 16 samples with 

twin spacing ranging from 1.25 nm to 83.7 nm are constructed. The lengths 

along the x- and y-directions for samples #1~13 are 11.07 nm and 6.36 nm, 

respectively, and for samples #14~16 are reduced to 8.89 nm and 5.14 nm, 

respectively. The sample lengths along the z-direction, the twin spacing, and 

the number of atoms are listed in Table 5.1. The periodic condition is applied 

to all directions.  

The embedded atom model (EAM) potential [22] is applied to describe 

the atomic interactions in the copper. The samples are thermally relaxed first 

so that all of the stress components except for the shear component in the xy-

plane reach values very close to zero. The considerable shear component (τxy) 

suggests that the twin boundaries can induce pure shear back stress in the 

samples. The Large-scale Atomic/Molecular Massively Parallel Simulator 

(LAMMPS) developed by Sandia is used for the simulation [23]. The uniaxial 

tensile along the z-direction is simulated for 300 ps at a strain rate of 109/s by 

means of rescaling the box size every 0.4 ps and maintaining the temperature 
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of the system at 300 K. The microstructure of the samples is analyzed by the 

Ackland method [24]. This method can distinguish the FCC, HCP, BCC, and 

other relatively close-packed structures. Two typical defects in twinned single 

crystal copper are examined: stacking faults (two adjacent HCP planes in an 

FCC structure) and twin boundaries (a single HCP plane in an FCC structure). 

 

Figure 5.1. Cross-section of nano twinned single copper with a twin spacing of 10.65nm: the 

yellow dots represent the FCC atoms and the red dots represent the HCP atoms. 

5.3. Results and discussion 

5.3.1 Initial stage of plastic deformation  

In real experiments, dislocation can be generated from sample free 

surfaces or other defects such as incoherent grain boundaries and inclusions. 

In this simulation, the only pre-existing defect is the coherent twin boundary 

with periodic boundary condition in all three directions. Our simulations 

demonstrated that in this ideal situation, dislocations cannot nucleate at the 

coherent twin boundary. Dislocation loop were formed through point defect 

clustering. 

Fig. 5.1 shows a cross-sectional view of the relaxed structure of a 

nanotwinned sample with a twin spacing of 10.64 nm. The lines formed by the 

red dots in Fig. 5.1 are the twin boundaries on the yz-plane. The atoms on the 
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twin boundaries form an HCP-like structure. Perfect FCC crystals without 

defects are confined by the twin boundaries and have mirror symmetry with 

respect to the twin boundaries. Tensile forces are applied at a constant 

temperature of 300 K along the z-direction, which is perpendicular to the twin 

boundaries. In all of the simulations, the observed plasticity consists of 

dislocation nucleation and motion, the generation of deformation twins, and 

twin boundary migration as a result of dislocation interaction.  

To monitor the dislocation nucleation process, a detailed microstructure 

analysis is conducted every picosecond on the structural configuration around 

each atom. By removing the FCC structured atoms from the crystal, the 

evolution of all of the defective atoms (atoms that do not have an FCC 

structure symmetry) can be seen at each stage of the deformation.  

At an early stage, randomly distributed defective atoms appear in the bulk 

between the two twin boundaries for all of the samples with different twin 

spacings. Each defective atom induces local displacements of neighboring 

atoms along the <112> crystal direction. Such displacements from the 

equilibrium positions change the local structure from FCC- to HCP-like. Thus, 

in the following, we call these defective atoms HCP atoms.      

Assuming that the formation energy of such HCP atoms is Q, one can 

express the concentration (atomic fraction) of such defects using an Arrhenius-

like relation (see Eq. 5.1). Here, the energy barrier of the formation is reduced 

by the applied strain energy: 

)exp(
*

kT

VQ

N

n
c





                            Eq. 5.1 

where n is the number of HCP atoms and N is the total number of atoms,  is 
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a pre-exponential factor, V* is the activation volume of one defect, and  is the 

applied hydrostatic stress. We approximate the applied hydrostatic stress by 

the flow stress calculated from the simulations. Fig. 5.2 shows the von Mises 

stress as a function of strain from a typical MD simulation. The relationship 

between the von Mises stress and strain remains quite linear in the elastic 

regime up to a maximum value before a sudden drop. Also shown in this figure 

is the population of HCP defects as a function of the strain. We do not include 

these initial HCP atoms in the twin boundaries. The relationship given in Eq. 

5.1 is most suitable for the portion of the concentration curve from A to B. The 

flat region of the curve before point A is determined by 1/N (where N is the 

total atoms number). By fitting Eq. 5.1 to the line AB on the concentration 

curve, we can determine the constants , V*, and Q, respectively. 

The Arrhenius relation 5.1 is only good until a maximum strain of about 

7.4% (point B on the AB line in Fig. 5.2). During this period of deformation, 

there is no dislocation being created, as can be seen in Fig. 5.3(a) and (b). A 

detailed microstructure analysis at point B shows that HCP atom-pairs start to 

appear. A rapid increase in the concentration of the HCP atoms is observed 

from 7.4% to 7.8%, and at the end of this increase small HCP “plates” are 

formed inside single crystals between the twin boundaries as a result of the 

clustering of the HCP atoms (see Fig. 5.3(c)). These “plates” are stacking 

faults enclosed by partial dislocations, and are called dislocation loops. Once 

the dislocation loops are formed and grow, the von Mises stress quickly drops 

beyond a strain of 7.8%. The peak stress in Fig. 2 can be considered the ideal 

yield strength for pure single crystals of copper, which agrees well with ab 

initio prediction [25]. 
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Figure 5.2. Von Mises stress and HCP atom concentration as a function of strain in 

nanotwinned single crystal copper with a twin spacing of 21.08 nm. 

This observation suggests that perfect twin boundaries do not generate 

very high stress concentrations nearby due to their rather low excess energy 

compared with normal grain boundaries. Because we start the simulation with 

nearly perfect crystals, the dislocation loops can only be generated by a 

homogeneous nucleation process that involves point defect clustering, which 

is a much more difficult process than in real crystals, in which crystal defects 

are often present. It is observed in this work that dislocation loops are often 

created in close vicinity, such that they grow into intercepting loop clusters. 

Fig. 5.3(d) shows that multiple dislocation loops intercept each other during 

their growth.  
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Figure 5.3.  HCP defective atoms in nano twinned single crystal copper 

with a twin spacing of 21.08 nm at different strains: (a) 6.0%; (b) 7.6%; (c) 

7.8%; (d) 7.9%. 

5.3.2 Plastic deformation 

After the nucleation of the dislocation loops, the microstructure evolution 

involves the slip of partial dislocations (loop growth), interaction between 

dislocation loops, and interaction between loops and twin boundaries. To 

illustrate the slip systems in the nano twinned structure, Thompson 

tetrahedrons are shown in Fig. 5.4.  
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Fig. 5.4 shows a pair of Thompson tetrahedrons that correspond to the 

original FCC structure and twinned FCC structure, respectively. The four 

vertices of the upper tetrahedron are labeled A, B, C, and D. The middle points 

of the triangles are denoted α, β, γ, and δ, respectively. Symbols with the 

superscript T represent points on the twinned FCC structure. The ACB plane 

is the twin boundary. The upper and lower Thompson tetrahedrons ABCD and 

ATBTCTDT illustrate the slip systems of crystals on both sides of the twin 

boundaries. The four (111) slip planes in the upper tetrahedron are defined as 

BCD, CAD, ABD, and ACB. Similarly, in the lower tetrahedron ATBTCTDT, 

there are four slip planes that are the mirror planes of those in the upper 

tetrahedron, for example, BTCTDT is the mirror plane of BCD, and so on. 

Taking plane BCD as an example, three Shockley partials are denoted αB, αC, 

and αD, respectively. Two Shockley partials react to form a full dislocation by 

following reaction αB + Cα = CB, in which CB denotes a full dislocation. 

 

Figure 5.4.  FCC twin octahedron formed by two Thompson tetrahedrons. 
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In this work, twin boundaries are created parallel to the plane ABC in Fig. 

5.4, and the loading direction is perpendicular to this plane. The dislocation 

nucleation mechanism is examined by the ACLAND method [24]. Previous 

studies indicate that randomly generated HCP atom clusters create “seeds” of 

dislocation loops. For small twin spacings, one side of the loops reaches a twin 

boundary very soon, leaving behind half loops that enclose stacking faults. Fig. 

5.5 shows one Shockley partial dislocation loop (two half loops) confining a 

stacking fault area. The edge of the stacking fault is the curved partial 

dislocation line. A similar half loop-stacking fault configuration has also been 

found in nanocrystalline MD simulations [26], in which it is very hard to find 

a full partial dislocation loop inside a nano-sized grain. The difference in 

nanocrystalline copper compared with a nanotwin structure is that the partial 

dislocations are nucleated at the grain boundaries rather than inside the grains. 

When the twin spacing is large (or the grain size is large) the chance of creating 

a full partial dislocation loop or a leading partial followed by a trailing partial 

is increased.  

 

Figure 5.5. Stacking faults and Shockley partial dislocations in nano twinned single crystal 

copper. 
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Fig. 5.6 compares the dislocation configurations for different twin 

spacings. It can be seen that at small twin spacings (such as d = 5.42 nm), most 

partial dislocation loops run across the whole grain and stop at the two twin 

boundaries. Most of the partials connect with stacking faults. Deformation 

twins (a single atomic plane with an HCP configuration) are rare. In contrast, 

at large twin spacings (such as d = 84 nm), some partials have not yet reached 

the twin boundaries, and deformation twins are clearly visible.  

 

Figure 5.6. Cross-sectional views of the microstructure of nano twinned single crystal 

copper with different twin spacings (the three crystals are not at the same length scale). 

Green represents the FCC structure and brown represents the HCP structure. One atomic 

plane in brown represents the deformation twins and twin boundaries. 

The reaction between a partial dislocation and a twin boundary can be 

depicted by a Thompson tetrahedron, as shown in Fig. 5.4. For instance, a 90o 

partial dislocation Dγ (in our simulation, all of the partials are along the 

direction perpendicular to the intersection line between the glide plane and the 

twin boundary) in the upper tetrahedron glides on the slip plane DAB toward 

twin boundary ABC. When Dγ on plane DAB reaches ABC, the cross-slip of 

Dγ becomes possible and produces a partial slip on plane ABC, which induces 
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the migration of twin boundary ABC. In our simulation, it is quite frequent to 

observe steps on the twin boundaries and twin boundary migration. However, 

the transmission of a partial Dγ needs to overcome a higher energy barrier, 

because the process requires Dγ to be dissociated into a full dislocation DB 

and another partial dislocation Bγ according to  

 BDBD                        Eq. 5.2 

The energy barrier for Eq. 5.2 is proportional to 3b2, where b is the Burgs 

vector of a Shockley partial, which is rather high. Thus, the twin boundary 

effectively stops the movement of the dislocations, resulting in an ultra high 

flow strength of nano twinned copper. The second step of the transmission of 

a partial Dγ across twin boundary ABC is described by Eq. 5.3, the energy 

barrier of which is only a third that of Eq. 5.2.  

ADCDB TT                           Eq. 5.3 

 This reaction induces a partial dislocation Aδ on twin boundary ABC and 

a full dislocation CTDT in the lower tetrahedron in Fig. 5.4. The partial Aδ on 

the twin boundary also results in a one-atom layer migration of the twin 

boundary. The energy barrier for this reaction is proportional to b2 with the 

same parameters as in Eq. 5.2. When the new full dislocation starts to move 

in the bulk, it spontaneously dissociates into two Shockley partial dislocations 

on plane BTCTDT. The whole process of partial dislocation transmission 

through the twin boundary requires a high energy in proportion to 4b2.  

As shown in Fig. 5.6, new twin boundaries represented by a single HCP 

atom plane are observed in samples with d=10.6 nm and 84 nm. It is well 

known that deformation twinning and dislocation are competitive plastic 

deformation mechanisms in copper. MD simulations [27] have revealed that 
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deformation twinning via partials emitted from the grain boundary is not 

favored in nc copper. However, as discussed in section 5.3.1, the nucleation of 

the dislocation in our samples is different from that in nc copper. Rather than 

being emitted from the boundaries, dislocations are formed in the bulk of our 

samples right at the yielding point. The dislocations in the bulk do not glide 

on all of the parallel {111} planes. It is possible for dislocations to react with 

another dislocation on an inclined slip plane in the bulk. Thus, deformation 

twinning may be formed through a dislocation rebound mechanism. Fig. 5.7 

shows the formation of twin lamella through a dislocation rebound mechanism.  

 

Figure 5.7. Deformation twinning process in a sample with d=10.6nm. (a) Thompson 

tetrahedron; (b) a partial meets a stacking fault 'a'; (c) αD=αγ+γD ; (d) αγ=αD+Dγ. 

In Fig. 5.7(b), the Shockley partial αD glides toward stacking fault “a”. A 

reaction then takes place to generate a stair-rod dislocation and another 

Shockley partial γD: 
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DD                                   Eq. 5.4 

The energy barrier for this reaction is proportional to b2. After this reaction, 

γD glides on stacking fault “a”, inducing the formation of a twin lamella with 

a width of one atomic layer, as illustrated in Fig. 5.7(b). The stair-rod 

dislocation αγ can be further dissociated into two Shockley partials as in Eq. 

5.5: 

 DD                                 Eq. 5.5 

Here new “αD” pushes the old “αD” back, as indicated in Fig. 5.7(c) and 

(d). The required twinning stress for this reaction is obtained from energy 

balance during the slip of the twin partial Dγ: 

)ln(
)( a

d

bdv
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T

2

16
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0





                       Eq. 5.6 

in which G is the shear module, b is the Burgs vector for a Shockley partial of 

copper, d is the twin spacing, a is a lattice constant, and v is the Poisson’s ratio. 

Eq. 6 indicates that the twin stress decreases with increasing twin spacing d. 

The deformation twinning should prevail in the samples with a large twin 

spacing. The stacking fault area and twin boundary area per unit volume are 

counted in several samples with different twin spacings. A stacking fault 

consists of two HCP atomic layers, and each atom in a stacking fault has six 

neighboring HCP atoms. The twin boundaries consist of only one HCP atomic 

layer confined by FCC atoms, and each atom in a twin boundary has only three 

neighboring atoms with the HCP structure. Thus, the areas of the stacking fault 

and twin boundaries are obtained and time-averaged after yielding. Fig. 5.8 

shows that the area of the twin boundaries increases with increasing twin 

spacing. For d<5.42nm, the average new twin boundary area is zero, therefore, 
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those data points are not added in Fig. 5.8. In fact, when d<8nm, no stable 

deformation twin was observed. This observation agrees well with our earlier 

discussions.  

 

Figure 5.8. Stacking fault area and twin boundary area per unit volume versus twin spacing.

  

5.3.3 Strength 

Our earlier discussion shows that for a nearly perfect crystal with only 

twin boundaries, the apparent yield stress is very high due to the lack of defects 

for the nucleation of the dislocations.  

Fig. 5.9 describes the flow stress versus strain curves for eight of the 

samples. The strength of the copper is defined by the time-averaged von Mises 

stress after yielding. The relationship between the flow strength and twin 

spacing is illustrated in Fig. 5.10. The strength of nano twinned single crystal 

copper increases when the twin spacing decreases until the space is just a 

couple of nanometers. This curve can be well fitted to the Hall-Petch 

relationship: dkTs /0   where σs is the flow strength (GPa) and d is 

the twin spacing (nm). σ0 and kT are fitting constants with values of 1.84 GPa 
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and 3.016 GPa nm0.5, respectively. This relationship is different from that of 

other MD simulations [8, 17] and experiments [1, 2, 4] on polycrystalline 

copper, in which the flow strength decreased when the twin spacing was below 

a critical value. The apparent softening at small twin spacings can be attributed 

to the fact that dislocation movements along the twin boundaries became 

dominant, which resulted in de-twinning. This mechanism requires the 

presence of normal grain boundaries, which play the role of generating or 

absorbing dislocations. In our simulations, there is no normal grain boundary, 

and thus the softening is not observed. The strengthening is due to the 

interaction of inclined partial dislocations with the twin boundaries. This can 

be proved by the following simple discussion. 

 

Figure 5.9. Flow stress versus strain for eight samples. 

As shown in Fig. 5.11, a 90o partial dislocation with a Burgs vector of b 

is formed between two twin boundaries denoted as two straight vertical lines. 
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The distance from the dislocation to one twin boundary is x and to the other 

twin boundary is d-x. The forces that the twin boundaries impose on the partial 

can be estimated as the forces between this partial and two imaginary partials 

A and B that are at mirror positions about the two twin boundaries, denoted as 

FA and FB. The sum of the work done by FA and FB is zero during the 

movement for the partial. Thus, the averaged shear stress applied by the 

external load can be evaluated from the energy balance condition, that is, the 

work done by the shear stress is equal to the sum of the increases in the 

stacking fault energy and dislocation energy, plus the work done by the 

frictional force on the moving dislocation.  

 

Figure 5.10. Strength versus twin spacing: simulation, fitted, and model. 

The work done by the shear stress Wτ is: 

bxLW                          Eq. 5.7 

and the dislocation energy increase Δdislocation is  
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Here, we assume that the width of the stacking fault L equals the twin spacing 

d. The increase in the stacking fault energy is: 

xdSF                             Eq. 5.9 

where γ is the stacking fault energy, γ=45 mJ/m2 for copper. Thus, the energy 

balance condition requires: 

 fSFndislocatio WW                      Eq. 5.10 

Here, Wf is the work done by the frictional force on a moving dislocation, 

which is a constant value when the moving velocity of the dislocation is 

constant. The shear stress required for the movement of a partial dislocation 

in single crystal copper is obtained from Eq. 5.10: 

)
2

ln(
)1(2 a

d

d

Gb
ideal





                Eq. 5.11 

where τideal is the sum of the last two terms in Eq. 5.10 and can be considered 

as the averaged flow stress of a perfect copper with the same geometry, which 

is about 2.2 GPa in this simulation. Applying all of the material parameters to 

Eq. 5.11 and plotting it on Fig. 5.10 shows the good agreement between this 

model and the simulation data.  
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Figure 5.11. Dislocation model of a nano twinned single crystal. 

 

5.4. Conclusion 

MD simulations of uniaxial tensile loading along the <111> direction of nano 

twinned single crystal copper are presented.  

 Partial dislocations are nucleated from HCP defective atom clusters 

formed by tensile loading in an originally nearly defect-free crystal 

structure (in which only twin boundaries are present).  

 The morphology of the dislocations varies with the twin spacing: at small 

twin spacings (<10 nm), partial dislocations with stacking faults are the 

dominant defect, but when the twin spacing increases, secondary twin 

boundaries (deformation twins) start to form and the amount of 

deformation twins increases.  
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 The original twin boundary serves as an obstacle to dislocation movements 

on the glide planes tilted to the twin boundary, resulting in an enhanced 

flow strength.  

 No softening is observed in the nearly perfect crystal. The Hall-Petch like 

relationship is still valid down to very small twin spacings (~1 nm), which 

can be explained by a simple energy balance model.  
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Chapter 6: Plastic deformation due to interfacial 

sliding in amorphous/crystalline nanolaminates 

6.1. Introduction 

“The smaller, the stronger” is a well-accepted concept in the materials 

scientific community. Recent promising developments in the manipulation of 

metal structures at the nano scale offer diverse approaches for achieving 

ultrahigh-strength materials [1]. An interesting approach is to create interfaces 

with nano-scale spacing in metals [2, 3]. Such interfaces can limit dislocation 

motion to the nano scale volume, thus exerting ultrahigh resistance to 

dislocation slip and inducing ultra-high strength. Examples of such bulk 

metallic materials include nanocrystalline [1] and nanotwinned metals [2], 

metallic nanolaminates [4] and so forth. The mechanical properties, most 

importantly the ductility/brittleness, of such materials strongly depend not 

only on the size of their microstructural features, but also on the properties of 

their interfaces [5-9]. Molecular dynamics (MD) has revealed preliminary 

dislocation structures in the grain boundaries of nanocrystalline metals [1] and 

bimetal interfaces in nanolaminates [8]. It is no surprise, therefore, that 

dislocation always nucleates at the interfaces in both nanocrystalline metals 

and nanolaminates. However, the grain boundaries and bimetal interfaces of 

the two materials are dissimilar. The grain boundary (GB) in nanocrystalline 

materials can carry considerable plastic deformation via grain boundary 

sliding, dislocation nucleation and annihilation [1, 10-12]. In contrast, while 

metallic nano-laminates are always high in strength, they are quite brittle 

because the bimetal interfaces with no coherency are unable to transmit 
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dislocations at low stress level. This induces high-density dislocation pile-ups, 

which inhibits further plastic deformation and results in fractures at these 

interfaces [5, 9]. Twin boundaries (TBs) are another example of interfaces that 

possess high strength and considerable ductility. TBs not only exert a repulsive 

force on moving dislocations, but also allow them to penetrate or slide on the 

boundaries if the conditions are suitable [13-15]. It can be concluded, therefore, 

that the ability of an interface to release concentrated local stress via interfacial 

sliding or the transmission of plastic events is crucial for maintaining ductility. 

A recent study showed that a macroscopic-sized nanolaminate with 

alternating 5-nm-amorphous Cu≈3Zr layers and 35-nm-nanocrystalline copper 

layers had high strength of about 1 GPa and almost ideal plasticity [16]. The 

MD simulations in that study revealed that amorphous/crystal interfaces (ACIs) 

play a significant role during deformation: in bulk metallic glass (BMG), 

dislocations in the crystal are transformed into shear transformation zones 

(STZs) at the ACIs, which accounts for the ideal plasticity [16]. It has been 

reported that the ultimate tensile strength decreases as the thickness of the 

amorphous layer decreases below about 100 nm [17], due to the size 

dependence of the suppression of shear localization. However, another MD 

simulation showed that a shear band can form in extremely thin amorphous 

layers under uniaxial compression [18]. The role of ACIs in this size 

dependence of shear localization remains unclear. Unlike other interfaces, the 

ACIs in such materials should have some unique features because the 

structures on the two sides of the interface are different: one side has an 

ordered structure and the other an amorphous structure. MD simulation 

identified similar complex interface dislocation structures at the ACI with a 

bimetal interface, which were confirmed to be closely linked to interfacial 

shear [19]. It was also reported that the composition gradient of the ACI 
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extended from the amorphous layer across the interface into the crystalline 

layer [19]. As the structural features of the amorphous layer are identical to 

those of BMG, the ACI should be a common interface in BMG-based 

composites containing nano crystals. Investigation of the ACI may help to 

understand the mechanical properties of BMG-based composites. A 

deformation map of the dislocation emission and annihilation at the ACI and 

the transformation from dislocation to STZ was preliminarily illustrated by 

Wang et al. [16] and further elaborated by others [18, 20]. However, the 

structural change of the amorphous layer induced by the presence of an ACI 

has not been fully studied and the effect of such a change on the deformation 

of the amorphous layer remains unclear. 

In this chapter, we investigated the ACI and its response to pure shear 

deformation using MD simulations. The results confirm that interfacial sliding 

at the ACI is an important plastic deformation mechanism. In addition, a new 

mechanism, the thickening of a micro-sliding band, is presented and atomistic 

insights into the BMG deformation mechanism are developed. The remainder 

of the chapter is organized as follows. Section 6.2 describes the simulation 

details, Section 6.3 discusses the results of the simulations in detail and 

Section 6.4 provides the conclusions.  

6.2. Methodology 

The simulations were performed in the LAMMPS [21] molecular 

dynamics simulator. The atomic interactions between Cu and Zr atoms are 

described according to the embedded atom method (EAM) potential, as 

developed by Cheng [22], which was optimized for varieties of Cu-Zr-Al 

BMGs and intermetallic systems. Two samples were prepared following two 

distinct thermodynamic treatments with periodic boundary conditions in all 
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directions. The first sample was separately quenched (S1) and prepared by 

thermal relaxing from an original configuration of alternating layers of crystal 

copper and nanoglass. Nanoglass layers were formed by combining several 

well-quenched small samples of Cu46Zr54 BMG. A small BMG piece was 

prepared using the melt quench procedure. First, we randomly replaced Zr 

atoms with a probability of 54% in a copper crystal, with periodic boundary 

conditions set for all directions. This small system was rapidly quenched from 

1600 K to 0 k in 16 ns with a cooling rate of 1011 K/s. The thicknesses of the 

crystal layer and nanoglass layer were 16 nm and 10 nm, respectively, along 

the z direction. The other dimensions were all 20 nm, which was sufficient to 

eliminate size effects on both the crystalline and the amorphous layer along 

the x- and y-directions. The crystalline directions of the copper layer were 

]211[ , ]011[  and ]111[  along the x, y and z directions, respectively. The 

sample geometry is illustrated in Fig. 6.1. A relaxation of S1 at 550 K was 

conducted for 50 ps after static energy minimization, inducing significant 

diffusion of the Zr atoms to crystalline copper. S1 was finally quenched to 1 

K in 50 ps for further simulations. 
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Figure 6.1. An illustration of sample geometry 

The second, as-quenched sample (S2) had the same initial atomic 

configuration as S1 but was prepared using a different thermodynamic 

treatment. Consistent with the argument that Zr atoms should diffuse into the 

copper layer, the entire S2 was thermally relaxed at 800 K (above the glass 

transition temperature) for 1 ns, after being quenched from 1200 K to 800 K 

in 4 ns while the copper layer was still fixed. S2 was finally quenched from 

800 K to 0 K in 8 ns for further deformation. The overall cooling rate of the 

amorphous layer in S2 was the same as that of the small BMGs in S1. S2 was 

assured to have a more realistic interface than S1 [19], as it had been verified 

experimentally that the amorphous layer is formed by the fast diffusion of Zr 

atoms into crystalline copper substrate [16].  

Pure shear deformations were applied to S1 and S2 by directly changing 

the tilt factor of the supercells. The time steps during all deformations were 

set to be 1 fs and the tilt factor changed every 200 time steps to obtain a 
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constant engineering shear strain rate, 


)(txz . Shear deformations with 

different strain rates of s/105 9  and s/105 8  were applied to S1 and S2. 

The boundary conditions were set to be periodic for all deformations. A 

constant pressure and temperature ensemble was used to maintain the system 

temperature at 1 K and the other five stress tensor components were set to be 

traction free. Atomic shear strain analysis [23] and the common neighbor 

analysis (CNA) method [24] were used to display the deformation process. 

For convenience, in this work, atomic shear strain refers to von Mise atomic 

shear strain. Visualization of the simulations was performed by the software 

package OVITO [25].   

  

6.3. Results and discussion 

6.3.1 Interface characterization  

Reference energy must be introduced to obtain the interfacial energy. A 

piece of BMG the same size as the amorphous layer and a crystal the same 

size of the crystalline layer were separately relaxed following the above 

procedures. The sum of the potential energies of the separately thermally 

relaxed BMG and the crystal was treated as the energy benchmark, Ebenchmark. 

The interfacial energy of an ACI is defined as SEE
benchmarkpotential

 2/)( , in 

which Epotential and S  are the potential energy and cross-sectional area of 

nanolaminates S1 and S2 at a temperature of 1 K, respectively. Note that the 

interfacial energy definition is not based on the energy change in the affected 

zone of the interface alone, but on the energy change of the whole sample. The 

ACI changes the chemical composition distribution of the entire nano-sized 
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amorphous layer, not just the zone near the interface, hence the energy 

distribution changes across the whole amorphous layer. The interfacial energy 

values for S1 and S2 were determined to be 72.60 mJ/m2 and -133.1 mJ/m2, 

respectively. The lower energy value for S2 than S1 implies that more 

zirconium diffused into the crystal in S2 than in S1, inducing more Cu-Zr 

bonding at the interface. Most importantly, the negative interfacial energy of 

S2 indicates that the distortion energy induced by the ACI was smaller than 

the energy reduction induced by the diffusion of zirconium into the crystal. 

This finding demonstrates that thermodynamic treatment can significantly 

alter the interfacial energy of the ACI in an amorphous/crystalline laminate. 

It is known that GB energy consists not only of the excess energy of a 

highly disordered structure, but also the distortion of the neighboring 

crystalline structure. Akin to GB energy, ACI energy should also be stored 

with a spatial distribution. The crystalline materials are indexed as C1, C2, 

C3… Ci, in which “i” represents the ith {111} crystalline plane away from the 

interface. Similarly, the amorphous layers are indexed as M1, M2, M3…Mi, 

in which “i” represents the distance from the interface i∆z, where ∆z is a slice 

the width of three angstroms. The excess potential energy of each slice was 

calculated by subtracting an energy benchmark. We chose copper’s cohesive 

energy, -3.54 eV, as the energy benchmark for the crystalline slices, even 

though they may have contained a few Zr atoms. For the amorphous slices, we 

chose the average atomic potential energy of a “perfect” Cu46Zr54 , with the 

same number of atoms as the benchmark, even though the chemical 

composition of the slices was slightly different from Cu46Zr54. For simplicity, 

we chose only 10 slices on each side of the ACI. 
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Figure 6.2. Excess energy of slices across the amorphous/crystal interface. 

The excess energy distributions of S1 and S2 are shown in Fig. 6.2. Not 

surprisingly, in both S1 and S2, C1 had negative excess energy due to the 

bonding of Cu-Zr both in and out of plane. C1 in S2 had a much lower excess 

energy level (-1122 mJ/m2) than that of C1 in S1 (-95.26 mJ/m2), because C1 

in S2 had many more Zr atoms (1038) than C1 in S1 (102). Another reason 

that the ACI in the as-quenched S2 sample had lower energy than that in the 

separately quenched S1 sample and the benchmark system was that S2 had a 

10-times higher zirconium concentration than S1. Lower energy is generally 

associated with a more stable structure. The as-quenched treatment of S2 

significantly enhanced the segregation of Zr atoms in C1 and induced stronger 

bonding between the amorphous layer and the crystalline layer through out-

of-plane Cu-Zr bonding. Due to the low zirconium diffusivity in copper and 

the limited simulation time, C2 in S1 had no zirconium atoms and C2 in S2 

had only one zirconium atom. Thus, the zirconium molar concentration 

gradients for the crystalline side were determined to be at the magnitudes of 

108/m and 109/m for S1 and S2, respectively. Such a steep concentration 

gradient for the crystalline side of the ACI may still be valid for a real sample 

synthesized by the magnetic sputter decomposition method because the 
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temperature is not high enough for zirconium to diffuse across the {111} plane. 

Another feature of the energy distribution on the crystalline side was that C2 

had the highest excess energy in both S1 and S2, - 61.58 and 27.25 mJ/m2, 

respectively. The reason for the high excess energy was that C2 had a much 

lower level of Zr-Cu bonding (only out-of-plane bonding with zirconium in 

C1 and M1), and its excess energy mainly arose from the distortion caused by 

the interaction with the amorphous layer. It should be emphasized that C2’s 

excess energy was much lower than the GB energy of copper, and was 

comparable to copper’s stacking fault energy (SFE). C2 also had a perfect in-

plane face-centered cubic (FCC) structure which, together with the low 

distortion energy, implies that it was not a structural planar fault similar to 

either a stacking fault (SF) or a twin boundary (TB). It was also clear that the 

excess free energy of the crystalline slices quickly decreased as the distance 

from the interface increased. Most of the distortion energy of the crystalline 

material was stored in C2 and C3. We used a potential function cutoff of 0.65 

nm, thus for C2 and C3, the bonding regions of both the highly disordered 

amorphous layer and the zirconium atoms were within those of C1. The 

positive energy contribution from the distorted Cu-Cu bonding prevailed over 

the negative energy contribution from the out-of-plane Cu-Zr bonding in both 

C2 and C3. C3 had nearly the same excess energy in both samples, and from 

C4 on, each slice’s energy stayed very close to that of a perfect {111} copper 

plane. It can be concluded that the thickness of the ACI-affected zone on the 

crystalline side was limited to about 0.6 nm in C1, C2 and C3. 
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Figure 6.3.  (a) zirconium molar concentration, (b) atom number and (c) averaged atomic 

Voronoi volume distribution on amorphous side of ACI. 

 

On the BMG side of the ACI, the M1 slices in S1 and S2 had similar 

positive excess energy levels of 447.7 and 491.5 mJ/m2, respectively. A loss 

of zirconium atoms in M1 was responsible for this positive excess energy. 

Generally, if the zirconium concentration (Czr) is lower than that in the 

benchmark BMG (54%), the excess energy of the amorphous layer is positive; 

otherwise, it is negative. Fig. 6.3(a) shows that the zirconium molar 

concentration varied with the distance from the ACI. A significantly lower 

zirconium concentration was observed for the M1 slices in both S1 and S2. 

However, from M2 on, the zirconium molar concentration distributions in S1 

and S2 showed a distinct trend. The zirconium concentration gradually 

increased to around 54% in S2 but fluctuated in S1, showing strong 

correlations with the excess energy distributions. The fluctuation in the excess 

energy and chemical composition of S1 provides strong evidence that S1 had 

a more heterogeneous structure than S2. 

Fig. 6.3(b) shows the atom number distribution near the ACI inside the 

amorphous layer for both S1 and S2. There were significantly more atoms in 

M1 than in the other slices on the amorphous side in both S1 and S2. However, 
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M1 in S1 had fewer atoms in total than M1 in S2 (7851 and 8534, respectively), 

due to less sufficient thermodynamic diffusion. The M1 slices in both S1 and 

S2 also had a higher copper atom concentration than the other slices on the 

amorphous side. The segregation of copper at the ACI is induced by diffusion 

due to the steep chemical potential gradient of copper across the amorphous 

layer and the crystalline layer. Zirconium’s diffusion from M1 to C1 and 

copper’s diffusion from M2 to M1 both contributed to the change in the 

chemical composition of M1. This change in composition caused the lower 

zirconium concentration and higher copper concentration in M1 than in the 

other slices on the amorphous side of the ACI in both S1 and S2, making the 

structural properties of M1 significantly different from the other parts of the 

amorphous layer. Fig. 6.3(c) shows that the average atomic Voronoi volume 

(the volume of the Voronoi cell around an atom) varied with the distance from 

the ACI on the amorphous side. M1 had the smallest average atomic Voronoi 

volume in both S1 and S2, associated with the highest copper concentration 

and lowest zirconium concentration. There was a strong correlation between 

the zirconium concentration and average Voronoi volume in the amorphous 

slices, with correlation coefficients of 0.8556 and 0.9851 for S1 and S2, 

respectively. The average Voronoi volume can be considered as an indicator 

of the atomic free volume. The larger the Voronoi volume, the more empty 

space the material has. Generally, a small region with a larger free volume is 

more vulnerable to inelastic atomic rearrangement [26, 27]. The non-uniform 

atomic volume distribution on the amorphous side also suggests 

heterogeneities induced by the ACI, as implied by the excess energy 

concentration and zirconium molar concentration distribution. 
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To quantify the expected structural heterogeneity of the amorphous layer 

induced by the ACI, we define a parameter 
2

1

2 /)( aNaa
N

i

ia 


   in 

which a represents the atomic attributes and N is the total number of atoms. 

The larger the value of a , the more heterogeneous the system. If we set a to 

be the atomic potential energy and 
a  to be the relative heterogeneous 

parameters for freestanding BMG, the amorphous layers in S1 and S2 are 

0.2630, 0.2672 and 0.2648, respectively. A non-zero value of a  
for 

freestanding BMG is induced by the intrinsically disordered structure of BMG. 

S1 was expected to have the largest a  because it did not undergo sufficient 

thermal relaxation during preparation. The higher value of a for S2 than for 

freestanding BMG demonstrates that the ACI introduces structural 

heterogeneities into the amorphous layer in amorphous/crystalline 

nanolaminate. Such heterogeneity can also be characterized by several 

structural features, such as the atom number distribution and average Voronoi 

volume, as shown in Fig. 6.3, and the energy, as shown in Fig. 6.2. Note that 

the heterogeneity contains contributions from the fluctuations across the entire 

amorphous layer.   

 

Figure 6.4. (a) Disregistry vector map for slice C1 in S1. (b) Disregistry vector map for slice 

C1 in S2.  In (a) and (b), atoms are represented by dots colored by disregistry magnitude and 
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arrows show the vectors of disregistry. (c) Atomic structure map obtained by CNA method 

[25] for slice C2 in S2: solid cyan circles represent atoms with HCP structure. 

 

Another distinct feature of the ACIs in S1 and S2 is the intrinsic disregistry 

in C1, which shows a dislocated core structure. The disregistry vector is 

measured according to a relative in-plane displacement vector. For each 

sample, C7—a perfect crystalline plane—is chosen as the reference. Figs. 4(a) 

and (b) depict the intrinsic disregistry in C1 for S1 and S2, respectively. Each 

dot represents an atom with the color corresponding to the magnitude and the 

arrow corresponding to the vector of the disregistry. The arrows in Fig. 6.4(a) 

are almost invisible due to their very small magnitudes by compared with the 

cross-section area. Several islands can be observed in C1 of S2 in Fig. 6.4(b), 

with a disregistry magnitude of approximately 0.15 nm and diameter of about 

2~3 nm, whereas no such island is observed in C1 of S1. Detailed analysis 

shows that several regions of C2 in S2 that correspond to these islands in C1 

have a hexagonal close packing (HCP) structure, as shown in Fig. 6.4(c), and 

the rest have an unknown structure. Thus, it is clear that there are partial 

dislocation loops in S2’s interfaces, in agreement with the literature [19]. 

Because the ACI energy of S2 is much lower than that of S1, such an ACI 

configuration with small dislocation loops has minimal local energy. The 

absence of such dislocation loops in the ACI in S1 may be because the 

relaxation time was not sufficient to allow it to reach a local minimum energy 

state.   
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6.3.2 Shear deformation 

Fig. 6.5 shows the shear stress versus the engineering shear strain curves 

of the shear deformation in S1 and S2 at different strain rates and at the same 

temperature (1 K). Such a low temperature was chosen because it largely 

eliminated the effect of thermodynamic fluctuation and allowed us to focus on 

displacive processes. Fig. 6.5(a) shows the stress-strain curves for S1 and S2 

with st
xz

/105)( 9


 . Both samples show linear mechanical responses when 

xz <1%. The shear modulus was fitted from the data obtained in an elastic 

regime. The shear modulus for S2 is 28.6 GPa higher than that for S1 (26.0 

GPa). The discrepancy in the shear modulus between S1 and S2 originates 

from their amorphous layer structures. S2 is more stable than S1 due to its 

lower interface energy. After yielding, a nonlinear mechanical response starts 

to manifest in each sample. S1 and S2 show distinct inelastic behavior. A 

significant transition related to a discontinuous slope is observed when xz  = 

4.15% and 
xz

 =0.914 GPa on the stress-strain curve for S1. A similar 

transition is observed at %35.6xz  and 
xz

 =1.43 GPa on the stress-strain 

curve for S2. Above %15.4xz , the stress in S1 continues to increase but 

with a decreasing slope, until the engineering shear strain reaches about 35.7%. 

Unlike the stress-strain curve for S1, the shear stress for S2 only increases up 

to %0.11xz , then gradually decreases and stays at a plateau until

%0.26xz . The ultimate shear stress, which is defined as the stress 

corresponding to the highest point on the strain-stress curve, is reached at 

%7.35xz  and %0.11xz  for S1 and S2, respectively. The stress-strain 
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curves show that S1 softens much later than S2. The stress-strain curves for 

S1 and S2 in Fig. 6.5(a) both show tails with inverted comb shapes. 

 

Figure 6.5. Shear stress versus engineering shear strain curves for S1 and S2 under different 

strain rates s/105 9  (a) and s/105 8  (b). 

Multiple yielding behavior was expected for both S1 and S2 due to their 

complex shear responses, as discussed above. To find the atomic mechanisms 

associated with the stress-strain curve features, we performed the atomic strain 

analysis using OVITO [25], and analyzed the atomic structure output using 

the CNA method [24]. Fig. 6.6 shows the atomic shear strain maps at different 

macroscopic engineering shear strains. When xz =3.0%, there are several 

small zones with shear strains that are clearly higher than their neighboring 

regions inside the amorphous layers in both S1 and S2. For convenience, these 

zones are considered to be shear transformation zones (STZs), as found in MD 

simulations of BMG [16, 28, 29], although there are other explanations for the 

shear concentration in BMG [27, 30]. In comparison, when γxz=3.0%, no STZs 

are found in the reference BMG under the same simulation conditions. The 

formation of STZs provides solid evidence that amorphous layers in 

amorphous/crystal nanolaminate yield quite early, before significant deviation 

from the elastic response occurs on the stress-strain curve. Unlike other 
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simulations, the STZs in amorphous layers are incipient plastic events in 

nanolaminates during pure shear, rather than dislocation emissions at the ACI 

[16, 18]. Several STZs are found near the ACI, but other STZs are scattered 

inside the amorphous layer, indicating the absence of shear localization at the 

ACI. The early appearance of STZs during deformation demonstrates that the 

strength of the amorphous layers is lower in both S1 and S2 than in the 

reference BMG. Conversely, the nucleation of multiple STZs indicates that 

nano-sized amorphous layers may be capable of carrying much more plastic 

deformation than their bulk counterparts. In Section 6.3.1, it was confirmed 

that the ACI induced significant heterogeneity in the amorphous layers in both 

S1 and S2, with weakened regions in these layers. The weakened regions were 

vulnerable to local inelastic atom rearrangement and thus were easily 

plastically deformed, providing multiple nucleation sites for STZs. It is 

reasonable that both of the amorphous layers in S1 and S2 yielded earlier than 

in the other parts of the bulk.   

Another interesting phenomenon is that no shear band formed during the 

simulation. The absence of a shear band is consistent with the size effect 

predicted by the ARGL model [29], allowing the rest of the nanolaminates to 

build up stress during deformation without forming a shear band. It should 

also be emphasized that the formation of the STZ in the early stage only drove 

the mechanical responses of S1 and S2 slightly away from a linear relationship 

before the significant transition points on the stress-strain curve, as shown in 

Fig. 6.5(a).  
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Figure 6.6. Perspective atomic shear strain map under s/105 9  for S1 [(a), (b), (c), (d)] 

and S2 [(e), (f), (g), (h)] with different strain. 

At the stress-strain transition point of γxz=4.15% for S1, slice C1 and part 

of M1 show highly localized shear strain, along with the release of localized 

shear stress at the ACI. The rapid formation of this shear strain localization at 

the ACI as the strain approaches γxz=4.15% can be seen in the dynamic 

evolution of the shear map. A similar localized shear strain is also formed in 

slices C1 and C2 in S2 when γxz=6.35%. The slope discontinuity of 

displacement versus z- coordinate at ACIs suggested that shear localization at 

the ACI was induced by interfacial sliding, which occurred via different 

deformation mechanisms for S1 and S2. The first yielding via interfacial 

sliding is consistent with a previous study on an amorphous CuZr/crystalline 

Zr layered micropillar [20]. Figs. 7 and 8 show the interfacial sliding processes 

of S1 and S2, respectively. In Fig. 6.7, times 7, 8, 9 and 10 ps correspond to 

engineering shear strains of 3.5%, 4%, 4.5% and 5%, respectively. A strong 

correlation between the atomic shear strains in C1 and M1, from atom to atom, 

is observed in S1. There is also a strong one-to-one correspondence between 
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the shear localization sites in C1 and M1. Meanwhile, the level of atomic shear 

strain in C2 remained low during this process, indicating that C2 did not 

participate in the interfacial sliding. That is, the interfacial sliding in S1 was 

due to the relative sliding between C1 and M1. Red regions with high shear 

strain appeared in the “pre-deformed” areas in C1 and M1. It is assumed that 

when t=7ps, these pre-deformed areas were achieved by shear localization on 

the amorphous layer side, which resulted in the formation of STZs. Identically, 

the interfacial sliding in S1 was mediated by the growth of STZs in C1 and 

M1. In Fig. 6.8, times 8, 9, 12 and 14 ps correspond to engineering shear 

strains of 4%, 4.5%, 6% and 7%, respectively. Unlike in S1, there is a strong 

correlation between C1 and C2. Meanwhile, much less shear strain 

localization is observed in the pre-deformed areas in M1, with strain 

increasing more than in the other two slices. Fig. 6.8(d) clearly shows the 

expansion of a stacking fault (represented by the HCP atomic plane) in C2, 

providing evidence of an interfacial dislocation loop spreading in C2. Thus, 

the interfacial sliding in S2 was mediated by the spreading of interfacial partial 

dislocation loops within C1 and C2, rather than the growth of STZs in M1 and 

C1. This mechanism has already been confirmed in simulations of non-

coherent or semi-coherent interfaces, in which island-shaped dislocation 

structures always occur [8].  
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Figure 6.7. Atomic shear strain map of C1 (a), C1 (b), and M1 (c) in S1 at different times 

during shearing. 
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Figure 6.8. Atomic shear strain map of C1 (a), C2 (b), M1(c) and atomic structure map of C2 

(d) in S2 at different times during shearing. 

The revelation of the sliding process in S1 and S2 demonstrates that 

interfacial sliding began heterogeneously at some weaker sites induced by the 

formation of STZs (S1) and at partial dislocations (S2), rather than 

homogeneously along the whole ACI. These interfacial sliding mechanisms at 

the ACI differ from the GB sliding mechanism observed in MD simulations 

of nanocrystalline metals [1, 31]. GB sliding within nanocrystalline metals is 

associated with atomic shuffling and stress-assisted free volume migration 

[31], and requires GB diffusion to accommodate the deformation [1, 32]. In 

comparison, ACI sliding is likely to be associated with the evolution of 

elementary plasticity carriers, STZs in S1 and dislocation in S2, rather than 

single-atom shuffling or free-volume migration. 
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Furthermore, the stress required to initiate interfacial sliding of the ACI 

was only 0.914 GPa for S1, but 1.433 GPa for S2. Thus, the ACI of S2 had 

much higher resistance to shear deformation than that of S1. To physically 

elucidate the ACI’s resistance to sliding, we applied the concept of general 

stacking fault energy (GSFE), as in the literature, but with all atoms 

constrained [29, 33]. First we cut the bulk into two halves at a particular 

position along the z direction. Then we slid the lower half against the upper 

half in x direction, with a displacement δ. The increased energy per area is 

treated as GSFE. The GSFE curves are shown in Fig. 6.9. The slope of the 

GSFE curve quantitatively describes the inter-planar resistance to shear 

deformation. It is clear from the figure that the slope of the increase in GSFE 

between C1 and C2 in S1 is almost the same as that of the GSFE between C1 

and C2 in S2. In S1, the GSFE curve between C1 and M1 is much shallower 

than that of the GSFE between C1 and C2, indicating much weaker bonding 

between the amorphous layer and the crystalline layer. However, in S2, the 

slope of the GSFE curve between C1 and M1 is much steeper than that 

between C1 and C2, indicating strong bonding between the amorphous and 

crystalline layers. Thus, the interfacial sliding mediated by the spreading of 

the interfacial dislocation loop in S2, rather than the growth of STZs in S1, can 

be explained from an energy perspective. The distinct slopes of the GSFE 

curves obtained between C1 and M1 agree very well with the distinct energy 

summations of C1 and M1 in S1 and S2, respectively. Fig. 6.9 also shows that 

the bonding between C1 and C2 in S2 was almost as strong as the bonding 

between two adjacent {111} crystal planes, and was much weaker than the 

bonding between C1 and M1, suggesting that the shear resistance of a well 

stabilized amorphous/crystalline nanolaminate may reach the ideal shear 

strength of its crystalline constituent. The calculations for the GSFE in the 
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ACI, together with the previous analysis, confirm that appropriate 

thermodynamic treatment can change the structure and relative shear strength 

of the ACI..  

 

Figure 6.9. General stacking fault energy (GSFE) obtained by sliding sample along x axis at 

different z-coordinates. 

Figs. 6.6(c) and 6.6(g) show that when γxz=4.15%, the STZs in S2 were 

already well developed, but those in S1 remained nearly the same size as those 

when γxz=4.15%. This phenomenon indicates that the interfacial sliding in S1 

carried much more plastic deformation than that in S2. In other words, the 

deformation in S1 was more highly localized than in S2. To confirm this 

assumption, Fig. 6.10 plots the average von Mises atomic shear strain [23] 

along the z-direction in both S1 and S2 when γxz=8.5%. When the strain 

γxz=8.5%, the stress was still increasing in both S1 and S2. At this point, it is 

clear that the atomic shear strain in S1 was much more heavily localized in 

ACI than in S2, carried by interfacial sliding. Because the strain rate was rather 

high, other parts of S1 under low strain continued to build up stress and hence 

the total shear stress continued to increase, as shown in Fig. 6.5(a). Note that 

the distance between the two atomic strain peaks for S2 is shorter than that for 

S1, consistent with the fact that interfacial sliding occurred at different relative 
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positions for S1 and S2. Fig. 6.10 also shows that the considerable shear strain 

in S2 was carried by the amorphous layer and that the shear strain was much 

less localized at the interface in S2 than in S1. 

To further elucidate the shear deformation localization, we chose a in 

2

1

2 /)( aNaa
N

i

ia 


  to be the atomic shear strain, and thus
a became a 

parameter representing the heterogeneity of deformation. The parameter a

was calculated over the whole bulk with 8.5% strain. This heterogeneity 

parameter was 0.96 for S2 but 2.5 for S1, demonstrating that S2 deformed 

more homogeneously than S1. In conclusion, the shear strain was highly 

localized at its weak ACI, indicating that S1 was much more brittle than S2. 

 

Figure 6.10. Average atomic shear strain of S1 and S2 along z-direction when shear 

strain=8.5%. 

However, the reduction in stress in S2 in Fig. 6.5(a) after γxz≈11.0%
 
cannot 

be explained by the growth of the STZ, which occurred much earlier. This 

could represent a new plastic deformation mechanism that may occur at the 

ACI. Fig. 6.6 also shows that a micro-band with highly localized shear strain 

formed along the ACIs in both S1 and S2. We define this band with highly 
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localized shear strain as a micro-sliding band. For S2, the micro-sliding band 

started to thicken when γxz≈11.0%, corresponding to the stress peak followed 

by a gradual drop, as shown in Fig. 6.5(a). Thus, the thickening process of this 

micro-band may be considered a new plastic deformation process. At the very 

beginning, micro-sliding bands were formed at, and limited within, the ACIs. 

New interfaces were then formed between the micro-sliding bands, which had 

a finite thickness and amorphous layers with much lower shear strain. Because 

the amorphous layer in S2 carried considerable plastic deformation via STZ 

growth, some fragments of the newly formed interface were positioned 

between several STZs and the micro-sliding bands. We use f1 to represent the 

viscosity of the crystalline layer, f2 for the viscosity of the amorphous regions 

without STZs and f3 for the viscosity of the STZs. It is well known that the 

structure of the STZ is disrupted, and that its viscosity dramatically decreases 

by large magnitudes from the viscosity of well-aged glass. Thus, it is 

reasonable that f1 >>f2>> f3. Because STZs have rather low viscosity, a 

considerable friction force is exerted on the STZs adjacent to the micro-sliding 

band, forcing the atoms in the STZs to flow. The internal friction-induced 

plastic flow in STZs actually transforms their structure from glue-like to 

liquid-like, with highly localized atomic shear strain and extremely low 

viscosity [29, 34] as they become part of a thickened micro-sliding band. This 

process occurs repeatedly during deformation. The thickening process is such 

that the micro-sliding band swallows the STZs inside the amorphous layer. 

Meanwhile, because the shear strain was highly localized in the micro-sliding 

bands, the STZs in S1 were not well developed, as shown in Fig. 6.5. Thus, 

the effective viscosity of the amorphous layer, which can be defined as the 

average viscosity of the deformed amorphous layer containing STZs, 

decreased much more slowly in S1 than in S2 as it contained fewer STZs. This 
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helps to explain why the micro-sliding band thickened much more slowly in 

S1 than in S2. 

The thickened micro-sliding band can be divided into two parts: the initial 

micro band induced by interfacial sliding and the swallowed amorphous 

regions. The latter regions had a severely deformed structure with a viscosity 

lower than that of the amorphous layer. However, the micro-sliding band 

would be expected to provide resistance to shear deformation through a 

displacive alienating process [29]. Thus, a steady plastic flow was expected 

inside it, which can be described by 



xz

 , in which   is viscosity. This 

steady plastic flow explains the plateaus on the stress-strain curves of S2 in 

Fig. 6.5. The viscosity of the micro-sliding band in S2 can then be estimated 

by dividing the plateau stress by the strain rate. The viscosity   is 

approximately computed to be 0.34 Pascal●Second when s
xz

/105 9


  and 

approximately 1.8 Pascal●Second when s
xz

/105 8


 . Two conclusions can 

be drawn from the estimation of the micro-sliding band’s viscosity. The first 

is that the values of the two different strain rates were both very low compared 

with that of super-cooled liquid and crystal [34]. The second is that the 

viscosity obtained from the low strain rate simulation was higher than that 

obtained from the high strain rate simulation. The reason for the discrepancy 

is that the severely deformed structure of the micro-sliding band searches for 

a local minimum energy position via atomic displacive movements that 

comprise the recovery process in the glue zone in an embryonic shear band 

[29]. As the strain rate decreases, a more “solid” amorphous structure with 

higher viscosity can be achieved during deformation. With the temperature 

effect accounted for, two results can be expected. The first is that the structure 

of the micro-sliding band can more rapidly attain local minimums and thus 
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appear more “solid” during deformation. The second is that even at the low 

strain rate of most experiments, the viscosity of the liquid-like structure will 

not be as high as that of its neighboring regions inside the amorphous layer 

due to the sharp increase in temperature resulting from energy localization. 

The first result is demonstrated by the similar stress-strain curve of S2 under 

the isoenthalpic-isobaric (NpH) ensemble, which allows the temperature to 

increase and s
xz

/105 9


  to equal that under T=1 K and s
xz

/105 8


 . 

However, MD is still incapable of dealing with the second prediction.   

Figs. 6.6(d) and 6.6(h) show that the crystalline layers of both S1 and S2 

yield when there is sufficient shear strain. Atomic structure analysis shows 

that deformation twinning occurred in the center of the crystalline layers in 

both S1 and S2, via successive partial slips along the x-direction. Each stress 

drop at the tail of the stress-strain curves in Fig. 6.5(a) corresponds to a partial 

slip on a twin boundary. Neither deformation twinning nor Shockley partial 

slips were observed inside the crystalline layers in either sample when

s
xz

/105 8


 . 

6.3.3 Interfacial sliding versus dislocation emission 

Unlike previous simulations, we did not observe any partial dislocation 

emission from the ACIs under shear deformation. We assume that the 

interfacial sliding at the ACI competed with dislocation emission from the 

ACI. Next, we demonstrate that interfacial sliding can manifest in plastic 

deformation before dislocation emission from the ACI. As shown in Fig. 6.11, 

a tensile stress σ was applied on an amorphous/crystalline nanolaminate, with 

an angle of 90◦-θ in respect to the normal vector of the ACI. The tetrahedron 

ABCD in Fig. 6.11 illustrates a slip system. The blue plane, BCD, represents 
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the plane on which the ACI lies. There are partial dislocations in the ACI of 

well-quenched nanolaminates such as S2, and interfacial sliding occurs when 

they slip. It is clear that the easiest partial slip to activate in BCD is B , as it 

has the largest Schimid factor. The shear stress acting on B  when 

interfacial sliding occurs is  

22 /)sin(sincos  
sliding                     Eq. 6.1 

in which τsliding is the interfacial sliding strength. The shear stress acting on the 

most easily activated slip system when dislocation emission occurs is 

described as 


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         Eq. 6.2 

in which τslip is the critical shear stress to activate partial slip in the amorphous 

layer. Thus, if the inequalities 


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5702141222
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slipsliding
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                Eq. 6.3 

are satisfied, interfacial sliding will occur before dislocation emission. The 

analytical solution for the inequalities in Eq. 6.3 is  





570777806285050

57077780628505090

.)]./(.arctan[.

.)]./(.arctan[.
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





slipslidingsliding
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          Eq. 

6.4 

The solution, ))./(.arctan(..
slipslidingslip
 777806285050570  , can 

always be reached. When
slipsliding
 77780.  , the solution is

))./(.arctan(.
slipslidingslip
 777806285050  . Note that the critical shear 
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stress on the slip plane, τslip, increases as the thickness of the crystalline layer 

decreases. When the thickness of the crystalline layer reaches nano size in an 

Cu/Nb multilayer composite [9], τslip can reach about half of the ideal shear 

strength of copper due to the size effect [9, 35].  

In a sample prepared with insufficient quenching such as S1, τsliding is quite 

low and 
slipsliding
 77780.  is satisfied. Thus, if the tensile direction is not 

perpendicular to the interface plane, interfacial sliding always occurs before 

dislocation emission. In a well-quenched sample such as S2, τsliding can be as 

high as τslip and thus
slipsliding
 77780.  is satisfied. Thus, there is a range of θ 

within which interfacial sliding can occur before dislocation emission. 

However, S2 has a very reasonable ACI structure, which can be expected in a 

BMG-based composite. Several families of BMG composites with crystalline 

inclusions have been synthesized [36-39]. As an equilibrium ACI exists in 

such materials, the interfacial sliding and thickening of the micro-sliding band 

is to be expected. 

The tensile ductility of BMG-based composites has been attributed to the 

crystalline components’ ductility and ability to hamper shear-band 

propagation [39]. In this chapter, a new deformation scenario is proposed, 

based on the finding that the ACIs inside such materials can slide before 

dislocation emission. At the very beginning, the weakened regions around the 

crystalline material induced by the presence of ACIs yield first, and nano-sized 

STZs are formed. Interfacial sliding then occurs and a micro-sliding band 

forms at the ACI. If the fraction of ACI atoms in such materials is as high as 

the fraction of grain boundary atoms in nanocrystalline materials, interfacial 

sliding is capable of carrying considerable plastic deformation, thus making 

such BMG composites ductile. It should be noted that such ACI sliding may 
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not induce catastrophic failure of the material [20]. The presence of STZs in 

the neighborhood causes the micro-sliding band confining the crystalline 

material to start to thicken due to swallowing of the weakened BMG zones. 

The structure of this band features highly localized shear strain and low 

viscosity. Once the thickness of the micro-sliding band grows to several 

nanometers, it is reasonable to assume that it will continue to thicken as it 

absorbs the STZs. This scenario may help to further understand the ductility 

of BMG with nano crystals.   

 

Figure 6.11. A model for mechanical analysis - the bottom tetrahedron represents slip system 

in FCC structure. 

6.4. Conclusion 

Two types of amorphous/crystalline interfaces were prepared via different 

thermodynamic treatments by MD simulation. A common structural 

inhomogeneity was observed in the amorphous Cu46Zr54 layers of both as-
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quenched and separately quenched samples. During shear deformation, the 

amorphous layers in both samples yielded first through the formation of STZs. 

Micro-sliding bands with highly localized atomic shear strain then formed at 

the ACIs in both samples via different interfacial mechanisms: sliding via the 

growth of STZs at the ACIs for the separately quenched sample, and sliding 

due to spreading of the dislocation loop at the ACI for the as-quenched sample. 

The thickening of the micro-sliding bands on the amorphous side via internal 

friction was determined to be a new plastic deformation mechanism in 

amorphous/crystalline nanolaminate that occurs under appropriate loading 

conditions. The micro-sliding band thickened more rapidly in the as-quenched 

sample than in the separately quenched sample. The crystalline layer finally 

yielded due to partial dislocation slip. In conclusion, MD simulations 

identified a new multi-yielding scenario involving interfacial sliding and 

thickening of the micro-sliding band, which is expected to operate in BMG-

based nano-composites.   
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Chapter 7: Effect of amorphous Cu46Zr54 coating 

layer on the mechanical response of copper 

nanowire 

7.1 Introduction 

Nanowire, as an one-dimensional nano material, having extremely large 

free surface to volume ratio, exhibits unique and diverse physical properties 

in different material systems, enabling extensive potential applications in 

future nanotechnology [1, 2]. To guarantee the usage and reliability of 

nanowire in service, the understanding of its mechanical properties under real 

environmental conditions is necessary. Several comprehensive reviews [3-5] 

have proposed that surface influences the mechanical response of nanowire 

via multiple mechanisms including surface stress, emission and annihilation 

of dislocations. Surface structure has significant impact on the mechanical 

properties of nanowire and micropillars, e.g. on their surface facets [6] and 

surface coatings [7-10]. However, most nanowires can have an amorphous 

surface layer and there is still a lack of study of the impact of amorphous 

coating layer on nanowire’s mechanical responses.  

The presence of an amorphous layer on nanowire is quite common in 

experimental observations. Extensive studies have revealed the formation of 

amorphous layers on silicon, boron and silicon carbide nanowire/nanopillar. 

These amorphous coating layers can be induced by oxidation as soon as 

nanowires contact air. Even for CuO nanowire, an amorphous layer can be 

formed during the cooling-down process [11]. Metallic nanowires inevitably 

suffer from oxidation. G.Y. Jing [12] et al found that silver nanowire with a 

diameter of 46.6nm has an oxidation layer with a thickness of 3.8nm. They 
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also confirmed that an oxidation layer, thick or thin, always exists on the 

surface of silver nanowires of different diameters. Jing [12] et al. did not 

measure the crystallinity of the oxidation layer, instead, amorphous oxidation 

layers have been observed on Zn [13] and Cu nanowires [14]. Jang [14] et al. 

observed that focused ion beam (FIB) prepared nanotwinned copper nanowire 

with a diameter of 50nm has an oxidation layer with a thickness of about 5nm. 

Furthermore, they confirmed that this oxidation layer is of amorphous 

structure. Jennings [15] et al. found that their electroplated copper nanowire 

was coated by an amorphous tungsten layer. In addition to nanowires prepared 

by the “bottom-up” approach, Kiener [16] et al. suggest that focused ion beam 

(FIB) may generate amorphous structure on the surface of nanowire.  

It has been pointed out that the amorphous layer on the surface of 

micropillars and nanopillars of sufficient diameter can cause dislocation pile-

ups within the metallic crystalline core [16]. Amorphous layer coated 

nanowire has similar heterogeneous morphology to that of artificially coated 

pillars. There is little literature on the effect of a coating layer on the plastic 

deformation of nanowire. Gu and Ng [9, 10] et al. deposited a tungsten coating 

on an aluminum micropillar and Jennings [8] et al. utilized atomic layer 

deposition to coat a conformal TiO2/Al2O3 layer onto copper micropillars. In 

situ compression tests on tungsten coated aluminum micropillars showed that, 

for larger diameters, coating can lead to the trapping of dislocation motion 

within the crystalline core, and that for smaller diameters coating cannot trap 

dislocation but can still strengthen micropillars, while Jennings et al. found 

that coated copper pillars retain the jerky flow after yielding and exhibit 

relative Bauschinger effect. Dislocation dynamics (DD) [7, 17, 18] has been 

adopted to simulate uniaxial deformation of hard or soft layer coated 
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micropillars and has revealed increased flow stress due to Taylor hardening, 

as a result of the trapping of dislocation motion. However, these DD 

simulations are based on single arm dislocation source mechanism (SAS) and 

focus on diameters of 70nm or larger. For metallic nanowires, their plasticity 

is convincingly determined by dislocation emission and annihilation on free 

surface [3, 4, 19, 20], which is currently beyond the scope of DD simulation. 

While, previous studies have shown that an amorphous/crystalline interface 

has surprising impact on plasticity [21], indicating that amorphous layer 

coated nanowires may exhibit different mechanical responses from their 

pristine counterparts. Though a recent MD simulation [22] reproduced the 

dislocation confinement in nanopillars by setting surface atoms as radically 

fixed, this assumption of rigidity must overestimate the effect of the surface 

layer on the nanowire’s mechanics. Overall there is no literature on directly 

simulating amorphous layer coated nanowire at atomic scale. In this study, we 

artificially coated an amorphous Cu46Zr54 layer on copper nanowire. For the 

first time, our study illustrates how such an amorphous layer affects the 

mechanical response of nanowire. 

7.2 Methodology 

A sketch of our samples in this study is shown in the inset of Fig. 7.1(a). 

The crystal core of a nanopillar has perfect FCC structure, whose 

crystallographic directions are ]101[


along x-direction, ]112[


 along y-direction 

and ]111[  along z-direction respectively. Chemical compositions in the 

amorphous coating layer contain copper and zirconium, with molar fractions 

of 46% and 54%, respectively. Atomic interactions are described by the alloy 

EAM potential developed by Y.Q. Cheng [23] etc…. The validity of this 

potential has been widely accepted. All samples were prepared following the 



Chapter 7: Effect of amorphous Cu46Zr54 coating layer on the mechanical response of copper nanowire 

169 

 

same procedure, first undergoing a static energy minimization followed by 

being heated from 100K to 1200K in 55ps, then samples were relaxed at 

1200K for 0.5ps, and finally quenched from 1200K to 300K in 45ps. During 

the whole process, uniaxial stress was kept to zero. Zirconium atoms did not 

diffuse into the crystal core and radial pair functions centered by zirconium 

atoms confirmed that all coating layers had amorphous structure.  

The LAMMPS [24] software package was employed for all simulations. 

Before tensile deformation, all samples were equilibrated at a temperature of 

300K for 15ps with no uniaxial external stress along the z-direction. Uniaxial 

tensile deformation along the z-direction of all samples was conducted via a 

scale-relaxation method. The strain rate and temperature for all samples were 

5108/s and 300 K, respectively. Stress was computed following the Virial 

formula. The Ackland [25] method was utilized to analyze local atomic 

structure. The OVITO [26] software package was used for visualization of our 

simulations, including visualization of von Mises atomic shear strain. 

 

Figure 7.1. Tensile stress versus engineering strain curves for: (a) copper nanowires with 

same crystalline core diameter (15.0nm) but varying amorphous coating thickness; (b) 
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copper nanowires with same amorphous coating thickness but varying diameter. The inlet in 

(a) is a sketch of models used in simulations. 

7.3 Results 

The tensile stress versus engineering strain curves for <111> oriented 

copper nanowire (r=7.5nm) with amorphous Cu46Zr54 coating layer on the 

surface (thickness varying from 0.5nm to 3.0nm) and without coating layer are 

shown in Fig. 7.1(a). Fig. 7.1(b) shows the stress versus engineering strain for 

copper nanowire of varying diameter coated by an amorphous layer of 

thickness 2.5nm. The chemical compositions of coatings corresponding to the 

curves in Fig. 7.1 are all Cu46Zr54. Bulk metallic glass (BMG) with the same 

chemical composition exhibits Young’s modulus of 83.5GPa and yield 

strength of 1.40GPa, obtained by an extra MD simulations in this study. It’s 

clear that the mechanical responses of copper nanowire with a coating 

thickness of only 0.5nm show similarities to those of the non-coated one-for 

instance, the serrated flow. The same serrated flow can also be observed in 

stress-strain curves for copper nanowire of small diameter (D=15.0, 16.0, 

17.2nm) in Fig. 7.1(b), but with significantly lower magnitude of fluctuation. 

However, coatings with thicknesses of 1.5nm, 2.5nm and 3.0nm drive the 

mechanical response of coated nanowire far away from that of its pure 

crystalline counterpart. To illustrate the dissimilarities between the mechanical 

responses of amorphous coated and non-coated copper nanowires, Young’s 

modulus, ultimate tensile strength and yield strain are compared among the 

samples.  

Young’s modulus of all samples is obtained by linearly fitting stress-strain 

curves with engineering strain being smaller than 1.5%. The Young’s Modulus 

versus coating thickness curve is shown in Fig. 7.2(a). It must be emphasized 
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that the amorphous coating can significantly reduce the Young’s modulus of 

copper nanowire – for example, by nearly a half, from 168GPa in a non-coated 

pillar to 94.4GPa in a 3.0nm coated pillar. Even though the thinnest coating 

(0.5nm) only slightly reduces Young’s modulus, a trend that E decreases with 

increasing thickness of coating can be concluded from Fig. 7.2(a). Fig. 7.2(b) 

reveals a significant trend: E increases with increasing coating thickness in 

nanowire with a 2.5nm amorphous coating layer. It’s also clear that the 

Young’s modulus depicted in Fig. 7.2(b) is at most 66% of that of a non-coated 

nanopillar, and 58% of that of the bulk modulus (191GPa). 

 

Figure 7.2. Young’s modulus for: (a) copper nanowires with same crystalline core diameter 

(15.0nm) but varying amorphous coating thickness; (b) copper nanowires with same 

amorphous coating thickness but varying diameter.  

The strong dependence of Young’s modulus on nanowire diameter 

indicated in Fig. 7.2 is rarely seen in other MD simulations with nanowire 

diameter falling into the range that we have discussed. This fact enhances the 

diversity of the trends by which Young’s modulus varies with diameter. 

Previous experiments have suggested different size dependencies of Young’s 
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modulus on nanowire diameter. Increase in Young’s modulus with decreasing 

diameter ranging from 140nm to 20nm has been observed in silver nanowire 

[12, 27]. The same trend also occurs in lead [27] and ZnO [28] nanowires. In 

contrast, the opposite tendency has been revealed in Cr and Si nano-cantilevers. 

However, gold nanowire doesn’t show size dependence when its diameter lies 

between 40nm and 250nm [29]. The tendency of Young’s modulus to vary with 

diameter can be attributed to whether the surface layer is stiffer than crystal 

bulk. Nanowire can be assumed to consist of outmost surface layer and crystal 

core, due to the large surface atoms to bulk atoms ratio. Models obtained by 

atomistic simulations have been employed in explaining whether the surface 

layer is stiffer than the crystal core. By using both MD and ab-initio 

calculations, Zhou and Huang [30] proposed that the reason that surface layer 

can be stiffer than bulk is that the stiffening of surface due to surface electron 

redistribution can overcome the softening due to surface bonding loss. Haiyi 

Liang et al. attributed the size-dependent elasticity of nanowire to the 

nonlinear response of the crystalline core by comparing the mechanical 

response of copper nanowire which suffers from compressive strain induced 

by surface stress with that of strained bulk copper along the same directions. 

However, even though atomistic models are quite encouraging for explaining 

different size dependence of Young’s modulus, these simulations still ignore 

very important structural features of nanowires and are quite different from 

experimental results. First, the diameter of nanowire in these models is very 

small in comparison to that used in experiments and the surface effect may 

thus be overestimated. Second, very few simulations have considered surface 

defects which may manipulate the nanowire’s mechanical response. Most 

importantly, no MD simulations have considered the effect of the coating layer 

which should widely present on surface of nanowire due to oxidation or 
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preparation process.  

A continuum core-shell model was employed to interpret the Young’s 

modulus versus coating thickness relationship. Nanowire is regarded as made 

of coating layer and crystal interior which undergo the same tensile strain 

during elastic deformation. Then the Young’s modulus of a coated nanowire 

can be expressed by the volume fraction core-shell rule, as in Eq. 7.1 in which 

D, d, Ecrystal and Ecoat are the diameter of nanowire, the coating thickness, and 

the Young’s modulus of crystal interior and amorphous coating, respectively. 

By fitting Eq. 7.1 to our MD simulation results, Ecrystal and Ecoat are determined 

to be 174GPa and 16GPa, respectively. It should be noted that fitted Ecrystal is 

quite close to 190GPa, which is the Young’s modulus of crystal copper along 

<111> crystallographic direction, while fitted Ecoat is far away from the 

Young’s modulus of BMG with the same chemical composition. This indicates 

that the atomic structure of our coating layer is distinct from that of BMG. A 

finite width of amorphous/crystalline interface has been reported to be about 

1~2nm elsewhere [31, 32]; the free surface also affects the coating’s atomic 

structure. Since the thickness of amorphous coatings in our samples was too 

thin (≤3.0nm), a different atomic structure in our amorphous Cu46Zr54 coating 

layers than that in BMG was yielded due to surface effect. Thus it’s reasonable 

that the fitted Young’s modulus of the coating layer should be as low as 16GPa. 

In particular, by substituting D=50nm and d=5nm in Eq. 7.1, a modulus of 

117GPa is obtained. Direct tensile test[14] on nanotwinned <111> nanowire 

with diameter of 50nm yields a Young’s modulus of about 60GPa, which is 

only a third of the theoretical value and about half of our predicted value. Our 

results may help explaining the dramatic Young’s modulus reduction of 

nanotwinned copper nanowire with an amorphous oxidation coating layer 
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whose Young’s modulus should be lower than 81.6GPa [11]. Together with 

the probable presence of an oxide layer on most metallic nanowires, our model 

implies that the heterogeneous structure of nanowire may be another cause of 

the size dependence of Young’s modulus. As an exception, gold nanowire is 

hardly oxidized and thus has very small size dependence on elasticity [29]. 

])/([)/( 22 21121 DdEDdEE
coatcrystal

                         

Eq. 7.1 

 The clear size dependent plasticity, as shown in Fig. 7.1 and Fig. 7.2, of 

an amorphous coated layer can also be observed. We simultaneously observed 

suppression of serrated flow and significant reduction in strength of 

amorphous coated copper nanowires. Fig. 7.1 shows that the post-yielding 

plastic deformation behavior varies with coating thickness. A sample with 

0.5nm coating shows significant serrated flow to be the same as that for a non-

coated sample, while a two and an half nanometer coated sample shows nearly 

ideal plasticity. The suppression of serrated flow agrees well with the 

compression tests on micropillars with conformal coating, indicating different 

plastic deformation behavior within amorphous layer coated nanowire core 

from that in a pristine nanowire. The stress and strain at the peak of the stress-

strain curve are defined as ultimate tensile stress (UTS) and yield strain (YS), 

respectively. It is shown that amorphous coating can induce significant 

reduction in both UTS and YS. In MD simulations of tensile deformation of 

metallic nanowire and nanopillars, UTS and YS correspond to the nucleation 

of dislocation. Since samples used in this study contained no initial 

dislocations, the quick stress relaxation observed on all stress-strain curves 

was induced by a massive increase of dislocation density, after which UTS 

was reached. UTS and YS are quantitative descriptions of the ability of a 
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nanowire with no initial dislocation to deform elastically. In our simulations, 

UTS for pristine copper nanowire was about 8.0GPa, which is consistent with 

previous MD simulations [33], while UTS for coated nanowire with a 3.0nm 

thick coating was only about 3.4GPa, less than half of that for non-coated 

nanowire. The tendency for UTS to decrease with increasing coating thickness 

is clearly shown in Fig. 7.3(a). The reason for this trend may be that coating 

layer lowers the critical stress required for dislocation nucleation at the 

interface between amorphous layer and crystalline core. Fig. 7.3(c) shows that 

the strength of nanowires with same coating thickness increases with 

increasing diameter. Jennings [8] et al. have experimentally demonstrated this 

trend of strength in conformally passivated copper micropillars. As another 

yield signature, YS for pristine nanowire is determined to be 5.4%, larger than 

that of any coated nanowire in this study. Fig. 7.3(c) depicts that a maximum 

YS is reached when coating thickness is 2.5nm among coated nanowires. 

However, Fig. 7.3(d) shows no obvious pattern of how YS varies with 

nanowire diameter.  

 

Figure 7.3. Ultimate tensile strength (UTS) and yield strain (YS) for: (a) copper nanowires 

with same crystalline core diameter (15.0nm) but varying amorphous coating thickness; (b) 

copper nanowires with same amorphous coating thickness but varying diameter. 
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The size dependence of yield strength shown in Fig. 7.3(a) and (c) can also 

be attributed to the heterogeneous structure of coated nanowire. It is proposed 

in this study that the presence of an amorphous coating layer on Cu nanowire 

can reduce the yield strength by as much as ~57.5% of the magnitude of the 

yield strength of a pristine one. As a comparison, a preset circumferential 

surface defect results in a drop in yield strength of ~36% relative to pristine 

Cu nanowire[33]. It should also be noted that the reduction in yield strain 

induced by surface defects[33] is much larger than that observed in this study. 

A circumferential surface defect functions mostly as a stress concentrator 

during deformation and cannot significantly reduce the Young’s modulus of 

nanowire, thus it can reduce significantly both yield strength and yield strain 

of nanowire via lowering the dislocation nucleation energy barrier. With a 

circumferential surface defect, the amorphous coating layer can reduce both 

the Young’s modulus of nanowire and yield strength, but not yield strain. This 

fact suggests that an amorphous layer may not be able to lower as much 

dislocation nucleation energy as a circumferential surface defect. It can be 

concluded that the yield stress reduction induced by the amorphous coating 

layer occurs mostly because the amorphous layer is much softer than the 

crystalline core. Increasing yield strength with increasing diameter in this 

study is a direct result of the fact that the fraction of amorphous layer atoms 

decreases with increasing diameter. It also needs to be emphasized that the 

amorphous coating layer may have only a small effect on yield strength of Cu 

nanowire when the diameter is larger than 100nm (volume fraction of 

amorphous layer is smaller than 9.75%, assuming amorphous oxidation layer 

thickness is smaller than 2.5nm). 

Our simulations reveal that an amorphous coating layer can affect the yield 
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strength of nanowire due to simple load sharing. Previous MD simulations 

quite convincingly show that the yield strength of nanowire directly depends 

on the activation energy of dislocation nucleation. Recently Jennings et al. 

have proposed an analytical model based on quantitative description of surface 

dislocation nucleation energy to predict yield strength of nanowire under 

experimental conditions [34] by employing a survival probability model 

proposed by Zhu [20] et. al. They achieved reasonable agreement of the 

analytical model with the results of experiments on Au nanowire. However, 

their model yields a strength ten times larger than the experimental results for 

Cu nanowire, even though the model agrees well with MD simulations. 

Possible reasons for this large discrepancy include the presence of surface 

roughness and pre-existing defects. Our simulations indicate that another 

possible reason may be the fact that atomistic simulations fail to describe the 

presence of an amorphous oxidation layer on copper nanowire, which may 

significantly reduce its strength. The absence of an oxidation layer on gold 

nanowire may be the reason why the Jennings model [34] agrees well with 

experimental results.   

To make clear the underlying mechanism behind the yielding of 

amorphous layer coated nanowire, both atomic strain analysis and atomic 

structure analysis are employed. Fig. 7.4 shows an atomic strain distribution 

evolution of nanowire with 2.5nm thick coating (r=7.5nm) during deformation 

via a perspective view. Only surface atoms and HCP atoms in the crystalline 

core in half a nanowire are shown in Fig. 7.4, and colored by von Mises atomic 

shear strain. Single atomic planes within the crystalline core represent 

Shockley partial dislocations. It can be clearly deduced from Fig. 7.4(a) that 

spots with atomic shear strain concentration appear at the interface between 
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amorphous coating layer and crystalline core when strain is 3.0%, which is 

before UTS is reached. These spots are akin to shear transformation zones 

(STZs), which are the elementary plastic deformation carriers in bulk metallic 

glass [35, 36] (BMG). The coating layers yield in a way akin to STZ formation 

[23, 37]. Another supporting evidence of coating layer yielding is the 

significant deviation from linear relation before UTS is reached on stress-

strain curves, as shown in Fig. 7.1. Similarly, surface atoms can also be 

rearranged in pristine crystal nanowire, contributing to deformation before the 

yielding point. The surface rearrangement mechanism and its connection with 

further deformation in pristine nanowire still remains unclear. However, in this 

study, the rearrangement of coating layer atoms has significant impact on 

dislocation behaviors, including on both nucleation and slip in the crystal core.  

 

Figure 7.4. Von Mises atomic shear strain maps of copper nanowire with different strain. 

Amorphous coating thickness is 2.5 nm, overall diameter is 20 nm. Only surface atoms and 

HCP atoms in crystalline core in half a nanowire are shown. Atoms are colored by von Mises 

atomic shear strain. Single atomic planes within crystalline core represent partial dislocations. 

We observed a dislocation nucleation mechanism in nanowire distinct 

from the surface nucleation mechanism. The crystalline core of nanowire 

yields via dislocation nucleation from STZs at the interface between coating 
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and crystal. Fig. 7.4(b) and (c) show that three individual STZs within the 

amorphous coating, when strain is 4.75%, developed into multiple partial 

dislocations within the crystalline core when strain increases to 5.0%, which 

was just a bit earlier before the yield point on the stress-strain curve. Fig. 7.4(c) 

and (d) show that two more individual STZs within the coating induced partial 

dislocations within the crystalline core when strain increased to 5.25%, which 

resulted in the dramatic stress relaxation on the stress-strain curve after UTS 

is reached. This STZs-trigger-dislocation mechanism is very similar to that 

observed in previous MD simulation of amorphous/crystalline nanolaminates 

[21]. The knowledge obtained in MD simulations on BMG [38, 39] has 

suggested that the diameter of STZs is at the scale of the thickness of the 

coating layer used in this study. Thus STZs induced by inelastic atomic 

rearrangement of a thin coating surface layer during tensile loading mostly 

reside near the amorphous/crystal core interface. STZs have higher energy 

than neighboring amorphous regions and are able to activate dislocation 

nucleation [21, 36, 38]. The activation volume of the STZ-triggered 

dislocation mechanism is close to that of dislocation nucleation on a “perfect” 

free surface [40].  

When amorphous coating layer is thicker than 0.5nm, simulations results 

clearly paint a physical picture that the interface between amorphous coating 

layer and crystal core can provide multiple dislocation nucleation sites via 

formation of STZs before overall yielding of the nanowire. This mechanism 

is responsible for the ability of an amorphous coating layer with enough 

thickness to suppress dislocation starvation states in nanowires during loading 

and to induce ideal flow instead of serrated flow. Dynamic atomic 

microstructure evolution processes visualized by OVITO show dislocation 
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structure evolution for 2.5nm and 0.5nm coated samples, respectively. Atoms 

are colored according to their local structures, yellow dots represent HCP 

atoms and FCC atoms have been removed. Multiple dislocation starvation 

states during the dislocation evolution process can be clearly seen during 

deformation of the 0.5nm coated sample. However, no such dislocation 

starvation states appear during deformation of the 2.5nm coated sample. Fig. 

7.1 shows that the 0.5nm coated sample is the only one that demonstrates 

serrated flow similar to that of non-coated nanowire. The reason is that 0.5nm 

coating thickness is lower than typical size of STZ [36, 38], and is not able to 

support the STZ-trigger-dislocation mechanism. It can be concluded that an 

amorphous coating layer (thickness>0.5nm) can provide a significant 

suppression effect on serrated flow. The transformation between STZ within 

the amorphous layer and dislocation within the crystalline layer at the interface 

accounts for the experimentally observed near-ideal plasticity [21]. In our 

study, the absence of a dislocation starvation state in most coated samples 

indicates that an amorphous/crystalline interface can provide both continuum 

dislocation sources and dislocation annihilation sinks during deformation. 

Thus it’s rather reasonable to suppose that a stable plastic flow can be 

sustained in amorphous layer coated nanowire. Our simulation can help 

explain the absence of serrated flow in a recent test on nanotwinned copper 

nanowire [14]. It should be also noted that the continuum dislocation 

nucleation and annihilation mechanism shown here is unlike the mechanism 

which indicates that dislocation pile ups can be formed within hard coated 

micropillars, which show an increase in compressive strength [7, 9, 10, 18, 

22].   

7.4 Conclusion 
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In summary, the mechanical response of copper nanowire coated by an 

amorphous Cu46Zr54 layer has been investigated by molecular dynamics. 

Significant size dependent elasticity and plasticity of copper nanowire have 

been observed. Young’s modulus and yield strength of nanowire are found to 

decrease with increasing coating thickness and decreasing nanowire diameter. 

A new plastic deformation mechanism for nanowire has been observed in this 

study. The amorphous layer yields first via STZ formation without the overall 

yielding of nanowire. Then dislocation nucleates from STZs at the interface 

between amorphous shell and crystalline core induce yielding and stable 

plastic flow. This mechanism enables the suppression of serrated flow which 

has been frequently observed in atomistic simulations of nanowire due to the 

establishment of dislocation starvation states during deformation. A simple 

core-shell model is utilized to explain our results and help explain 

experimental results.  
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Chapter 8: Conclusion and future work 

The study of interfacial plasticity will benefit our understanding of 

mechanical response of materials, and provide atomistic insights for designing 

materials with both high strength and ductility. Interface mediated deformation 

mechanisms revealed by molecular dynamics may be employed in continuum 

mechanics modeling of materials at meso scale in future. In this dissertation, 

interfacial plasticity in several typical nanomaterials including nanocrystalline, 

nanotwinned, nanowire and nanolaminate materials has been studied by 

molecular dynamics. The research focused on atomistic deformation 

mechanisms mediated by different interfaces and their relationship with macro 

mechanical responses of materials of interest. In general, major conclusions 

are made in this dissertation as follows: 

1. In nanocrystalline copper, appropriate multi-mode deformation was 

confirmed to be able to generate high density of nano twins by molecular 

dynamics. Shearing after a compression to the elastic limit is the best 

formation condition for deformation twin nucleation. Two deformation 

mechanisms to nucleate twins were observed: one via Shockley partial 

dislocation glide on neighboring (111) planes and another via three 

Shockley partial dislocation slips. The reaction between deformation twin 

and partial dislocation were also observed.   

2. By simulating uniaxial tensile deformation along the <111> direction of 

nano twinned single crystal copper, it was found that twin boundary 

cannot behave as a dislocation nucleation source and partial dislocations 

are nucleated from HCP defective atom clusters formed by tensile loading 

in an originally nearly defect-free crystal structure. Two deformation 
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mechanisms were observed in samples with different twin spacing. At 

small twin spacings (<10 nm), partial dislocations with stacking faults are 

the dominant defect, but when the twin spacing increases, secondary twin 

boundaries (deformation twins) start to form and the amount of 

deformation twins increases. The original twin boundary serves as an 

obstacle to dislocation movements on the glide planes tilted to the twin 

boundary, resulting in an enhanced flow strength. Thus, the Hall-Petch 

like relationship is still valid down to very small twin spacings (~1 nm), 

which can be explained by a simple energy balance model. 

3. By changing thermodynamic treatments in molecular dynamics 

simulation, two types of amorphous/crystalline laminates, in which 

amorphous layers have different structural heterogeneity, were prepared. 

Both as-quenched sample and separately-quenched sample yielded first 

through the formation of STZs in the amorphous layer. After that, micro 

sliding bands with highly localized atomic shear strain were formed at 

ACIs in both samples via different interfacial mechanisms, sliding via 

STZs growth at ACIs for the separately-quenched sample and sliding via 

dislocation loop spreading at ACIs for the as-quenched sample. The 

thickening of micro sliding bands on the amorphous side via internal 

friction is determined to be a new plastic deformation mechanism. The 

micro sliding band thickening rate was higher in the as-quenched sample 

than that in the separately-quenched sample. A simple mechanical 

analysis showed that the thickening of the micro sliding band should be 

universal for BMG-based composites. 

4. The mechanical response of copper nanowire coated by an 

amorphous Cu46Zr54 layer has been investigated by molecular dynamics. 

Significant size dependent elasticity and plasticity of copper nanowire 
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have been observed. Young’s modulus and yield strength of nanowire are 

found to decrease with increasing coating thickness and decreasing 

nanowire diameter. A new plastic deformation mechanism for nanowire 

has been observed in this study. The amorphous layer yields first via STZ 

formation without the overall yielding of nanowire. Then dislocation 

nucleates from STZs at the interface between the amorphous shell and 

crystalline core induce yielding and stable plastic flow. This mechanism 

enables the suppression of serrated flow which has been frequently 

observed in atomistic simulations of nanowire due to the establishment of 

dislocation starvation states during deformation. A simple core-shell 

model is utilized to explain our results and help explain experimental 

results. 

This work has provided direct atomistic insights into interfacial plasticity 

in several nanomaterials. An ultimate goal is to utilize knowledge obtained in 

atomistic simulations to guide materials design. However, the bridge between 

atomistic mechanisms and experimental mechanical responses of true 

materials currently can only be built by qualitative comparison. Quantitative 

explanations and prediction of materials’ mechanical properties from 

molecular dynamics are still not available. To reach our ultimate goal, 

atomistic simulations and experiments should approach and correct each other. 

On one hand, more realistic conditions should be considered in atomistic 

simulations and it is necessary to produce models based on physical picture 

obtained by atomistic simulation to predict experimental results. On the other 

hand, experimental condition control, including strain rate, material 

microstructure and so on, is able to allow direct comparison between atomistic 

simulations and experiments. In addition, the role of atomistic simulations 

should be re-considered under the multiscale framework. In nanomaterials, 
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represent volume of material and volume that molecular dynamics can deal 

with are at the same scale, and thus molecular dynamics has been applied in 

predicting these materials’ mechanical responses. But in traditional materials, 

mesoscale collective response of microstructural defects manipulates 

materials’ behavior. Atomistic simulations are far from being able to cope with 

mesoscale. Even though several mesoscale approaches, including dislocation 

dynamics and crystal plasticity, have been being developed to simulate 

materials’ mechanical responses, there is still a lack of effective modeling 

methods to deal with interfacial plasticity at mesoscale. With all these 

considerations, there are many topics which require further investigations.  

First, in addition to the interfaces discussed in this dissertation, more 

interfaces in different material systems, including metal/metal, ceramic/metal, 

organic/metal, organic/ceramic interfaces and so on, can be modeled by 

atomistic simulations. It will not be easy to successfully describe such systems 

due to lack of reliable potential functions, but it is possible to conclude some 

key features of interfaces for material design. 

Second, atomistic simulation at experimental strain rates has eventually 

become possible. Mechanical response and microstructure evolution of 

interface at experimental strain rate can be studied by employing potential 

sampling methods. Such methods will also be utilized to determine two 

fingerprints of interfacial plasticity: activation volume and activation energy. 

Atomistic insights obtained by these methods can be directly used as input for 

mesoscale approaches. 

Third, structural biomaterials are very good examples of nanomaterials in 

which interfaces between organics and minerals are key reasons for their good 

mechanical performance. Several interfacial plasticity mechanisms in 
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biomaterials have been identified by experiments recently. It will be 

interesting to repeat these mechanisms observed in biomaterials in atomistic 

models and to learn material design from nature.  

Fourth, recently high intensity laser has been used to generate shockwave 

propagation in materials and to study the dynamic behavior of materials. In 

such experiments, targeted foil has a thickness of several micrometers and 

strain rate generated by laser is about 1010/s. Sample thickness and strain rate 

in laser loading experiments are quite close to the current capability of 

molecular dynamics simulation on high performance cluster. It is practical to 

simulate dynamic responses of and interface at such high strain rate and to 

directly compare molecular dynamics results with experimental results. Our 

preliminary results show that shockwave scattering at interfaces in 

nanolaminates can change both mechanical and thermodynamic responses of 

local volume, inducing isentropic states in materials. 
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