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Abstract

In recent years, GMM–SVM and i-vectors with probabilistic linear discriminant

analysis (PLDA) have become prominent approaches to text-independent speaker

verification. The idea of GMM–SVM is to derive a GMM-supervector by stacking the

mean vectors of a target-speaker dependent, MAP-adapted GMM. The supervector

is then presented to a speaker-dependent support vector machine (SVM) for scoring.

However, a problematic issue of this approach is the severe imbalance between the

numbers of speaker-class and impostor-class utterances available for training the

speaker-dependent SVMs.

Different from high dimension GMM-supervectors, the major advantage of i-

vectors is that they can represent speaker-dependent information in a low-dimension

space, which opens up opportunity for using statistical techniques such as linear

discriminant analysis (LDA), within-class covariance normalization (WCCN), and

PLDA to suppress the channel- and session-variability. While these techniques have

achieved state-of-the-art performance in recent NIST Speaker Recognition Evalua-

tions (SREs), they require multiple training speakers each providing sufficient num-

bers of sessions to train the transformation matrices or loading matrices. However,

collecting such a corpus is expensive and inconvenient. In a typical training dataset,

the number of speakers could be fairly large, but the number of speakers who can

provide many sessions is quite limited. The lack of multiple sessions per speaker

could cause numerical problems in the within speaker scatter matrix, a problematic

issue known as the small sample-size problem in the literature.

Although the above-mentioned data imbalance problem and small sample-size

problem are caused by different reasons, both of them can be overcome by an ut-



terance partitioning and resampling technique proposed in this thesis. Specifically,

the sequence order of acoustic vectors in an enrollment utterance is first random-

ized; then the randomized sequence is partitioned into a number of segments. Each

of these segments is then used to compute a GMM-supervector or an i-vector. A

desirable number of supervectors/i-vectors can be produced by repeating this ran-

domization and partitioning process a number of times. This method is referred to

as utterance partitioning with acoustic vector resampling (UP–AVR). Experiments

on the NIST 2002, 2004 and 2010 SREs show that UP–AVR can help the SVM train-

ing algorithm to find better decision boundaries so that SVM scoring outperforms

other speaker comparison methods such as cosine distance scoring. Furthermore,

results demonstrate that UP–AVR can enhance the capability of LDA and WCCN

in suppressing session variability, especially when the number of conversations per

training speaker is limited.

This thesis also proposes a new channel compensation method called multi-way

LDA that uses not only the speaker labels but also microphone labels in the training

i-vectors for estimating the LDA projection matrix. It was found that the method

can strengthen the discriminative capability of LDA and overcome the small sample-

size problem.

To overcome the implicit use of background information in the conventional

PLDA scoring in i-vector speaker verification, this thesis proposes a method called

PLDA-SVM scoring that uses empirical kernel maps to create a PLDA score space

for each target speaker and train an SVM that operates in the score space to pro-

duce verification scores. Given a test i-vector and the identity of the target speaker

under test, a score vector is constructed by computing the PLDA scores of the test i-



vector with respect to the target-speaker’s i-vectors and a set of nontarget-speakers’

i-vectors. As a result, the bases of the score space are divided into two parts:

one defined by the target-speaker’s i-vectors and another defined by the nontarget-

speakers’ i-vectors. To ensure a proper balance between the two parts, utterance

partitioning is applied to create multiple target-speaker’s i-vectors from a single or

a small number of utterances. With the new protocol brought by NIST SRE, this

thesis shows that PLDA-SVM scoring not only performs significantly better than

the conventional PLDA scoring and utilizes the multiple enrollment utterances of

target speakers effectively, but also opens up opportunity for adopting sparse ker-

nel machines for PLDA-based speaker verification systems. Specifically, this thesis

shows that it is possible to take the advantages of the empirical kernel maps by

incorporating them into a more advanced kernel machine called relevance vector

machine (RVM). Experiments on NIST 2012 SRE suggest that the performance of

PLDA-RVM regression is slightly better than that of PLDA-SVM after performing

UP-AVR.
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Chapter 1

INTRODUCTION

Biometric authentication has recently attracted increasing attention from the

public because of its simple, quick, and user-friendly features. Biometric authenti-

cation is an automatic process for verifying or identifying the identity of a person

based on his/her physiological or behavioral characteristics. Typically, biometric

systems extract physiological and behavioral characteristics from fingerprints, irises,

retinas, hands, voice, faces, handwriting, keystroke, and gait. Among these charac-

teristics, voice is the least intrusive and is the easiest to obtain. Therefore, voice

biometrics is well accepted by users.

Voice biometrics, also known as speaker recognition, can be divided into speaker

identification and speaker verification. The former is to identify a speaker from a

known set of speakers and the latter is to verify the identity of a claimed speaker.

This thesis focuses on speaker verification.

1.1 Speaker Verfication

Speaker verification [6] is to verify the identity of a claimant based on his/her own

voices (Figure 1.1). It can be divided into two categories: text-dependent and

text-independent. The former requires speakers to speak the same set of keywords

for enrollment and verification. The latter is more flexible and does not have any
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restriction on the contents of the utterances. Therefore text-independent speaker

verification has more applications. This thesis focuses on text-independent speaker

verification.

Is this 
Daniel’s 
voice? 

Hello, This 
is Daniel 

Figure 1.1: The task of speaker verification.

Speaker verification can also be divided into close-set speaker verification and

open-set speaker verification. If it is a priori known that the claimant is from a

group of registered speakers, we have close-set speaker verification; otherwise, the

verification is an open-set one. Research has shown that the performance of close-

set speaker verification is better than that of open-set speaker verification. How-

ever, open-set speaker verification is much more practical. Among all of the NIST1

Speaker Recognition Evaluations (SREs), only the NIST 2012 SRE [7] involves open-

1NIST is the abbreviation of American National Institute of Standards and Technology.
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set verification; all the evaluations prior to 2012 involve close-set verification.

Speaker verification systems can be used for (1) transaction authentications in

credit-card purchases, stock trading and telephone banking, (2) access controls of

physical premises and computer networks, and (3) forensic investigations in court

cases.

With decades of research and development, the performance of speaker verifica-

tion systems in laboratory settings is already very good. However, their performance

degrades rapidly when they are deployed in real-world environments. This is because

real-life environments are very complicated. There are a number of factors that af-

fect performance, including [8, 9]: (1) duration of test segments; (2) noise effects,

(3) channel effect and mismatch, and (4) emotion status of speakers. This thesis is

related to the first three factors.

1.2 Motivation of the Thesis

Nowadays, state-of-the-art speaker verification systems are mainly based on Gaus-

sian mixture model and support vector machines (GMM–SVM) [10] or i-vectors [11]

with probabilistic linear discriminant analysis (PLDA) [12–14]. Previous experi-

mental results have demonstrated the excellent performance of these techniques.

However, there are some limitations in these speaker verification systems. The lim-

itations are elaborated below.

1. Data imbalance in SVM training. For GMM–SVM systems, the training of the

speaker-dependent SVMs is fairly unusual in that typically only a few or some-

times even only one enrollment utterance is available. While in the latest NIST

SRE, multiple enrollment utterances per speaker are available for training, not

all speakers have multiple utterances. Some speakers only have one enrollment
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utterance. Given that the number of background-speaker utterances is typi-

cally several hundreds, the limited number of enrollment utterances leads to

a severe data imbalance problem. An undesirable consequence of data imbal-

ance is that the orientation of the SVM’s decision boundaries in GMM–SVM

systems are largely dictated by the data in the majority (background speakers)

class [15].

2. Small sample-size problems in i-vector systems. The idea of i-vectors is to

represent the characteristics of an utterance through the latent factors of a

factor analyzer. Because the factor loading matrix of the factor analyzer de-

fines the possible speaker- and channel-variability of i-vectors, it is important

to suppress the unwanted channel variability. Linear discriminant analysis

(LDA) [16], within-class covariance normalization (WCCN) [17], and PLDA

are commonly used for such purpose. These methods, however, require train-

ing data comprising many speakers each providing sufficient recording sessions

for good performance. Performance will suffer when the number of speakers

and/or number of sessions per speaker are too small. In other words, When the

number of training speakers and/or number of recording sessions per speaker

are insufficient, numerical difficulty or error will occur in estimating the trans-

formation matrices, resulting in inferior performance. In machine learning

literatures, this is known as the small sample-size problem [18,19].

3. Implicitly utilization of background information in i-vector/PLDA framework.

Given the i-vector of a test utterance and the i-vectors of the claimed target-

speaker, PLDA scoring [12–14] and cosine distance scoring [11] compute the

scores without referring to any other speakers. Taking PLDA scoring as an
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example, the verification decision is based on the likelihood ratio score derived

from two hypotheses: (1) the test i-vector and the target-speaker i-vector are

from the same speaker and (2) these two i-vectors are from two different speak-

ers. Because the computation of the likelihood ratio does not involve other

i-vectors, this scoring method implicitly uses background information through

the universal background model (UBM) [20], the total variability matrix [11],

and the PLDA’s factor loading matrix. While this likelihood ratio scoring

method is computationally efficient, the implicit use of background informa-

tion is a drawback of this method.

1.3 Contribution of the Thesis

This thesis proposes a technique called utterance partitioning with acoustic vector

resampling (UP-AVR) [5, 15, 21, 22] to alleviate the data imbalance problem and

small sample-size problem mentioned in Section 1.2. The idea is to partition an

enrollment utterance into a number of sub-utterances and to resample the acoustic

vectors to produce more GMM-supervectors [10] or i-vectors for training the target-

speakers’ SVMs and the LDA models. Specifically, the silence regions of a long

conversation are firstly removed. Then, the speech frame indexes of the conversation

are randomized. Finally, the randomized frame-sequence is partitioned into equal-

length segments, with each segment independently used for estimating a GMM-

supervector or i-vector. This frame-index randomization and partitioning process

can be repeated several times to produce a desirable number of GMM-supervectors

or i-vectors for each conversation.

Another channel compensation method called multi-way LDA [22] is also pro-

posed in this thesis to solve the small sample-size problems. In the classical i-vector
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approach, covariance analysis is only applied to the speaker domain for computing

the within-speaker scatter matrix and between-speaker scatter matrix. The assump-

tion is that each training i-vector has a speaker label and that each speaker provides

a number of utterances (i-vectors) using a variety of microphones. This approach,

however, ignores the fact that the same set of microphones are used in the recording

sessions for all training speakers. Multi-way LDA is to exploit the extra informa-

tion that can be found in the microphone labels to strengthen the discriminative

capability of LDA and to solve small sample-size problem.

To address the limitation of PLDA scoring and cosine distance scoring, we have

recently proposed to apply SVM scoring with empirical kernel maps for taking

the background speaker information explicitly during the scoring process [23–25].

This method captures the discrimination between a target-speaker and non-target-

speakers in the SVM weights as well as in the score vectors that live in an empirical

score space. Specifically, for each target speaker, an empirical score space with di-

mension equal to the number of training i-vectors for this target speaker is defined

by using the idea of empirical kernel maps [26–28]. Given an i-vector, a score vec-

tor living in this space is formed by computing the LR scores of this i-vector with

respect to each of the training i-vectors. A speaker-dependent SVM – referred to

as PLDA-SVM – can then be trained using the training score vectors. During ver-

ification, given a test i-vector and the target-speaker under test, the LR scores are

mapped to a score vector, which is then fed to the target-speaker’s SVM to obtain

the final test score. The empirical kernel map proposed in this thesis is also a novel

way of incorporating multiple enrollment i-vectors in the scoring process.
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1.4 Thesis Organization

The thesis is organized as follows. Chapter 2 provides an overview of speaker verifica-

tion and introduces four important modules in typical speaker verification systems:

acoustic feature extraction, speaker modeling, score normalization, and performance

evaluation metrics.

Chapter 3 reviews the theory of GMM-supervector based speaker verification.

The drawbacks of GMM–SVM are also discussed.

Chapter 4 reviews the theory of i-vector based speaker verification including i-

vector extraction, channel compensation, and scoring. The small sample-size prob-

lem in the i-vector framework will also be discussed.

Chapter 5 presents the traditional methods for solving the problems mentioned

in Chapter 3 and Chapter 4 and introduces the proposed method – UP-AVR – to

solve these problems.

Chapter 6 reviews the theory of Gaussian PLDA and its limitations and intro-

duces our proposed methods to overcome the limitation: PLDA-SVM scoring and

PLDA-RVM scoring.

Chapter 7 describes the arrangement of speech data in different NIST SREs and

presents the details of experimental setup.

Chapter 8 presents and discusses the experimental results on the NIST SRE

datasets.

Chapter 9 concludes the finding of the thesis and provides a brief outline of future

research.
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Chapter 2

SPEAKER VERIFICATION

Speaker verification is a binary classification task in which the objective is to

determine whether a given utterance was spoken by the speaker whose identity is

being claimed. This chapter present an overview of speaker verification including

the theoretical background related to speaker verification, score normalization, and

performance evaluation metrics.

2.1 Overview of Speaker Verification Systems

As illustrated in Figure 2.1, the speaker verification process comprises two phases:

enrollment and verification. During enrollment, a user of the system provides one or

more utterances. Then, feature extraction is performed to transform the speakers’

utterances into speaker-specific feature vectors that are used for training a speaker

model. This phase is always done offline. During verification, a speaker (called

claimant) claims his/her identity and gives one or more utterances. The feature

vectors extracted from these utterances are compared with the model of the claimed

identity and background speaker model to produce a score. If the score is larger than

a decision threshold, the claimant will be accepted; otherwise, the claimant will be

rejected. Because this phase is performed online, the algorithm involved should be

computationally efficient.

According to Figure 2.1, there are three important steps in a speaker verification
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Figure 2.1: The enrollment and verification phases of a speaker verification system.

system.

• Feature extraction: It is the first step of speaker verification, which is also

referred to as front-end processing. Its main goal is to extract speaker-specific

feature vectors from speech signals. The criteria of ideal features [8, 29] are

informativeness, invariance, uniqueness and ease of processing.

1. Informativeness: informativeness means that the features should have

high discriminative power among speakers. To have this property, the

intra-speaker variability should be small and the inter-speaker variability
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should be large.

2. Invariance: the features should be robust against noise and channel

distortion.

3. Uniqueness: imitation of the features should be difficult.

4. Ease of processing: the features should be easy to obtain by using

ordinary hardware, and software implementation should be simple.

Speech features can be categorized into short-term spectral features, voice

source features, spectro-temporal features, prosodic features and high-level

features [8]. In this thesis, only short-term spectral features are used. Sec-

tion 2.2 will introduce this type of features in more detail.

• Speaker Model Training: It is also known as speaker modeling. The idea

of speaker modeling is to train a speaker-dependent model given the feature

vectors of a client speaker. Speaker models can be divided into generative

models and discriminative models [8], which will be described in Section 2.3.

• Verification Decision: Decision making involves scoring computation, score

normalization [30], and threshold determination. This step produces a score

by comparing the claimant’s speech features against the claimed speaker model

and the background speaker model. The common scoring methods are likelihood-

ratio scoring, SVM scoring, cosine distance scoring and PLDA scoring.

2.2 Acoustic Features for Speaker Verification

Feature extraction is an important part of a speaker verification system. Because

unreliable speaker features will lead to poor speaker models and incorrect verification
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Figure 2.2: The relationship between the Mel-frequencies (fMel) and linear fre-
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scores. Mel-frequency cepstral coefficients (MFCCs) [31] is one of the most popular

short-term spectral features for speaker verification [32].

In 1940, Stevens and Volkman [33] found that the frequencies of sound are non-

linearly related to the frequencies that human perceive from the sound. The rela-

tionship can be formulated as [34]:

fMel = 2595 log10

(
1 +

fLin

700

)
(2.1)

where fMel is the Mel-frequency and fLin is the linear frequency, both in the unit

Hz. Figure 2.2 shows the relationship between fLin and fMel. Based on this finding,

MFCCs was proposed in [31,32]. Figure 2.3 illustrates the procedure for extracting

MFCCs from speech signals.
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Figure 2.3: The flow chart of extracting MFCCs.

2.3 Speaker Modeling

Speaker modeling can be categorized into generative modeling and discriminative

modeling [8]. Generative modeling is to use a statistical model to approximate or to

fit the distribution of the feature vectors arising from a speaker. Gaussian mixture

model [20, 35] is the most commonly used statistical model. In contrast, discrim-

inative modeling is to model the decision boundary between speakers. The most

popular example is support vector machines [10]. This chapter will introduce the

classical speaker modeling approach: GMM–UBM. The more advanced approaches

such as GMM-supervector and i-vectors will be covered in Chapter 3 and Chapter 4,

respectively.
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2.3.1 Gaussian Mixture Models

Gaussian distributions, also known as normal distributions, are one of the most

popular continuous probability distributions for modeling speech features. Given a

D-dimensional feature vector o, the likelihood is given by

p(o) =
1

(2π)D/2 |Σ|1/2
exp

{
−1

2
(o− µ)TΣ−1(o− µ)

}
(2.2)

where µ is a D×1 mean vector and Σ is a D×D covariance matrix. The advantages

of Gaussian distributions are differentiable and symmetric. However, most real

speech data can not be adequately modeled by a single Gaussian distribution [16].

Therefore, Gaussian mixture models (GMM) [35–37] are proposed to overcome the

limitation. Specifically, an M -mixture GMM comprises M Gaussian components

with mean {µi}Mi=1 and covariance {Σi}Mi=1. Given sufficient number of Gaussians

(M is large enough), speech data can be modeled accurately.

The density function of an M -mixture GMM is given by

p(o|Λ) =
M∑
i=1

wipi(o) (2.3)

where wi is the prior probability of the i-th Gaussian component and pi(o) is the com-

ponent likelihood (refer to Eq. 2.2). They are also known as the mixture weights,

which satisfy the constraint
∑M

i=1wi = 1. The parameters of a GMM is repre-

sented by Λ = {wi,µi,Σi; i = 1, . . . ,M}. Because MFCCs are used as the speech

features and the elements of MFCC vectors are largely uncorrelated (because of

the DCT), diagonal covariance matrices are usually adequate. The use of diago-

nal covariance greatly simplifies computation. Given a sequence of acoustic vectors
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O = {o1, . . . ,oT}, the log-likelihood of O with respect to Λ can be computed as:

log p(O|Λ) =
T∑
t=1

log p(ot|Λ). (2.4)

The parameter Λ of a GMM can be estimated by maximum-likelihood using the

expectation-maximization (EM) algorithm [29,38]. Specifically, given a sequence of

acoustic vectors {o1, . . . ,oT}, the model parameter Λ = {wi,µi,Σi} are updated

iteratively as follows:

• E-step: the posterior probability of mixture components are computed:

Pr(i|ot) =
wipi(ot)∑M
j=1wjpj(ot)

i = 1, . . . ,M. (2.5)

• M-step: the new mixture weights, means, and covariance matrices of the mix-

ture components are calculated as follows:

wi =
1

T

T∑
t=1

Pr(i|ot)

µi =

∑T
t=1 Pr(i|ot)ot∑T
t=1 Pr(i|ot)

Σi =

∑T
t=1 Pr(i|ot) (ot − µi) (ot − µi)

T∑T
t=1 Pr(i|ot)

(2.6)

The E- and M-steps are repeated until converge. Usually, the K-means clustering

algorithm [16] is used to initialize the model parameters.
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2.3.2 GMM–UBM

The idea of GMM–UBM [20], which is the classical speaker verification framework,

is to create a target-speaker’s GMM via maximum a posteriori (MAP) adaptation

of a universal background model (UBM). Figure 2.4 illustrates the enrollment and

verification phases of a typical GMM–UBM system. Specifically, given an enrollment

utterance with acoustic vector sequence O = {o1, . . . ,oT}, the following formulae

are applied to the mean vectors µi of the UBM to obtain the adapted mean vectors

µ
(s)
i :

µ
(s)
i = αiEi(O) + (1− αi)µi, i = 1, . . . ,M,

αi =
ni(O)

ni(O) + r

ni(O) =
T∑
t=1

Pr(i|ot)

Ei(O) =
1

ni(O)

T∑
t=1

Pr(i|ot)ot

Pr(i|ot) =
wipi(ot)∑M
j=1wjpj(ot)

(2.7)

where wi and pi(ot) are the mixture weight and density function of the i-th mixture,

respectively, and r is a relevance factor controlling the degree of adaptation.

During verification, the verification score of a claimant utterance, utt(c), is ob-

tained by computing the ratio between the target-speaker likelihood and background-

speaker likelihood, i.e.,

SGMM–UBM(utt(c)) = log p(O(c)|Λ(s))− log p(O(c)|Λ(b)), (2.8)

where O(c) is the sequence of acoustic vectors (typically MFCCs [31] and their

derivatives) derived from utt(c), and Λ(s) and Λ(b) are the target-speaker’s GMM
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Figure 2.4: The enrollment and verification phases of GMM–UBM based speaker
verification. Refer to Eq. 2.8 for GMM–UBM scoring function.

and the universal background model, respectively. Because the parameters of the

two likelihood functions are estimated separately, the scoring function in Eq. 2.8

does not make full use of the discriminative information in the training data [39].

This is because when estimating the parameters of a target-speaker model in GMM–

UBM systems, we do not strike to maximize the discrimination between the target-

speaker’s speech and impostors’ speech as in discriminative training. Although a

target-speaker model is adapted from the UBM, they are not computed “jointly”.

This concept has been explained in [39].
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2.4 Score Normalization

The score in Eq. 2.8 needs to be normalized before a verification decision can be

made. There are three advantages of score normalization: (1) it helps to find a

global threshold for making verification decision, (2) it minimizes the effect of chan-

nel mismatches on the verification scores, and (3) it is an important step for score

fusion. The most common score normalization methods [30] are zero normaliza-

tion (Z-Norm), test normalization (T-Norm), ZT-Norm, TZ-Norm, and symmetric

normalization (S-Norm) [40].

2.4.1 Zero Normalization (Z-Norm)

GMM-UBM Scoring 

Background Speaker utterances 

Compute Mean and Standard Deviation  

( ) ( ),s s 

Speaker Model 
( )s

1( ) ( ), , Rb butt utt

Feature Extraction 
1( ) ( )O , ,O Rb b

     1 , , Rb b
S utt S utt

Z-Norm 
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( )

c s

s

S utt 



 ( )cS utt  ( )cS utt

Figure 2.5: The procedure of Z-Norm in GMM–UBM scoring.

The idea of zero normalization (Z-Norm) [41] is to use the mean and variance of



18

the scores that are obtained by comparing a speaker model with a set of background

speaker utterances for score normalization. Specifically, given R background speaker

utterances, speaker model Λ(s) and a claimant utterance utt(c), the normalized score

is:

S̃(utt(c)) =
S(utt(c))− µ(s)

σ(s)
(2.9)

where µ(s) and σ(s) are the mean and standard derivation of scores between speaker

model Λ(s) and the R background speaker utterances, S(utt(c)) is the score of test

utterance utt(c) against speaker model Λ(s), which can be obtained by Eq. 2.8,

Eq. 3.1, and the scoring methods in Chapter 4. Figure 2.5 illustrates the procedure

of Z-Norm in GMM–UBM scoring.

2.4.2 Test Normalization (T-Norm)

GMM-UBM Scoring 
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 ( )cS utt  ( )cS utt

Figure 2.6: The procedure of T-Norm in GMM–UBM scoring.
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Test normalization (T-Norm) [30] is similar to Z-Norm in that both require a set

of background speakers for distribution shift and scaling. Assume that we are given

R background speaker models and a test utterance utt(c), the normalized score is:

S̃(utt(c)) =
S(utt(c))− µ(c)

σ(c)
(2.10)

where µ(c) and σ(c) are the mean and standard derivation of scores between the test

utterance and R background speaker models. Figure 2.6 illustrates the procedure of

T-Norm in GMM–UBM scoring.

2.4.3 ZT-Norm and TZ-Norm

Z-Norm and T-Norm can be combined for score normalization, which result in ZT-

Norm or TZ-Norm [42]. ZT-Norm is to perform Z-Norm followed by T-Norm, and

TZ-Norm is to perform T-Norm followed by Z-Norm. Research has found that

applying ZT-Norm or TZ-Norm can achieve better performance than applying either

Z-Norm or T-Norm alone.

2.4.4 Symmetric Normalization (S-Norm)

Symmetric normalization (S-Norm) [40] was proposed to harness the symmetry in

cosine similarity scoring. Given a set of background speakers and two utterances

utti and uttj, the S-Norm score between utti and uttj is:

S̃(utti, uttj) =
S(utti, uttj)− µi

σi
+
S(utti, uttj)− µj

σj
(2.11)

where S(utti, uttj) is the score between utti and uttj, µi and σi are the mean and

standard derivation of scores between utti and the set of background speakers, µj
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and σj are the mean and standard derivation of scores between uttj and the set of

background speakers.

2.5 Performance Evaluation Metrics

To evaluate the performance of speaker verification systems, two types of error rates

are typical used:

1. False Rejection Rate (FRR) (PMiss|Target). The percentage of falsely rejecting

the true speakers; this is also known as the miss probability:

PMiss|Target =
NMiss

NTarget

(2.12)

where NMiss is the number of false rejections and NTarget is the number of

target speakers.

2. False Acceptance Rate (FAR) (PFalseAlarm|Nontarget). The percentage of falsely

accepting the imposters as true speakers; this is also known as the false alarm

probability:

PFalseAlarm|Nontarget =
NFalseAlarm

NNontarget

(2.13)

where NFalseAlarm is the number of false acceptances and NNontarget is the

number of non-target speakers (also called imposters).

A good speaker verification system should have low FAR and low FRR; however, it

is difficult to keep both error rate low at the same time.

There are other performance measures for speaker verification systems: equal

error rate [43], detection cost function [43], and detection error tradeoff curves [29].

They are elaborated below.
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2.5.1 Equal Error Rate
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Figure 2.7: FRR and FAR with respective to the decision threshold. An EER of
2.62% is obtained when the decision threshold is equal to −27.50.

Equal error rate (EER) is used to help settling a trustworthy threshold for a

speaker verification system, which is the value at which the false reject rate is equal

to the false accept rate, i.e., the chance of falsely rejecting a true speaker is equal

to the chance of falsely accepting an imposter. Figure 2.7 shows the relationship

between FAR, FRR, EER, and the threshold at EER.
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2.5.2 Detection Cost Function

Before NIST 2012 SRE, the detection cost function (DCF) is defined as:

DCF = CMiss ∗ PMiss|Target ∗ PTarget + CFalseAlarm ∗ PFalseAlarm|Nontarget ∗ PNontarget

(2.14)

where

PNontarget = 1− PTarget

PTarget and PNontarget are the prior probability of target and non-target speak-

ers, respectively, and where CMiss and CFalseAlarm are the costs of miss and false

alarm errors, respectively. For the NIST speaker recognition evaluations before

2008, CMiss = 10, CFalseAlarm = 1, and PTarget = 0.01. For evaluations after 2008,

CMiss = 1, CFalseAlarm = 1, and PTarget = 0.001.1 To improve the intuitive meaning

of DCF, the normalized DCFnorm is proposed:

DCFnorm =
DCF

DCFDefault
(2.15)

where

DCFDefault = min {CMiss ∗ PTarget, CFalseAlarm ∗ PNontarget}

NIST 2012 SRE introduces a new prior probability PKnown, which is the prior

probability that the imposter is one of the target speakers in the speaker recognition

1http://www.itl.nist.gov/iad/mig/tests/spk/
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evaluation. Therefore, the new DCF is reformulated as:

D̃CF = CMiss ∗ PMiss|Target ∗ PTarget

+ CFalseAlarm ∗ (PFalseAlarm|KnownNontarget ∗ PKnown

+ PFalseAlarm|UnknownNontarget ∗ (1− PKnown)) ∗ PNontarget

(2.16)

where

PFalseAlarm|KnownNontarget =
NFalseAlarm|KnownNontarget

NKnownNontarget

and

PFalseAlarm|UnknownNontarget =
NFalseAlarm|UnknownNontarget

NUnknownNontarget

where NFalseAlarm|KnownNontarget is the number of falsely accepted known non-target

speakers, NFalseAlarm|UnknownNontarget is the number of falsely accepted unknown non-

target speakers, NKnownNontarget is the number of known non-target speakers, and

NUnknownNontarget is the number of unknown non-target speakers. Given PKnown =

0.5 for the core conditions, the new normalized DCF is:

D̃CFnorm (α) = PMiss|Target

+ α ∗ (PFalseAlarm|KnownNontarget ∗ PKnown

+ PFalseAlarm|UnknownNontarget ∗ (1− PKnown))

(2.17)

where

α =
CFalseAlarm
CMiss

· PNontarget
PTarget

. (2.18)

Therefore, the primary DCF for NIST 2012 SRE is defined by:

DCFprimary =
D̃CFnorm (α1) + D̃CFnorm (α2)

2
(2.19)
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where α1 is obtained by substituting CMiss = 1, CFalseAlarm = 1, and PTarget = 0.01

into Eq. 2.18 and α2 is obtained by substituting CMiss = 1, CFalseAlarm = 1, and

PTarget = 0.001 into Eq. 2.18.

2.5.3 Detection Error Tradeoff Curve

Detection error tradeoff (DET) curve [43] is an effective measure for comparing the

performance of different speaker verification systems. The tradeoff between FAR

and FRR is illustrated by a receiver operating characteristic (ROC) curve in which

the scale in the FAR and FRR axes are non-linear. Figure 2.8 shows an example of

DET curves. The closer the DET curve is to the origin, the better the performance

of the speaker verification system.
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Figure 2.8: An example of DET curves.
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Chapter 3

GMM-SUPERVECTOR BASED SPEAKER

VERIFICATION

Speaker verification is a binary classification task. Therefore, support vector

machines (SVM) are suitable for speaker verification. Recent research has demon-

strated the merit of combining the GMM and SVM for text-independent speaker

verification. In this chapter, we will firstly introduce GMM-supervectors. Then,

we describe the concept of GMM–SVM and explain three sequence kernels that are

suitable for the GMM–SVM framework. We will also explain why GMM–SVM scor-

ing is superior to the conventional GMM-UBM likelihood ratio scoring. Finally, the

issues in GMM–SVM systems will be discussed.

3.1 GMM-Supervectors

Because the feature vectors (MFCCs [31]) of the speaker class and the imposter class

are highly overlap, we can not use MFCC vectors as the input to an SVM [44, 45]

directly. Furthermore, the goal of speaker verification is to minimize classification

error based on the whole utterance instead of minimizing the error on individual

speech frames. These reasons lead to the idea of sequence kernels [44] – converting

variable-length MFCC sequences to fixed-length vectors for classification by SVM.

The fixed-length vectors are called supervectors. GMM-supervectors [10] are one

type of supervectors.
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Figure 3.1: The flow chart of GMM-supervector extraction. O(s) is the sequence

of acoustic vectors extracted from utt(s) of speaker s, Λ(s) is the GMM model of
speaker s, wi is the i-th mixture weight of GMM model, and µi is the mean of i-th
Gaussian component.

Figure 3.1 shows the flow chart of converting the sequence of acoustic vectors

of a speaker to a GMM-supervector. Like the GMM–UBM approach, a speaker-

dependent GMM is created by adapting from the UBM via MAP adaptation. How-

ever, unlike GMM–UBM, the mean vectors of the speaker-dependent GMM are

stacked to form a GMM-supervector.
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3.2 GMM–SVM

The idea of GMM–SVM [10] (see Figure 3.2) is to harness the discriminative in-

formation embedded in the training data by constructing an SVM that optimally

separates the GMM-supervector(s) of a target speaker from the GMM-supervectors

of background speakers. The target-speaker’s supervector(s) together with the su-

pervectors corresponding to individual background speakers are used to train a

target-speaker SVM. Therefore, in addition to a GMM, each target speaker is also

represented by an SVM that operates in a space (called GMM-supervector space)

with axes corresponding to individual elements of GMM mean vectors.

In GMM–SVM, given the SVM of target speaker s, the verification score of utt(c)

is given by

SGMM–SVM(utt(c)) = α
(s)
0 K

(
utt(c), utt(s)

)
−
∑
i∈S(b)

α
(s)
i K

(
utt(c), utt(bi)

)
+ d(s), (3.1)

where α
(s)
0 is the Lagrange multiplier corresponding to the target speaker,1 α

(s)
i ’s are

Lagrange multipliers corresponding to the background speakers, S(b) is a set con-

taining the indexes of the support vectors in the background-speaker set, and utt(bi)

is the utterance of the i-th background speaker. Note that only those background

speakers with non-zero Lagrange multipliers have contribution to the score. The

kernel function K(·, ·) can be of many forms. This thesis introduces three kernels.

The most common kernel is the KL divergence (KL) kernel [1], KKL:

KKL

(
utt(c), utt(s)

)
=

M∑
j=1

(√
wjΣ

− 1
2

j µ
(c)
j

)T (√
wjΣ

− 1
2

j µ
(s)
j

)
(3.2)

1We assume one enrollment utterance per target speaker.
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Figure 3.2: The enrollment and verification phases of GMM–SVM based speaker
verification. Refer to Eq. 3.1 for the SVM scoring function.

where wj and Σj are the mixture weight and covariance of the j-th Gaussian compo-

nent of UBM, respectively, and µ
(s)
j and µ

(c)
j are the j-th mean vector of the GMM

belonging to speaker s and claimant c, respectively. Eq. 3.2 can be written in a more

compact form

K
(
utt(c), utt(s)

)
=
〈
Ω−

1
2
−→µ (c),Ω−

1
2
−→µ (s)

〉
(3.3)

where

Ω = diag
{
w−11 Σ1, . . . , w

−1
M ΣM

}
and −→µ =

[
µT

1 , . . . ,µ
T
M

]T
. (3.4)
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M is the number of mixtures in the GMMs. In practice, Σj’s are assumed to be

diagonal.

The second kernel is the geometric-mean-comparison (GM) kernel [46], KGM:

KGM

(
utt(c), utt(s)

)
=

M∑
j=1

(√
w

(c)
j Σ

− 1
2

j µ
(c)
j

)T (√
w

(s)
j Σ

− 1
2

j µ
(s)
j

)
(3.5)

where Σj’s are the covariance matrices of the UBM, µ
(s)
j and µ

(c)
j are the j-th mean

vector of the GMM belonging to speaker s and claimant c, respectively, and w
(s)
j and

w
(c)
j are the j-th mixture weight. The KL and GM kernels are different in that the

mixture weights of the former are speaker-independent whereas the mixture weights

of the latter are speaker-dependent.

The third kernel is the GMM-UBM mean interval (GUMI) kernel [47], KGUMI.

The GUMI kernel, which exploits the information not only from the means but also

from the covariances, is derived from the Bhattacharyya distance:

KGUMI

(
utt(c), utt(s)

)
=

M∑
j=1

(Σ
(c)
j + Σj

2

)− 1
2 (
µ

(c)
j − µj

)T

(Σ
(s)
j + Σj

2

)− 1
2 (
µ

(s)
j − µj

)
(3.6)

where s and c represent the speaker and claimant, respectively, and µj and Σj

represent the mean and covariance of the j-th mixture of the UBM.

3.3 GMM–UBM Scoring vs. GMM–SVM Scoring

A comparison between Eq. 2.8 and Eq. 3.1 reveals that GMM–SVM scoring is su-

perior to GMM–UBM scoring. The reason is that in GMM–UBM scoring, the in-
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formation of all background speakers is represented (summarized) in a single UBM,

whereas in GMM–SVM scoring, the contribution of individual background speakers

and the target speaker can be optimally weighted by the Lagrange multipliers.

3.4 Nuisance Attribute Projection

Nuisance attribute projection (NAP) [1,48] is a channel compensation technique and

is usually applied to SVM-based speaker verification. The idea of this technique is

to remove the subspace that causes the session variability by projection.

Given a set of labeled speaker utterance {utt1, ..., uttN}, the kernel function with

NAP can be represented by:

K(utti, uttj) = [Pφ(utti)] · [Pφ(uttj)] (3.7)

where

P = I−VVT (3.8)

and φ(utt) is expansion function in SVM, P is the projection matrix, I is the identity

matrix, and V is used to define the subspace representing session variability and

VTV = I. In other words, each column of V is orthonormal. For obtaining the

projection matrix, the following criterion function need be computed:

V∗ = argmin
V

∑
i,j

Wi,j ‖Pφ(utti)−Pφ(uttj)‖22 (3.9)

where

Wi,j =

 1 i and j belong to the same speaker

0 otherwise
(3.10)
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According to Eq. 3.9, we can obtain the solution of V by computing the eigen-

value problem:

V = eig
(
ΦZΦT

)
; (3.11)

Φ = [φ(utt1) · · ·φ(uttN)] ; (3.12)

Z = diag(W1)−W. (3.13)

where W is a matrix containing Wi,j and 1 is the column vector whose elements are

all equal to one.

3.5 Data Imbalance Problem in GMM–SVM Systems

A major drawback of the SVM scoring approach is that the number of target speaker

utterances for training the target-speaker’s SVM is very limited (typically only one

enrollment utterance is available). Given that the number of background speakers’

utterances is typically several hundreds, the limited number of enrollment utterances

leads to a severe data imbalance problem.

One problem of data imbalance is that the decision boundary of the resulting

SVM will skew towards the minority (target speaker) class [49, 50], causing high

false-rejection rate unless the decision threshold is properly adjusted to compensate

for the bias. Another problem is that the orientation of the decision boundary

is largely dictated by the data in the majority (background speakers) class. This

situation is illustrated in Figure. 3.3(a) and Figure 3.4. Both figures show that

there is a region in the feature space where the positive-class’s support vector can

move around without affecting the orientation of the decision boundary, but a small

change in the negative-class’ support vectors can tilt the decision boundary.
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Figure 3.3: A two-class problem in 2-dimensional space illustrating the imbalance
between the number of positive-class samples and negative-class samples. (a) The
orientation (slope) of the decision boundary depends largely on the negative-class
data. (b) Adding more positive-class data can enhance the influence of the positive-
class data on the decision boundary (slope changes from −1.0 to −1.12). There is
a region in the feature space where the positive-class’s support vector (encircled �)
can move around without affecting the orientation of the decision boundary, but a
small change in the negative-class’ support vectors (encircled ∗) can tilt the decision
boundary.
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Figure 3.4: A 3-dimensional two-class problem illustrating the imbalance between
the number of minority-class samples (red pentagram) and majority-class samples
(pink triangles) in a linear SVM. The decision plane is defined by 3 support vectors
(enclosed by black circles). The green region beneath the decision plane represents
the region where the minority-class sample can be located without changing the
orientation of the decision plane.

3.6 Speaker Comparison

Speaker comparison (SC) [51] computes the score of a test utterance (produced

by a claimant) by evaluating the inner product between the claimant’s supervector

and target-speaker’s supervector. The score is then compared with a threshold for



34

making a decision:

Ssc
(
utt(c), utt(s)

)
= K

(
utt(c), utt(s)

)
≶ θ, (3.14)

where the kernel K(·, ·) can be any valid kernel functions such as Eqs. 3.2 to 3.6.

A comparison between Eq. 3.14 and Eq. 3.1 reveals that speaker comparison is a

special case of GMM–SVM scoring in which no background information is used. In

particular, because speaker comparison does not compute the similarity between

the claimant’s utterance and background utterances, score normalization (such as

Z-norm) is very important for the success of this method. The experimental results

in Chapter 8 also suggest that this is the case.

Unlike GMM–SVM, speaker comparison [51] does not require to train an SVM

for each target speaker, thereby avoiding the data imbalance problem. An immediate

question is that if speaker comparison performs better than GMM–SVM, then the

proposed UP-AVR (refer to Chapter 5) becomes unnecessary. To demonstrate the

value of UP-AVR, experiments have been done (see Chapter 8) to compare speaker

comparison with GMM–SVM.
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Chapter 4

I-VECTOR BASED SPEAKER VERIFICATION

In recent years, using i-vectors [11] as features has become one of the promising

approaches to text-independent speaker verification. Unlike joint factor analysis

(JFA) [52, 53] in which two distinct space (speaker space and channel space) are

defined, the i-vector approach defines a single space called total variability space.

The acoustic characteristics (including both speaker and channel) of an utterance

are represented by a single vector called the i-vector whose elements are essentially

the latent variables of a factor analyzer. Compared with the GMM-supervectors,

the dimensionality of i-vectors is much lower. Therefore, statistical techniques such

as linear discriminant analysis (LDA) [16], within-class covariance normalization

(WCCN) [17], and probabilistic LDA (PLDA) [12] can be applied to suppress the

channel- and session-variability.

Figure 4.1 shows the process of i-vector based speaker verification. The i-vector

approach to speaker verification can be divided into three parts: i-vector extraction,

intersession compensation and scoring. This chapter will describe the details of these

three parts.

4.1 I-Vector Extraction

The i-vector approach is based on the idea of JFA [52,53]. In [11], Dehak et al. notice

that the channel factors in JFA also contain speaker-dependent information. This
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Figure 4.1: The flow chart of i-vector based speaker verification system. Ns and Nc

are the zero-order Baum-Welch statistics for target speaker s and test c, respectively.
Fs and Fc are the first-order Baum-Welch statistics for target speaker s and test c,
respectively. xs and xc are i-vectors for target speaker s and test c, respectively. A
is the LDA projection matrix and B is the WCCN projection matrix. BTATxs and
BTATxc are the LDA and WCCN projected i-vectors for target speaker s and test
c, respectively.

finding motivates them to model the total variability space (including channels and

speakers) instead of modeling the channel- and speaker-spaces separately. Given an

utterance of speaker s, the speaker- and channel-dependent GMM-supervector [1]

ms is written as:

ms = m+ Txs (4.1)
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where m is the GMM-supervector of the universal background model (UBM) [20]

which is speaker- and channel-independent, T is a low-rank total variability matrix,

and xs is a low-dimension vector called the i-vector.

Given an utterance withD-dimensional acoustic vector sequence O = {o1, . . . ,oT}

belonging to speaker s and an UBM Λ(b) = {w(b)
i ,µ

(b)
i ,Σ

(b)
i }Mi=1 with M mixture com-

ponents, the zero-order and centered first-order Baum-Welch statistics are computed

as follows [11,53,54]:

Ns,i =
T∑
t=1

Pr(i|ot) and F̃s,i =
T∑
t=1

Pr(i|ot)(ot − µ(b)
i ) (4.2)

where

Pr(i|ot) =
wiN (ot;µ

(b)
i ,Σ

(b)
i )∑M

j=1wjN (ot;µ
(b)
j ,Σ

(b)
j )

, i = 1, . . . ,M.

is the posterior probability of mixture components i given ot. An EM algorithm

is used to estimate the total variability matrix [53]. In the E-step, the posterior

covariance and posterior mean associated with an i-vector are given by:

Cov(xs,xs) = L−1s (4.3)

xs = L−1s TTΣ(b)−1F̃s (4.4)

where

Ls = I + TTΣ(b)−1NsT (4.5)

is a precision matrix and I is the identity matrix. Ns is an MD ×MD diagonal

matrix whose diagonal blocks are Ns,iI. F̃s is an MD × 1 supervector formed by

concatenating all centered first-order Baum-Welch statistics F̃s,i. Σ(b) is a covariance
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matrix modeling the residual variability not captured by theMD×R total variability

matrix T. In practice, we substitute this matrix by the covariance matrices of the

UBM, i.e., Σ(b) = diag{Σ(b)
1 , . . . ,Σ

(b)
M }. The posterior mean (Eq. 4.4) is the i-vector.

In the M-step, the total variability matrix T can be obtained by maximizing the

auxiliary function [55]:

Q(T) = −1

2

∑
s,i,t

Pr(i|ot)
[
log |Ls|+ (ot −ms,i)

T Σ
(b)
i

−1
(ot −ms,i)

]
= −1

2

∑
s,i

[
Ns,i log |Ls|+Ns,iTr

{
Σ

(b)
i

−1
Tixsxs

TTi
T
}
− 2Tr

{
Σ

(b)
i

−1
TixsF̃

T
s,i

}]
+ C

(4.6)

where ms,i is the mean vector of i-th Gaussian component of speaker model and Ti

is a D×R submatrix of T. We maximize the objective function in Eq. 4.6 by taking

its derivative with respect to Ti, which results in following equations:

Ci =
∑
s

F̃s,ixs
T, (4.7)

Ai =
∑
s

Ns,i

(
L−1s + xsxs

T
)
, (4.8)

Ti = CiA
−1
i i = 1, . . . ,M (4.9)

In summary, the total variability matrix can be obtained by iteratively performing

the E-step (Eq. 4.4 and Eq. 4.5) and M-step (Eq. 4.7 – Eq. 4.9).

4.2 Channel Compensation

Because i-vectors contain both speaker and channel variability in the total variability

space, inter-session compensation plays an important role in the i-vector framework.
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It was found in [11] that projecting the i-vectors by linear discriminant analysis

followed by within class covariance normalization achieves the best performance.

Another new channel compensation methods proposed in this thesis is multi-way

LDA [22].

4.2.1 Linear Discriminant Analysis

Linear Discriminant Analysis (LDA) is commonly used for classification and dimen-

sionality reduction. The idea is to find a set of orthogonal axes for minimizing the

within-class variation and maximizing the between-class separation. In the i-vector

framework, the i-vectors of a speaker constitute a class, leading to the following

objective function for multi-class LDA [16]:

A = argmax
A

{
tr
[(

ATSwA
)−1 (

ATSbA
)]}

(4.10)

where A comprises the optimal subspace to which the i-vectors should be projected,

Sw is the within-speaker scatter matrix, and Sb is the between-class scatter matrix.

Eq. 4.10 leads to the projection matrix A that comprises the leading eigenvectors

of S−1w Sb. Given a set of i-vectors X = {xij; i = 1, . . . , N ; j = 1, . . . , Hi} from N

training speakers, Sw and Sb can be computed as follows:

Sw =
N∑
i=1

1

Hi

Hi∑
j=1

(xi,j − µi)(xi,j − µi)T (4.11)

and

Sb =
N∑
i=1

(µi − µ)(µi − µ)T (4.12)
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where

µi =
1

Hi

Hi∑
j=1

xi,j (4.13)

is the mean i-vector of the i-th speaker, Hi is the number of utterances from the

i-th training speaker, and µ is the global mean of all i-vectors in the training set.

4.2.2 Within-Class Covariance Normalization

Within-class covariance normalization (WCCN) [17] was originally used for normal-

izing the kernels in SVMs. In the i-vector framework, WCCN is to normalize the

within-speaker variation. Dehak et al. [11] found that the best approach is to project

the LDA reduced i-vectors to a subspace specified by the square-root of the inverse

of the following within-class covariance matrix:

W =
N∑
i=1

1

Hi

Hi∑
j=1

(ATxi,j − µ̃i)(ATxi,j − µ̃i)T (4.14)

where

µ̃i =
1

Hi

Hi∑
j=1

ATxi,j (4.15)

and A is the LDA projection matrix found in Eq. 4.10. The WCCN projection

matrix B can be obtained by Cholesky decomposition of W−1 = BBT.

4.2.3 Multi-way Linear Discriminant Analysis

Conventional LDA uses the information of speaker labels and a variety of microphone

recordings per speaker to obtain the within-speaker and between-speaker scatter

matrices. As a result, the method performs covariance analysis on the speaker

domain only, ignoring the fact that the training speakers typically use the same set
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Figure 4.2: The grid for arranging the i-vectors of training speakers.

of microphones for recording. Here, we propose exploiting this extra information to

strengthen the discriminative capability of LDA and refer to this method as multi-

way LDA [22].

More precisely, the i-vectors of the training speakers are arranged in a grid,

where the rows represent the speakers, the columns represents the microphones, and

each element in the grid represents an i-vector (see Figure 4.2 for the grid). The

dimension of i-vectors is firstly reduced by projecting the i-vectors to a subspace

that maximizes the within-microphone variation, which represents the dispersion of

i-vectors along the columns of the grid. The objective function is:

C = argmax
C:‖ci‖=1

[
tr
(
CTSwmC

)]
i = 1, . . . , L (4.16)
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where C = [c1 c2 · · · cL] defines the optimal discriminant subspace of dimension L

on which the i-vectors should be projected and Swm is the within-microphone scatter

matrix:

Swm =
1

H

N∑
i=1

H∑
j=1

(xi,j − µj)(xi,j − µj)T (4.17)

where µj = 1
N

∑N
i=1 xi,j is the mean i-vector of the j-th microphone, N is the number

of training speakers, and H is the number of microphones. Maximizing Eq 4.16 leads

to the projection matrix C that comprises the L leading eigenvectors of Swm. Then,

conventional LDA can be applied to the dimension reduced i-vectors, which amounts

to finding a subspace that maximize the speaker separability but minimize the within

speaker variability (along the rows of the grid).

Note that unlike principal component analysis (PCA) [16, 56] where the labels

of training data are ignored, Eqs. 4.16 and 4.17 make use of both speaker and

microphone labels of the training data. The use of microphone labels is expected

to find a more discriminative subspace than the one found by PCA. Because for

each column in the grid, the i-vectors are produced by different speakers using

the same microphone, more discriminative subspace can be found by maximizing

the separability of different speakers using the same microphone. It is however

not desirable to minimize the between-microphone variability because the rank of

between-microphone scatter matrix Sbm is typically very small. For example, in our

experiments, the maximum value of H is 8, meaning that the rank of Sbm is only 7.

4.3 Scoring Methods

The most common scoring methods in i-vector speaker verification are cosine dis-

tance scoring, SVM scoring and PLDA scoring.
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4.3.1 Cosine Distance Scoring

Cosine distance scoring (CDS) [57] is computationally efficient. The method com-

putes the cosine distance between the claimant’s i-vector (xt) and target-speaker’s

i-vector (xs) in the LDA+WCCN projection space:

Scos (xt,xs) =

〈
BTATxt,B

TATxs
〉∥∥BTATxt

∥∥∥∥BTATxs
∥∥ (4.18)

The score is then further normalized (typically by ZT-norm) before comparing with

a threshold for making a decision.

4.3.2 SVM Scoring

Another popular scoring method in i-vector system is SVM scoring [57], which has

been already introduced in Section 3.2. Unlike cosine distance scoring, the advantage

of SVM scoring is that the contribution of individual background speakers and the

target speaker to the verification scores can be optimally weighted by the Lagrange

multipliers of the target-speaker’s SVM. Given the SVM of target speaker s, the

verification score of test claimant t is given by

SSVM(xt,xs) = α
(s)
0 K (xt,xs)−

∑
i∈S(b)

α
(s)
i K

(
xt,x

(bi)
)

+ d(s) (4.19)

where α
(s)
0 is the Lagrange multiplier corresponding to the target speaker,1 α

(s)
i ’s

are Lagrange multipliers corresponding to the background speakers, S(b) is a set

containing the indexes of the support vectors in the background-speaker set, and

x(bi) is the i-vectors of the i-th background speaker. It was found [11] that the

1We assume one enrollment utterance per target speaker.
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cosine kernel is the most appropriate kernel for i-vector system. Specifically,

K (xt,xs) =

〈
BTATxt,B

TATxs
〉∥∥BTATxt

∥∥∥∥BTATxs
∥∥ (4.20)

where we replace xs by x(bi) for evaluating the second term of Eq. 4.19. Note that

Eq. 4.18 and Eq. 4.20 are the same. However, their role in the scoring process is

different. The former is directly used for calculating the score, whereas the latter is

used for kernel evaluation.

Similar to GMM–SVM scoring, the SVMs in the i-vector SVM scoring also suffers

from the data imbalance problem [58,59]. The problem, however, can be alleviated

by the proposed UP-AVR. See Section 5.4 for the details of UP-AVR.

4.3.3 PLDA Scoring

In i-vector/PLDA speaker verification systems [12–14], the verification decision is

based on the likelihood ratio score derived from two hypotheses: (1) the test i-vector

and the target-speaker i-vector are from the same speaker and (2) these two i-vectors

are from two different speakers. Specifically, given a length-normalized [13] test i-

vector xt and a length-normalized target-speaker’s i-vector xs, the verification score

is given by:

SLR(xs,xt) =
P (xs,xt|same speaker)

P (xs,xt|different speakers)

= const + xT
s Qxs + xT

t Qxt + 2xT
s Pxt

(4.21)
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where

P = Λ−1Γ(Λ− ΓΛ−1Γ)−1; Λ = VVT + Σ

Q = Λ−1 − (Λ− ΓΛ−1Γ)−1; Γ = VVT.

(4.22)

and V is the factor loading matrix and Σ is the covariance of the PLDA model. We

call this method PLDA scoring in this thesis. In Section 6.1, the theory of PLDA

will be described.

4.4 Small Sample-Size Problem in LDA and WCCN

In i-vector based speaker verification, both LDA and WCCN involve the computa-

tion of a within-class covariance matrix that requires many speakers with multiple

sessions per speaker. For best performance and numerical stability, one should opt

for a large number of sessions per speaker. But in practice, it is costly and inconve-

nient to collect such a corpus. In a typical training dataset, the number of speakers

could be fairly large, but the number of speakers who can provide many sessions

is quite limited. The lack of multiple sessions per speaker could lead to singular

within-speaker scatter matrix. This problematic issue is known as small sample-size

problem [18, 19]. Chapter 5 will introduce the traditional ways to deal with this

problem and explain the new method proposed by this thesis for solving this small

sample-size problem.
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Chapter 5

UTTERANCE PARTITIONING WITH ACOUSTIC

VECTOR RESAMPLING

There are some fundamental issues in the GMM–SVM and i-vector based sys-

tems. For example, in GMM–SVM systems, there is a severe imbalance between

the amount of speaker-class and impostor-class training data (cf. Section 3.5). This

issue must be addressed; otherwise the decision boundaries of the SVMs will be

largely dependent on the impostor-class data. To estimate the LDA projection ma-

trix in i-vector based systems, we need to have a population of training speakers

with each speaker providing a certain number of training utterances. However, in

practical situations, it is difficult to obtain many utterances per speaker. The lack of

training utterances per speaker will lead to the so-called small sample-size problem

when estimating the LDA projection matrix (cf. Section 4.4).

Although data imbalance problem and small sample-size problem are caused by

different reasons, both of them can be solved by the method described in this chap-

ter. We refer to the method as utterance partitioning with acoustic vector resam-

pling (UP-AVR) [15]. Results shown in Chapter 8 demonstrate that this method is

effective in overcoming the data imbalance problem and small sample-size problem.

This chapter highlights some conventional techniques for solving the data im-

balance problem and small sample-size problem. Particular attention will be paid

on how these techniques help the SVM training algorithm to find better decision
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boundaries when there is a severe imbalance between the two classes. Then, the

chapter explains how the proposed approach – UP-AVR – alleviates the data imbal-

ance problem in GMM–SVM. Finally, the chapter explains how UP-AVR also helps

to solve the small sample-size problem in i-vector systems.

5.1 Approaches to Alleviate Data Imbalance

Because data imbalance occurs in many problem domains, a number of strategies

have been proposed to alleviate the effect of imbalanced data on SVM classifiers.

These strategies can be divided into two categories: data processing approaches and

algorithmic approaches.

5.1.1 Data Processing Approaches

Data processing approaches attempt to re-balance the training data without chang-

ing the SVM training algorithm. This category can be further divided into over-

sampling, under-sampling, and combination of over- and under-sampling. A com-

parison of these methods can be found in [60].

In over-sampling, additional minority-class training examples are generated from

existing data. Chawla et al. [61,62] proposed the Synthetic Minority Over-sampling

Technique (SMOTE) to create minority-class training instances. This method firstly

identifies k nearest neighbors for each minority-class training sample. The original

minority-class sample and one of its nearest neighbors form a pair which corresponds

to two points in the vector space. Then, a new minority-class sample is created by

selecting any random point along the line linking these two points. SMOTE has been

extended to borderline-SMOTE [63] in which SMOTE is applied to the minority-

class samples that are close to the border of the minority-class decision region.
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Nickerson et al. [64] proposed a cluster-based oversampling method that considers

not only the between-class imbalance but also within-class imbalance. Specifically,

unsupervised clustering is used to determine the within-class imbalance (relative

densities of sub-components within a class). This information is then used to guide

the resampling of the minority-class to alleviate the between-class imbalance. This

method overcomes the data imbalance problem by identifying rare cases and resam-

pling them individually, thus avoiding the creation of small disjuncts [65]. It was

found that addressing the data-imbalance problem and the small-disjunct problem

simultaneously is better than solving the data imbalance problem alone [66].

In under-sampling [67, 68], a subset of majority-class training samples are se-

lected for training. One typical under-sampling method is random sampling (or

undirected sampling) which randomly selects a subset of training samples from the

majority class. Many studies have shown that random sampling reduces classifica-

tion accuracy [69]. Another under-sampling technique is directed sampling. This

sampling strategy selects the majority-class samples that are close to the decision

hyperplane [70]. McLaren et al. [71] proposed a sample selection method for the sit-

uation where a large number of binary classifiers can share the same set of majority-

class samples. In the method, a large number of SVMs are trained such that in-

dividual SVMs use their own minority-class samples but share the same pool of T

majority-class samples. Then, the top N (N < T ) majority-class samples, which

are often selected by the SVM training algorithm as support vectors, are selected as

the majority-class samples for training all binary classifiers. The method not only

alleviates the data imbalanced problem but also reduces the number of redundant

samples.

Methods that combine over- and under-sampling have also been proposed. For
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example, Liu et al. [72] proposed to integrate these two sampling methods and used

an ensemble of SVMs to boost the performance.

While studies have shown that the data processing approaches can improve

the performance of SVMs in some situations, they do have their own problems.

For example, over-sampling will increase the number of support vectors, causing

computational burden for large datasets [73]. Some over-sampling techniques (e.g.

SMOTE [61]) assume that the samples on the line joining two neighboring minority-

class samples are also of the same class. This assumption may be invalid in some

situations. Although under-sampling can help move the decision boundary towards

the majority class, it causes information loss if useful samples are discarded [62]. A

recent study [74] also suggests that for some applications, the performance of SVMs

with over- or under-sampling could be poorer than those without any sampling.

5.1.2 Algorithmic Approaches

The algorithmic approaches attempt to modify the SVM training algorithm to mit-

igate the effect caused by data imbalance. One earlier attempt is to assign different

misclassification cost to positive and negative training samples [75, 76]. However,

studies [49] have shown that this approach is not very effective, because increasing

the value of the Lagrange multipliers of the minority class (due to the increase in the

penalty factor) will also increase some of the Lagrange multipliers in the majority

class to satisfy the constraint
∑

i αiyi = 0, where αi’s are the Lagrange multipliers

and yi’s are the class labels (+1 or −1). Another algorithmic approach is to mod-

ify the kernel according to the distribution of training data [49]. This approach,

however, requires longer classification time than the standard SVM.

Recently, several new methods have been reported in the literature with good
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classification performance on imbalanced data. Hong et al. [77] proposed a kernel

classifier construction algorithm based on orthogonal forward selection (OFS), which

aims at maximizing the area under the ROCs. Fakeri-Tabrizi et al. [78] proposed a

ranking SVM to optimize the area under the ROC curve. While these two methods

are efficient, they are not appropriate for speaker recognition, because it is difficult

to formulate the area under the ROC in speaker recognition evaluation. Hwang

et al. [79] proposed to introduce weight parameters to the training algorithm of

the Lagrangian SVM (LSVM) to deal with data imbalance; however, this method

requires longer training time than the standard SVM.

5.2 Approaches to Solve Small Sample-Size Problem

There are many applications in which the dimensionality of data is larger than

the number of training samples. For examples, in microarray data analysis [80],

the number of genes tends to be much larger than the number of samples. In face

recognition [81], the feature dimension is usually very high because it is proportional

to the number of pixels. In machine learning literature, this is known as the small

sample-size problem.

To apply LDA for classification or dimension reduction, the small sample-size

problem will become an issue when the number of training samples is small but the

feature dimension is high. This is because the LDA solution requires the computation

of the inverse of the within-class scatter matrix, which may become singular when

the number of training samples is small. Over the years, a number of methods have

been proposed to address this problem.

A simple approach is to use PCA to reduce the dimension of the original vector

before applying LDA to find the optimal discriminant subspace [82,83]. The method
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is known as PCA+LDA in the literature. The dimension of the PCA projection

space is selected such that the within-class scatter matrix becomes nonsingular so

that LDA can be applied without numerical difficulty. The singularity problem

has also been overcome by replacing the matrix inverse by pseudo-inverse [84, 85]

or by adding a constant to the diagonal elements of the scatter matrix [86]. The

former is called pseudo-inverse LDA and the latter is known as regularized LDA.

The advantage of pseudo-inverse LDA is that components with eigenvalues smaller

than a threshold are automatically discarded, thus avoiding the singularity problem.

While it can be shown that the regularized scatter matrix is always nonsingular, the

regularized LDA is harder to use because the amount of diagonal offset needs to

be determined by cross validation. A more general form of regularized LDA is the

penalized LDA [87]. Instead of adding a positive diagonal matrix to the scatter

matrix, penalized LDA adds a symmetric and positive semi-definite matrix to the

scatter matrix in order to produce spatially smooth LDA coefficients.

More recently, null-space LDA [19, 88] and orthogonal LDA [18, 89] have been

proposed to address the small sample-size problem. In null-space LDA, the between-

class distance is maximized in the null space of the within-class scatter matrix. The

singularity problem is implicitly avoided because no matrix inverse is needed. The

method reduces to the conventional LDA when the within-class scatter matrix has

full rank. In orthogonal LDA, the discriminant vectors are orthogonal to each other,

and the optimal transformation matrix is obtained by simultaneous diagonalization

of the between-class, within-class, and total scatter matrices. Again, the singularity

problem has been avoided because matrix inverse is only applied to the diagonal

matrix containing non-zero singular values [18]. It has been shown that when the

rank of the total scatter matrix is equal to the sum of the rank of the between-
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class and within-class scatter matrices, orthogonal LDA is equivalent to null-space

LDA [89].

5.3 UP-AVR for GMM–SVM Speaker Verification

5.3.1 Motivation of UP-AVR

In GMM–SVM speaker verification, the number of minority-class samples (enroll-

ment utterances) is extremely small. In fact, it is not uncommon to have only

one enrollment utterance per client speaker. This extreme data imbalance excludes

the use of over-sampling methods such as SMOTE where minority-class samples

are generated based on the existence of some (but not one) minority-class samples.

Under-sampling is also not an option, because of the information loss that arises

from discarding important background speakers. The problem of this extremely

data imbalance is that the SVM’s decision boundary is largely governed by the

impostor-class supervectors (support vectors).

To increase the influence of speaker-class data on the decision boundary, one may

use more enrollment utterances, which means more supervectors from the speaker

class. However, as mentioned earlier, it is not practical to request users to provide

multiple enrollment utterances. To solve this problem without introducing extra

burden on users, this thesis proposes partitioning an enrollment utterance into a

number of sub-utterances. The method is referred to as utterance partitioning (UP).

Given an enrollment utterance, a large number of partitions will produce many

sub-utterances, but their length may be too short to represent the speaker. On

the other hand, if the number of partitions is too small, the benefit of utterance

partitioning diminishes. Obviously, there is a trade-off between the length of the

sub-utterances and the representation capability of the resulting GMM supervectors.
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5.3.2 Procedure of UP-AVR

One possible way to generate more sub-utterances with reasonable length is to use

the notion of random resampling in bootstrapping [90]. The idea is based on the

fact that the MAP adaptation algorithm [20] uses the statistics of the whole utter-

ance to update the GMM parameters (see Eq. 2.7). In other words, changing the

order of acoustic vectors will not affect the resulting MAP-adapted model. There-

fore, we may randomly rearrange the acoustic vectors in an utterance and then

partition the utterance into N sub-utterances and repeat the process as many times

as appropriate. More precisely, if this process is repeated R times, we obtain RN

sub-utterances from a single enrollment utterance. We refer to this approach as

utterance partitioning with acoustic vector resampling (UP-AVR). Its procedure is

as follows:

Step 1: For each utterance from the background speakers, compute its acoustic vec-

tors (MFCCs and their derivatives). Then, remove the acoustic vectors

corresponding to the silence frames and divide the resulting vectors into N

partitions (sub-utterances).

Step 2: For each background speaker, use his/her N sub-utterances and full-length

utterance to createN+1 background GMM-supervectors. ForB background

speakers, this procedure results in B(N + 1) background supervectors.

Step 3: Given an enrollment utterance of a target speaker, compute its acoustic

vectors and remove the vectors corresponding to the silence frames. Then,

randomize the indexes of the resulting vectors in the sequence. Divide the

randomized sequence of acoustic vectors into N partitions (sub-sequences).
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Use the N sub-sequences to create N GMM-supervectors by adapting the

UBM.

Step 4: Repeat Step 3 R times to obtain RN target speaker’s supervectors; together

with the full-length utterance, form RN + 1 speaker’s supervectors.

Step 5: Use the RN + 1 supervectors created in Steps 3 and 4 as positive-class data

and the B(N + 1) background supervectors created in Step 2 as negative-

class data to train a linear SVM for the corresponding target speaker.

Figure 5.1 illustrates the procedure of UP-AVR. The same partitioning strategy

is applied to both target-speaker utterances and background utterances so that the

length of target-speaker’s sub-utterances matches that of the background speakers’

sub-utterances. Matching the duration of target-speaker utterances with that of

background utterances has been found useful in previous studies [91].

5.3.3 Advantages of UP-AVR

The advantages of the utterance partitioning approach are two-fold. First, it can

increase the influence of positive-class data on the decision boundary. Second, when

the original enrollment utterances are significantly longer than the verification ut-

terances, utterance partitioning can create sub-utterances with length that matches

the verification utterances. This can reduce the mismatches between the test super-

vectors and the enrollment supervectors, because the amount of MAP adaptation

depends on the length of the adaptation utterances.

Figure 5.2 further demonstrates the benefit of increasing the number of speaker-

class supervectors. In the figure, the larger the difference between the speaker-class

scores and impostor-class scores (Eq. 3.1), the larger the discriminative power of
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Figure 5.1: The procedure of utterance partitioning with acoustic vector resampling
(UP-AVR). Note that randomization and creation of target-speaker’s supervectors
can be repeated several times to obtain a sufficient number of target-speaker’s su-
pervectors.

the SVM. As expected, the SVM trained with 5 target-speaker utterances [(A),

green] exhibits the greatest discriminative power and the largest score difference

(1.37). However, this strategy uses 5 times as much speech materials as using one

target-speaker utterance [(B), blue-dashed] for training. Evidently, the discrimina-

tive power of the SVM trained with the speaker-class supervectors generated by UP-

AVR [(D)–(F)] is greater than that trained with only one speaker-class supervector
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Figure 5.2: Scores produced by SVMs that use one or more speaker-class supervec-
tors (SVs) and 250 background SVs for training. The horizontal axis represents the
training/testing SVs. Specifically, SV-1 to SV-15 were obtained from 15 utterances
of the same target-speaker, and SV-16 to SV-65 were obtained from the utterances
of 50 impostors. For (B) to (F) in the legend, SV-1 was used for training and SV-2 to
SV-15 were used as speaker-class test vectors, i.e., the score of SV-1 is the training-
speaker score, whereas the scores of SV-2 to SV-15 are test speaker scores. For (A),
SV-1 to SV-5 were used for training and SV-6 to SV-15 were used for testing. In
(C), 10 speaker-class SVs were generated by a Gaussian generator using SV-1 as the
mean vector and component-wise intra-speaker variances as the diagonal covariance
matrix; whereas in (D)–(F), 1, 5, and 10 speaker-class UP-AVR SVs were obtained
from the utterance corresponding to SV-1 by UP-AVR. N = 5, R = 1 is set for
generating 5 speaker-class UP-AVR SVs and N = 5, R = 2 is set for generating
10 speaker-class UP-AVR SVs. Values inside the squared brackets are the mean
difference between speaker scores and impostor scores. NAP [1] had been applied
to the SVs.
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(B). The overlapping between (B) and (C) suggests that synthesizing speaker-class

supervectors in the neighborhood of the speaker-class supervector has little effect

on the decision boundary, resulting in almost no change in the SVM scores. This

agrees with the hypothetical situation shown in Figure 3.3 and Figure 3.4, where

changing the speaker-class supervectors within a certain region will not change the

decision plane. The overlapping between (E) and (F) suggests that just 5 speaker-

class supervectors is sufficient, which agrees with the results in Table 8.8, Table 8.9,

and Figure 8.3.

5.4 UP-AVR for I-Vector Speaker Verification

UP-AVR [15] was originally introduced to alleviate the the data imbalance problem

in GMM–SVM [1] (Section 5.3). In the current work, we found that UP-AVR is

also applicable to the i-vector framework. There are two reasons: (1) changing the

order of acoustic vectors will not affect the resulting i-vector and (2) the amount of

speaker-dependent information that an i-vector can capture will become saturated

when the utterance length exceeds a certain threshold (cf. Section 5.4.1).

Figure 5.3 illustrates the procedure of UP-AVR for i-vector extraction. It is

similar as the procedure of UP-AVR for GMM-supervector system. To increase the

number of i-vectors for each utterance but maintaining their representation power,

the order of the acoustic vectors in the sequence is randomly rearranged, then the

sequence is partitioned into N equal-length segments, and an i-vector is estimated

from each segment. If this partitioning-randomization process is repeated R times,

RN + 1 i-vectors can be obtained from a single conversation, where the additional

one is obtained from the entire acoustic sequence. In theory, we can obtain many

i-vectors when R is large. However, when R increases, the segments will contain
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Figure 5.3: The procedure of utterance partitioning with acoustic vector resampling
(UP-AVR) for i-vector system. Note that index randomization, utterance parti-
tioning, and i-vector extraction can be repeated several times to obtain a sufficient
number of i-vectors.

many acoustic vectors that are identical to each other, resulting in many similar

i-vectors. Similar situation occurs if two or more segments are used for estimating

an i-vector. To avoid this situation, R should be small. In this work, R was limited

to 4. Chapter 8 analyzes the effect of varying R and N on the discriminative power

of i-vectors.

There are two advantages of UP-AVR in i-vector based speaker verification. First,

it can improve the effectiveness of LDA and WCCN under limited speech resources.
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Second, it can be applied to alleviate the data imbalance problem in SVM scoring.

5.4.1 Effect of Utterance Length on I-Vectors

The major advantage of the i-vector framework is that a variable-length utterance

can now be represented by a low-dimensional i-vector. This low-dimensional space

facilitates the application of LDA and WCCN, which require low-dimensionality to

ensure numerical stability (unless abundant training data are available). As the

i-vectors are very compact, it is interesting to investigate if short utterances are still

able to maintain the discriminative power of i-vectors. To this end, we computed

the intra- and inter-speaker cosine-distance scores of 272 speakers extracted from

the interview mic and phonecall tel sessions of NIST 2010 SRE.

Each conversation of these speakers was divided into a number of equal-length

segments. Then, sub-utterances of variable length were obtained by concatenating

variable numbers of equal-length segments. A voice activity detector (VAD) [92]

was applied to extract the acoustic vectors corresponding to the speech regions in

the sub-utterances. The acoustic vectors of each sub-utterance were then used for

estimating an i-vector, followed by LDA and WCCN projections to 150-dim i-vectors,

which were used for computing the cosine distance scores.

Figure 5.4 shows the mean intra- and inter-speaker scores (with error bars indicat-

ing two standard deviations) of the three types of speech. For “8-min interview mic”,

the scores were obtained from the 8-min interview sessions of 29 male speakers in

NIST 2010 SRE, each providing 4 interview conversations. This amounts to 174

intra-speaker scores and 6,496 inter-speaker scores for each utterance length. For

“3-min interview mic”, the scores were obtained from the 3-min interview sessions of

196 male speakers, each providing 4 interview conversations. This amounts to 1,176
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Figure 5.4: Intra-speaker and inter-speaker cosine-distance scores versus utterance
length for (a) 8-min interview conversation, (b) 3-min interview conversation, and
(c) 5-min telephone conversation.
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intra-speaker scores and 305,760 inter-speaker scores for each utterance length. For

“5-min phonecall tel”, the scores were obtained from the 5-min phonecall conver-

sations of 47 male speakers, each providing 4 conversations. This amounts to 282

intra-speaker scores and 17,296 inter-speaker scores for each utterance length. Evi-

dently, both types of scores flatten out after the segment length used for estimating

the i-vectors exceeds a certain threshold.

To further analyze the discriminative power of i-vectors with respect to the ut-

terance length, we plot in Figure 5.5 the minimum decision cost (MinDCF) versus

the utterance length for estimating the i-vectors using the intra- and inter-speaker
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scores shown in Figure 5.4. The lower the cost, the higher the discriminative power

of the i-vectors. The result clearly suggests that the discriminative power becomes

saturated for utterance length exceeding 2 minutes. This finding suggests that it is

not necessary to record very long utterances for the i-vectors to achieve good per-

formance. From another perspective, if long conversations are already available, it

may be beneficial to divide the long conversations into a number of sub-utterances

to produce more i-vectors per conversation.

5.4.2 Properties of I-Vectors Produced by UP-AVR

It is of interest to investigate the statistical properties of the generated i-vectors

when the values of N and R vary. To this end, we selected one hundred 3-min

interview utterances from NIST 2010 SREs and estimate the i-vectors produced by

UP-AVR for different N and R, followed by LDA and WCCN projection to 150-

dimensional vectors. Then, for each full-length utterance, we computed the cosine

distance scores between the i-vector derived from the full-length utterance and the

RN i-vectors generated by UP-AVR. We also computed the cosine distance scores

among these generated i-vectors. The scores across all of the 100 full-length utter-

ances are then averages, which results in two sets of average scores: one representing

the similarity between full-length utterances and sub-utterances and another repre-

senting the similarity among sub-utterances.

Figure 5.6 shows how these scores vary with respect to the number of partitions

(N) per conversation while keeping R fixed. The figure clearly suggests that when

N = 2 (i.e., sub-utterances are long), the i-vectors of sub-utterances are similar to

that of the full-length utterances. They are also similar among themselves. The

similarity decreases but the score variances increase when the number of partitions
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Figure 5.6: Average cosine distance scores with error bars versus the number of
partitions per full-length utterance. In all cases, the number of re-sampling in UP-
AVR was set to 1, i.e. R = 1.

increases, i.e., sub-utterances become shorter. This is reasonable because when N is

small, the acoustic vectors of a sub-utterance are identical to a large portion of the

acoustic vectors in the full-length utterance. When N increases, the sub-utterances

become shorter, resulting in lower similarity but higher variability with respect to

each others.

Figure 5.7 shows the effect of varying the number of resampling R on these two

sets of scores when N is fixed. As opposed to Figure 5.6, when R increases, the

similarity among the sub-utterances of a full-length utterance increases but their

score variances decrease. The reason is that after several cycles of resampling, the

sub-utterances in the current resampling cycle will contain some acoustic vectors
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Figure 5.7: Average cosine distance scores with error bars versus the number of
random resampling R. In all cases, the number of partitions in UP-AVR was set to
4, i.e. N = 4.

that have already appeared in the sub-utterances of the previous resampling cycles,

causing higher similarity among the i-vectors of the sub-utterances. However, these

sub-utterances are still not identical and they play important role in the training of

target-speaker SVMs, which will be further elaborated in Chapter 8.

5.4.3 Alleviating Small Sample-Size Problem

The aim of LDA is to find a subspace in which the intra-speaker variation is min-

imal and the inter-speaker variation is maximal. It requires a sufficient number of

recording sessions per training speaker for estimating the inter- and intra-speaker

covariance matrices. However, collecting such recordings is costly and inconvenient.
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As demonstrated in Section 5.4.1, when the utterance length for i-vector extraction

is sufficiently long, further increasing the length will not increase the i-vectors’ dis-

criminative power significantly. Therefore, given a long utterance, some intrinsic

speaker information will be wasted if the whole utterance is used for estimating the

i-vector. To make a better use of the long utterance, we can apply UP-AVR to

partition the utterance so that more i-vectors can be produced for estimating the

LDA and WCCN projection matrix. It helps the LDA to find a subspace with less

intra-speaker variation by alleviating the numerical problem.

5.4.4 Alleviating Data Imbalance Problem

A simple strategy for solving the data imbalance problem in SVM scoring is to

increase the number of minority-class samples for training the SVMs [59]. One

may use more enrollment utterances, which means more i-vectors from the speaker

class. However, this strategy shifts the burden to the client speakers by requesting

them to provide multiple enrollment utterances, which may not be practical. With

UP-AVR, a number of i-vectors can be produced for training the target-speaker

dependent SVM even if the target-speaker provides only one enrollment utterance,

which can enhance the influence of the target-speaker data on the SVM’s decision

boundary.
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Chapter 6

GAUSSIAN-PLDA WITH SPARSE KERNEL MACHINES

In Chapter 4, we introduce two popular scoring approaches in i-vector based

speaker verification systems: PLDA scoring (Section 4.3.3) and cosine distance scor-

ing (Section 4.3.1). Given the i-vector of a test utterance and the i-vectors of the

claimed target-speaker, these scoring methods compute the scores without referring

to any other speakers. Taking PLDA scoring as an example, the verification deci-

sion is based on the likelihood ratio (LR) score derived from two hypotheses: (1)

the test i-vector and the target-speaker i-vector are from the same speaker and (2)

these two i-vectors are from two different speakers. Because the computation of

the likelihood ratio does not involve other i-vectors, this scoring method implicitly

uses background information through the UBM [20], total variability matrix [11],

PLDA’s factor loading matrix. This LR scoring method is computationally efficient,

however, the implicit use of background information is a drawback of the method.

To address the limitation of these scoring methods, this thesis proposes a method

called PLDA-SVM scoring that uses empirical kernel maps to create a PLDA score

space for each target speaker and train an SVM that operates in the score space

to produce verification scores [23–25]. This method captures the discrimination

between a target-speaker and non-target-speakers in the SVM weights as well as

in the score vectors that live in an empirical score space. With the new protocol

brought by NIST SRE, this thesis shows that PLDA-SVM scoring not only performs
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Figure 6.1: The flow chart of i-vector/PLDA speaker verification system. T is the
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significantly better than the conventional PLDA scoring and utilizes the multiple

enrollment utterances of target speakers effectively, but also opens up opportunity

for adopting sparse kernel machines for PLDA-based speaker verification systems.

Figure 6.1 illustrates the structure of i-vector/PLDA speaker verification system.

The i-vector extraction and the training of LDA and WCCN projection matrices

have already been introduced in Chapter 4. This chapter focuses on the theory of

Gaussian-PLDA. It also introduces the idea of empirical kernel maps and applies the
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idea to sparse kernel machines – SVM and relevance vector machine (RVM) [93].

The main difference between SVM and RVM lies in the learning methods. The

former is based on structural risk minimization, whereas the latter is based on a

fully probabilistic framework. RVMs do not suffer from the limitations of SVM [93],

but can obtain a comparable performance as SVM.

6.1 Gaussian–PLDA

The aim of LDA [16] is to find an orthogonal subspace for minimizing the within-class

variation and maximizing the between-class separation. In 2007, Prince and Elder

[14] proposed a probabilistic approach to the same problem and named the method

probabilistic LDA. Kenny [12] applied a similar spirit but replaced the Gaussian

distribution of the i-vectors with Student’s t-distribution and used a fully Bayesian

approach to estimating the model parameters. The resulting model is commonly

referred to as heavy-tailed PLDA in the literature. Recently, Garcia-Romero and

Espy-Wilson [13] showed that transforming the heavy-tailed distributed i-vectors by

whitening and length normalization enables the use of Gaussian assumptions for the

PLDA model. It was found that the resulting model, namely Gaussian PLDA, can

achieve performance equivalent to that of more complicated systems based on the

heavy-tailed assumption.

The idea of Gaussian PLDA is based on factor analysis [16,56]. The relationship

between LDA and PLDA is similar to the relationship between PCA [16, 56] and

probabilistic PCA [16, 56]. The former requires speaker labels, whereas the latter

dose not. In this thesis, we focus on Gaussian–PLDA.
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6.1.1 Effect of Length Normalization on I-vectors

Because i-vectors have non-Gaussian behavior, the assumption of Gaussian–PLDA

is not appropriate for i-vectors. However, after performing length normalization on

i-vectors, Gaussian–PLDA can be applied and achieve similar performance as heavy-

tailed PLDA [13]. Therefore, whitening and length normalization play an important

role as a preprocessing step in Gaussian–PLDA.

Given an i-vector x, the length-normalized i-vector is represented as:

xLN =
x

‖x‖
(6.1)

It is interesting to investigate the effect of length normalization on i-vectors. To

this end, 5,251 microphone enrollment i-vectors from 5,251 male speakers in NIST

2010 SRE were used for the investigation. Each utterance was used to produce one

i-vector, therefore 5,251 i-vectors were utilized for plotting the i-vector distributions.

To investigate the distribution of i-vectors, we modified the “normplot” function in

MATLAB by commenting out the reference line and changing the symbol of sample

data from “+” to dots. The distributions of individual dimensions in the i-vectors

are overlaid on the same normplot for ease of comparison. The benefit of this tool

is that it helps researchers to judge whether the data follow a Gaussian distribution

through inspecting the plot. If the data are Gaussian, the plot will be linear.

Figure 6.2(a) shows that there are a lot of outliers in the distribution of i-vectors,

which indicates the non-Gaussian behavior of i-vectors. After length normalization,

the norm plots of i-vectors in Figure 6.2(b) become more linear. In other words, the

distribution of i-vectors after length normalization is close to a Gaussian distribution,

which explains the excellent performance of length normalization in Gaussian-PLDA



70

(a) w/o length normalization

(b) w/ length normalization

Figure 6.2: The effect of length normalization on the distribution of i-vectors. (a)
The distribution of i-vectors without length normalization. (b)The distribution of
i-vectors with length normalization. The normal probability plots help to check
whether the data follow a Gaussian distribution. If the data are Gaussian, the plots
will be linear.

based speaker verification.
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6.1.2 Estimation of PLDA Parameters

Given a set ofD-dimensional length-normalized [13] i-vectors X = {xij; i = 1, . . . , N ; j =

1, . . . , Hi} obtained from N training speakers, each having Hi i-vectors, we aim to

estimate the latent variables Z = {zi; i = 1, . . . , N} and parameters θ = {m,V,Σ}

of a factor analyzer [14]:

xij = m + Vzi + εij, (6.2)

xij,m ∈ <D, V ∈ <D×M , zi ∈ <M , εij ∈ <D

where V is a D ×M factor loading matrix (M < D), m is the global mean of X ,

zi’s are the speaker factors, and εij’s are residual noise assumed to follow a Gaussian

distribution with zero mean and covariance Σ. Because the i-vector dimension D is

sufficiently small, it is possible to estimate the full covariance matrix [12, 13]. We

used full covariance for Σ for all systems in this thesis.

Note that Eq. 6.2 assumes that the prior of the latent factors and the condition

distribution of i-vectors follow a Gaussian distribution:

p(z) = N (z|0, I) and p(x|z) = N (x|m + Vz,Σ). (6.3)

According to these assumptions and the definition of marginal distributions, the

generative model of PLDA (Eq. 6.2) obeys the following distribution:

p(x) =

∫
p(x|z)p(z)dz =

∫
N (x|m + Vz,Σ)N (z|0, I)dz

= N (x|m,VVT + Σ)

(6.4)

where the covariance matrix of the marginal distribution p(x) comprises two terms:
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VVT representing the between-speaker variation and Σ describing the channel vari-

ation and other variability that cannot be represented by VVT.

Denote the parameters of the PLDA model as θ = {m,V,Σ}, an EM algorithm

is used to estimate the parameters in θ [14, 56]. In the E-step, given the observed

data X = {xij; i = 1, . . . , N ; j = 1, . . . , Hi} and denote Xi = {xi1, . . . ,xiHi
} as the

set of i-vectors from speaker i, the posterior probability distribution p(zi|Xi) over

each hidden variable zi is computed by Bayes’ rule:

p(zi|Xi,θ) ∝
Hi∏
j=1

p(xij|zi,θ)p(zi), i = 1, . . . , N. (6.5)

Because both terms on the right-hand-side of Eq. 6.5 are Gaussian, the term on the

left will also be a Gaussian. Therefore, the first and second moments of p(zi|Xi,θ)

are given by:

E (zi|Xi) = L−1i VTΣ−1
Hi∑
j=1

(xij −m)

E
(
ziz

T
i |Xi

)
= L−1i + E (zi|Xi)E (zi|Xi)T

(6.6)

where

Li = I +HiV
TΣ−1V. (6.7)

In the M-step, the new parameter θ′ = {m′,V′,Σ′} can be obtained by maxi-

mizing the auxiliary function with respect to θ′.

Q(θ′|θ) = E

{∑
ij

log [p(xij|zi,θ′)p(zi)]

∣∣∣∣∣X ,θ
}

(6.8)
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= E

{∑
ij

log [N (xij|m′ + V′z,Σ′)N (zi|0, I)]

∣∣∣∣∣X ,θ
}
.

Because the term p(zi) is independent of the parameter θ, it can be ignored in

Eq. 6.8. Therefore, the auxiliary function can be simplified as:

Q(θ′|θ) = E

{∑
ij

[
−1

2
D log(2π)− 1

2
log |Σ′|

]}

− E

{∑
ij

[
1

2
(xij −m′ −V′zi)

T {Σ′}−1 (xij −m′ −V′zi)

]} (6.9)

We maximize the auxiliary function in Eq. 6.9 by taking its derivatives with respect

to θ′ = {m′,V′,Σ′}, which result in following equations:

m′ =

∑
ij xij∑
iHi

;

V′ =

[∑
ij

(xij −m′)E (zi|Xi)T
][∑

ij

E
(
ziz

T
i |Xi

)]−1
;

Σ′ =
1∑N
i=1Hi

{
N∑
i=1

Hi∑
j=1

[
(xij −m′)(xij −m′)T −V′E (zi|Xi) (xij −m′)T

]}
.

(6.10)

6.1.3 PLDA Scoring

Given a length-normalized [13] test i-vector xt and target-speaker’s i-vector xs, the

log-likelihood ratio score can be computed as follows [13]:

SLR(xs,xt) = log

[
P (xs,xt|same speaker)

P (xs,xt|different speakers)

]
(6.11)
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= log

[ ∫
p(xs,xt, z|θ)dz∫

p(xs, zs|θ)dzs
∫
p(xt, zt|θ)dzt

]
= log

[ ∫
p(xs,xt|z,θ)p(z)dz∫

p(xs|zs,θ)p(zs)dzs
∫
p(xt|zt,θ)p(zt)dzt

]

= logN


 xs

xt

 ;

 m

m

 ,
Σtot Σac

Σac Σtot




− logN


 xs

xt

 ;

 m

m

 ,
Σtot 0

0 Σtot




where Σtot = VVT + Σ and Σac = VVT. Details of PLDA scoring can be found

in [12, 13, 23]. Since m is a global offset that can be computed firstly and removed

from all i-vectors, we set it to zero and expand Eq. 6.11 to obtain:

score = −1

2

xs

xt


TΣtot Σac

Σac Σtot


−1xs

xt

+
1

2

xs

xt


TΣtot 0

0 Σtot


−1xs

xt

+ const

= −1

2

xs

xt


T (Σtot −ΣacΣ

−1
totΣac)

−1 −Σ−1totΣac(Σtot −ΣacΣ
−1
totΣac)

−1

−(Σtot −ΣacΣ
−1
totΣac)

−1ΣacΣ
−1
tot (Σtot −ΣacΣ

−1
totΣac)

−1


xs

xt



+
1

2

xs

xt


TΣ−1tot 0

0 Σ−1tot


xs

xt

+ const

=
1

2

xs

xt


TΣ−1tot− (Σtot−ΣacΣ

−1
totΣac)

−1 Σ−1totΣac(Σtot−ΣacΣ
−1
totΣac)

−1

Σ−1totΣac(Σtot−ΣacΣ
−1
totΣac)

−1 Σ−1tot− (Σtot −ΣacΣ
−1
totΣac)

−1


xs

xt

+const

=
1

2

[
xTs xTt

]Q P

P Q


xs

xt

+ const

(6.12)
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=
1

2
[xT
s Qxs + xT

s Pxt + xT
t Pxs + xT

t Qxt] + const

=
1

2
[xT
s Qxs + 2xT

s Pxt + xT
t Qxt] + const

where

Q = Σ−1tot − (Σtot −ΣacΣ
−1
totΣac)

−1,

P = Σ−1totΣac(Σtot −ΣacΣ
−1
totΣac)

−1.

(6.13)

Eq. 6.11 suggests that the verification process focuses on the likelihood that the

two i-vectors share the same latent variable rather than the actual value of the

latent variable [14]. Therefore, the verification decision is based on the likelihood

ratio (LR) score derived from two hypotheses: (1) the test i-vector and the target-

speaker i-vector are from the same speaker and (2) these two i-vectors are from two

different speakers. Hence, a high verification score means that the observed i-vectors

are more likely to be generated by the same speaker (i.e., a single latent variable)

than from two different speakers (i.e., two distinct latent variables).

6.2 Multi-Utterance Scoring for PLDA Speaker Verification

Compared with previous SREs, NIST 2012 SRE [7] introduces some new protocols

that help researchers to enhance the performance of speaker verification systems.

One of the new protocols is that some target speakers have multiple enrollment

utterances. In i-vector/PLDA framework, common approaches to dealing with mul-

tiple enrollment utterances include averaging the i-vectors of the enrollment utter-

ances, averaging the PLDA scores and the so-called by-the-book multi-session PLDA

scoring [94–96]. The first two methods achieve similar performance [97]. The perfor-
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mance of by-the-book multi-session PLDA scoring is poorer than that of averaging

i-vectors [95]. The poor performance is caused by the variable numbers of enrollment

utterances and the improper assumption that the i-vectors generated from multi-

ple enrollment utterances are conditionally independent [95]. In [98], the authors

proposed computing the weighted average of the enrollment i-vectors. However, the

performance of this weighted averaging approach is even poorer than that of simply

averaging the i-vectors.

In this thesis, three common methods used for multi-utterance scoring in i-

vector/PLDA systems are introduced. They are i-vectors averaging, PLDA score

averaging and by-the-book multi-session PLDA scoring:

• I-vector Averaging (I-vector Avg.): GivenHs multi-enrollment utterances

of a target speaker, this method computes the average of all of the target-

dependent i-vectors and scores the averaged i-vectors against the i-vector of the

test utterance. Specifically, the PLDA LR score of multi-enrollment sessions

is defined as:

SLR(Xs,xt) ≡ SLR(xavg,xt) (6.14)

where

xavg =
1

Hs

∑
xs∈Xs

xs, (6.15)

xt is the test i-vectors, and Xs comprises a set of enrollment i-vectors for

speaker s.

• PLDA Score averaging (Score Avg.): The idea is to score a test i-vector

against each of the enrollment i-vectors of a target speaker and then average
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the scores. Specifically, the averaged PLDA score is given by:

SLR(Xs,xt) ≡
1

Hs

∑
xs∈Xs

SLR(xs,xt) (6.16)

• By-the-book Multi-session PLDA Scoring: The idea is to expand the

traditional PLDA scoring (one against one scoring) to N against one (by-the-

book) scoring [94–96]. The equation of by-the-book scoring [96] is:

SLR(Xs,xt) ≡ SLR(xs,1, . . . ,xs,Hs ,xt)

= logN





xs,1
...

xs,Hs

xt


;


0

...

0

 ,
A11 A12

A21 A22




− logN





xs,1
...

xs,Hs

xt


;


0

...

0

 ,
A11 0

0 A22




(6.17)

where A11 is an Hs ×Hs block matrix and A12 is a Hs × 1 matrix.

A11 ≡



Σtot Σac · · · Σac

Σac Σtot
. . .

...

...
. . . . . . Σac

Σac · · · Σac Σtot


; A12 ≡ [Σac · · ·Σac]

T

A21 = AT
12; A22 ≡ Σtot

(6.18)
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where Σtot and Σac are introduced in Section 6.1.3. [96] shows that Eq. 6.17

can be further simplified as:

SLR(Xs,xt) = x̂T
s Q1x̂s + xT

t Q2xt + x̂T
s P1xt + xT

t P2x̂s (6.19)

where

x̂s = [xT
s,1 · · ·xT

s,Hs
]T

Q1 = A−111 −
(
A11 −A12A

−1
22 AT

12

)−1
Q2 = A−122 −

(
A22 −AT

12A
−1
11 A12

)−1
P1 = A−111 A12 −

(
A22 −AT

12A
−1
11 A12

)−1
P2 = A−122 AT

12 −
(
A11 −A12A

−1
22 AT

12

)−1
(6.20)

Although the theory of by-the-book multi-session PLDA scoring seems much more

reasonable, the performance of this method is typically poorer than that of i-vector

averaging [95]. Therefore, only the performance of i-vector averaging and PLDA

score averaging will be reported in this thesis.

6.3 Empirical Kernel Maps for PLDA-SVM Scoring

Because the computation of the likelihood ratio does not involve other i-vectors (Sec-

tion 6.1.3), PLDA scoring method (Eq. 6.11) implicitly uses background information

through the UBM [20], total variability matrix [11], PLDA’s factor loading matrix.

This LR scoring method is computationally efficient, However, the implicit use of

background information is a drawback of this method.

To address the limitation of these scoring methods, we have recently proposed to
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apply SVM scoring with empirical kernel maps for taking the background speaker

information explicitly during the scoring process [23–25]. This method captures the

discrimination between a target-speaker and non-target-speakers in the SVM weights

as well as in the score vectors that live in an empirical score space. Specifically, for

each target speaker, an empirical score space with dimension equal to the number

of training i-vectors for this target speaker is defined by using the idea of empirical

kernel maps [26–28]. Given an i-vector, a score vector living in this space is formed

by computing the LR scores of this i-vector with respect to each of the training

i-vectors. A speaker-dependent SVM – referred to as PLDA-SVM – can then be

trained using the training score vectors. During verification, given a test i-vector

and the target-speaker under test, the LR scores are mapped to a score vector, which

is then fed to the target-speaker’s SVM to obtain the final test score.

The empirical kernel map proposed in this thesis is also a novel way of incorpo-

rating multiple enrollment i-vectors in the scoring process. In fact, the conventional

score averaging is a special case of the proposed method. Specifically, when the

SVM kernel (K in Eq. 6.26) is linear and all weights are equal, the proposed method

reduces to score averaging.

SVM is one of the back-end classifiers adopted in the original i-vector approach

[11]. However, SVM scoring is not very common in other i-vector systems, primary

because of its inferior performance when compared with cosine distance scoring [11]

and PLDA scoring [12]. The poorer performance of SVM scoring, however, is mainly

due to the severe imbalance between the number of target-speaker i-vectors and the

number of background speaker i-vectors. Before NIST 2012 SRE, there is only one

i-vector per target speaker, because there is only one enrollment session per target

speaker. Although NIST 2012 SRE provides multiple enrollment utterances for some



80

target speakers, there are also target speakers who have one or a few enrollment

sessions only. This difficulty, however, can be overcome by a technique called UP-

AVR [15, 21] as mentioned in Chapter 5. This technique has successfully boosted

the performance of GMM-SVM [1,10,99] and i-vector based systems [5].

There has been previous work that uses discriminative models for PLDA scor-

ing. For example, in [100–103], for each verification trial, the LR score of a test i-

vector and a target-speaker i-vector is expressed as a dot product between a speaker-

independent weight vector and a vector whose elements are derived from these two

i-vectors in the trial. The weight vector is discriminatively trained by a logistic

regression or SVM training algorithm using all of the available i-vector pairs (same-

speaker pairs and different-speaker pairs) in the development set. Essentially, this

method trains a binary classify that takes a pair of i-vectors as input and produces

a score that better reflects the similarity/difference of the pair. This idea has been

extended to gender-independent PLDA scoring in [104]. Another related work [105],

which is based on [100], unifies PLDA and second degree polynomial kernels for

SVM scoring.

The SVM scoring method proposed in this thesis is different from these previous

studies in three aspects. First, all of these studies use a large number of same-speaker

and different-speaker i-vector pairs to train a speaker-independent SVM for scoring.

As a result, the discrimination between the same-speaker and different-speaker pairs

are encoded in the SVM weights. On the other hand, the proposed method captures

the discrimination between the target-speaker and impostors in the SVM weights

as well as in the score vectors that live in the empirical feature space. Second,

in the proposed method, the SVMs can be optimized for individual target-speakers,

whereas the speaker-independent SVM in [100,101,104,105] is optimized for all target
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speakers. Third, because the dimension of the empirical feature space depends on

the number of non-target-speaker i-vectors, it is possible to limit the dimension so

that more flexible non-linear SVMs can be applied to the score vectors.

The empirical kernel map in this thesis is related to the anchor models [106–108].

However, in the anchor model, a test utterance is projected into a space represented

by a set of reference speakers unrelated to the target-speakers, whereas the empirical

feature space is represented by the target speaker and a set of non-target speakers.

6.3.1 Empirical Kernel Maps

To make better use of multiple enrollment utterances of target speakers and to

explicitly use the information of background speakers, we have recently proposed a

speaker-dependent discriminative model that incorporates the empirical kernel maps

for scoring [23–25]. We refer to the mapping from i-vectors to PLDA score vectors

as empirical kernel maps.

Assume that target-speaker s has Hs enrollment utterances and that each enroll-

ment utterance leads to one i-vector. Then, Hs i-vectors will be obtained. In case

the speaker provides one or a very small number of enrollment utterances only, we

can apply an utterance partitioning technique [5] to produce multiple i-vectors from

his/her enrollment utterance. Denote these i-vectors as:

Xs = {xs,1, . . . ,xs,j, . . . ,xs,Hs} . (6.21)
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Denote the set of non-target-speaker i-vectors as:1

Xb = {xb,1, . . . ,xb,i, . . . ,xb,B} . (6.22)

Therefore, X = {Xs,Xb} is the training set for target-speaker s. Figure 6.3 illustrates

the process of constructing the empirical kernel maps in i-vector/PLDA speaker ver-

ification. Because target speakers have different numbers of enrollment utterances,

the dimension of the resulting PLDA score vectors are different for different speakers.

There are several possibilities for the empirical kernel map. We focus on the

following two cases.

1. Empirical Kernel MAP I : The definition is written as:

−→
S LR(x,Xs) =



SLR(x,xs,1)

SLR(x,xs,2)

...

SLR(x,xs,Hs)


(6.23)

where SLR(x,xs,j) is defined in Eq. 6.12. Therefore, the PLDA score space is

defined by target-speaker’s i-vectors through the PLDA model. Because Hs is

typically small, the dimension of
−→
S LR(x,Xs) is low.

2. Empirical Kernel MAP II : Let’s denote X = {Xs,Xb} as the training set

1It is not necessary to apply UP-AVR to non-target speakers because non-target i-vectors are
abundant.



83

for target-speaker s. Then,

−→
S LR(x,X ) =



SLR(x,xs,1)

...

SLR(x,xs,Hs)

SLR(x,xb,1)

...

SLR(x,xb,B′)


(6.24)

where the B′ non-target i-vectors are selected from the non-target speaker set

Xb. To keep the dimension of the score vector low, we recommend B′ < B. Un-

like Empirical Kernel Map I, the score vector in Eq. 6.24 also contains the LR

scores of xt with respect to the non-target i-vectors. As a result, discrimina-

tive information between same-speaker pairs {xt,xs,j}Hs
j=1 and different-speaker

pairs {xt,xb,i}B
′

i=1 is embedded in the score vector. Note that the vector size

in Eq. 6.24 is independent of the number of target-speakers. Therefore, the

method is scalable to large systems with thousands of speakers.

6.3.2 PLDA-SVM

This thesis uses PLDA score vectors (via the empirical kernel maps) as the input

to the SVMs and applies the speaker-dependent SVMs for i-vector/PLDA speaker

verification. Figure 6.4 shows the procedures of PLDA–SVM training. Specifically,

for target speaker s, after obtaining the PLDA score vectors of target speaker-class

and non-target speaker-class with labels {+1,−1}, these score vectors are used for

training the SVM model for target speaker s.
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Figure 6.3: Construction of empirical kernel maps for i-vector/PLDA speaker veri-
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Figure 6.4: The procedure of PLDA–SVM training with empirical kernel maps.
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Given a test vector xt, the PLDA-SVM’s output is written as

SSVM(xt,Xs,Xb) =
∑

j∈SVs

αs,jK(xt,xs,j) −
∑
i∈SVb

αb,iK(xt,xb,i) + w0 (6.25)

where SVs and SVb contain the indexes of the support vectors corresponding to

the speaker class and impostor class, respectively. αs,j and αb,i are the Lagrange

multipliers of the SVM. K(xt,xs,j) is a kernel function and has the following two

forms according to the types of empirical kernel maps in Eq. 6.23 and Eq. 6.24:

K(xt,xs,j) = K
(−→
S LR(xt,Xs),

−→
S LR(xs,j,Xs)

)
(6.26)

and

K(xt,xs,j) = K
(−→
S LR(xt,X ),

−→
S LR(xs,j,X )

)
(6.27)

where K(·, ·) is a standard SVM kernel, e.g., linear or RBF. Only RBF kernel

K(x,y) = exp(−‖x−y‖
2

2γ2
) was adopted in this thesis. K(xt,xb,i) can be obtained

by replacing xs,j in Eq. 6.26 and Eq. 6.27 with xb,i.

While our earlier studies [23, 24] have demonstrated that PLDA-SVM scoring

(Eq. 6.25) performs better than simple PLDA-LR scoring (Eq. 6.12), the SVMs in

Eq. 6.25 still has some limitations [93]. First, although SVM is a sparse model, the

number of support vectors increases linearly with the size of the training set. In our

case, this property limits the value of B (Eq. 6.22) for training the SVMs. Second,

the SVM scores in Eq. 6.25 are not probabilistic, meaning that score normalization

may be needed to adjust the score range of individual SVMs. Third, to achieve the

best performance, it is necessary to tradeoff the training error and the margin of

separation through adjusting the penalty factor for each target speaker during SVM
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training. Given the limited number of enrollment utterances for some speakers, this

is not easy to achieve. As a result, [23,24] used the same penalty factor for all target

speakers. In our experiments, the penalty factor C was set to 1 for all SVMs.

6.4 Empirical Kernel Maps for PLDA-RVM Scoring

Adopting PLDA-SVM scoring with empirical kernel maps not only utilizes the mul-

tiple enrollment utterances of target speakers, but also opens up opportunity for

adopting sparse kernel machines in PLDA-based speaker verification systems. Ac-

cordingly, this thesis proposes incorporating the empirical kernel maps into a sparse

kernel machine known as the relevance vector machine [93]. The main difference

between SVM and RVM lies in the learning methods. The former is based on

structural risk minimization, whereas the latter is based on a fully probabilistic

framework. RVMs do not suffer from the limitations of SVMs (cf. Section 6.3.2),

but their performance is comparable to that of the SVMs.

6.4.1 Relevance Vector Machine

Assume that we are givenN training vectors {x1, ...,xN} with labels yn ∈ {+1,−1}, n =

1, ..., N and a test vector xt, relevance vector machine (RVM) is a Bayesian treat-

ment of Eq. 6.28 below:

f(xt; w) =
N∑
i=1

wiK(xt,xi) + w0 (6.28)

where w = [w0, ..., wN ] are the weights determined by minimizing the error on the

training set while maximizing the margin between the two classes, w0 is a bias term,

and K(xt,xi) is a kernel function.
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When an RVM is applied to regression, the target y is assumed to follow a Gaus-

sian distribution with mean f(x; w) and variance σ2; when it is applied to classi-

fication, the target conditional distribution p(y|x) is assumed to follow a Bernoulli

distribution. This thesis focuses on the regression mode of RVMs because it performs

significantly better than the classification mode in NIST SRE (see Chapter 8).

Assume that for target speaker s, we have a set of training i-vectors X = {Xs,Xb}

as in Eq. 6.21 and Eq. 6.22 and that yi = 1 when xi ∈ Xs and yi = −1 when xi ∈ Xb.

Assume also that yi’s (i = 1, ..., N) are independent, the likelihood of the training

data set can be written as [93]:

p(y|w, σ2) = (2πσ2)−
N
2 exp

{
− 1

2σ2
‖y −Φw‖2

}
(6.29)

where

N = |Xs|+ |Xb|; y = [y1, ..., yN ]T

w = [w0, ..., wN ]T; Φ = [φ(x1),φ(x2), ...,φ(xN)]T

φ(xi) = [1, K(xi,x1), K(xi,x2), ..., K(xi,xN)]T

(6.30)

and σ2 is the variance of the additive Gaussian noise ε in the model y = f(x; w) + ε.

To avoid over-fitting, RVM defines a zero-mean Gaussian prior distribution over w:

p(w|α) =
N∏
i=0

N (wi|0, α−1i ) (6.31)

where α = [α0, α1, ..., αN ]T and αi is the hyperparameter associated with weight wi.

By considering w probabilistic and using the notion of conditional independence [16],
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the predictive distribution of yt given a test vector xt is

p(yt|y) =

∫
p(yt|w,α, σ2)p(w,α, σ2|y)dwdαdσ2 (6.32)

where

p(yt|w,α, σ2) = p(yt|w, σ2) (6.33)

p(w,α, σ2|y) = p(w|y,α, σ2)p(α, σ2|y). (6.34)

After some derivations [16, 93], we can obtain the posterior distribution over the

weights as follows:

p(w|y,α, σ2) = N (w|µ,Σ) (6.35)

where

µ = σ−2ΣΦTy

Σ = (σ−2ΦTΦ+A)−1; A = diag(α0, α1, ..., αN).

(6.36)

Instead of computing the posterior p(α, σ2|y) in Eq. 6.33, [93] uses a delta function

at the most probable values of α and σ2 as an approximation. Therefore, using

Eq. 6.34 and assuming uniform priors for α and σ2, Eq. 6.32 reduces to

p(yt|y) =

∫
p(yt|w,αMP, σ

2
MP)p(w|y,αMP, σ

2
MP)dw (6.37)

where

(αMP, σ
2
MP) = arg max

α,σ2

p(α, σ2|y)

= arg max
α,σ2

∫
p(y|w, σ2)p(w|α)dw.

(6.38)
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Because both terms in the integrand of Eq. 6.37 are Gaussians, the predictive dis-

tribution is also a Gaussian:

p(yt|y,αMP, σ
2
MP) = N (yt|g(xt), σ

2
t ) (6.39)

with

g(xt) = µTφ(xt) (6.40)

σ2
t = σ2

MP + φ(xt)
TΣφ(xt). (6.41)

The two optimized hyperparameters αMP and σ2
MP can be obtained by maximum

likelihood. Readers may refer to Section 2.3 in [93] for the details of the optimization.

During the optimization, many of the hyperparameters αi tend to infinity and the

corresponding weights wi become zero; the vectors xi corresponding to the non-zero

weights are considered as relevance vectors.

6.4.2 PLDA-RVM

In our case, we used g(xt) in Eq. 6.40 as the output of RVM regression. After

incorporating the empirical kernel maps (Eq. 6.26 and Eq. 6.27), the score of RVM

regression can be written as

SRVM(xt,Xs,Xb) = g(xt) = µTφ(xt,Xs,Xb) (6.42)

where

φ(xt,Xs,Xb) = [1, K(xt,xs,1), ..., K(xt,xs,Hs), K(xt,xb,1), ..., K(xt,xb,B)]T (6.43)
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6.5 Known Non-targets for PLDA-SVM/PLDA-RVM Scoring

In previous SREs, for each verification trial, only the knowledge of the target un-

der test can be used for computing the score. This restriction, however, has been

removed in NIST 2012 SRE. The permission to use other target speakers (consid-

ered as known non-target speakers) leads to the compound likelihood ratio [109–111]

and anti-models [112], which improves verification performance substantially. Un-

like the compound likelihood ratio, this thesis exploits the information of the known

non-targets to improve the discrimination power of PLDA-SVMs/PLDA-RVMs.

Specifically, instead of injecting the likelihood-ratio scores of known non-targets

into the posterior probability computation as in [109,111], this thesis uses the PLDA

scores arising from any i-vectors with respect to the target-speaker’s i-vectors and

a group of background speakers’ i-vectors to define a speaker-dependent empirical

score space. Then, for each target speaker, an SVM/RVM is trained by pooling the

score vectors produced by all of the known and unknown non-targets.

Assume that M target speakers have been enrolled in a system. When training

the SVM of a target speaker, the remaining (M − 1) competing known non-target

speakers from the target-speaker set are considered as the new background training

set. Specifically, the speaker-class and impostor-class i-vectors for training the SVM

of target speaker s are

Xs = {xs,1, . . . ,xs,Hs} and Xs,a = {xa,1, . . . ,xa,M−1} , (6.44)

respectively, where Xs,a contains the i-vectors of the competing known non-target

speakers with respect to s. As a result, the SVM and RVM regression score of a test
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i-vector xt is

S ′SVM(xt,Xs,Xs,a) =
∑

j∈SVs

αs,jK(xt,xs,j) −
∑

i∈SVa

αa,iK(xt,xa,i) + d′s (6.45)

where K(·, ·) is a kernel function (Eq. 6.26 or Eq. 6.27), SVs and SVa contain the

indexes of the support vectors corresponding to the speaker class and impostor

class, respectively, αs,j and αa,i are the Lagrange multipliers of the SVM, and d′s is

a speaker-dependent bias.

S ′RVM(xt,Xs,Xs,a) = g(xt) = µTφ(xt,Xs,Xs,a) (6.46)

where

φ(xt,Xs,Xs,a) = [1, K(xt,xs,1), ..., K(xt,xs,Hs), K(xt,xa,1), ..., K(xt,xa,M−1)]
T

(6.47)
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Chapter 7

EXPERIMENTAL SETUP

This chapter describes the experimental setups. They include the selections of

evaluation data and development data for the experiments, the details of acoustic

front-end processing, speaker modeling, session and channel variability modeling and

scoring methods. The experiments involve three systems: (1) GMM-supervector

based system (introduced in Chapter 3), (2) i-vector based system (introduced in

Chapter 4), and (3) Gaussian-PLDA with sparse kernel machines (introduced in

Chapter 6).

7.1 Speech Data

In the last two decades, a series of text-independent speaker recognition evaluations

(SRE) that supply speech data and define the evaluation rules have been organized

by US National Institute of Standards and Technology (NIST). For each SRE, there

are some new challenges for researchers on the basis of the results and expectations

from the previous SREs [113]. The general configuration of NIST SRE is to use

the speech data of previous NIST SREs or those unrelated to the evaluation as

development data and compute the scores according to the verification trials using

the given enrollment (training) and test segments. The benefits of NIST SREs are

simple to use, provision of standards for researchers to compare their methods, and

relevance to practical applications of speaker recognition technologies.
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The experiments in this thesis use four NIST SREs1 for performance evaluation.

They are NIST’02 [114], NIST’04 [115], NIST’10 [116] and NIST’12 [7]:2

• NIST’02 contains cellular phone conversations of 139 male and 191 female

target speakers taken from Switchboard Cellular Part 2. Each target speaker

provides 2 minutes of speech for training. There are 2,983 true-speaker trials

and 36,287 impostor attempts.

• NIST’04 contains 28 evaluation conditions. This thesis focuses on the 1side-

1side condition, i.e., each of the training and test segments contains a whole

conversation side. This condition contains 246 male and 376 female target

speakers, each providing 5 minutes of speech (including silence) for training.

The evaluation condition also contains 2,386 true-speaker trials and 23,838

impostor attempts, with each test segment containing 5 minutes of speech

(including silence).

• NIST’10 contains 9 common evaluation conditions. The major differences

between NIST’10 and NIST’02 and NIST’04 include the following: (1)inter-

view and microphone speeches are included in NIST’10, (2) some vocal effort

conversational telephone speeches are used as test segment, (3) the duration

of interview speeches in the common evaluation is varied from 3 to 15 minutes,

(4) two common evaluation conditions are cross-channel conditions, and (5)

some conversational telephone speeches are recorded through the microphone,

which are used as enrollment speeches.

1http://www.itl.nist.gov/iad/mig/tests/sre

2Hereafter, all NIST SREs are abbreviated as NIST’XX, where XX stands for the year of
evaluation.
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Common Condition CC1 CC2 CC4 CC7 CC9 Mic

Speech Type
Train int-mic int-mic int-mic phn-mic phn-mic int-mic & phn-mic

Test int-mic int-mic phn-mic phn-mic phn-mic int-mic & phn-mic

No. of target trials 989 3,463 1,225 179 117 5,973

No. of impostor trials 28,114 98,282 39,166 12,786 10,697 189,045

Table 7.1: The number of male target-speaker trials and impostor trials and the
speech types for training and testing under the common conditions that involve mi-
crophone recordings in the core set of NIST 2010 SRE. Mic: Combining the trials
of all common conditions that involve microphone recordings. phn-mic: Telephone
conversation recorded by microphones. int-mic: Interview sessions recorded by mi-
crophones.

Common Condition CC1 CC2 CC4 CC7 CC9 Mic

Speech Type
Train int-mic int-mic int-mic phn-mic phn-mic int-mic & phn-mic

Test int-mic int-mic phn-mic phn-mic phn-mic int-mic & phn-mic

No. of target trials 1,978 6,932 1,886 179 117 11,092

No. of impostor trials 346,857 1,215,586 364,308 39,898 29,667 1,996,316

Table 7.2: The number of male target-speaker trials and impostor trials and the
speech types for training and testing under the common conditions that involve mi-
crophone recordings in the extended core set of NIST 2010 SRE. Mic: Combining the
trials of all common conditions that involve microphone recordings. phn-mic: Tele-
phone conversation recorded by microphones. int-mic: Interview sessions recorded
by microphones.

This thesis mainly focuses on male interview and microphone speech of the

core set and extended core set, i.e., Common Conditions 1, 2, 4, 7 and 9. In

the sequel, we use “CC” to denote common evaluation conditions. Table 7.1

and Table 7.2 show the number of trials and speech types for training and

testing under these common conditions. In CC1, the same microphone was

used for recording both training and test segments, whereas in CC2 different
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Common Condition CC2 CC4 CC5

No. of target trials 2,830 2,775 1,534

No. of impostor trials 161,719 122,625 61,311

Table 7.3: The number of male target-speaker trials and impostor trials under the
common conditions that involve telephone recordings in the core set of NIST 2012
SRE.

microphones were used. In CC7, high vocal-effort speech segments were used

for testing, whereas in CC9 low vocal-effort segments were used.

• NIST’12 contains 5 common evaluation conditions. Comparing with the pre-

vious NIST SREs, NIST’12 introduces some new challenges and some new

protocols [97, 113]: (1) additive and environmental noises are included in the

test segments of several common conditions, (2) the duration of test segments

is varied from 30 seconds to 300 seconds, (3) some target speakers in NIST’12

have multiple enrollment utterances, whereas the target speakers in previous

NIST SREs only contain one enrollment utterance, and (4) the restriction that

only the knowledge of the target speaker under test can be used for computing

the score for each verification trial in previous NIST SREs is removed.

The core set of NIST’12 was used for performance evaluation. This thesis

focuses on the male telephone speech of the core task, i.e., Common Evaluation

Conditions 2, 4, and 5. Table 7.3 shows the number of trials under these

common conditions. In the evaluation dataset, no noise was added to the

test segments of CC2, whereas noise was added to the test segments of CC4

and test segments in CC5 were collected in a noisy environment. All of these

conditions contain training segments with variable length and variable numbers
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NIST’02 Eval NIST’04 Eval NIST’10 Eval NIST’12 Eval

UBMs 1,006 male and 1,344
female utterances from
NIST’01

1,100 male and 1,640
female utterances from
Fisher

4,072 male micro-
phone utterances from
NIST’05–NIST’08

3,500 male telephone ut-
terances and 3,501 male
microphone utterances
from NIST’05–NIST’08

Total
Vari-
ability
Matrix

—– —– 9,511 microphone utter-
ances from 191 male
speakers in NIST’05–
NIST’08

6,380 male telephone ut-
terances and 8,495 male
microphone utterances
from NIST’06–NIST’10

Background
Speakers

112 male and 122 female
speakers from training
sessions of NIST’01

300 male and 300 female
speakers from Fisher

300 male microphone ut-
terances from NIST’05–
NIST’06 for System 1;
633 male microphone ut-
terances from NIST’05–
NIST’08 for System 2

704 male microphone ut-
terances from NIST’05–
NIST’08

NAP 74 male and 100 fe-
male speakers from test
sessions# of NIST’01

236 male and 266 fe-
male speakers from test
sessions# of NIST’99
and NIST’00

143 male speakers from
NIST’05–NIST’08#

—–

LDA and
WCCN

—– —– 9,511 microphone utter-
ances from 191 speakers
in NIST’05–NIST’08

15,662 original utter-
ances from 673 male
speakers from NIST’06–
NIST’10

PLDA —– —– 9,511 microphone utter-
ances from 191 speakers
in NIST’05–NIST’08

15,662 original utter-
ances from 673 male
speakers from NIST’06–
NIST’10

T-norm
Models

127 male and 145 female
speakers from test ses-
sions of NIST’01

200 male and 200 female
speakers from Fisher

300 male microphone
utterances from NIST’05
for System 1; 288 male
microphone utterances
from NIST’05–NIST’06
for System 2

—–

Z-norm
Models

—– —– 300 male microphone ut-
terances from NIST’05–
NIST’06 for System 1;
288 male microphone ut-
terances from NIST’05–
NIST’06 for System 2

180 male telephone ut-
terances from NIST’08

Table 7.4: The roles played by different corpora in the performance evaluations.
#Only speakers with 8 or more utterances were used for estimating the NAP ma-
trices. “System 1” represents GMM-supervector based speaker verification sys-
tem (Chapter 3). “System 2” represents i-vector based speaker verification system
(Chapter 4).

of training segments per target speaker. We removed the 10-second utterances

and the summed-channel utterances from the training segments of NIST’12

but ensured that all target speakers have at least one utterance for training.
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Table 7.4 summarizes the roles played by these corpora in the evaluations.

NIST’01 contains 2,350 cellular phone conversations extracted from the Switchboard-

II Phase IV Corpus. All of these utterances were used for training the gender-

dependent background models in NIST’02 evaluation. All of the utterances from

the training sessions in the corpus were used as gender-dependent impostor data

for training the target-speaker SVMs. Test utterances with length (after silence

removal) longer than 25 seconds were used for creating the T-norm [30] speaker

models, which amount to 127 male and 145 female speaker models for T-norm. The

corpus was also used for computing the projection matrices in Nuisance Attribute

Projection (NAP) [1]. Specifically, speakers with multiple conversations were iden-

tified and the conversations of these speakers are assumed to be extracted from

different sessions. This amounts to 74 male speakers and 100 female speakers, each

providing 12 conversations on average. The number of nuisance dimensions (corank

in [48]) to be projected out is eight for male and one for female. These numbers

were found empirically to produce the best performance on a baseline system (see

Section 5.2 in [15]).

For the NIST’04 evaluation, the Fisher corpus was used for training the gender-

dependent UBMs. A subset of speakers was used for training the gender-dependent

T-norm models, and another subset was used as impostor-class data for training the

target-speaker SVMs and T-norm SVMs. Finally, 236 male and 266 female speakers

from NIST’99 and NIST00 were used for estimating the gender-dependent NAP

matrices. Each of these speakers has at least 8 utterances. The NAP corank was

set to 64 for both genders.

NIST’10 evaluation has been used for three systems. Therefore, the selections

of development data are different for different systems. For GMM-supervector
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based speaker verification systems, we used 300 male microphone utterances from

NIST’05–NIST’06 whereas 633 male microphone utterances from NIST’05–NIST’08

were selected for i-vector based speaker verification system. Moreover, 300 T-norm

models were created from the microphone utterances in NIST’05 and 300 Z-norm ut-

terances were selected from NIST’05–NIST’06 in GMM-supervector based systems.

For i-vector based systems, 288 T-norm utterances and 288 Z-norm utterances were

selected from the microphone speech in NIST’05–NIST’08.

In NIST’12 evaluation, noise was added in the test segments. To improve noise

robustness, we followed the suggestions in [110] to add noise to the training files. To

this end, we constructed a noise dataset comprising 13 real crowd noise files and 17

heating, ventilation, and air conditioning (HVAC) noise files from [117] and 10 arti-

ficial crowd noise files generated by summing 441 utterances from male and female

speakers in pre-2012 NIST SRE. For each training file with SNR above 15dB, we

generated two noisy speech files at an SNR of 6dB and 15dB by randomly selecting

two noise files from the noise dataset. For each training file with SNR between 6dB

and 15dB, we produced a noisy speech file at 6dB.

7.2 Acoustic Front-End Processing

An in-house VAD [92, 118] was applied to detect the speech regions of each utter-

ance. Briefly, for each conversation side, the VAD uses spectral subtraction with a

large over-subtraction factor to remove the background noise. The low energy and

high energy regions of the noise-removed speech were used for estimating a decision

threshold. This energy-based threshold was then applied to the whole utterance to

detect the speech regions.

For GMM-supervector based speaker verification system, 12 MFCCs plus their
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first derivative were extracted from the speech regions of the utterance, leading to 24-

dim acoustic vectors. For i-vector/PLDA system, 19 MFCCs together with energy

plus their 1st- and 2nd-derivatives were extracted from the speech regions of each

utterance, leading to 60-dim acoustic vectors. Cepstral mean normalization [119]

was applied to the MFCCs, followed by feature warping [120].

7.3 GMM-supervector Based Speaker Verification

The experiments of GMM-supervector based speaker verification were performed

in NIST’02, NIST’04, and NIST’10 evaluation datasets. The common evaluation

conditions of these SREs used in the experiments are introduced in Section 7.1.

Table 7.4 shows the details of development data (NAP, UBM, background speakers

for SVM, Z-norm, and T-norm) for the experiments.

7.3.1 Speaker Models

In the NIST’02 and NIST’04 evaluation, for the GMM–UBM systems, the number

of mixtures for gender-dependent UBMs is 1,024. The GMMs of target speakers

were adapted from the UBMs using MAP adaptation [20] with relevance factor r in

Eq. 2.7 set to 16. For the GMM–SVM systems, the number of mixtures was set to

256. Each supervector in the GMM–SVM comprises the means of a MAP-adapted

GMM.

In NIST’10 evaluation, the GMM-SVM and speaker comparison systems use

three different kernels, including the KL divergence kernel KKL, GMM-UBM mean

interval kernel KGUMI, and the geometric-mean-comparison kernel KGM. The GMM-

supervectors (speaker models) for these kernels were adapted from a 512-Gaussian

UBM created from a subset (totally 5,077 utterances) of microphone speech in
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NIST’05 and NIST’06. Different MAP adaptation parameters were used to cre-

ate the supervectors for different kernels. Specifically, for the KL kernel, only the

means were adapted, using a relevance factor of 16. For the GUMI kernel, a relevance

factor of 16 was used to adapt the means and variances. For the geometric-mean-

comparison kernel, the relevance factors for the means and mixture weights were

set to 0.01 and zero, respectively, meaning that the mixture weights were estimated

using maximum-likelihood principle with mixture indexes aligned with those of the

UBM. We followed the setting of the relevance factors as in [46]. The reason of using

such a small relevance factors will be explained in Chapter 8.

For each target-speaker SVM, positive (target-speaker) class supervectors were

obtained by stacking the means of the MAP-adapted GMMs created from the ut-

terance of the corresponding speaker, whereas the negative (impostor) class super-

vectors were obtained from the NIST’01, Fisher, or NIST’05–06 (see Table 7.4).

7.3.2 Session and Channel Variability Modelling

For the GMM-SVM and speaker comparison systems, we applied NAP [1] to all

GMM-supervectors for channel compensation. Table 7.4 list the databases used for

training the NAP projection matrices.

For the JFA system, due to insufficient microphone data, we used both telephone

and microphone utterances to estimate two channel-dependent eigenvoice matrices

and two eigenchannel matrices. Then, these matrices were concatenated to pro-

duce the eigenvoice and eigenchannel matrices for session and channel variability

modelling. Here, the term “channel” refers to either the telephone channel (speech

recorded by telephone handsets) or microphone channel (speech recorded by micro-

phones).
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Specifically, for the eigenvoice matrices, we used 5,616 telephone utterances from

NIST’04–06 to train a 1024-Gaussian telephone-channel UBM. Then, we used 1,194

speakers from NIST’04–08, Switchboard II Phase 2 and Phase 3, and Switchboard

Cellular Parts 2 to estimate a telephone eigenvoice matrix with a speaker factor of

230. Each of these speakers has at least 8 utterances, amounting to a total of 14,562

telephone utterances. This procedure produces a 61400×230 eigenvoice matrix. For

the microphone channel, we selected 4,072 utterances from NIST’05–08 to train a

1024-Gaussian microphone-channel UBM, using the telephone-channel UBM as the

seed for the EM algorithm. This ensures a meaningful correspondence between the

indexes of telephone-channel and microphone-channel GMM-supervectors. Then,

we selected 4,072 utterances from 144 speakers (each with at least 5 utterances)

in NIST’05–08 to estimate a 120-factor eigenvoice matrix. Then, the telephone

and microphone eigenvoice matrices were concatenated to produce a 61400 × 350

eigenvoice matrix.

To estimate an eigenchannel matrix with 100 channel factors for the telephone

channel, we selected 8,795 telephone utterances from 806 speakers in NIST04–08 and

Switchboard Cellular Parts 2. We used the same set of data that used for estimating

the microphone eigenvoice matrix to estimate a 50-factor microphone eigenchannel

matrix. The two channel-dependent eigenchannel matrices were then concatenated

to form a 61400× 150 eigenchannel matrix. The concatenated eigenvoice and eigen-

channel matrices were then used for estimating the speaker residual matrix. A

modified version of the BUT JFA Matlab Demo3 was used for JFA training and

scoring.

3http://speech.fit.vutbr.cz/en/software/joint-factor-analysis-matlab-demo
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7.3.3 Score Normalization

For GMM–UBM, GMM–SVM and speaker comparison, T-norm or ZT-norm (Z-

norm followed by T-norm) [30] was applied during the scoring stage. For JFA,

ZT-norm was applied to the likelihood ratio score.

7.4 I-Vector Based Speaker Verification

7.4.1 Total Variability Modeling and Channel Compensation

The i-vector systems are based on a gender-dependent UBM with 1024 mixtures.

9,511 utterances from NIST’05–NIST’08 were selected for estimating a total variabil-

ity matrix with 400 total factors. JFA Matlab code from Brno University of Technol-

ogy (BUT) [121] was modified for i-vector training and scoring. Before calculating

the verification scores, LDA and WCCN projections were performed for channel

compensation. We selected 6,102 utterances from 191 speakers in NIST’05–NIST’08

to estimate the LDA and WCCN matrices. After LDA and WCCN projections, the

dimension of i-vectors was reduced to 150.

7.4.2 Scoring Method and Score Normalization

In GMM-supervector based systems, we adopted two scoring method: SVM scoring

and cosine distance scoring. For building the SVM classifiers, we selected 633 im-

postors from NIST’05–08 SREs. ZT-norm [30] was used for score normalization. 288

T-norm utterances and 288 Z-norm utterances (each from a different set of speakers)

were selected from the interview and microphone speech in NIST’05–08 SREs.
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7.4.3 Utterance Length after Utterance partitioning

Figure 5.4 and Figure 5.5 demonstrate that the discriminative power of i-vector in-

creases most rapidly from 0.5 to 1.0 minute and becomes saturated after 2 minutes.

This information gives us some guidelines on how to partition an utterance. There-

fore, except for the experiments investigating the effect of the number of partitions,

we partitioned all utterances into four segments. This amounts to sub-utterances

length of 0.75, 1.25, and 2 minutes for the 3-min, 5-min, and 8-min utterances.

While the sub-utterance length for 3-min utterances is relatively short, partition-

ing the 3-min utterances into 4 segments gives us more i-vectors for training the

LDA+WCCN matrices. The results suggest that this is a reasonable compromise

between the number of i-vectors and their discriminative power.

7.5 Gaussian-PLDA with Sparse Kernel Machines

7.5.1 Enrollment Utterances and Non-Target Speaker Utterances

Because the test conditions involve phonecall speech only, only telephone utterances

were selected as enrollment utterances for matching the channel between enrollment

and test sessions. Although many target speakers in NIST’12 have multiple training

segments, some of them have a few training segments only. More precisely, after

removing the 10-second segments and summed-channel segments, 50 out of 723

target speakers have one long training segment only. Therefore, UP-AVR (N = 4

and R = 4) was applied to construct empirical kernel maps and to alleviate the

effect of data imbalance in training the SVMs.

Reference [95] suggests that it is more preferable to use the same number of less

dependent enrollment utterances per target speaker. We adopted this suggestion
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and configured UP-AVR to produce Hs i-vectors for speaker s using the following

rule:

Hs =


17, |Us| < 17

|Us|, |Us| ≥ 17

(7.1)

where Us is the set of full-length enrollment utterances and |Us| represents its car-

dinality.
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Figure 7.1: Numbers of enrollment i-vectors per target speaker with and without
performing UP-AVR. Each speaker index represents one target speaker.

Evidently, the black curve in Figure 7.1 suggests that without UP-AVR, many

target speakers only have a few enrollment i-vectors, because of the small number

of enrollment utterances. However, the UP-AVR can produce a fixed number of

enrollment i-vectors (the red curve) for these speakers.

Non-target speakers can be divided into unknown non-targets and known non-
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targets. 704 unknown non-target speakers were selected for the experiments. Each

non-target speaker provides one utterance. Therefore, B = 704 utterances were

used to train the speaker-dependent SVMs for all common conditions. Because all

the common conditions investigated in this study involve 723 target speakers, each

target speaker has 722 competing known non-targets to train his SVM.

7.5.2 Total Variability Modeling and PLDA

The i-vector systems are based on a gender-dependent UBM with 1024 mixtures.

3,500 microphone utterances and 3,501 telephone utterances from NIST’05–NIST’08

were used for training the UBM. We selected 14,875 telephone and interview con-

versations from 575 speakers in NIST’06–NIST’10 to estimate a total variability

matrix with 400 total factors. We applied whitening [17] and i-vector length nor-

malization [13] to the 400-dimensional i-vectors. Then, we performed LDA [16] and

WCCN [17] on the resulting vectors to reduce the dimension to 200 before training

the PLDA models with 150 latent variables.

According to [122], adding noise to the training files of UBM and total variability

modeling receives insignificant performance gain. Hence, we followed the steps in

[122] and only added noise to the training files of LDA and PLDA models.
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Chapter 8

RESULTS AND DISCUSSION

This chapter elaborates the experimental results and related analyses of the pro-

posed methods in three different speaker verification systems introduced in previous

chapters, including GMM-supervector, i-vector, and PLDA based systems.

8.1 GMM-supervector Based Speaker Verification

8.1.1 Statistical Properties of GMM-Supervectors

The feature dimension of GMM-supervectors is MD, where M is the number of mix-

tures in a GMM and D is the dimension of acoustic vectors. For systems that use a

large number of mixtures (e.g., M ≥ 1024), the dimension of the GMM-supervectors

will become very large, which introduces excessive computational burden on the

training of speaker-dependent SVMs. If M is too small, the resulting supervectors

may not be able to represent the characteristics of the target speakers. Nevertheless,

one may ask: Among all the features in the supervectors, how many of them are

relevant or useful for recognizing speakers?

To answer this question, we computed the variances of MD-dimensional features

from 50 normalized GMM-supervectors Ω−
1
2
−→µ (bk), where M ranges from 64 to 1,024,

D = 24, k = 1, . . . , 50, and Ω and −→µ are defined in Eq. 3.4. Features were then

sorted in descending order of variances. Figure 8.1 shows the variances of features

against the feature indexes. The horizontal line is a threshold (0.05) below which
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Performance
No. of Centers in GSV

64 128 256 512 1024

EER (%) 10.85 9.84 9.05 9.98 11.78
Minimum DCF 0.0414 0.0372 0.0362 0.0367 0.0428

Table 8.1: The effect of varying the number of Gaussian components in GMM-
supervectors on the verification performance of the GMM–SVM baseline system
(with NAP and T-norm) in NIST’02.

the features are considered to have no significant contribution to the classification

task. Evidently, when M ≥ 512, a large percentage of features have variances below

the threshold, which means that the resulting SVMs have input dimension larger

than necessary. A model size of 256 mixtures seems to be a good compromise. This

observation also agrees with the verification performance shown in Table 8.1, where

the best speaker verification performance (in terms of EER and Minimum DCF) is

obtained when M = 256. Based on this finding, we set M = 256 for the rest of the

experiments under the NIST’02 and NIST’04 evaluations.

8.1.2 GMM–UBM vs. GMM–SVM

Table 8.2 and Table 8.3 compares the performance GMM–UBM and GMM–SVM.

The results clearly demonstrate the merit of GMM–SVM and confirm the claims in

Chapter 3.3.

8.1.3 Comparing Kernels in GMM–SVM

Table 8.4 shows the performance of different GMM–SVM systems under different

common conditions in NIST’10. Systems A to C allow us to compare the perfor-

mance of the KL kernel, GUMI kernel and KGM kernel in GMM-SVM. The re-
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Figure 8.1: The variance of features in the GMM-supervectors with different num-
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been normalized to 1.0. The horizontal line is the variance threshold (= 0.05) above
which the features are deemed relevant. The numbers along the horizontal line
are the number of relevant features in the supervectors. All results are based on
NIST’02.

Methods EER (%) Minimum DCF

(A) GMM–UBM 11.19 0.0546

(B) GMM–UBM+TNorm 10.29 0.0428

(C) GMM–UBM+ZTNorm 9.39 0.0393

(D) GMM–SVM+NAP+TNorm 9.05 0.0362

Table 8.2: Performance of GMM–UBM and GMM–SVM in NIST’02.
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Methods EER (%) Minimum DCF

(A) GMM–UBM 17.05 0.0615

(B) GMM–UBM+TNorm 16.05 0.0601

(C) GMM–UBM+ZTNorm 15.95 0.0638

(D) GMM–SVM+TNorm 13.40 0.0516

(E) GMM–SVM+NAP+TNorm 10.42 0.0458

Table 8.3: Performance of GMM–UBM and GMM–SVM in NIST’04 (core test, all trials).

sults show that the KL kernel is slightly better than the GUMI kernel in most of

the Common Conditions, and that the KGM kernel performs poorly. Apparently,

the KGM kernel is not appropriate for GMM-SVM. One possible reason for the

poor performance of the KGM kernel in GMM-SVM is the small relevance factor

(r = 0.01) in the MAP adaptation. A small relevance factor means that the test-

and target-speaker supervectors depend almost exclusively on the test and enroll-

ment utterances, respectively. In other words, the resulting supervectors lose all of

the background information pertained in the UBM. As GMM-SVM harnesses the

background information via the background speakers’ supervectors, a small rele-

vance factor means that these supervectors only represent some speakers different

from the target speaker. As a result, a small number of background speakers –

which in our case is only 300 (refer to Table 7.4) – may not be able to represent a

general population. The results in Table 8.5 agree with this argument; in particular,

the performance in terms of EER of the KGM kernel has improved after increasing

the relevance factors for both means and variances. While the MinNDCF increases

slightly when the relevance factor increases, the increase in MinNDCF is significantly

smaller than the reduction in EER.
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EER (%) MinNDCF

System CC1 CC2 CC4 CC7 CC9 CC1 CC2 CC4 CC7 CC9

(A) SVM KKL 2.82 5.21 3.81 6.70 4.27 0.61 0.62 0.63 0.63 0.19

(B) SVM KGUMI 2.83 5.39 4.06 6.99 4.27 0.57 0.61 0.61 0.67 0.24

(C) SVM KGM 4.85 7.31 5.71 7.82 5.13 0.77 0.83 0.83 0.58 0.26

Table 8.4: The performance of GMM–SVM (SVM) using three different kernels
under different common conditions (CC) in NIST’10. ZT-norm was applied in all
cases. “MinNDCF” represents the minimum norm DCF.

EER (%) MinNDCF

Relevance factor CC4 CC7 CC9 CC4 CC7 CC9

0.01 5.71 7.82 5.13 0.83 0.58 0.26

8 4.94 7.17 4.27 0.85 0.60 0.21

16 5.06 7.26 4.27 0.84 0.60 0.30

Table 8.5: The performance of the KGM kernel in GMM-SVM systems under CC4,
CC7, and CC9 of NIST’10 with increasing value of relevance factors for both means
and variances.

System
EER (%) MinNDCF

CC1 CC2 CC4 CC7 CC9 CC1 CC2 CC4 CC7 CC9

(A) SC KKL 3.94 6.81 3.91 7.26 5.00 0.57 0.69 0.52 0.69 0.36

(B) SC KGUMI 2.93 5.25 4.07 7.04 4.27 0.65 0.65 0.68 0.64 0.26

(C) SC KGM 3.44 5.66 4.37 6.70 4.24 0.54 0.65 0.75 0.77 0.45

(D) SC KGM (T-norm Only) 4.65 9.56 6.53 11.13 7.69 0.50 0.71 0.66 0.80 0.68

Table 8.6: The performance of speaker comparison (SC) using three different kernels
under different common conditions (CC) in NIST 2010 SRE. Except for System D,
ZT-norm was applied in all cases.



111

8.1.4 Comparing Kernels in Speaker Comparison

Table 8.6 shows that under the speaker comparison framework, the GUMI kernel

outperforms the KL kernel and the KGM kernel in terms of EER. As the GUMI

kernel is derived from the Bhattacharyya distance, which is a better similarity mea-

sure between two probability distributions than the simplified KL divergence, its

performance is better.
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Figure 8.2: Histograms of mixture weights with increasing relevance factor r for the
means in the KGM kernel. The bottom panel shows the histogram of UBM’s mixture
weights.

Unlike the GMM-SVM, we observed that under the speaker comparison frame-

work, the KGM kernel requires a small relevance factor (r = 0.01). It is of interest to

understand why the same kernel has different requirements under different scoring

framework. Consider the case where r = 16. With such a large relevance factor,
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EER (%) MinNDCF

System CC1 CC2 CC4 CC7 CC9 CC1 CC2 CC4 CC7 CC9

(A) SVM KKL 2.82 5.21 3.81 6.70 4.27 0.61 0.62 0.63 0.63 0.19
(B) SVM KGUMI 2.83 5.39 4.06 6.99 4.27 0.57 0.61 0.61 0.67 0.24
(C) SVM KGM 4.85 7.31 5.71 7.82 5.13 0.77 0.83 0.83 0.58 0.26
(D) SVM KKL + UP-AVR 2.22 5.37 3.43 5.59 3.42 0.53 0.75 0.61 0.64 0.21
(E) SVM KKL + UP-AVR (T-norm Only) 2.02 4.91 3.35 5.59 4.27 0.44 0.70 0.58 0.58 0.13
(F) SVM KGUMI + UP-AVR 2.63 5.48 3.51 5.52 4.27 0.52 0.74 0.58 0.69 0.18
(G) SVM KGUMI + UP-AVR (T-norm Only) 2.53 5.22 3.43 5.57 4.27 0.39 0.67 0.54 0.59 0.15

(H) SC KKL 3.94 6.81 3.91 7.26 5.00 0.57 0.69 0.52 0.69 0.36
(I) SC KGUMI 2.93 5.25 4.07 7.04 4.27 0.65 0.65 0.68 0.64 0.26
(J) SC KGM 3.44 5.66 4.37 6.70 4.24 0.54 0.65 0.75 0.77 0.45
(K) SC KGM (T-norm Only) 4.65 9.56 6.53 11.13 7.69 0.50 0.71 0.66 0.80 0.68

(L) JFA 2.72 4.75 3.90 6.14 4.27 0.46 0.53 0.67 0.68 0.22

(E)+(L) 1.62 3.49 2.69 5.52 4.25 0.31 0.44 0.48 0.59 0.19

Table 8.7: The performance of different systems on NIST’10 under different com-
mon conditions (CC). Results were divided into three groups: (1) SVM – GMM-SVM
with different kernels, (2) SC – speaker comparison using different inner-product
discriminant kernels, and (3) JFA – joint factor analysis models. The lowest EER
and MinNDCF across all three groups were displayed in bold. The kernels being
compared include the KL-divergence kernel KKL, GMM-UBM mean interval kernel
KGUMI, and geometric-mean comparison kernel KGM. Except for Systems E, G and
K, ZT-norm was applied in all cases. UP-AVR, the method proposed in this thesis,
was applied to two of the GMM-SVM systems for comparison. (E)+(L) denotes the
linear score fusion of the best GMM-SVM system and the JFA system.

only the Gaussians that are close to the adaptation data will shift towards the adap-

tation data, the rest will remain unadapted or only slightly shift in position. This

means that these unadapted Gaussians will only occupy a small amount or even no

adaptation data. However, in KGM, the mixture weights are estimated using the

maximum-likelihood principle, meaning that the mixture weights of the unadapted

Gaussians will be very small or even zero. This is undesirable because the extremely

small mixture weights severely suppress the contribution of the corresponding com-

ponents in the inner product (cf. Eq. 3.5), causing loss of speaker information.

On the other hand, if the relevance factor is small, say r = 0.01, almost all Gaus-

sians will shift towards the adaptation data, resulting in a more even sharing of

adaptation data among the Gaussians. This is desirable because almost all mixture
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components will have contribution to the scoring function. Evidences supporting

this argument can be found in Figure 8.2. It shows that when the relevance factor

for the means become large, the number of small mixture weights (many of them

are zero) increases.

Because no adaptation is applied to the mixture weights in the KL and GUMI

kernels, the over-suppression phenomenon will not occur. So, a larger relevance

factor for these two kernels can be used.

8.1.5 GMM–SVM vs. Speaker Comparison

Results in Table 8.7 suggest that the performance of GMM-SVM with a KL kernel is

better than that of the speaker comparison with a GUMI kernel and a KGM kernel.

Comparing Systems J and K in Table 8.7 shows that Z-norm plays an important role

in speaker comparison. This is because the scoring function in speaker comparison

does not consider the background speakers. Therefore, it is important to harness

the impostor information through score normalization methods such as Z-norm. In

fact, Z-norm can be considered as a special case of SVM scoring in Eq. 3.1 where

the weights corresponding to all of the background speakers are equal.

8.1.6 Effectiveness of UP–AVR

Table 8.8 shows the effect of varying the number of target-speaker’s GMM-supervectors

(GSVs) on the verification performance in NIST’02. The GMM-supervectors (GSVs)

were obtained by either UP or UP-AVR. In all cases, the same partitioning strategy

was applied to both target-speaker utterances and background-speaker utterances

so that the length of target-speaker sub-utterances matches that of the background-

speaker sub-utterances (see Figure 5.3). Because UP-AVR randomizes the feature
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No. of Target-
GSV Generation Method EER (%) Minimum DCF × 100

Speaker’s GSVs

1 None (N = 1) 9.05 [8.74,9.27] 3.61 [3.45,3.77]

3
UP (N = 2) 8.66 [8.36,8.83] 3.45 [3.30,3.59]

UP-AVR (N = 4, R = 1) 8.43 [8.09,8.55] 3.65 [3.49,3.81]

5
UP (N = 4) 8.46 [8.18,8.64] 3.42 [3.27,3.58]

UP-AVR (N = 4, R = 1) 8.21 [7.98,8.46] 3.43 [3.27,3.59]

9
UP (N = 8) 8.30 [8.04,8.53] 3.36 [3.21,3.52]

UP-AVR (N = 4, R = 2) 8.18 [7.80,8.25] 3.38 [3.22,3.52]

33
UP (N = 32) 15.06 [14.63,15.23] 5.14 [4.96,5.29]

UP-AVR (N = 4, R = 8) 8.16 [7.93,8.41] 3.38 [3.23,3.53]

Table 8.8: Effect of varying the number of speaker-class supervectors on speaker verifica-

tion performance in NIST’02. The speaker-class supervectors were generated by utterance

partitioning (UP) and utterance partitioning with acoustic vector resampling (UP-AVR).

The first column shows the number of speaker-class GSVs, which include the GSVs created

by UP or UP-AVR and the GSV produced by the full-length utterance. “None” in the

2nd column means a full-length utterance was used to produce a single supervector for

training a speaker-dependent SVM. N and R are the number of partitions per full-length

utterance and the number of times resampling were performed to obtain the speaker-class

GSVs. When the number of GSVs generated by UP-AVR is larger than the number of

required speaker’s GSV (e.g., 2nd row with UP-AVR, N = 4 and R = 1), the speaker’s

GSVs were randomly selected from the pool. The same utterance partitioning procedure

was also applied to the background speakers’ utterances so that the length of partitioned

background utterances matches with that of the speaker’s partitioned utterances. The

number of background GSVs is B(N + 1), where B is the number of background speak-

ers (112 for male and 122 for female). The numbers inside the square brackets are the

90% confidence intervals of FAR (at equal error threshold) and minimum DCF found by

bootstrapping techniques [3, 4].

indexes before partitioning the utterances, the supervectors created will be different

from simulation run to simulation run. To investigate the reliability of the esti-

mated EER and minimum DCF, 17 independent simulation runs were performed.

The mean and standard deviation of 17 EERs and minimum DCFs are shown in the

last row of Table 8.8.
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Table 8.8 shows that for the same number of target-speaker GSVs, UP-AVR

achieves a lower EER than that of UP. Although there is a slight increase in minimum

DCF, except for the 2nd row, the increase in minimum DCF is not as significant as

the decrease in EERs. Table 8.8 also shows that setting N = 32 for UP leads to

very poor performance. The reason is that excessive partitioning will produce very

short sub-utterances, making the resulting speaker-class GSVs almost identical to

the GSV of the UBM after MAP adaptation.

Figures 8.3(a) and (b) show the trend of EER and minimum DCF when the

number of speaker-class supervector increases. The figures demonstrate that utter-

ance partitioning can reduce EER and minimum DCF. More importantly, the most

significant performance gain is obtained when the number of speaker-class supervec-

tors increases from 1 to 5, and the performance levels off when more supervectors

are added. This is reasonable because a large number of positive supervectors will

only result in a large number of zero Lagrange multipliers for the speaker class and

increase the correlation among the synthesized supervectors.1 Figure 8.3(c) shows

the p-values of McNemar’s tests [2] on the pairwise differences between the EERs

under different numbers of speaker-class supervectors. The first row suggests that

increasing the number of speaker-class supervectors from 1 to 5 and beyond by

means of UP-AVR can bring significant reduction in EER. On the other hand, five

speaker-class supervectors may already be sufficient because further increase in this

number does not bring significant performance gain, as evident by the high p-values

in the entries other than the first row.

Figure 8.4 shows the EERs of UP-AVR for different numbers of partitions (N)

and resampling (R); when R = 0, UP-AVR is reduced to UP. Evidently, for small

1Our preliminary investigation on several speakers suggest that when the number of speaker-
class supervectors is greater than 40, about half of the supervectors are not support vectors.
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13 - - - 0.958 0.063 1.000 0.678 0.876 0.396

17 - - - - 0.002 1.000 0.590 0.957 0.334

21 - - - - - 0.068 0.199 0.045 0.394

29 - - - - - - 0.628 0.916 0.378

33 - - - - - - - 0.510 0.712

36 - - - - - - - - 0.233

(c)

Figure 8.3: (a) EER and (b) minimum DCF versus number of speaker-class super-
vectors used for training the speaker-dependent SVMs in NIST’02. The supervectors
were obtained by utterance partitioning with acoustic vector resampling (UP-AVR,
N = 4). (c) p-values of McNemar’s tests [2] on the pairwise differences between the
EERs in (a). For each entry, p < 0.005 means that the difference between the EERs
is statistically significant at a confidence level of 99.5%.

number of partitions (e.g., N = 2 and N = 4), UP-AVR (R ≥ 1) performs better

than UP (R = 0), suggesting that resampling can help create better GMM–SVM

speaker models. However, when the number of partitions increases (e.g, N = 8), the

advantage of resampling diminishes. This result agrees with our earlier argument

in Chapter 5 that when the number of partitions is too large, the length of sub-
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Figure 8.4: Performance of UP-AVR for different numbers of partitions (N) and
resampling (R) in NIST’02. When R = 0, UP-AVR is reduced to UP.

utterances will become too short, causing their corresponding supervectors almost

identical to that of the UBM.

Table 8.9 shows the performance of UP-AVR in NIST’04 when the number of

speaker-class supervectors increases from 5 to 201. The results also suggest that with

just 5 speaker-class supervectors (UP-AVR(5)), significant reduction in EER can be

obtained. However, adding extra speaker-class supervectors can only reduce the

EER slightly, which again confirms our earlier argument that it is not necessary to

generate excessive number of speaker-class supervectors. The p-value of McNemar’s

test [2] between System A and System B in Table 8.9 is 7×10−9. Because the p-value

is significantly smaller than 0.005 and the EER of System B is higher than other

systems that use UP-AVR, we conclude that all of the systems that use UP-AVR

are significantly better than the one without using UP-AVR.
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Method EER (%) Minimum DCF

(A) GMM–SVM+NAP+TNorm 10.42 0.0458

(B) GMM–SVM+NAP+TNorm+UP-AVR(5) 9.67 0.0421

(C) GMM–SVM+NAP+TNorm+UP-AVR(33) 9.63 0.0424

(D) GMM–SVM+NAP+TNorm+UP-AVR(61) 9.63 0.0422

(E) GMM–SVM+NAP+TNorm+UP-AVR(81) 9.57 0.0422

(F) GMM–SVM+NAP+TNorm+UP-AVR(93) 9.57 0.0424

(G) GMM–SVM+NAP+TNorm+UP-AVR(101) 9.46 0.0419

(H) GMM–SVM+NAP+TNorm+UP-AVR(201) 9.58 0.0421

Table 8.9: Performance of GMM–SVM and GMM–SVM with utterance partitioning in

NIST’04 (core test, all trials). The numbers inside the parentheses indicate the number of

speaker-class supervectors used for training a speaker-dependent SVM, which include the

supervectors generated by UP-AVR (N = 4, R = 1, 8, 15, 20, 23, 25, 50) and the full-length

utterance.

Figure 8.5 plots the minimum DCF against the EER for various configurations.

It highlights the amount of performance gain that can be obtained by UP-AVR.

Figure 8.6 shows the DET curves of various systems, which suggest that GMM–SVM

with utterance partitioning is significantly better than the baseline GMM–SVM and

GMM–UBM systems for a wide range of decision thresholds.

Our results and other published results in the literature suggest that the EER and

minimum DCF in NIST’02 and NIST’04 are higher than those achievable in more

recent corpora such as NIST’08. The reason may be that recent results on NIST’08

are typically based on joint factor analysis using a large amount of background data

to train the Eigenchannel and Eigenvoice matrices. For example, Dehak et al. [123]

used Switchboard, NIST’04, and NIST’05 to estimate these matrices and achieved

an EER of 6.55% (all trials). As the amount of data prior to NIST’04 is significantly

less than the amount of data prior to NIST’08, it will be difficult to reduce the EER
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Figure 8.5: Minimum DCF versus EER demonstrating the performance improve-
ment obtained by the utterance partitioning approach in (a) NIST’02 and (b)
NIST’04.

of NIST’04 to a level comparable to that of NIST’08.
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with utterance partitioning in (a) NIST’02 and (b) NIST’04. T-Norm was applied
in all cases.
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8.1.7 Comparing with Other Systems

GMM-SVM with UP-AVR was also performed on NIST’10 evaluation for proving

its effectiveness and comparing with speaker comparison systems and JFA systems.

Table 8.7 shows that under most of the common conditions, UP-AVR helps improve

the performance of GMM-SVM systems for both KL and GUMI kernels. In terms of

EER, the performance of UP-AVR in GMM-SVM systems (system E) is consistently

better than that of the speaker comparison systems and the JFA system (except for

Common Condition 2). This further demonstrates that UP-AVR is effective in

solving the imbalance data problem in GMM-SVM systems.

The scores of JFA and GMM-SVM with UP-AVR (KL kernel, T-norm only) were

fused using a set of linear fusion weights that achieve the best fusion performance (in

terms of minimum EER). Table 8.7 shows that the fusion improves the performance

for Common Conditions 1, 2, and 4.

8.2 I-Vector Based Speaker Verification

8.2.1 Effects of Training-set Size on I-Vectors

This experiment is to analyze the effect of the number of training utterances and

training speakers on the discriminative power of LDA and WCCN projected i-

vectors.

The training set comprises the i-vectors of 191 male speakers in NIST’05–NIST’08,

with each speaker having 10 i-vectors (sessions). For each experiment, a subset of i-

vectors was extracted from this training set to train the LDA and WCCN projection

matrices. More precisely, the numbers of i-vectors per speaker were set to 6, 8, and

10. For each configuration, the number of speakers S was progressively increased
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from 60 (80 when there are only 6 utterances per speaker)2 to 191. The resulting

LDA+WCCN matrices were then used to project two thousand 400-dim i-vectors

extracted from 90 speakers in NIST 2010 SRE to i-vectors of dimensions S − 1

or 150, whichever is less.3 The discriminative power of the projected i-vectors was

quantified by minimum DCF derived from 22,198 intra- and 1.9 million inter-speaker

cosine-distance scores without score normalization.

60 80 100 120 140 160 180 200
0.065

0.07

0.075

0.08

0.085

0.09

0.095

0.1

No. of Speakers

M
in

D
C

F

 

 

6 utts per speaker
8 utts per speaker
10 utts per speaker

Figure 8.7: Minimum decision cost (MinDCF) versus the number of speakers used
for estimating the LDA and WCCN projection matrices. Each speaker has either 6,
8, or 10 utterances for estimating the i-vectors.

Figure 8.7 shows the minimum DCF achieved by the projected i-vectors when

the number of speakers and the number of utterances per speaker used for training

the LDA+WCCN projection matrices increase. The results suggest that when the

2When the number of utterances per speaker was limited to 6 and the number of speakers is
smaller than 80, the within-class covariance matrix Sw is close to singular, causing numerical
difficulty in estimating the projection matrices.

3Because rank
(
S−1w Sb

)
= min {400, S − 1}.
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number of utterances per speaker is small (≤ 8) the discriminative power of i-vectors

generally increases when the number of speakers used for training the transformation

matrices increases. The increase is more prominent when the number of utterances

per speaker is very small (say 6), suggesting that more speakers are required when

the number of utterances per speaker is very small. However, when the number

of utterances per speaker is sufficiently large (say 10), increasing the number of

speakers does not bring significant benefit until the number of speakers is larger

than 105. Among the three different numbers of utterances per speaker, using 10

utterances per speaker achieves the lowest minimum DCF regardless of the number

of speakers used for training the transformation matrices, suggesting that it is better

to use more utterances per speaker than using more speakers but less utterances per

speaker. The small fluctuation in minDCF suggests that the channel variability

of some speakers in NIST’05–NIST’08 may not match the channel variability in

NIST’10, causing slight performance degradation when these speakers were added

to the training pool.

8.2.2 Small Sample-Size Problem in LDA and WCCN

The numerical difficulty in estimating the LDA and WCCN transformation matrices

is due to insufficient rank in the within-speaker scatter matrix (Eq. 4.11) when the

training set size is small. We have investigated two classical approaches to alleviating

this small sample-size problem [22]. They are pseudo-inverse LDA and PCA+LDA.

1. Pseudo-inverse LDA. The rank deficiency problem can be avoided by replacing

the inverse of the within-speaker scatter matrix by its pseudo inverse [84, 85].

The idea is that during singular value decomposition, any components with

singular values smaller than a threshold will be automatically discarded by the
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pseudo-inverse procedure.

2. PCA+LDA. We used PCA to project the training i-vectors to a lower dimen-

sion space prior to computing the within-speaker scatter matrix [82,83]. With

the reduction in the i-vector dimension, the rank requirement of LDA and

WCCN can be reduced to a comfortable level for reliable estimation of the

LDA and WCCN transformation matrices.

Methods
EER (%)

M=2 M=3 M=4 M=5 M=6 M=7 M≥8

Without LDA and WCCN 12.60

LDA+WCCN 23.39 22.25 6.98 5.51 4.59 4.22 2.98

PI-LDA+WCCN 19.02 20.90 6.98 5.51 4.59 4.22 2.98

PCA+LDA+WCCN 13.37 9.05 6.29 5.14 4.32 3.86 2.98

UP-AVR(2)+LDA+WCCN 6.64 5.78 4.99 4.52 4.08 3.90 2.94

UP-AVR(4)+LDA+WCCN 6.16 5.09 4.46 4.05 3.85 3.68 2.90

UP-AVR(8)+LDA+WCCN 6.23 5.09 4.48 3.88 3.87 3.65 2.97

Methods
MinNDCF

M=2 M=3 M=4 M=5 M=6 M=7 M≥8

Without LDA and WCCN 0.90

LDA+WCCN 1.00 1.00 0.87 0.81 0.76 0.75 0.63

PI-LDA+WCCN 0.99 1.00 0.87 0.81 0.76 0.75 0.63

PCA+LDA+WCCN 1.00 0.95 0.88 0.82 0.77 0.73 0.63

UP-AVR(2)+LDA+WCCN 0.91 0.87 0.83 0.79 0.75 0.74 0.66

UP-AVR(4)+LDA+WCCN 0.93 0.89 0.85 0.79 0.76 0.75 0.66

UP-AVR(8)+LDA+WCCN 0.92 0.89 0.86 0.80 0.78 0.76 0.69

Table 8.10: The performance of using different methods for solving the small
sample-size problem in LDA and WCCN. M = x means each speaker only has x
recordings for training the LDA and WCCN matrices. M ≥ 8 means each speaker
provides at least 8 recordings, with an average of 31 recordings per speaker. “LDA”:
the conventional LDA; “PI-LDA”: pseudo-inverse LDA; “PCA + LDA”: perform
PCA before LDA; “UP-AVR(N)”: dividing each of the full-length training utter-
ances into N partitions using UP-AVR, with the number of re-sampling R set to
4.
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Table 8.10 shows the performance achieved by different approaches to alleviating

the small-sample size problem when the number of recording sessions per training

speaker (M) increases from 2 to 8 or above. The performance is obtained by con-

catenating the scores under Common Conditions 1, 2, 4, 7, and 9 in NIST’10. The

performance achieved by “Without LDA and WCCN” is considered as the base-

line. For “LDA+WCCN”, the performance is very poor when M ≤ 3, because the

within-speaker scatter matrix is close to singular. Only when M ≥ 4, the benefit

of LDA+WCCN becomes apparent. These observations also agree with the findings

in [124].

Table 8.10 also shows the following properties:

1. when M ≤ 3, pseudo-inverse LDA can help to avoid the singularity problem.

However, this method leads to i-vectors that perform even poorer than those

without LDA+WCCN projections. When the within-class scatter matrices

have full rank (M ≥ 4), the performance of pseudo-inverse LDA is the same

as the classical LDA.

2. Preprocessing the i-vectors by PCA not only avoids the singularity problem but

also helps the LDA to find a better projection matrix. However, when the rank

of within-class scatter matrices is too low (e.g., when M = 2), the performance

of PCA preprocessing is poorer than those without LDA+WCCN projections.

Moreover, the effect of PCA diminishes when the number of recordings per

training speaker is sufficient (M ≥ 8).

3. UP-AVR is an effective way to produce more informative i-vectors from a

single utterance, thus effectively avoiding the singularity problem in LDA. It

also achieves the best performance among all methods investigated.
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Figure 8.8: EER versus the dimension after PCA projection. M = x means each
speaker only has x recordings for training the LDA and WCCN matrices.

Figure 8.8 shows the effect of varying the dimension of PCA projection on the

performance of PCA+LDA. The results suggest that when the number of sessions per

speaker (M) is equal to two, PCA cannot help the LDA for all projection dimension.

In fact, the performance is even poorer than that without LDA (dotted line). This is

caused by insufficient data for training the LDA, even though PCA can help solving

the singularity problem. The result also suggests that setting the PCA projection

dimension close to the rank of within-class scatter matrices is not a good idea when

M ≤ 3.

8.2.3 Effectiveness of Multi-way LDA

To compare the effectiveness of PCA+LDA and multi-way LDA, we selected 63

male speakers from NIST’08 for training the LDA and WCCN projection matrices.
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Figure 8.9: EER versus the dimension of the projected i-vectors in the first stage of
PCA+LDA and multi-way LDA. The number of recordings per speaker is 8 (M = 8).
Refer to Section 8.2.3 for the explanation of “1st stage”.

Unlike the previous experiments, these speakers use the same set of microphones in

the recording sessions. This arrangement allows us to arrange the training i-vectors

in a grid, as explained in Section 4.2.3.

Note that both PCA+LDA and multi-way LDA divide the inter-session com-

pensation into two stages. In the 1st stage, i-vectors are projected into a lower

dimensional space via PCA or via the matrix C in Eq. 4.16. Then, in the 2nd

stage, the dimension of the projected i-vectors is further reduced by LDA to 60.4

Figure 8.9 shows the effect of varying the projection dimension in the first stage for

both PCA+LDA and multi-way LDA. Evidently, the performance of both methods

has a similar trend with respect to this dimension, with multi-way LDA always per-

forms slightly better than PCA+LDA for all projection dimensions. Table 8.11 also

4Because rank
(
S−1w Sb

)
= min {400, S − 1} = 62, the projected dimension should be set to a

value smaller than this rank.
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Systems
MinNDCF EER (%)

M = 7 M = 8 M = 7 M = 8

(A) Without LDA and WCCN 0.90 0.90 12.60 12.60

(B) LDA+WCCN – 0.99 – 15.29

(C) PI-LDA+WCCN 1.00 0.99 23.33 15.29

(D) PCA+LDA+WCCN 0.97 0.96 10.27 9.13

(E) MW-LDA+WCCN 0.92 0.93 9.97 8.85

Table 8.11: The performance of Multi-way LDA and other LDA methods. MW-
LDA + LDA: Multi-way LDA. M = x means each speaker only has x recordings for
training the LDA and WCCN matrices. “–” denotes the situation where singularity
occurs when estimating the projection matrices.

shows that multi-way LDA outperforms PCA+LDA.

8.2.4 UP-AVR for LDA and WCCN

This experiment investigates the effectiveness of UP-AVR for solving the singularity

problem in LDA. Similar to Section 8.2.2, the number of recording sessions per

training speaker was increased from 2 to 8 and above. The results in Table 8.10

show that when UP-AVR is applied to increase the number of i-vectors per training

speaker, the performance of LDA+WCCN improves significantly. Although many

of the i-vectors produced by UP-AVR are extracted from the sub-utterances of the

same recording sessions, they possess sufficient speaker-dependent information for

training the LDA and WCCN projection matrices and can help LDA to find a

subspace with less intra-speaker variation by alleviating the numerical problem.

Nevertheless, the contribution of UP-AVR to LDA and WCCN diminishes when the

number of recordings per training speaker is sufficient (over 8 per speaker in our

experiments).

Figs. 8.10(a) and 8.10(b) depict the trend of EER and minimum DCF when the
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Figure 8.10: (a) EER and (b) minimum DCF versus number of i-vectors per record-
ing session for different numbers of recording session per speaker for training the
LDA and WCCN matrices. The i-vectors were obtained by utterance partitioning
with acoustic vector resampling (UP-AVR, N = 4; R = 1, 2, 4). M is the number of
recordings per speaker used for training the matrices, M = 0 means without LDA
and WCCN, and M ≥ 8 means at least 8 utterances per speaker were used for
training.
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Figure 8.11: The effect of varying the number of partitions (N) and the number
of resampling (R) on the performance of UP-AVR. R = 0 means without applying
UP-AVR to the utterances.

number of recording sessions per speaker and the number of i-vectors per recording

session for training the LDA and WCCN matrices increase. The results demonstrate

that the most significant performance gain is obtained when the number of i-vectors

per recording session increases from 1 to 5, and the performance levels off when

more i-vectors are added.
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Figure 8.11 shows the performances of UP-AVR for different numbers of par-

titions (N) and resampling (R) for different numbers of recordings per speaker.

According to Figure 8.11, when the number of recordings per speaker (M) is less

than five, increasing the number of partitions and resampling times can improve

the performance. However, when M ≥ 6, the effect of varying N and R diminishes,

suggesting that UP-AVR is most effective for training the LDA and WCCN matrixes

when the number of recording sessions per speaker is very limited.

8.2.5 UP-AVR for SVM Scoring

In this experiment, we used all of the available interview and microphone speech

from NIST 2005–2008 SRE to train the LDA and WCCN matrices. The focus of

the experiment is on comparing SVM scoring against cosine distance scoring.

Table 8.12 compares the performance between SVM scoring and cosine distance

scoring in NIST’10. Table 8.12 shows that the performance of SVM scoring is

slightly worse than that of cosine distance scoring. This may be caused by the

data imbalance problem in SVM training. However, after applying UP-AVR to

SVM training, the performance of SVM improves. More specifically, increasing the

number of target-speakers i-vectors from one i-vector per target-speaker to 9 i-vectors

per target-speaker reduces the EER of SVM scoring from 3.26% to 2.71%, which

amounts to 17% relative reduction. Similarly, the method reduces the minimum

DCF from 0.52 to 0.51, which amounts to 2% relative reduction. This performance

improvement makes SVM scoring outperforms cosine distance scoring significantly,

as evident by the results (CDS versus SVM+UP-AVR) in Table 8.12. Specifically,

when UP-AVR was applied to SVM scoring, the EER and minimum DCF reduce to

2.71% and 0.51, respectively, which amount to 9% and 19% relative reduction.
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EER(%) MinNDCF

Scoring Methods CC1 CC2 CC4 CC7 CC9 Mic CC1 CC2 CC4 CC7 CC9 Mic

CDS 1.62 2.86 3.23 8.94 1.71 2.98 0.42 0.52 0.54 0.99 0.46 0.63

CDS+UP-AVR(1) 1.74 3.01 3.45 9.44 2.29 3.17 0.45 0.54 0.57 0.99 0.49 0.67

CDS+UP-AVR(2) 1.75 3.02 3.44 9.49 2.27 3.21 0.45 0.54 0.57 0.99 0.49 0.67

CDS+UP-AVR(4) 1.76 3.01 3.44 9.49 2.26 3.22 0.45 0.54 0.57 0.99 0.50 0.67

SVM
C = 1 1.82 3.08 3.32 9.50 2.56 3.26 0.32 0.49 0.50 0.94 0.28 0.52

C = 0.01 1.85 3.26 3.47 9.49 2.56 3.31 0.32 0.48 0.46 0.99 0.36 0.55

SVM+UP-AVR(1)
C = 1 1.54 2.86 3.17 9.50 2.24 3.04 0.28 0.47 0.46 0.95 0.23 0.49

C = 0.01 1.51 2.99 3.02 9.37 2.34 2.97 0.29 0.47 0.41 0.99 0.28 0.51

SVM+UP-AVR(2)
C = 1 1.57 2.84 3.02 9.50 2.16 3.04 0.27 0.47 0.45 0.96 0.23 0.49

C = 0.01 1.41 2.62 2.81 8.38 2.39 2.71 0.28 0.46 0.40 0.99 0.32 0.51

SVM+UP-AVR(4)
C = 1 1.54 2.85 3.10 9.47 2.17 3.03 0.27 0.47 0.45 0.95 0.23 0.49

C = 0.01 1.31 2.62 2.84 8.66 2.42 2.71 0.28 0.45 0.41 0.99 0.31 0.51

Table 8.12: The performance of i-vector based speaker verification in NIST’10 using
different scoring methods. C is the SVM’s penalty factor. “CC” denotes common
condition. “Mic” represents all common conditions involving interview-style speech
or microphone speech. “CDS”: cosine distance scoring. “CDS+UP-AVR(R)”: com-
puting the average cosine distance score between the claimant’s LDA+WCCN pro-
jected i-vector and NR + 1 target-speaker’s i-vectors produced by UP-AVR with
number of partitions N = 4 and number of re-sampling R = 1, 2, or 4. “SVM+UP-
AVR(R)”: SVM scoring with each SVM trained by using NR + 1 target-speaker’s
LDA+WCCN projected i-vectors and 633 background speakers’ i-vectors, where the
target-speaker i-vectors were produced by UP-AVR with number of partitions N = 4
and number of re-sampling R = 1, 2, or 4.

Note that UP-AVR can also be applied to cosine distance scoring. Specifically,

instead of training an SVM for each target speaker, we used the RN i-vectors pro-

duced by UP-AVR together with the one estimated from the full-length enrollment

utterance to represent a target speaker. During verification, given a test utterance,

we computed the average cosine distance score between the i-vector of the test ut-

terance and each of these (RN + 1) target-speaker i-vectors. The rows labeled with

“CDS+UP-AVR” in Table 8.12 show the performance of this strategy. Evidently,
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unlike the situation in SVM scoring, UP-AVR cannot improve the performance of

cosine distance scoring. This result is reasonable because the discriminative power

of the generated (RN) i-vectors is poorer than that derived from the full-length

utterances, which has detrimental effect on the average score. On the other hand,

in SVM scoring, given the RN + 1 target-speaker’s i-vectors, the SVM training al-

gorithm can select a more relevant subset from these target-speaker’s i-vectors and

the background i-vectors to form a decision boundary that best discriminate the

target speaker from impostors. As the SVM score is a linear weighted sum of the

cosine-distance scores of these relevant (support) i-vectors and the test i-vector, each

of the target-speaker’s i-vectors has different contribution to the overall score and

the degree of contribution is optimized by the SVM training algorithm. The aims

of UP-AVR in SVM scoring is to overcome the data-imbalance problem in SVM

training. Once this data-imbalance problem can be alleviated, the SVM weights can

be reliably estimated.

Results in Table 8.12 also suggest that when UP-AVR is applied, a small penalty

factor C is more appropriate than a large one.5 This is reasonable because a small

C leads to more target-speaker class support vectors, which improve the influence

of target-speaker class data on the decision boundary of the SVMs.

5As we used a scalar for the ’boxconstraint’ parameter in svmtrain.m provided by Mathworks,
the penalty factors for speaker and impostor classes will be rescaled according to the number of
training samples in these two classes.
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8.3 Gaussian PLDA with Sparse Kernel Machines

8.3.1 Choice of I-Vectors for Empirical Kernel Maps

The empirical kernel maps aim to emphasize the differences between target and non-

target speakers and to represent the differences in the PLDA score space. According

to Eq. 6.24, the empirical kernel map comprises two parts: (1) PLDA scores between

a training or test i-vector and the multiple enrollment i-vectors Xs of a target speaker;

and (2) PLDA scores between a training or test i-vector and a subset of background

i-vectors. It is of interest to investigate the roles played by these two parts by varying

their size, i.e., varying Hs and B′ in Eq. 6.24.

To this end, we selected 50 target speakers from NIST’12. Each of these target

speakers has at least 15 enrollment utterances, which result in 15 enrollment i-

vectors. A subset of these i-vectors were used for constructing the empirical kernel

maps, with the subset size increases from 0 (i.e., none was used) to 15 (i.e., all of

them were used). Note that when the subset size is zero, the empirical kernel maps

are similar to the anchor model [106–108] where the score space is defined by the

background speakers only. We also selected 704 background speakers’ i-vectors (i.e.,

B = 704 in Eq. 6.22) from the utterances in NIST’05–NIST’08. Note that although

the dimension of PLDA score vectors was varied in the experiments, the number of

speaker-class and impostor class score vectors were fixed. This means that all of the

i-vectors in Xs and Xb were used as input to the empirical kernel map to produce

at least 15 speaker-class PLDA score vectors and 704 impostor-class score vectors

for SVM training, regardless of the dimension of the PLDA score vectors. All of the

SVMs have an RBF kernel with width parameter γ = 1000.6

6Because the LR scores range between−579.5 and 199.8 and the dimension of the LDA-projected
i-vector is 200, a large value of γ is necessary.
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We have also investigated the situation where each target speaker has one en-

rollment utterance only. The procedure is basically the same as the one above,

except that the enrollment i-vectors were produced by applying UP-AVR to the

single enrollment utterance.

Figure 8.12 and Figure 8.13 show the EER and minimum DCF with respect to Hs

in Eq. 6.21. Both figures show that using more enrollment i-vectors for construct-

ing empirical kernel maps improves performance, but the improvement becomes

insignificant when the number of enrollment i-vectors exceeds five. Figure 8.12 and

Figure 8.13 also suggest that the performance of Config 1 is much better than that of

Config 2, which means that using the i-vectors estimated from full-length utterances

for constructing empirical kernel maps and training SVMs is better than using the i-

vectors estimated from sub-utterances. This result is reasonable because full-length

utterances contain much more information than partitioned sub-utterances.

Table 8.13 shows the effect of varying the number of background speakers’ i-

vectors B′ for constructing the empirical kernel maps on the performance of CC2.

To this end, the number of target speaker’s enrollment i-vectors Hs is fixed and 704

background speakers’ i-vectors were used for training speaker-dependent SVMs.7

The RBF parameter γ was fixed to 1800 for all cases. Table 8.13 suggests that it

is not necessary to incorporate a lot of background speakers’ i-vectors to build the

empirical kernel maps.

8.3.2 Choice of Non-Targets for SVM Training

NIST’12 allows systems to use the known non-target speakers for each verification

trial. It is of interest to investigate the benefit of using known non-target speakers for

7B′ ≤ 704, i.e., only a subset of background speakers’ i-vectors is used for constructing the
empirical kernel maps.
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Figure 8.12: Equal Error Rate versus the number of enrollment i-vectors per target
speaker (Hs in Eq. 6.21) for constructing the empirical kernel maps. Config 1: Each
target speaker has at least 15 enrollment utterances and the i-vectors were obtained
from these utterances without applying UP-AVR. Config 2: Each target speaker has
one enrollment utterance only and all enrollment i-vectors (for SVM training and
empirical kernel map construction) were generated by applying UP-AVR on this
utterance.

SVM training. To this end, the number of utterances per known non-target speaker

(J) was varied. Specially, for each target-speaker SVM that uses Empirical Kernel

Map I (Eq. 6.23), 722× J known non-target utterances were used as imposter-class

data for training. Note that not all target speakers contain multiple enrollment

utterances, and some target speakers only contain one enrollment utterance. There-

fore, UP-AVR (N = 4, R = 4) was performed to produce more sub-utterances for

these target speakers.

Table 8.14 shows the performance of using unknown non-target speakers and

known non-target speakers for training the SVMs. The results in Table 8.14 sug-
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Figure 8.13: Minimum normalized DCF versus the number of enrollment i-vectors
per target speaker (Hs in Eq. 6.21) for constructing the empirical kernel maps. See
the caption in Figure 4 for Config 1 and Config 2 in the legend.

gest that using either known non-targets or unknown non-targets achieves similar

performance.

8.3.3 Use of Noisy Speech for PLDA Training

In NIST’12, the test utterances have different SNRs under different common evalu-

ation conditions. For example, the test utterances in CC2 is rather clean and have

high SNR, whereas some of the test utterances in CC4 is fairly noisy because noise

was artificially added to the clean speech files and the test utterances in CC5 were

recorded in noisy environments. Figure 8.14 shows the distributions of the SNR of

the test utterances in CC2, CC4, and CC5. Obviously, CC4 is the most difficult

condition for speaker verification systems because the range of SNR is large.
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No. of Bkg. I-vectors (B′) EER (%) MinNDCF(2012)

0 1.87 0.309

50 1.87 0.319

100 1.87 0.314

150 1.84 0.301

200 1.87 0.297

250 1.94 0.295

300 1.97 0.293

350 2.05 0.289

400 2.04 0.292

450 2.05 0.299

500 2.01 0.299

550 1.96 0.302

600 2.01 0.302

650 2.01 0.300

700 1.98 0.299

704 2.01 0.299

Table 8.13: Performance of varying the number of background speakers’ i-vectors
for constructing empirical kernel maps under CC2 of NIST’12. The first column rep-
resents the number of background speakers’ i-vectors for constructing the empirical
kernel maps.

If the operating environment of a speaker verification system is known a prior, it

is possible to use multi-condition training to improve performance [110,122,125–128].

In this work, we compared clean-condition training with multi-condition training and

investigated different ways of applying multi-condition training for different common

conditions in NIST’12. To this end, we created two sets of noise contaminated files

by adding HAVC or crowd noise (from [117]) to the original clean utterances at

6dB and 15dB SNR. One set of noise files has mean SNR at 6dB and another set

has mean SNR at 15dB. The clean and noisy files were used for training the PLDA

models.

We have three ways of using the training data.
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Source of Imposter Class No. of Utts. per
EER (%)

MinNDCF
for Training SVMs Known Non-target (2012)

Unknown Non-targets — 1.80 0.312

Known Non-targets

1 1.83 0.324
2 1.79 0.310
3 1.84 0.306
4 1.90 0.302
5 1.91 0.303
6 1.91 0.300
7 1.87 0.299
8 1.87 0.300
9 1.87 0.299
10 1.87 0.298

Table 8.14: Performance (CC2 in NIST’12) of PLDA-SVM scoring using different
types of non-target speakers for training the SVMs.

• Clean-Condition Training : Use clean training utterances for all common con-

ditions.

• Multi-Condition Training I : Use the original (clean) training utterance plus

the sets of noise contaminated utterances, where the SNR of the noise con-

taminated utterances matches that of the test utterances. This multi-condition

training imposes strict requirements and assumptions on the operating envi-

ronment. It is expected that if the operating environment deviates significantly

from the assumption, performance will suffer.

• Multi-Condition Training II : Use the original (clean) training utterance plus

two sets of noise contaminated utterances (6dB and 15dB) for all common

conditions. This multi-condition training uses all of the available (clean plus

noisy) data regardless of the distribution of test utterances’ SNR. When com-

pared to Multi-Condition Training I, this mode of multi-condition training has
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Training Methods
EER (%) MinNDCF(2012)

CC2 CC4 CC5 CC2 CC4 CC5

Clean-Condition Training 2.40 4.14 2.79 0.333 0.410 0.343

Multi-Condition Training I 2.40 3.24 2.72 0.333 0.333 0.313

Multi-Condition Training II 2.54 3.24 3.11 0.304 0.333 0.325

Table 8.15: Performance (core set, male speakers) of different PLDA training
methods for different common conditions of NIST’12.

a relaxed assumption on the operating environment. Because all the available

environment-dependent training data have been used for training the PLDA

models, the performance of the resulting system will not suffer significantly

even if the operating environment exhibits a wide range of SNR.

Table 8.15 shows the performance of these three training methods. It shows that

the performance of CC4 can be improved significantly by multi-condition training.

Recall that CC4 involves test utterances contaminated with noise. It is therefore

reasonable that multi-condition training is beneficial. Table 8.15 also shows that

Multi-Condition Training I performs the best for CC5. Recall from Figure 8.14 that

the SNR of CC5 ranges from 15dB to 50dB. As a result, Multi-Condition Training

I excludes the 6dB utterances when training the PLDA model. On the other hand,

Multi-Condition Training II uses the 6dB utterances as well, resulting in mismatches

in the SNR of the training and test environments. The same reason also explains

the poorer EER performance of Multi-Condition Training II on CC2, because the

majority of the test utterances in this common condition are fairly clean.
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Figure 8.14: SNR distribution of test utterances in CC2, CC4, and CC5 of NIST’12.

8.3.4 Comparison of Scoring Methods

Table 8.16 shows the performance of different scoring methods. The methods in

Table 8.16 can be categorized into i-vector avg. (Eq. 6.14), score avg. (Eq. 6.16),

and PLDA–SVM scoring with empirical kernel maps (Eq. 6.25). Because Multi-

Condition Training I achieves the best performance, the results reported in this sub-

section are based on this training method. The methods in Table 8.16 are named

by the processes applied to the i-vectors for computing the verification scores. For

example, PLDA+UP-AVR+SVM-II means that UP-AVR has been applied to cre-

ate target-speaker i-vectors for training SVMs that use Empirical Kernel Map II

(Eq. 6.27 and Eq. 6.24). Note that because some target speakers have one enrollment
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Scoring Methods
EER (%) MinNDCF(2012)

CC2 CC4 CC5 CC2 CC4 CC5

PLDA (I-vector Avg.) 2.40 3.53 2.99 0.328 0.335 0.307

PLDA (Score Avg.) 2.40 3.24 2.72 0.333 0.333 0.313

PLDA+UP-AVR (Score Avg.) 2.43 3.21 2.67 0.327 0.334 0.315

PLDA+UP-AVR+SVM-I 1.84 2.83 2.34 0.311 0.293 0.284

PLDA+SVM-II 2.12 3.06 2.74 0.304 0.307 0.270

PLDA+UP-AVR+SVM-II 1.94 2.85 2.34 0.300 0.295 0.260

Table 8.16: Performance of scoring methods for the multiple enrollment utterances
in NIST’12 under the common conditions that involve telephone recordings.

utterance only, it is impossible to apply empirical kernel map I without UP-AVR.

Therefore, no results for PLDA+SVM-I are reported. The RBF parameter γ was

fixed to 1500 for all SVM-based scoring methods in Table 8.16.

Table 8.16 shows that the performance of score averaging is slightly better than

the performance of i-vector averaging and that the performance of PLDA–SVM scor-

ing is much better than that of score averaging and i-vector averaging. This demon-

strates the advantage of incorporating discriminative information in the PLDA score

space. Figure 8.15 shows the DET curves of the scoring methods. The curves further

demonstrate the excellent performance of PLDA–SVM scoring.

Table 8.16 and Figure 8.15 also show that scoring methods PLDA+UP-AVR+SVM-

I and PLDA+UP-AVR+SVM-II achieve a similar performance, which agrees with

the conclusion in Figure 8.12 and Figure 8.13 that the target speaker part of the

PLDA score vectors plays more important role for constructing the empirical kernel

maps than the non-target speaker part. It suggests that using the Empirical Ker-

nel Map I is sufficient for improving the performance of PLDA scoring. Another
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advantage of Empirical Kernel Map I is that it produces score vectors with a lower

dimension.
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Figure 8.15: The DET performance of PLDA (I-vector Avg.), PLDA (Score Avg.),
and PLDA–SVM scoring under CC2 in NIST’12. See Chapter 8.3.4 for the nomen-
clature of methods in the legend.

8.3.5 Importance of UP-AVR for SVM and LR Scoring

Figure 8.16 and Table 8.16 show that UP-AVR is very important for SVM scoring.

After applying UP-AVR, the performance of SVMs scoring improves significantly

and is much better than PLDA scoring. UP-AVR not only helps to alleviate the

data-imbalance problem in SVM training, but also enriches the information content

of the empirical scoring vectors by increasing the number of LR scores derived from

the target speaker. However, UP-AVR is not beneficial to LR scoring, as evident
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by the performance of PLDA (Score Avg.) and PLDA+UP-AVR (Score Avg.) in

Table 8.16.

8.3.6 Property of Empirical Kernel Maps in SVM and RVM

The experiments on RVM were based on the Matlab code from Tipping [129]. For

investigating the property of empirical kernel maps in SVM and RVM, we extracted

108 target speakers with true-target trials and imposter trials from NIST’12. Using

these trials, the equal error rates (EERs) achieved by the SVMs and RVMs and

their corresponding number of support vectors (SVs) and relevant vectors (RVs)

were averaged across the 108 speakers. An RBF kernel K(x,y) = exp(−‖x−y‖
2

2γ2
) was

adopted, where the RBF parameters γ was varied from 500 to 2500.8

The top panel of Figure 8.17 plots the average EER against the average number

of support vectors and relevance vectors in the SVMs and RVMs. It clearly shows

that when the number of SVs increases, the performance of SVMs becomes poor.

On the other hand, while the performance of RVMs is poor when the number of RVs

is very small, their performance is fairly stable and is better than that of the SVMs

once the number of relevance vectors is sufficient.

The middle panel of Figure 8.17 shows that when the RBF parameter γ increases,

the number of SVs decreases first and then gradually increases. On the other hand,

the number of RVs monotonically decreases when γ increases. More importantly, for

a wide range of γ, there are more RVs than SVs, suggesting that for this dataset, the

RVMs (under the regression mode) is less sparse than the SVMs. This phenomenon

is attributed to the fact that the structural risk minimization attempts to find a

small number of SVs that lie on the margin or the wrong side of it, whereas the

8Because the LR scores have range between −579.5 to 199.8 and the dimension of the LDA-
projected i-vector is 150, a large value of γ is necessary.
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Figure 8.16: Minimum Norm DCF (2012) versus EER demonstrating the perfor-
mance improvement obtained by the utterance partitioning approach in CC2, CC4,
and CC5.
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Figure 8.17: The property of empirical kernel maps in SVMs and RVM regressions.
Gamma is the RBF parameter γ.

Bayesian relevance learning attempts to find a set of weights that maximize the

likelihood in Eq. 6.29.

The middle and bottom panels of Figure 8.17 suggest that there is a lower limit

on the number of RVs for the RVMs to be effective. In our experiments, this limit

is around 50. Below this value, the performance of RVMs deteriorates rapidly and

becomes significantly inferior to the SVMs. However, once the RVMs have sufficient

RVs, their performance can be better than that of the SVMs.

8.3.7 Optimization of RBF Parameter Gamma

Because the performance of RVMs depends on RBF parameter γ, an optimization

procedure was developed to find an appropriate γ for each target-speaker’s RVM.
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Figure 8.18: Histograms of the RBF parameter γ in target-speakers’ RVMs (top
panel) and SVMs (bottom panel).

Specifically, for each target speaker, a development set was created by applying

utterance partitioning [5] on his/her enrollment utterances to generate a number of

enrollment i-vectors. Then, some of these i-vectors were used for training an RVM.

The remaining i-vectors were considered as true-target trials and the utterances of

background speakers were considered as impostor trials. During RVM training, the

value of γ was varied from 1400 to 2000 and the true-speaker scores and impostor

scores were computed. The procedure continues until the difference between the

mean of the true-target scores and the mean of the impostor scores is maximum.

Figure 8.18 shows the histograms of RBF parameter γ in the target-speakers’

RVMs and SVMs. It shows that the preferred value of γ for RVMs is between 1400
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and 1500 and that for SVMs is between 1900 and 2000. These ranges of values also

agree with those in Figure 8.17.

8.3.8 PLDA-SVM vs. PLDA-RVM

Method EER (%) MinNDCF(2012)

PLDA 2.40 0.33
PLDA+UP-AVR 2.32 0.32

PLDA+SVM-II 2.07 0.31
PLDA+RVM-C-II 3.76 0.48
PLDA+RVM-R-II 2.32 0.28

PLDA+UP-AVR+SVM-II 1.97 0.30
PLDA+UP-AVR+RVM-C-II 3.00 0.42
PLDA+UP-AVR+RVM-R-II 1.94 0.28

Table 8.17: Performance comparison between SVM and RVM in common condition
2 of NIST’12. RVM-C represents relevance vector machine classification. RVM-
R represents relevance vector machine regression. UP-AVR represents utterance
partitioning with acoustic vector resampling [5]. The methods are named by the
processes applied to the i-vectors for computing the verification scores. For example,
PLDA+UP-AVR+SVM-II means that UP-AVR has been applied to create target-
speaker i-vectors for training PLDA-SVMs (Eq. 6.27) that use empirical kernel Map
II (Eq. 6.24).

Table 8.17 shows that the performance of PLDA-RVM classification with empir-

ical kernel maps is poor and even worse than that of the baseline (Gaussian PLDA).

The poor performance is caused by the severe sparsity of the RVM classification

models. They are so sparse that the average number of relevance vectors per RVM

is only two. In other words, each class only contains one relevance vector. Further-

more, RVM classification applies a logistic link function to compute the probabilistic

outputs (posterior probabilities of the target-speaker class). While probabilistic out-

puts are desirable when the classification task involves one RVM only, in NIST SRE,
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we have one RVM per target speaker and the performance indexes (EER, minDCF,

and DET) are based on the scores of all true-speaker trials and impostor attempts.

This will lead to two skewed score- distributions with modes close to 1 and 0 for

true-speaker trials and impostor attempts, respectively. Although these skewed dis-

tribution do not hurt the performance of SRE, we only apply the logistic sigmoid

function during the training of RVM classifiers and dropped the function during

scoring so that the score distribution of RVM classification is consistent with that

of other methods. More precisely, Eq. 6.28 was used for computing the verification

scores in the classification mode of RVMs and SVMs in our experiments.

Table 8.17 also shows that adopting empirical kernel maps in both SVM classifi-

cation and RVM regression can improve performance. In addition, without perform-

ing UP-AVR, the performance of PLDA-RVM regression is comparable with PLDA-

SVM. However, after performing the UP-AVR, the performance of both PLDA-RVM

regression and PLDA-SVM improves and RVM regression slightly outperforms SVM.

This results also agrees with the conclusion in Figure 8.17 that the performance of

RVM regression will be better than the performance of SVM once the number of

relevance vectors is sufficient.

The different performance of “PLDA+SVM-II” and “PLDA+UP-AVR+SVM-

II” in Table 8.16 and Table 8.17 is caused by the different ways for using the RBF

paramter γ. In Table 8.16, we fixed the speaker-independent RBF parameter for all

SVM-based scoring methods. But in Table 8.17, the development data was used to

optimize the speaker-dependent RBF parameter.



150

Chapter 9

CONCLUSIONS AND FUTURE WORK

9.1 Conclusions

This thesis has proposed several approaches to overcome the limitations of the state-

of-the-art speaker verification systems.

For GMM-SVM speaker verification systems, one unaddressed issue is the severe

imbalance between the numbers of speaker-class utterances and impostor-class ut-

terances available for training a speaker-dependent SVM. This thesis has proposed

an approach – utterance partitioning with acoustic vector resampling (UP–AVR)

– to increase the number of target-speaker’s supervectors in GMM-SVM speaker

verification and demonstrated that a useful set of speaker-class supervectors can be

generated by randomizing the sequence order of acoustic vectors in an enrollment

utterance, followed by partitioning the randomized acoustic vectors. Evaluations

show that the generated supervectors can alleviate the data imbalance problem and

help the SVM learning algorithm to find better decision boundaries, thereby im-

proving the verification performance. It was also found that GMM-SVM systems

with UP–AVR are competitive with and sometimes superior to the state-of-the-art

speaker comparison systems. The proposed resampling technique has important

implications to practical implementation of speaker verification systems because it

reduces the number of enrollment utterances and thereby reducing the burden and

time users spent on speech recording.
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For i-vector speaker verification systems, representing the i-vectors in a low-

dimensional space has opened up opportunity for using machine learning techniques

such as LDA, WCCN and PLDA to suppress session- and channel-variability. The

key idea is to estimate the channel variability from training data and to project

the target and test i-vectors to a subspace with minimal channel variability. While

these techniques have achieved state-of-the-art performance in recent NIST Speaker

Recognition Evaluations, they require multiple training speakers each providing suf-

ficient numbers of sessions to train the transformation matrices. When the number

of training speakers and/or number of recording sessions per speaker are insufficient,

numerical difficulty or error will occur when estimating the transformation matrices,

resulting in inferior performance.

This thesis has proposed two methods to solve this numerical difficulty. In the

first method, UP–AVR is applied to i-vector speaker verification. Because a lot more

i-vectors can be produced per training utterance, numerical difficulty arising from

limited training sessions can be avoided. Our experimental results show that even if

each training speaker has two recording sessions only, utterance partitioning can help

to find more robust LDA and WCCN transformation matrices, leading to significant

improvement in verification performance. In the second method, multi-way LDA

is proposed to project the training i-vectors to a lower dimension space prior to

compute the within-speaker scatter matrix. With the reduction in the dimension of

i-vectors, the rank requirement of LDA and WCCN can be reduced to a comfortable

level for reliable estimation of the LDA and WCCN transformation matrices. Four

techniques aiming to alleviate the small sample-size problem in estimating the LDA

and WCCN projection matrices in i-vector based speaker verification have been

compared. It was found that UP–AVR is the most effective way to alleviate the
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small smaple size problem, followed by Multi-way LDA and PCA+LDA.

For i-vector/PLDA speaker verification systems, PLDA scoring only uses the

information of background speakers implicitly. This thesis takes the advantage of

empirical kernel maps to construct discriminative kernels for SVM/RVM scoring

under the i-vector based framework and applies it to PLDA scoring for better utiliz-

ing multiple enrollment i-vectors and background speaker information. The results

demonstrate that through empirical kernel maps, the discriminative information of

same-speaker and different-speaker i-vector pairs can be captured in both the em-

pirical feature space and the SVM/RVM weights.

9.2 Future Work

We plan to extend our current work in three fronts:

1. In spite of superior performance of PLDA-SVM scoring, it has one disadvan-

tage. Compared with PLDA scoring, PLDA-SVM scoring requires a lot more

computation. Further work is therefore necessary to reduce the number of

nontarget speakers (B′ in Eq. 6.24) for constructing the PLDA score space.

2. The idea of combining RVM with PLDA can be further explored in future

work. For example, it is interesting to exploit the property that the kernel

function used in RVM do not need to fulfill the Mercer’s condition.

3. Gaussian PLDA with uncertainty propagation is effective for i-vector based

speaker verification [130, 131]. The idea is to propagate the uncertainty of

i-vectors caused by the duration variability of utterances to the PLDA model.

However, a limitation of the method is the difficulty of performing length

normalization on the posterior covariance matrix of an i-vector. It is interesting
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to investigate methods to avoid performing length normalization on i-vectors

in Gaussian PLDA modeling so that uncertainty propagation can be directly

applied without transforming the posterior covariance matrices of i-vectors.
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Appendix A

NOTATION

Vectors and matrices

x,X a scalar is denoted by either italic small or capital letter

x a vector is denoted by a bold small letter

xT transpose of vector x

‖x‖ norm of vector x

1 column vector whose elements are all equal to one

0 column vector whose elements are all equal to zero

µ mean vector

A a matrix is denoted by a bold capital letter

AT transpose of matrix A

A−1 inverse of matrix A

|A| determinant of matrix A

‖A‖ norm of matrix A

diag(α0, α1, ..., αN) matrix whose diagonal elements are α0, α1, ..., αN

and off-diagonal elements are zero

Tr(A) trace of matrix A

Σ covariance matrix

I identity matrix
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Variables, Symbols and Operations

≡ definition to

log10(x) logarithm base 10 of x

exp(x) exponential of x

〈·, ·〉 Inner product of two vectors

Cov(·, ·) covariance between two random variables

argmax
x

f(x) the value of x that maximises the value of f(x)∫
f(x)dx the integral of f(x)∑M
i=1 xi summation from 1 to M : x1 + x2 + . . .+ xM∏M
i=1 xi product from 1 to M : x1 × x2 × . . .× xM

Probability and distributions

p(·) probability density function

p(·|·) conditional probability density

Pr(·) posterior probability

P (·) probability

N (µ,Σ) Gaussian distribution with mean µ and covariance matrix Σ

Sets

U ,X , . . . the sets or lists are generally denoted by Calligraphic font.

|X | the cardinality of set X
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