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Abstract

Chinese aspect is studied from two different perspectives. The first focuses on the functionalities of the
aspectual markers # zhe0 ‘ZHE’, 7 le0 ‘LE’ and i¥ guo4 ‘GUQO’. The other focuses on the aspectual
classification of verbs (situation aspect). However, very few studies concern about the relationship
between aspectual markers and situation aspect. Situation classification in Chinese, itself, is also
problematic, e.g. whether the classification should be performed in word, phrase or sentence level. This
question is actually related to the philosophical question how human perceive events and treat them
differently, which is addressed in ontological descripitions of different event types. In this sense,
previous studies have been trying to classify linguistic units into ontological categories, encountering
the problems being discussed for decades. The intrinsic reason is that each linguistic unit in various

granularities including word, phrase and sentences can be used to describe different ontological event

types.

This thesis describes a study on aspectual classification in Chinese. Different from previous studies that
have tried to classify linguistic units into different situation types directly, this study will first describe
ontological event types that are potentially shared by all human beings. After that, the study will focus
on how these events are described in language, which then involves the concept of viewpoint aspects,
which can be defined as the viewpoint we choose in order to describe this event, e.g. the starting point,
ending point etc. There are researchers who argue that viewpoint aspect is still shared universally and
thus in ontological level however in linguistic domain. Such ontological events with viewpoint aspects
can be called ontological linguistic events, or just linguistic event. Then, the study will focus on how
such ontological events with certain viewpoint aspects are described in Chinese, which will be
language dependent. Finally, linguistic units in Chinese can be classified according to how they are

usually used to realize linguistic events.

The Chinese aspectual system thus includes two different levels: linguistic units that denote ontological
situation types, and lingusitic units that denote viewpoint aspect. Situation types are mainly expressed
by verbs and their arguments. This motivates most of the research works on classifying verbs, phrases
or sentences into situation types. The aspectual markers & zhe0 ‘ZHE’, 7 le0 ‘LE’ and i¥ guo4 ‘GUO’
in addition to some aspectual verbs/adverbs, such as £ zai4 ‘progressive’, 7F 44 kailshi3 ‘start’, & &
jie2shud ‘end’, 4 % ji4xu4 ‘continue’, 1% ik ting2zhi3 ‘stop’, 7 A% wan2cheng?2 ‘finish’ etc., are

linguistic devices that are used to express certain viewpoints, so as to form linguistic events.

On the other hands, linguistic units may not be associated with unique situation types or viewpoint
aspects. This also raised the difficulties encountered in previous studies that would not be resolved
unless we can have an overall view of the whole Chinese aspectual system in different levels. The
study described in this thesis thus starts from the ontological perspective to examine how human
perceives events in the world and then go through all different levels to linguistic units in Chinese to
examine how these units are used to describe linguistic events. In detail, the following issues will be

discussed.



1) How many situation types are there? Vendler (1957) presented four situation types, namely
state, activity, accomplishment and achievement, which were suggested to be ontological categories
later. Simith (1991) adopted another category, namely semelfactive, in his framework. By analyzing
the primitives of events, | give a theorectical analysis how many situation types are there and propose

eight basic categories.

2) How many viewpoints are there? Theorectically, there are unlimited number of viewpoints
from which we can observe and describe an event. Linguistically, we only choose meaningful
viewpoints in order to express the right and necessary information with pragmatic factors. Previously,
different viewpoint aspects have been discussed, including inchoative, progressive, terminative and

completive etc.

3) What is the relation between viewpoints and situation types? As have been shown that
progressive is not compatible with instantaneous events. | will discuss this issue in a systematic way in
the ontological level with the consideration that such compatibilities should be shared all over the

world.

4) What are the consequences by proposing the different linguistic event types? 1 first give
formal representation, mostly in first order logic. Finally, it seems clear that a linguistic event is
associated with a reference time or duration based on which a background situation is described. The
study of aspect turns out to be the study of the relation between the reference time or duration and

different situation types.

5) How are the aspectual markers and some constructions such as RV Cs related with different
linguistic event types and indirectly with different situation types? I will discuss different aspectual
markerss, #& zhe0 ‘ZHE’, T le0 ‘LE’ and i€ guo4 ‘GUO’ in addition to some verbs and adverbs,
including & zai4 ‘progressive’, 7F 4% kailshi3 ‘start’, 25 & jie2shu4 ‘end’, 2% % ji4xu4 ‘continue’, 1%
1k ting2zhi3 ‘stop’, % » wan2cheng?2 ‘finish’. These words across different word classes are discussed

together with the consideration that they all function in the domain of aspects.

6) Does the aspect framework covers all possible cases in real data? | will present an
annotated corpus containing more than about 5000 sentences. The annotation framework will

incorporate different modalities as their presence can affect the acceptability of certain linguistic events.

7) Is it possible to identify the aspectual information automatically by computer? I will
conduct experiments with machine learning approaches on the annotated corpus, using general
syntactic features, e.g. tokens, dependency relations etc. The results show a promising result, proving

that the aspectual system | proposed is effective and potentially useful for computational applications.
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Chapter 1

Introduction

Studies on aspect in Chinese are conducted by two groups of people. The first group focuses on
the functionalities of the aspectual markers & zheO ‘ZHE’, 7 le0 ‘LE’ and if guo4 ‘GUO’. The
other group focuses on the aspectual classification of verbs. However, very few studies concern
about the detailed relationship between the aspectual markers and the situation aspect. In the
limited studies on situation aspect of Chinese, there are still flaws. Many issues remain unsolved.
This thesis describes a study on aspectual classification in Chinese. Meanwhile, discussions on the
ways how different situation types are described in Chinese language with a special viewpoint are
also provided. For example, some aspectual operators, such as 744 kailshi3 ‘start’, & & jie2shu4
‘end, 4* 4 jidxu4 ‘continue’, 1% 1E ting2zhi3 ‘stop’, % A& wan2cheng?2 ‘finish’ and so on, are such
linguistic devices that could be used to shift one situation to a part of it. I will show that the
aspectual markers & zhe0 ‘ZHE’, 7 le0 ‘LE’ and i¥ guo4 ‘GUQ’ are the aspectual markers that
can also affect the situation shift. This chapter describes the scope, goals, methodology and other

related issues of the study. It also describes the organization of the whole thesis.

1.1. What is Aspect

1.1.1. Definition of Aspect

Things happen in our world. One important function of human language is to describe the
happenings that we perceive. Generally, aspect is the way in which human describes what happens
in the world. Comrie defines aspect as different ways of viewing the internal temporal constituency

of a situation.

Aspect should be discriminated from tense which is another important component to describe an
event. Tense is about how one event is located in the time axis with reference to the speech time,
including past, present and future. Aspect concerns the internal structure of an event regardless the

temporal location of the events.

An event in our mind is a meaningful unit of information that reflects the real situations in the
world. The event described by a speaker is then a linguistic event with unnecessary information

omitted according to some certain pragmatic concerns. Thus, the first thing I need to clarify is that



the study in this thesis only focuses on linguistic events rather than real events in the world

(Physics) nor events in human’s mind (Ontology).

1.1.2. Studies on Chinese Aspectual Markers

The study of aspect in Chinese is mostly focused on the aspectual markers #& zhe0 ‘ZHE’, T le0
‘LE’ and i¥ guo4 ‘GUQ’, in consideration of the relation between them and the progressive and
perfect aspects. Some studies also focused on defining the meaning carried by them in order to
predict their syntactic behaviors, e.g. their combinational property with different types of verbs.
For example, LE is associated with perfect aspect which indicates the completion of an event. ZHE
is a progressive marker, which is only compatible with part of verbs, e.g. # bing4 “ill’, i% e4
‘hungry’ etc.; it is typically not compatible with individual state, e.g. & 5= piao4liang4 ‘beautiful’,
EEH] conglming2 ‘clever’ etc. GUO is previous treated as experiential marker, e.g. (1.a). Recent
studies show that it could also be perfective, e.g. (1.b). There are discussions on whether

experiential GUO and perfective GUO are the same.

(1) afekiddbw,
tal qud  guod beidjingl
he go GUO Beijing

He has been to Beijing.

b.r it IR A& LR
chil guo4 fand zai4 qud  shangdked
eat GUO meal then go attend_class

Go to class after the meal.

Nonetheless, the studies on the aspectual markers rely on the verbs they can coordinate with. On
the other hand, the classification of Chinese verbs is not clear, which makes the study of the

aspectual markers meet the bottleneck.

1.1.3. Studies on Aspectual Classification

Another group of researchers that have dedicated study of aspect on classifying verbs into
categories based on their event structures. This kind of study is also termed as classification of
situation types or aspectual classification. Most of studies have followed Vendler’s framework,
within which there are mainly four different situation types: state, activity, accomplishment and
achievement, regarding dynamicity, telicity and duration. State is usually treated as static, atelic
and durative, such as (2.a). Activity is treated as dynamic, atelic and durative, such as (2.b).
Accomplishment is dynamic telic and durative, such as (2.c). Achievement is dynamic, telic and

punctual, such as (2.d). Besides the four situations, semelfactive has also been discussed as another

2



situation, which is dynamic, atelic and punctual, such as (2.e). Other examples mainly refer to the

actions such as &% giaol ‘knock’, *%*# ke2sou0 ‘cough’ etc.

(2 a K=ZFEXAEPH.
zhanglsanl  xi3huanl kan4  shul
Zhangsan like read book

ZhangSan likes reading.

b. KR=rF# Y,
zhanglsanl zai4  pao3bu4
Zhangsan ZAl  run

ZhangSan is running.

c. K=F T —#H1z,
zhanglsanl  xie3 le0 yil fengl xind
Zhangsan write  LE one CL letter

ZhangSan wrote a letter.

d K=& T.
zhanglsanl bingd 1e0
Zhangsan ill LE

ZhangSan got ill.

e. K="%KT—T.
zhanglsanl ke2sou0 le0 yil xiad
Zhangsan cough LE one CL

Zhangsan coughed once.

The study of aspectual classification is then to discriminate whether a situation is dynamic or static,
durative or punctual, telic or atelic. In English, the telicity could be tested according to in-
adverbial. Telic situations allow in-adverbial, while atelic situations don’t. For example, he wrote
a letter in half an hour, he arrived in five minutes, while he liked swimming in half an hour, he ran
in half an hour is not acceptable. Durative and dynamic situations are compatible with progressive
form and for-adverbial. For example, he is running. He ran for ten minutes. He is writing a letter.
*he wrote a letter for ten minutes. However, the progressive form is not good for durative dynamic
situations, such as he is being foolish, he is arriving. Meanwhile, the following examples are also

not possible to be progressive form as they only refer to a result of a dynamic process.

Degree achievements also show variable telicity as follows.



3 He lengthened the rope for half an hour. (Atelic)
He lengthened the rope in half an hour. (Telic)

Degree achievements have raised a problem for aspectual studies. Scalar structure is proposed for
dealing with degree achievements. However, there are some other predicates that could also show

variable telicity. This problem remains unsolved.

4) Rk T sk
tal Xi3 le0 shi2  fenlzhongl zao3
he wash LE ten minute bath

He showered for ten minutes.

ot sk T (—AY) B
tal shi2 ~ fenlzhongl  xi3 le0 yil ged zao3
he ten minute wash LE one CL bath

He showered in ten minutes.

5) He wiped the table for one minute.
He wiped the table in one minute.

Even for the verbs that have been commonly treated as atelic could possibly obtain telicity in a
context. For example, the second sentence could be interpreted as he started running in half an
hour. It seems that telicity not only comes from lexical semantics, but also context. This has made

the aspectual classification on verbs or phrases more difficult as it seems.

(6) He ran for half an hour.
He ran in half an hour. (Comrie 1976)

1.1.4. Situation Aspect vs. Viewpoint Aspect

Based on the discussion above, we may find that the situation types, namely state, activity,
accomplishment and achievement, are not actually related to any linguistic notions at all, but more
likely to be cognitive events in human’s mind. Verkuyl also suggests that what Vendler proposed
are actually ontological categories. Previous studies have tried to classify verbs or predicates into
ontological categories. For example, the difference of she is eating an apple and he ate an apple is
thus out of the discussion of situation aspect, since they are both instances of accomplishment. As
we have shown, the assumption that one verb of a specific sense or a predicate is corresponding to

only one ontological category is problematic.

In this thesis, | would propose the notion of linguistic event. To be a linguistic event, viewpoint

aspect is the other important component, based on which an ontological event is described.



Previous studies discussed situation aspect and viewpoint aspect separately. In this thesis, | will
combine the two components, namely situation aspect and viewpoint aspect, to form different
linguistic event types. Viewpoint aspect is also called grammatical aspect, which mainly
differentiate perfective and imperfective. Smith (1997) suggests that both situation aspect and
viewpoint aspect are universal. This is to say that viewpoint aspect is also semantic rather than
syntactic and should be shared across different language. I agree with Smith’s opinion. I would
also suggest that viewpoint aspect should be extended to include different ways people adopt to
describe an event, such as the start, middle and end etc.

1.2. The Goal of the Study

From the discussion, we see two gaps. The first gap is the study on the relation between situation
aspect and viewpoint aspect. It will be interesting to see which viewpoints are compatible with a
certain situation type. For example, we can imagine that start viewpoint will only be durative state
or process. It will be also interesting to see whether different viewpoints for the same situation will
be lexicalized with different words. For example, Chinese RVCs are typical class of verbs that
lexicalize the end of a dynamic process, such as 5 % xie3wan2 ‘write-finish’, 474 da3sui4 ‘hit-
break’, *§ & helzui4 ‘drink-drank’ etc. If this is true, classifying verbs into ontological categories

will not be enough to differentiate and predict their syntactic behaviors.

The second gap is the study on the regulations how aspectual markers and some aspectual light
verbs, or generally aspectual operators are used as linguistic devices to combine certain verbs to
realize different linguistic events. For example, a state attached with LE could express an
inchoative, i.e. the start of the state, such as (7). An activity attached with LE may cause ambiguity.
For example, (8.a) could be the start of a class, such as (8.b). It could also be a past activity, such
as (8.c).

(7 R T
tianl qing2 le0
sky  sunny LE

It becomes sunny.

8) a. HAMLERT.
wo3men2 shang4ke4 le0
we attend class LE

Class begins. / We attended a class.



b. #MLRT, KKiF%#,
wo3men2 shangdke4 le0 dadjiad ging3 anljing4
we attend class LE every please quiet

Class begins. Quiet please.

c. WA, &ATERT,
ganglcai2 wo3men2 shangdke4 le0
just_now we attend class LE

We attended a class just now.

The question is then where does the ambiguity come from. This framework provides another

perspective to study the aspectual markers that is to observe them in different linguistic event types.

1.3. Methodology

I will propose a new theoretical framework that combines situation and viewpoint aspect for
discussion rather than discuss them independently. As a result, we may expect that there are more
thypes of linguistic events than situation types. For example, the start of a state, the continuous of
a state, the ending of a state, the start of an activity, the ongoing of an activity, the end of an
activity, the start of an accomplishment, the ongoing of an accomplishment, the termination of an
accomplishment, the completion of an accomplishment. The following are some examples that

show how one verb could be used to express different linguistic events.

(9) a Hi2lET HKIRIZ,
tal danlren4 le0 ju2zhang3 de0 zhi2wei4
he take the_position LE director DE position

He took the position of the director.

b. feteftF B K 6B {z
tal danlren4 zhe0  ju2zhang3 de0 zhi2wei4
he take the_position ZHE director DE position

He holds the position of the director.

c. fetefrit BKagIR {1z,
tal danlren4 guo4  ju2zhang3 de0 zhi2wei4
he take_the_position GUO director DE position

He hold the position of the director before.



d.

(10) a.

Hed2 At By K 09 B4

tal danlren4 ju2zhang3 de0 zhi2wei4

he take the_position director DE position

He holds the position of the director.

MR A At By KA B,

tal zheng4zai4 danlren4 ju2zhang3
he ZAl take the_position director
zhi2wei4

position

?He is taking the position of the director.

He T 45 124t By K 69 B A% .

tal kailshi3 danlren4 ju2zhang3
he start take_the_position director
zhi2wei4

position

He started to hold the position of the director.

HiT T FER,

tal da3 le0 pinglpanglqiu2
he play LE table_tennis

He played table tennis.

AT H EEHR,

tal da3  zhe0 pinglpanglqiu2
he play ZHE table_tennis
He is playing table tennis.

RELUE § EX ISR N

tal da3  guod4 pinglpanglqiu2
he play GUO table_tennis
He has played table tennis.

AT ER,

tal da3  pinglpanglqiu2
he play table tennis

He plays table tennis.

de0
DE

de0
DE



(11)

a.

B AT E B

tal zheng4zai4
he ZAl

da3
play

He is playing table tennis.

R FFAE 4T =BT o

tal kailshi3

he start

He started to play table tennis.

HEWRT F R
tal xi3huanl
he like

He becomes to like music.

N EREF R

tal xi3huanl
he like

He is liking music.

BT R

tal xi3huanl
he like

He liked music before.

AMERF R

tal xi3huanl
he like

He likes music.

M E A ERF R

tal zheng4zai4
he ZAl

?He is liking music.

TS ERF o

tal kailshi3

he start

He started to like music.

pinglpanglqiu2

table_tennis

da3 pinglpanglqiu2
play table tennis

le0 yinlyue4

LE music

zhe0  yinlyue4

ZHE music

guo4  yinlyue4

GUO music

yinlyue4

music

xi3huanl yinlyue4
like music
xi3huanl yinlyue4
like music

le0
LE



(12) a e T 5%,

(13) a.

tal tilsui4 le0 bolli0
he kick-break LE glass
He broke the glass by kicking.

M B IR

tal tilsui4 zheO  bolli0
he kick-break ZHE glass
?He is breaking the glass by kicking.

R RS R €

tal tilsui4 guo4  bolli0o
he kick-break GUO glass
He broke some glass by kicking before.

MG B 3R

tal tilsui4 bolli0
he kick-break glass
?He breaks glass by kicking.

. M E R BRI FE

tal zheng4zai4 tilsui4
he ZAl kick-break
He is breaking the glass by kicking.

R FF 45 35 F5 3R 3E
tal kailshi3 tilsui4
he start kick-break

He started to break the glass by kicking.

Hef T TR
tal ying2 le0 bi3sai4
he win LE game

He won the game.

M S A LR

tal ying2 zheO bi3sai4
he win  ZHE game

He is winning the game.

bolli0

glass

bolli0

glass



(14)

job]

AR AT R R

tal ying2 guo4 bi3sai4
he win  GUO game
He won the game before.

R

tal ying2 bi3sai4
he win  game

?He wins the game.

. M B FE SR PE R o

tal zheng4zai4 ying2 bi3sai4
he ZAl win  game
He is winning the game. (In the sense of winning process)

. TS R L R o
tal kailshi3 ying2 bi3sai4
he start win  game

He started to win the game.

CABEAT
gidwenl shang4shengl le0
air_temperature rise LE

The air temperature rose.

AR B A
gid4wenl shang4shengl zhe0
air_temperature rise ZHE

The air temperature is rising.

A A,
gid4wenl shang4shengl guo4
air_temperature rise GUO

The air temperature once rose.

A Bt
gid4wenl shang4shengl
air_temperature rise

?The air temperature rises.
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e. LimiEf .
gid4wenl zheng4zai4 shang4shengl
air_temperature ZAl rise

The air temperature is rising.

b. AR F 45 LA
gid4wenl kailshi3 shang4shengl
air_temperature start rise

The air temperature started to rise.

It seems that we can find more than five categories based on the above evidence. This shows that it
is not enough to classify verbs into the five categories in order to predict their aspectual behaviors.
On the other hand, it suggests that we should first find out how many linguistic event types there
are and then find out the ability of verbs to express possible linguistic event types. Based on the
observation of the compatibility of verbs with different types of linguistic events, which | will call
aspectual behaviors of verbs, we can then try to classify the verbs into different classes. In this
sense, to study the situation aspect and viewpoint aspect and their combination with the aspectual
markers will be the first step for the studies on verb classification.

I will adopt a corpus based study plus the intuition of a native Chinese speaker. The concern is to
make the study more comprehensive and able to cover different cases. | first annotate a corpus to
verify the theoretical framework | proposed. Especially, | will resort to the Sinica corpus, which is
a balanced corpus compiled by Chen and Huang (1996). Sinica Treebank (Huang, et.al., 2000) is a
sub corpus of Sinica, however, annotated with more syntactic and semantic information. For
evaluation, this could be a good resource to make use of. Thus, my annotation will be conducted

on a subset of Sinica Treebank.

After the annotation, | will adopt a machine learning approach to predict the type of a linguistic
event automatically. The assumption is that the easier to classify a linguistic event, the higher the

performance will be, then the better the theory is.

1.4. Thesis Organization

In Chapter 2, previous studies on aspect are discussed. Especially, | will mainly focus on the works
on aspectual classification of verbs or different levels of constituents of sentences that follow
Vendler’s framework. Some new challenges, e.g. degree achievements that have been studied
more and more recently in both English and Chinese will also be discussed. Finally, based on

previous studies, I will propose a model that describes how aspect is connected from human’s

11



perception of real world happenings to linguistic events, which will serve as the basic

philosophical foundation of this thesis.

In Chapter 3, | will propose the main theoretical framework that incorporates two components,
situation aspect and viewpoint aspect. | also suggested that viewpoint aspect is more than
perfective and imperfective. As Smith said, we can focus on different parts of a situation, e.g. the
start, the middle and the end, which turns out to be viewpoint aspect rather than situation aspect. In
my theoretical framework, the study will be mainly focused on linguistic event that combines

situation aspect and viewpoint aspect.

In Chapter 4, the main Chinese aspectual markers # zhe0 ‘ZHE’, 7 le0 ‘LE’, if guo4 ‘GUO’ and
& zai4 ‘ZAT will be discussed based on the observation of their combination with different
situation aspects. Finally, the semantics of the aspectual markers will be given. The semantics of

negation by 7~ bu4 and % mei2you3 will also be discussed in this chapter.

Continued Chapter 3 and 4, Chapter 5 discusses the semantic representation of different linguistic
event types which will be described with mostly the first-order logic and some second-order logic.

Besides, the semantics of the aspectual markers, & zhe0 ‘ZHE’, 7 le0 ‘LE’, i{ guo4 ‘GUO’ and

#£ zai4 ‘ZAT’ will be described in a formal way.

Chapter 6 describes an annotated corpus that is based on the theoretical framework proposed in
Chapter 3 and 4. The corpus contains more than five thousand sentences that are extracted from
Sinica Treebank. The discrimination of the aspectual classes of some representative examples will
be discussed. The treatment of the examples will serve an annotation guideline. Finally, the

distributional information of the corpus will be presented.

Chapter 7 explores machine learning approach to automatically classify a Chinese sentence into a
linguistic event category. This first shows the possible application of the linguistic theory proposed
in the thesis. Secondly, it can also evaluate the effectiveness of the linguistic theory. The higher

performance we can get, the more useful the theory is to NLP applications.

Chapter 8 is the summarization of the whole thesis with some discussion on the theoretical
framework proposed in terms of its advantages and disadvantages, based on which possible

directions are proposed for my future studies.
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Chapter 2

Previous Studies on Aspect

Vendler (1957) proposed four aspectual classes for English verbs: state, activity, accomplishment
and achievement. Besides the four categories, another class which is usually called semelfactive, is
discussed by other researchers (Comrie, 1976; Tai, 1984; Chen, 1988; Smith, 1991; Xiao, 2004).
Most works following Vendler’s framework then focused on the classification of verbs, phrases or
generally predicates into the four or five categories. Three semantic parameters have been found
crucial for the aspectual classification, namely telicity, dynamicity and durativity. Aspectual
classification for different predicates is then to determine the values of the parameters, for which
researchers usually resort to several linguistic tests, e.g. progressive test, in- and for- adverbial test,
etc. Similar tests are used in Chinese aspectual classification as well. However, it is found that
some predicates behave differently in different contexts, e.g. the well-known degree achievements,
which show ambiguous telicity in certain context. Many predicates other than degree achievements
also show different telicity values in different contexts. In this chapter, | will go through the
previous studies on aspectual classification following Vendler’s framework, and then give
discussion on the remaining problems, which will serve as the main motivation of the study

described in the thesis.

2.1. Situation Aspect and Vendler’s Classes

Situation aspect, also called lexical aspect or aktionsart, is the study of the temporal structure of
the meaning of verbs. Situation aspect should be differentiated from viewpoint aspect that the
latter is usually related to the speaker’s focus on a situation, e.g. start, middle, end and so on. The
original concern of aspectual studies, e.g. (Vendler, 1957), is to give explanation to the linguistic
phenomena that verbs behave differently in their compatibility with progressive form and time
adverbials. For example, the verb ‘run’ is compatible with progressive form while ‘know’ is not,
as shown in (1). The examples in (2) and (3) show that the ver ‘run’ is compatible with for-
adverbial but not compatible with in-adverbial, which is contrary to the verb phrase ‘write a letter’.
All the comparisons imply that there must be differences in the nature of these verbs or verb

phrases.

(1) He is running.

?He is knowing the truth.
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2 ?He ran in five minutes.

He ran for five minutes.

3 He wrote a letter in half an hour.

?He wrote a letter for half an hour.

The assumption is that the syntactic differences of the verbs come from their semantic contents,
which then reflect human’s conceptualization of the different types of events in the world. The
syntactic contrasts suggest that verbs form different categories according to their semantic
properties, i.e. the internal temporal structures. For example, verbs, such as know, love, describe a
state that don’t go through any changes, while verbs, like run, write, describe a dynamic process,
which usually contain a series of sub events. Verbs, such as run, push, don’t have an encoded
natural ending point, while phrases, such as write a letter and build a house, do. Based on these
considerations, Vendler (1957) proposed four different situation types, namely state, activity,

accomplishment and achievement as shown in (4).

(@) believe, love (state)
run, push a cart (activity)
build a house, write a letter (accomplishment)
arrive, recognize (achievement)

Besides the four categories, another class, which is usually called semelfactive, is found different
from them (Comrie, 1976; Dowty, 1979; Smith, 1991). Semelfactive describes a situation that
takes a very short time, exemplified in (5). However, the progressive form is compatible with it,

which gives an iterative interpretation of a single semelfactive.
5) cough, sneeze (semelfactive)

Some researchers suggest that accomplishment and achievement should be combined as their
difference is not linguistically significant (Mourelatos, 1978; Pustejovsky, 1991). According to
Mourelato, activity is called process; the combination of accomplishment and achievement is
called event; the combination of activity, achievement and accomplishment is called occurrence.
Ma (1981) and Deng (1986) also followed Vendler’s theory and discriminated four categories of
situation types in Chinese. Tai (1982) discriminates three aspectual classes for Chinese: state,
activity and result. Chen (1988) discriminated five situation types also for Chinese: state, activity,

accomplishment, complex change and simple change.

Recently, event structure is used to refer to the temporal structure that is not only related to
situation types of verbs, but also a real world event that may be the composition of different sub

events (Pustejovsky, 1991). An event type is a class of events that share the same event structure.
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In this sense, event type is related to situation type when the discussion is focused on lexical or
predicate level. From here in the thesis, | shall use situation aspect to refer to the linguistic issue
and use situation type and aspectual class interchangeably. Event type will be reserved to refer to

the linguistic event as | will discuss in the next chapter.

2.2. Aspectual Classification

2.2.1. Feature-Based Methodology

Vendler (1957) used progressive test to discriminate state and achievement from activity and
accomplishment. Neither state nor achievement can appear in progressive form. However, the
reasons are different. State is static without an ongoing process or happening in the world.
Achievement occurs instantaneously that no process exists through time. Even though some
achievements could appear in progressive, they don’t actually describe an ongoing process. For
example, ‘he is arriving’ actually means ‘he will arrive soon’, which is an achievement in the near
future. A semantic entailment test could discriminate accomplishment and achievement from
activity in terms of telicity, which is usually called imperfective paradox. For example, ‘he is
running’ entails that ‘he has ran’, while ‘he is writing a letter’ doesn’t entail ‘he has written a

letter’.

In summary, Vendler used three parameters to discriminate the four aspectual classes, which could
also be used to discriminate semelfactive. Table 1 shows the five categories and their

corresponding values of the three parameters.

Dynamic | Telic Durative
State - - (N/A) | + (N/A)
Activity + - +
Semelfactive + - -
Accomplishment | + + +
Achievement + + -

Table 1. Features for verb classification

The dynamic feature describes the dynamicity of the situation types. The telic feature describes
whether a final state is encoded. The durative feature describes whether a situation takes time or
not. Different studies may use different terms, although there are some subtle differences. The
telic/atelic distinction is also called as bounded/unbounded (Jackendoff, 1990), culminated/non-
culminated (Moens, 1987), delimited/non-delimited (Tenny, 1987, 1992 & 1994), etc. Comrie
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(1978) suggested that state is irrelevant to time duration, and thus the durative feature is not

applicable to state. Smith (1991) further proposed that telicity is not applicable to state as well.

2.2.2. The Conceptual Structure

Contrary to the feature-based analysis, another methodology for aspectual classification is to give
representation of the event structures of different situation types, e.g. (Dowty, 1979; Pustejovsky,
1991; Jackendoff, 1987 and 1990; Huang, et.al., 2000 and many others).

Dowty (1979) proposed that three atomic operators DO, BECOME, CAUSE could discriminate
Vendler’s four categories as shown in (6). For example, kill is a causative verb that could be
represented as DO CAUSE BECOME NOT ALIVE, while die can be represented as BECOME
NOT ALIVE. So, the difference of kill and die is that kill has a DO operator which causes the
death of the patient.

(6) V() (State)
DO(a, V() (Activity)
DO(a, V()) CAUSE BECOME (V())  (Accomplishment)
BECOME(V()) (Achievement)

The problem for Dowty’s approach is that there is no position is for semelfactive based on this
definition. In order to do that, the DO operator has to be further divided. Meanwhile, it cannot
explain how one situation type could shift to another, e.g. the compositionality of verbs and their
complements. In addition, the operator DO suggests agentivity which has been denied by current

studies on situation aspect.

2.2.3. The Generative Lexicon

According to James (1991), an event could be represented with its sub events as shown in (7). A
state is an atomic event which doesn’t have sub events. An activity is made up of a series of sub
events which is the same as the whole. He combined accomplishment and achievement to be
transition. An accomplishment is made up of a process with a final state. An achievement is a
change from one state to another. The advantage of the event structure approach is that it could
provide an explicit represent of the internal structure of an event rather than a black box. By
modeling the event structure explicitly, we can easily compare the different situation types and
predict how one situation type could shift to another. Take activity verb walk for example. Why
can it denote an accomplishment by adding a destination PP? From the event structure point of
view, it is easy to explain that the destination gives a final state to the process of walking. It can
also give explanation why accomplishment verbs are compatible with for-adverbial, i.e. the final

state has not been achieved at some reference time.
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(") [s]:=[e] (state)

[s] :=[e1...en] (activity)

[s] :=[act(x) A1 Q(Y)] < [Q(Y)] (accomplishment)

[s] :=['*Q(Y)] < [Q(Y)] (achievement)
2.2.4. MARVS

The module-attribute representation of verbal semantics (MARVS), proposed by Huang et al.
(2000), is another method to represent event structures. In MARVS, there are five primitive of
events, defined as follows. The five primitives of events could be combined to form complex event

types.

*: Boundary is an event module that can be identified by means of a temporal point and must be

regarded as a whole. Examples are # si3 ‘die’, 2% po4 ‘break’.

/: Punctual is an event module that represents a single occurrence of an activity that cannot be

measured based on duration. Examples are 47 da3suan4 ‘plan’.

/Il Process is an event module that represents an activity that has a time course, i.e., that can

be measured in terms of its temporal duration. Examples are A zou3 ‘walk’, ¥ pao3 ‘run’.

. State is a homogeneous event module in which the concept of temporal duration is

irrelevant; i.e., it is neither punctual nor does it have a time course. Examples are = 3%

gaolxing4 ‘be happy’, & # pi2juand ‘be tired’.

AN Stage is an event module consisting of iterative sub-events. Not found in Chinese.
However, there is inchoative stage (+***) in Chinese, e.g. _E# shang4shengl ‘rise’, bounded

stage (+\*), e.g. /A4t diaolxied ‘to wither’.

Based on MARVS, some Chinese verbs could be represented as the combinations of different
modules. For example, 4 zuo4 ‘sit’ is represented as ¢/ °, meaning a punctual event plus a static
state. This means that the verb 4 zuo4 ‘sit’ can describe both an action of sitting down and a state
of sitting. In other words, the representation of a verb is based on the lexicalization of its ability to
denote possible phases (aspects) of events. As a consequence, a set of rules will be needed to
describe how different aspects could be activated in different contexts, e.g. how the aspectual

markers could cooperate with the verb to form different aspects.
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2.3. Diagnostics for aspectual classification

There are some diagnostic tests to differentiate situation types. Progressive can be used to
differentiate states from activity and accomplishment. Achievement is punctual and doesn’t have
an internal process. Thus, it cannot appear in progressive form either. For example, sentence (8.a)

and (8.b) are acceptable, while sentence (8.c) and (8.d) are difficult to interpret.

(8) a MM T,
tal zai4  pao3bu4
he ZAl  run

He is walking.

b. #fe & — 5T
tal zaid gai4d yil zuo4  fang2zi0
he ZAl  build one CL house

He is building a house.

C. Mo e i F 52,
tal zai4 zhildao4 shi4shi2
he ZAl know truth

*He is knowing the truth.

d. 24 2N A a9 IR A
tal zai4  ren4dchul tal de0 lao3  peng2you3
he ZAl  recognize he DE old friend

He is recognizing his old friend.

On the other hand, progressive is not a reliable test (Comrie, 1976; Carlson, 1977; Moens, 1987;
Verkuyl, 1993). Some state verbs and achievement verbs can appear in progressive form, e.g. (9.a)
and (9.b). Semelfactives are also compatible with progressive form, e.g. (9.c). Although it is
argued that achievement verbs in progressive form do not denote an ongoing process, it does not

deny the fact that the progressive test is not reliable.

(9) a MEAMK,
tal zheng4zai4 sha3
he ZAl foolish

He is being foolish.
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b. 24 E £ F3k
tal zheng4zai4 dao4da2
he ZAl arrive

He is arriving.

C. HefEvZo.
tal zai4  ke2sou0
he ZAl  cough
He is coughing.

A different interpretation of (9.a) is that it expresses a dynamic event, which can be defined as
foolish, meaning that he is behaving foolish (Smith, 1991). For (9.b), it also denotes a different
situation from an achievement, which could be interpreted as he is coming and will arrive soon.
For (9.c), it denotes an iterative semelfactives that have already formed a derived activity. In this
sense, when appearing in progressive form, these verbs will be coerced to denote a different

situation type.

The in-adverbial could be used to test the telicity of a situation. Only telic situations allow in-
adverbials. For example, sentence (10.a) and (10.b) are usually not acceptable, while (10.c) and
(10.d) are.

(10) a. e+ 4t MAalE T XA,
tal shi2  fenlzhongl nei4  xianglxin4 le0 zhed ged
he ten minute within believe LE this CL
li3lun4
theory

*He believed the theory in ten minutes.

b. e 2+ 54 M AT o
tal zai4 shi2  fenlzhongl nei4  zou3lud le0
he PREP ten minute within walk LE

*He walked in ten minutes.

CH—ANANET—REET,

tal yil ged  yued neid gaid le0 yil zuo4d
he one CL month within build LE one CL
fang2zi0

house

He built a house in one month.
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d. H+2 4Pl T R 92 I & o

tal shi2  fenlzhongl rendchul le0 tal de0 lao3
he ten minute recognize LE he DE old
peng2you3

friend

He recognized his old friend in ten minutes.

The ‘imperative paradox’ can also discriminate activity from accomplishment. In detail,
progressive of an activity entails its perfective form, while accomplishment doesn’t. For example,

sentence (11.a) entails (11.b), while (12.a) doesn’t entail (12.b).

(11) a. He is walking.
b. He has walked.

(12) a. He is building a house.

b. He has built a house.

The for-adverbial cannot test the duration of accomplishment for English. As in (13), both English
sentences are ungrammatical. This shows that the past tense of an accomplishment in English
always denotes a complete event with the final state achieved. Interestingly, the corresponding
Chinese sentences in (13), which are the literal translation of the English ones, are well accepted.
However, the sentence (13.b) is amibiguous in whether the time duration refers to the building

process from its start or after the building is finished.

(13) a. ®EXT+54 7T,
tal dao4da2 le0 shi2  fenlzhongl le0
he arrive LE ten minute LE

*He has arrived for ten minutes.

b.teXEFET—MBAAT,

tal zhed zuo4 fang2ziO gai4 le0 yil ge4
he this CL house build LE one CL
yued  le0
month LE

*He has built the house for one month.

2.4. Difficulties in Aspectual Classification

The first problem in aspectual classification is what level should the classification be performed,

namely lexical level, phrasal level or sentential level. Vendler (1957), Mourelatos (1978) and
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Calson (1981) did aspectual classification on lexical level. However, researchers including them
found that subjects and complements may also affect the situation types (Dowty, 1991; Verkuyl,
1993; Tenny, 1994; Ritter and Rosen, 2000). For example, the verb ‘drink’ and ‘push’ are used to
express an acitivity in (14.a) and (15.a). But they can also be used to express accomplishments by

incorporating an object, as in (14.b) and (15.b).

(14) a. e fe"g"2im,
tal zai4  hel pi2jiu3
he ZAl  drink beer

He is drinking beers.

b. fb 18— FiE,
tal zai4 hel il ping2 pi2jiu3
he ZAl  drink one CL beer

He is drinking a beer.

(15) a. fefedt—A it %,
tal zai4d tuil yil ge4 huo4chel
he ZAl  push one CL cart

He is pushing a cart.

b. te E e — AT H 2 BT E,

tal zai4 ba3 il ged huo4chel tuildao4 wulzi0
he ZAl  BA one CL cart push-to room
li3
inside

He is pushing a cart to the room.

This shows that the aspectual classification should be performed at least in phrase level rather than
in lexical level. In addition, some activity verbs such as ‘run’ can also be telic in a special context.
For example, the sentence (16.a) denotes an achievement with the adverbial ‘suddenly’. In this

sense, aspectual classification is necessary to be performed in sentential level (Smith, 1991).

(16) a. Suddenly, Mary ran.
b. An hour later, she was still running. (Smith, 1991)

Some cases are complicated. For example, the sentence (17.a) can be either telic as in (17.b) or

atelic as in (17.c).
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(17) a tefe"g—a Ko
tal zai4  chang4 yil shou3 gel
he ZAl  sing one CL song
He is singing a song.

b. fv9 54¥"8 T — A& K.
tal si4 fenlzhongl chang4 le0 yil shou3 gel

he four  minute sing LE one CL song

He sang a song in four minutes.

c. thrg—HKEBT —HE X,

tal chang4 yil shou3 gel chang4 le0 yil
he sing one CL song sing LE one
zheng3 tianl

whole day

He sang a song for a whole day. (Comrie 1978)

In Chinese, it is even more complicated. A sentence in a single form can be interpreted as telic or
atelic depending on context beyond the surface of the sentence. This is called neutral aspect by
Smith (1991). For example, the sentence (18) could be interpreted in many different ways.
However, in one single context, there should be only one reading. This suggests that the aspectual
classification should be performed in discourse level for Chinese.

(18) tFH.
tal kan4  shul
he read  book
He reads.

He is reading a book.

He wants to read.

Xiao (2004) discussed situation types in all three levels. He also proposed rules to describe the
compositional regularities of the situation types on different levels. He starts from the lexical level
and classify Chinese verbs based on the so-called neutral context (Mourelatos, 1978; Lys and
Mommer, 1986), e.g. simple past with singular countable noun, etc. However it is problematic as
sometimes it is not clear what context is neutral. In addition, even with clear neutral context, some

verbs are still difficult to judge in terms of situation type.
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2.4.1. Degree Achievements

Degree achievement has posed a difficulty for aspectual classification, as it fails to fall into the
Vendler’s framework (Dowty, 1979; Hay, 1999). It shows different telicity in different contexts.
The evidence is that it is compatible with both in- and for-adverbials, meaning that their telicity
changes in contexts. For example in (19) and (20), the verbs lengthen and straighten could be

either telic or atelic.

(19) a. Az KAANB TR T + 54
tal lalchang2 na4 ge4 sheng2zi0 lalchang2 le0
he lengthen that CL rope lengthen LE
shi2  fenlzhongl
ten minute

He lengthened the rope for ten minutes.

b. #5432 K T ARNET
tal shi2  fenlzhongl lalchang2 le0 na4  ged

he ten minute lengthen LE that CL
sheng2zi0
rope

He lengthened the rope in ten minutes.

(20) a. HefZ AR TEZAT 447,
tal lalzhi2 na4 ge4  sheng2zi0 lalzhi2 le0
he straighten that CL rope straighten LE
shi2  fenlzhongl
ten minute

He straightened the rope for ten minutes.

b. o+ 4P 32 A TARNET

tal shi2  fenlzhongl lalzhi2 le0 na4  ge4
he ten minute straighten LE that CL
sheng2zi0

rope

He straightened the rope in ten minutes.

Although both of them show variant telicity in different contexts, the imperfective paradox test

shows that they are actually different, e.g. (21.a) entails (21.b), while (22.a) doesn’t entail (22.b).
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(21) a. He is lengthening the rope.
b. He has lengthened the rope.

(22) a. He is straightening the rope.
b. He has straightened the rope.

Hay (1999) proposed that degree achievements are usually associated with a scale. Whether the
scale is open or not will affect the meaning of their perfect forms. The difference of lengthen and
straighten is that, the former associates with an open scale, while the latter associates with a closed
scale. The perfective form of degree achievement verbs implies the reaching of the boundary of
the scale. This is why (22.a) doesn’t entail (22.b). Hay also proposed tests to discriminate the
different types of scales. Those verbs associating with closed scales are compatible with the adverb
completely. For example, ‘completely straight’ is acceptable, but ‘*completely long’ is not
acceptable. Following Hay (1999), scalar structure has drawn attention of many other linguists to
deal with more difficult examples, e.g. (Kennedy, 2005 and 2007; Beavers, 2001 and 2008;
Rappaport, 2008; Peek et al., 2013).

2.4.2. More than Degree Achievements

Besides degree achievements, there are actually another set of verbs that also show variant telicity,
however without corresponding any obvious scales, e.g. "2 %& chilfan4 ‘eat meal’ as in (23), #t&
Xi3zao3 ‘bathe’ as in (24), *7¢ jiaolhual ‘water the flowers’ as in (25), 47435 4] da3sao3

fang2jianl ‘clean the room’ as in (26) and so on. Similar phenomena have been found by Ness
(2007).

(23) a. HBEHAPPLTIR, REBEEITET.
tal wu3  fenlzhongl chil le0 fan4  ran2hou4 qué4
he five  minute eat LE meal  then go
gonglzuo4 le0
work LE

He ate in five minutes, and then rushed off to work. (Nasss 2007)

b. AP IRPC T + 54F
tal chilfan4 chil le0 shi2  fenlzhongl
he eat_meal eat LE ten minute

He ate for ten minutes.
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(24) a. Ht 547 E T B
tal shi2 ~ fenlzhongl  xi3 le0 zao3
he ten minute wash LE bath

He showered in ten minutes.

btk T + 54,
tal Xi3zao3 Xi3 le0 shi2  fenlzhongl
he bathe wash LE ten minute

He showered for ten minutes.

(25) a. fet+ 540 T i,
tal shi2 ~ fenlzhongl  jiaol le0 hual
he ten minute water LE flower

He watered the flowers in ten minutes.

b. HEFLET T4,
tal jilaol hual jiaol le0 shi2  fenlzhongl
he water flower water LE ten minute

He watered the flowers for ten minutes.

(26) a. H—ANDERATIET A,

tal yil ge4  xiao2shi2 nei4  da3sao3 le0
he one CL hour within clean LE
fang2jianl

room

He cleaned the room in one hour.

b. fetria 5 H4T2 T — /A~ it,

tal da3sao3 fang2jianl da3sao3 le0 yil ged
he clean room clean LE one CL
xiao3shi2

hour

He cleaned the room for one hour.

In addition, some verbs that are commonly treated as activity verbs, such as run, can also give telic
reading in some context as has been shown in example (16), repeated in (27.a) with the
corresponding Chinese. In Chinese, many verbs that mainly denote activities can denote inceptive

achievement by combing with the aspectual marker 7 1e0 ‘LE’, e.g. (27.b) and (27.c).
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(27) a. BRX, 38T, —/NDEE, TS,
tulran2 tal pao3 le0 yil ge4  xiao3shi2 hou4
suddenly he run LE one CL hour after
tal hai2  zai4  pao3
he still ZAl  run
Suddenly, he ran. An hour later, he was still running. (Smith 1991)

bHATXKT.,
tal zhonglyu2 xiao4 1e0
he finally smile LE
He finally smiled.

CHE! "X ET,
kan4  tal youd4 choul yanl le0
look  he again smoke cigarette LE
Look! He is smoking again.

From the discussion, we can see that telicity is dependent on the interpretation of an utterance
within a context. A predicate without semantically encoded telicity could gain a telic reading from
the context. On the other hand, a semantically encoded telicity could be cancelled by the context,

e.g. singing a song.

2.4.3. Achievement vs. Accomplishment

There are also some other issues for aspectual classification. The first issue is whether
accomplishment and achievement should be differentiated. Some researchers suggest that the two
categories are the same and should be put in one category (Mourelatos, 1978; Tai, 1984;
Pustejovsky, 1991). Mourelatos (1978) suggested that the difference of them is not linguistically
significant, as they appear in similar context. For example, they are both compatible with the
pattern “it takes time to V. Thus, he also put causative verbs, e.g. kill, break etc., into the same
category. Pustejovsky (1991) suggested that they both denote a change of state (i.e. transition), and
the only difference is that accomplishment verb has an AGENTIVE role, which is an action that

causes the change of state.

The debate is due to the unclear definition of achievement. Mourelatos (1978) treated achievement
as instantaneous regardless of whether there is a causal action or not. Verkuyl (1993) gave an
example of typing a letter ‘P’ and typing a business letter to argue that the boundary of
accomplishment and achievement is not clear. He said that the former is an achievement because it

is instantaneous, while the latter is an accomplishment. His argument shows that he also mixed up

26



the causative verbs such as kill, break, with pure change of state verbs, such as arrive, die etc.

Similarly, Beavers (2008, 2012) also put kill, break into achievement category.

Based on the explanation of Pustejovsky (1991), achievement verb denotes pure change of state.
This suggestion is consistent with Dowty’s (1979) definition on accomplishment and achievement
with the lexical conceptual structure, that accomplishment has DO and CAUSE operators while
achievement only contains a BECOME operation. Theoretically, the verbs kill, break both encode
a DO operation. Thus, they should be put into accomplishment. Later, researchers criticized this
causative treatment of accomplishment and argued for the independence of ‘accomplishment’ and
‘causative’ (Pustejovsky, 1991; Van Valin and LaPolla, 1997; Levin, 2000). Nontheless, this issue
whether the accomplishment and achievement should be differentiated and how causative verbs

should be treated remain unsolved.

2.4.4. The term ‘telicity’

The previous studies on aspectual classification use ‘telicity’ without a clear definition. Smith
(1991), for example, regards it as encoding a resultant state. In fact, telicity has been mapped to the
compatibility with in-adverbials. Telic event is compatible with in-adverbial, while atelic event is
not compatible with in-adverbials. This treatment has implicitly put telicity in syntactic level.

Xiao (2004) differentiates telic and result. He treated all the accomplishment as [+telic] and [-
result]. This is mainly to explain the fact that accomplishment can possibly denote terminative
(stop, terminative) or completive (finish), while only the latter has a result. This feature setup for
accomplishment, however, makes the definition of TELIC more similar to the GL theory. His

discrimination of telic and result is based on their logical relation that result is realized telicity.

2.4.5. Intention and Perception

While it is almost a consensus that telicity has no direct relation with intentionality, Depraetere
(2007) suggested that the telicity in some sentences is actually given by intentionality. For
example, the sentence (28) actually describes an ongoing action, whose agent holds an intention of
building a house. This is an issue when accomplishment situations appear in progressive form. A
related study is to answer the question what progressive really means, e.g. (Engelberg, 2001). For

example, if the subject died in the next moment, the house would never be finished by him.

(28) fteEAE—EET.
tal zheng4zai4 gai4 yil zuod  fang2zi0
he ZAl build one CL house

He is building a house.
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So, the intentionality should be part of the meaning of the sentence (28). This is also the reason
why some similar constructions are more difficult to be acceptable, such as (29). However, in a
context where the subject is expected to smoke the fixed number of cigarettes, the sentence (29)

will be acceptable then.

(29) MeAEiE TR,
tal zai4 choul wu3 zhil vyanl
he ZAl  smoke five CL cigarette

?He is smoking five cigarette.

Alternatively, the sentence in (28) can also be interpreted as the perception of the speaker,
regarding that the actions the subject made satisfy what could be called as ‘building a house’. Once
a speaker utters a sentence, it actually includes his own judgment of the situation or an evaluation
of the agent’s intention. The sentence (30.a) describes a perception of the speaker of an ongoing
action being performed by the agent. It is possible that the speaker made a wrong judgment. For
example, the agent stopped in the middle of the street and turned back. Thus, the speaker can

further make a correction as (30.b).

(30) a. B £ Bk,
tal zheng4zai4 guo4 ma3lud
he ZAl cross  street

He is crossing the street.

b. A&, WA &P LR G,

budshi4 tal shi4  dao4 ma3lud zhongljianl  jian3
no he be PREP street middle pick_up
donglxil

thing

No, he is picking up something at the middle of the street.

| agree with the analysis by Depraetere (2007). However, | suggest that this analysis is in a
different level from situation aspect, meaning that the telicity is still expressed by the verb
constellation % —J& 5 -F gai4 yil zuo4 fang2zi0 ‘build a house’ and 4% & 2 J& choul wu3 zhil
yanl ‘smoke five cigarettes’, regardless of where it is from. This is not to deny that the

intentionality can help us to analyze the acceptability of the constructions as in (29).
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2.5. Aspectual Studies on Chinese

Tai (1984) discriminates three different situation types for Chinese: state, activity and result. The
category result mainly refers to achievement. He argued that there is no accomplishment verb in
Chinese. His concern is that while the phrase such as ‘paint a picture’ in English denotes
accomplishment, the corresponding Chinese & —7K.® huad yil zhangl hua4 ‘paint a picture’

does not necessarily guarantee the goal to be achieved, which can be shown in (31).

(31) HKHEXRET—KE, TREEZ,

wo3  zuoZtianl huad 1e0 yil zhangl huad

I yesterday paint LE one CL picture
ke3shi4 mei2 hua4 wan2

but not paint  finish

I painted a picture yesterday, but didn’t finish it.

He also argued that Chinese Resultative Verbal Compounds (RVCs) are accomplishments with the
focus on the result. The evidence is that they cannot appear in progressive form, e.g. (32). This is

the reason why he used result to refer to both achievement verbs and RVCs.

(32) a. ?& A BE—FK @,
wo3 zai4 huad wan2 il zhangl huad
I ZAl  paint finish one CL picture

I am finishing painting a picture.

b. 2t £ 5 % —3#13
tal zai4  xie3 wan2 il fengl xind
he ZAl  write finish one CL letter

He is finishing writing a letter.

The problem of Tai’s study is that if we change to a similar construction, the acceptability will be
different. For example, the sentence (33) is difficult to be accepted. Although the example in (31)
is more acceptable than (33), it doesn’t mean that it is not an accomplishment. In other words, the
telicity is not necessarily given by the object, but given by context, e.g. a presupposed task.

However, he didn’t explain what affects the acceptability of the constructions in (31) and (33).
(33) MWEAPKIET =Wk, TRALEL,

zhed ben3 shul wo3 du2 le0 sanl si4 bian4 ke3shi4
this CL book | read LE three four time but

o
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mei2 du2 wan2
not read  finish

I have read this book for three to four times, but I didn’t finish.

The acceptability of the pattern proposed by Tai depends on in what degree the object could be
interpreted as an integral entity. Otherwise, the predicate ‘%> wan2 ‘finish’ could not be qualified
since there is nothing that is expected to be finished. In other words, the predicate 7. wan2 ‘finish’
requires a presupposed task, which serves as the telicity of the situation. More examples are shown
in (34). The objects in these examples are more likely the description of the results of the process,
which, in other term (Tenny, 1994), measure out the events.

(34) a. B EBT EAFE, TRLBE,

tal zong3gong4  hel le0 gilbal liang3 jiu3
he in_total drink LE seven_to_eight liang wine
ke3shi4 mei2 hel  wan2

but not drink  finish

?7He drank seven to eight liang of wine in total, but didn’t finish it.

b. 28 BEHATRE, TALIHZ.

wenldu4 shengl le0 wu3  dud4  ke3shi4 mei2
temperature  rise LE five  degree but not
shengl wan2
rise finish

?The temperature rose for five degrees, but didn’t finish it.

C. huiis T 32 44, VT ARIRIFAS 32 4t

tal you2 le0 32 fenlzhongl  ke3shi4 mei2  you?2
he swim LE 32 minute but not swim
gou4 32 fenlzhongl

enough 32 minute

?He swam for 32 minutes, but less than 32 minutes.

Finally, we can conclude that the test given by Tai (1984) is only suitable for the telicity given by
the object. The acceptability of his test does not prove that the sentence is atelic. Instead, I will
argue that it is still telic. In Chapter 3, I will discuss more on what can give or serve as the telicity

of situations.

Deng (1986) followed the Vendler’s theory and discriminates five situation types on Chinese

sentences. He treated the Chinese RVCs as accomplishment, based on the test shown in (35).
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However, he still cannot explain why the corresponding progressive forms of the sentences in (35)

show different acceptabilities as shown in (36).

(35) a. fb—TRLALF T HR.
tal yilxiad jiu4  zhu3 hao3 le0 fan4
he quickly then make finish LE meal
He quickly finished making the meal.

b. AL — NI T = 3k AE,
tal yil xiao3shi2 banl 1e0 erdshi2 kuai4 zhuanl
he one hour move LE twenty CL brick

He moved twenty bricks in an hour.

(36) a. ?HiE /£ A TR
tal zheng4zai4 zhu3 hao3 fand
he ZAl make finish meal

He is finishing making the meal.

b. HiE 2 3 =+ k5%,
tal zheng4zai4 banl erdshi2 kuai4 zhuanl
he ZAl move twenty CL brick

He moving twenty bricks.

Chen (1988) proposed five situation types for Chinese: state, activity, accomplishment, complex
change and simple change. In his theory, the definitions for state, activity and accomplishment are
the same as that of Vendler’s. He also used the three parameters to discriminate the five situations.
The term ‘complex change’ is [+dynamic][+telic][-durative], which is actually the same as
achievement defined by Vendler. The examples show that his definition for ‘complex change’ is
actually what is referred to as degree achievement. The term ‘simple change’ is defined as
[+dynamic][-telic][-durative]. His examples for this category are actually achievements. So, we
can see that his definition for telic is different. He mainly adopted the theories of aspectual
classification when talking about the effect of different types of objects. For example, he claimed
that when the object is definite the whole sentence mainly denotes an accomplishment, such as the

sentences in (37).

(37) a. RINEEE AEE Z3HFT
yueddui4 zheng4zai4 yan3zou4 lan2se4duolnao3he?
band ZAl play The_Blue_Danube
The band is playing The Blue Danube.
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b. X A &K% T =ik,
zhe4 ben3 shul wo3 du2 le0 sanl si4 bian4
this CL book | read LE three four  time
I have read this book for three to four times

c. BT —A KA.
tal zuod le0 yil zhil  mu4dxiangl
he make LE one CL wooden_hox

He made a wooden box.

However, if we compare the different forms of the same situations as in (38), we may find their
differences. First, (38.a) is atelic. The sentences (38.b) and (38.c) show different compatibility

with the progressive form, while the corresponding English sentences are all acceptable.

(38) a. RINEAT — KRB E ST

yueddui4 yan3zou4 le0 yiltianl de0
band play LE the_whole_day DE
lan2se4duolnao3he2

The_Blue_Danube
The band has played The Blue Danube for the whole day.

b. 23X K45 K E AL = Wik,
zhe4 ben3 shul wo3 zheng4zai4 du2 sanl si4 bian4
this CL book | ZAl read three four time

I am reading this book for three to four times.

C. M EAMB—AKH
tal zheng4zai4 zuod yil zhil  mudxiangl
he ZAl make one CL wooden_box

He is making a wooden box.

Whether the verb takes incremental theme (Dowty, 1991) also affects the situation type of the
combination result of the verb and its object. The verbs given by Chen (1988) are mainly
incremental theme verbs. Non-incremental theme verbs will behave differently. As in (39), even

though the object is definite, the whole sentence is still an activity.
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(39) a. M EELE— R T4,
tal zai4  fu3dmol yil zhil  maol
he ZAl  fondle one CL cat
He is fondling a cat.

b. H34E T — AFa+ 5 4F
tal fudmol le0 yil zhil  maol shi2  fenlzhongl
he fondle LE one CL cat ten minute

He fondled a cat for ten minutes.

C. Mo+ 42T — R,
tal shi2 ~ fenlzhongl  fu3mol le0 yil zhil  maol
he ten minute fondle LE one CL cat

?He fondled a cat in ten minutes.

In addition, when taking demonstrative NP, the combination rule is also different. For example,
the sentence (40.a) doesn’t imply that the object ‘that bottle of wine’ is finished or, in other words,
measures out the drinking event. So, the Chinese sentence (40.b) is acceptable. However, the
corresponding English of (40.a) does imply the finish of the wine, which then results in the
semantically ill-formedness of the English sentence in (40.b). These examples show that the source
of telicity of the situations expressed in Chinese is very complicated. The problems are however
not discussed in (Chen, 1988).

(40) a. Hvg T ARHAIE o
tal hel le0 na4 pingd jiu3
he drink LE that  bottle wine
He drank that bottle.

b. #e=8 T ARAE, 12X BT,
tal hel le0 na4 pingd jiu3 dand mei2 hel  wan2
he drink LE that  bottle wine but not drink  finish
?He drank that bottle, but didn’t finish it.

Smith (1999) discriminated five categories for both English and Chinese, namely state, activity,
semelfactive, accomplishment and achievement. She also discussed how viewpoint aspect, in

terms of perfective and imperfective, cooperates with situation aspect in Chinese sentences.
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(41) HERFRT—#HE.
tal zuoltianl xie3 wan2 le0 yil fengl xind
he yesterday write  finish LE one CL letter
He finished writing a letter yesterday.

She claimed that the RVCs entail the dynamic process of the same situation. For example, the
sentence (41), which denotes an achievement, entails the dynamic process, i.e. the writing process
before the finishing point. This is true, however, with some time constraints, i.e. the process must
be immediately followed by the final finishing time point. RVCs are intrinsically achievements as

I will show in Chapter 3.

Besides the three parameters, dynamicity, telicity and duration, Xiao (2004) proposed another two
parameters: boundedness and result. He used the five parameters in a hierarchical way, e.g.
[+result] entails [+telic], which entails [+bounded]. With the feature [-result], a situation could be
either [+telic] or [-telic]. Accomplishment has the feature values [-result], [+telic], [+bounded],
while achievement is [+result], [+telic], [+bounded]. This is mainly to explain the fact that
accomplishment can possibly denote terminative (stop, terminative) without reaching the final
state while achievement always entails the result. Chinese Resultative Verbal Complements
(RVCs) are also [+result] and thus are achievements, e.g. in (42). He also argues that semelfactives
are [+bounded]. This is why the progressive form of semelfactive verbs is valid and generates
iterative reading.

42) a BT —3H:, TREEZ,

tal xie3  le0 yil fengl xin4  ke3shi4 mei2  xie3
he write  LE one CL letter  but not write
wan2
finish

?He wrote a letter, hut didn’t finish.

b. HeATHE T — AT, TRARF L F.

tal da3sui4 le0 yil ge4  beilzi0 ke3shi4
he hit-break LE one CL cup but
beilzi0 mei2  sui4

cup not break

?7He broke a cup, but the cup didn’t break.

Xiao’s methodology also has some problems. The parameter [result] is mainly invented for
Chinese RVCs. If we change the object, the acceptance will change. This has been discussed

above with the examples in (33) and (34).
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Studies on Chinese aspectual markers, e.g. & zhe0 ‘ZHE’, 7 le0 ‘LE’, if guo4 ‘GUO’, /£ zai4

‘ZAT’, are overwhelming and will not be discussed in detail here. Instead, the related work will be

discussed whenever necessary.

2.6. Summary

In this chapter, I went through previous studies on aspectual classification following Vendler’s
framework including English and Chinese. Especially, different methods for aspectual
classification have been discussed in terms of their advantages and disadvantages. Generally, we
can see that the difficulties in aspectual classification have not been solved. Based on the examples
discussed, we can see that the aspectual classification can only be performed on sentences in a
detailed context. However, this has run out of the previous motivation of the studies on lexical

aspect, i.e. the lexical representation of verbs.

On the other hand, sentences in context are actually corresponding to a real situation/event in the
world perceived by human. As have been noticed that, Vendler’s categories are ontological rather
than linguistic (Verkuyl, 1993; Levin, 2000). To classify linguistic units to ontological event
categories is doomed not to succeed. This inspires us that we need an ontological layer, i.e. the
human perceived events, between the linguistic study of situation aspect and the real events in the
world. Linguistic untis are devices that human can use in order to describe the events they
perceived.
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Chapter 3

Event Structure and Event Types

Before going into details of what | call linguistic event, | will first discuss the ontological situation
types proposed by Vendler (1957), and then I will give a detailed description how situation aspect
and viewpoint aspect could be combined to form linguistic event types (or just event type). |
suggest that linguistic events express the whole aspectual meaning of a sentence and are universal
across languages. The properties of each linguistic event type will be discussed with Chinese and
English examples. Tests are also provided for discriminating what linguistic event type a Chinese

sentence describes, especially those with some special constructions, e.g. RVCs and SVCs.

3.1. Ontological Situation Types

Following Vendler’s (1957) framework, there are four situation types: state, activity,
accomplishment and achievement. Although Vendler’s purpose was to classify verbs into the four
categories, it is suggested that the categories are actually ontological (Verkyul, 1993). Besides the

four categories, | would also like to enclose semelfactive (Smith, 1991) in the system.

State is usually defined as a homogeneous process without internal changes. A subpart of a state is
the same state. Activity is a process with internal changes/sub events. Usually, a subpart of a
dynamic state is also the same activity which falls into the same predicate. For example, a part of
running is also running. However, if the time duration within which it is observed is very short, it
may not be recognized as the same activity. For example, if we observe a running person in one
millisecond, we may only see that he is raising his left foot, but not necessary recognized as
running (Smith, 1991). We may get the same picture, if we observe a person who is kicking for

only one millisecond.

Accomplishment is a dynamic process which is followed by a final state (or culmination), while
the final state is not a part of the accomplishment event. In other words, the accomplishment ends
at the same time when the final state comes about. For example, ‘he wrote a letter’ describes an
accomplishment which ends once the letter comes into existence. Similarly, achievement is an
instantaneous change that only consists of a time point. Similarly, the states before and after the

change are not a part of the event.
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Different from activity, semelfactive is a dynamic process involving a very short time period, e.g.
knock, cough etc. The duration of a semelfactive event is usually naturally decided. Take coughing
or knocking for example, it is impossible to extend the duration. Iterative semelfactive events can

form an activity, e.g. ‘he is knocking the door’.

3.1.1. Representation of Ontological Situation Types

Smith (1991) used “-’, ‘I’ and ‘F’, ‘E’ and °.” for the representation of the four situation types. ‘F’
could be further divided into ‘Fan’ and ‘Fyg’ for arbitrary endpoint and natural endpoint
respectively. Activity is then represented as ‘I...Fyy’, accomplishment is then represented as
‘I...Fnat’- States are represented as ‘(I)-----(F)’, where the brackets meaning that the endpoints are

B

not part of the state. Semelfactive is represented as ‘E’. Achievements are represented as “...E... .

Similarly, MARVS (Huang, et. al., 2000) also used event primitives to represent complex events.
As discussed in Chapter 2, explicitly representing event structures make it easier for us to capture
the relationship of different event types. Here, | would like to use a similar but slightly different set
of symbols for the representation of different situation types as shown in Table 1. Especially, ‘-’ is
for static; ‘~’ is for dynamic; ‘|’ is for temporal boundary. The representation for semelfactive, i.e.
‘|~|’, means that it is nearly instantaneous and countable as suggested by Comrie (1975). Situations
with more than one unit are durative, e.g. the inner stages of a dynamic process [~~~

Ontological Situation Type | Representation
State |------ |
Process/Activity |~~~~]

Semelfactive I~

Accomplishment |~~~|---

Achievement -

Table 1. The representation of the five situation types. ‘-> for static, ‘~’ for dynamic, ‘|’ for

temporal boundaries.

Based on the representation in Table 1, we can easily observe the relationship among different
situation types. For example, the difference of state and activity is their inner structures that the
former is static while the latter is dynamic. The difference of activity and accomplishment is that
the latter has a final state following the end of the dynamic process. The difference of semelfactive

and activity is that the former is instantaneous while the latter is durative.

It should be noted that | have some different treatments from Smith’s. First, I treat state as
temporal bounded from an ontological point of view. This assumption is based on the observation

that we can actually explicitly specify the duration of a state, e.g. he was ill for two weeks. Second,
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semelfactive is not treated as logically instantaneous in this framework. We are actually able to
refer to the time duration of semelfactive events, e.g. £ & —i2BR 9B 18] £ zai4 ni3 yil zha3yan3
de0 shi2jianl 1i3 ‘within the time you blink’. But similar expressions are not possible for
achievements, which are logically instantaneous. For example, the sentence * /& 1% 2] iA &9 B ] 2
zai4 ni3 dao4da2 de0 shi2jianl 1i3 ‘within the time that you arrive’ is not acceptable. However,
we can easily refer to the time point of achievements, e.g. 17 2|34 6978 —%] zai4 ni3 dao4da2
de0 na4 yil ke4 “at the time you arrive’. Third, Smith treated causative events such as ‘break a cup’
as achievement, while I will treat them as a special kind of accomplishment.

3.1.2. Progressive is Stative

It is suggested that progressive is stative and progressive expresses an event as a state (Vlatch,
1981; Borer, 1996; Demirdache, 1997). | agree with this statement in the sense that human can
possibly perceive an ongoing process as a special state. For example, ‘he is running’ is equivalent
to ‘he is now in a running activity’. Besides, | would like to suggest that progressive is a viewpoint
that refers to a time point (instantaneous viewpoint), at which the dynamic process is observed.
Evidence for this is that progressive is compatible with time point adverbial, e.g. he was running
at nine this morning. What is behind the progressive viewpoint is that the dynamic process is
perceived as a special stative. Without confusion, | would like to use the notion ‘dynamic state’ to
denote this ontological situation type. ‘Staitic state’ will be used to refer to the previous notion
‘state’ of Vendler’s framework. ‘State’ will be used as a hypernym of ‘satic state’ and ‘dynamic
state’, denoted by ‘|===", where ‘=’ can be either ‘-’ or ‘~’. Based on this treatement, we will gain

a great merit when we talk about change of state, which, as | will show, can refer to four different

types.

3.1.3. Primitives of Events

Based on the representation | proposed, only two primitives are found: state and change of state as
shown in Table 2. All events are made up of the two primitives. Activity is a temporal bounded
durative dynamic state, meaning that there are three components for activities: the start of a
dynamic process, the process within which the dynamic state holds and an end of the process.

Accomplishment is composed by an activity and a final state.

Primitive Representation

State ====

Change of State | ==|==

Table 2. Primitives of events.
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3.1.4. Theoretically Existing Situation Types

One consequence of the proposed representation is that, we may wonder whether there are

situations with the form ‘|-]” (countable static state) as a counterpart of ‘|~, ‘|~~~|~~" as a
counterpart of ‘|~~~|-->, and correspondingly ‘|~|---> and ‘|~|]~~~’. For change of state, there are
four possible categories: ‘---|---°, ‘---|~~’, ‘~~|---" and ‘~~|~~". For ‘|~~~|~~’, it describes an

accomplishment whose final state is dynamic. Such type of event does exist. For example, ‘he
started up the computer in one minutes’ describes an accomplishment with a dynamic final state,

i.e. the normal working of the computer.

As for the ‘|~|---’ and ‘|~|~~~’, they can be interpreted as a semelfactive process which causes or is
followed by a final state, either static or dynamic. In Chinese, there are many such cases, e.g. the
RVCs # 4% tilshangl ‘kick-hurt’, %k 4% chuolpo4 ‘poke-broken’. I would like to call them
instantaneous accomplishment. In English, the causative verbs, such as kill, break can actually
denote such kind of events.

2 3

For ‘---|~~’, ‘~~J---> and ‘~~|~~’, they are possible subtypes of change of state (achievement)
‘==|==", ‘---|~~’, the start of a dynamic process, has been treated as a special kind of achievement.
Similarly, terminative actually refers to ‘~~|---’, while the final state is not specified. All different
subtypes of achievement will be discussed in detail later. Table 3 shows a more comprehensive
catalogue of ontological situation types.

Ontological Event Type Representation
Static State |--=-]|

Dynamic State |~~~

Semelfactive |~|

Accomplishment |~~~]----

Achievement S —

Instantaneous Accomplishment | |~|----

Table 3. The six situation types.
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3.2. Linguistic Events

Viewpoint is like a camera, with which we can take a picture of a situation (Smith, 1991). Based
on the viewpoint aspect, we focus a sub part of the whole event. A sentence is then like a photo
taken by the speaker and presented to the hearer. The information included in the photo is then
what the hearer got from the speaker. Unless the memory of the speaker obtained from his
perception could be directly transferred into the hearer’s brain, the photo then plays the most
important role for the communication. Here, | will discuss how different viewpoints could be

applied to the ontological event types to form different types of linguistic events.

3.2.1. Viewpoint Aspect

Previous studies on viewpoint aspect are usually syntactic based. So, viewpoint aspect is also
called grammatical aspect. Smith (1991) extended the viewpoint aspect into more categories and
suggested that viewpoint is also semantic and potentially universal across languages. | agree with
Smith that speakers in the world use similar ways to describe what exists or is happening in the
world, although such ways could be realized differently in different languages. Thus, another way
to describe linguistic event types is a combination of a set of ontological situation types associated
with different viewpoint aspects that are ready to be realized in any language.

Viewpoint aspect is a selected period of time through which a situation is described. The selected
period of time could be very short, e.g. a time point, which we call instant viewpoint. For example,
if we use an instant viewpoint to describe a static state e, whose lifetime is [t;, t;], as shown in
Figure 1. Then, the resultant description has three possibilities. When the viewpoint is at t;, we get
an inchoative, e.g. (1.a). When the viewpoint is at t,, we get a cessative, e.g. (1.c). When the

viewpoint is at a time point within (ty, t,), we get an instant static state, e.g. (1.b).

Figure 1: An ontological static state e, with a life time [ty, t,].

(1) a H"ZEFT,
tal shi4  lao3shil le0
he be teacher LE

He becomes a teacher now.

b. #2 £,
tal shi4 lao3shil
he be teacher

He is a teacher.
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c. MAREIFT.
tal bu4  shi4  lao3shil le0
he not be teacher LE
He is not a teacher any more.

d I 7T +F2)F, BKT,
tal dangl le0 erdshi2 nian2 lao3shil tuidxiul le0
he be LE twenty year  teacher retire LE
He taught for twenty years, before he retired.

Contrary to instant viewpoint, there are also durative viewpoints. Theoretically, any period of time
could be selected as a durative viewpoint. However, only meaningful ones are selected, such as a
period of time that right frames the whole event, which we could call holistic viewpoint, e.g. (1.d)
and (2.a). It could also be a period of time from a boundary of the situation to a reference time, e.g.
the sentence (2.b) which describes the duration from the start of the illness to the reference time,

which by default is the speech time.

(2) a MEXHT—AZH.
tal shang4ci4 bingd 1e0 yil ge4  xinglqgil
he last_time ill LE one CL week

He was ill for one week last time.

b. #emT—NE2HT,
tal bingd 1e0 yil ge4  xinglqgil le0
he ill LE one CL week LE

He has been ill for one week.

Viewpoint aspect could also be treated as a mapping from one situation to another. For example,
we can possibly get a change of state ‘|~~’, or ‘~~|” from a dynamic state ‘|~~~|" by focusing on its
start and end respectively. In Chinese, the mapping could be realized with some syntactic elements,

e.g. by light verbs such as 45 kailshi3 ‘start’, negators such as 4~ bu4 ‘not’, or perfective

markers such as T le0 ‘LE’ asin (1.a) and (1.c).

3.2.2. Linguistic Event: Combination of Situation and Viewpoint Aspect

Based on different viewpoint aspects and the ten extended situation types, we can get 18 linguistic
event types as shown in Table 4. The linguistic event types |-- and --| could actually be treated as
two different subtypes of --|--. Their difference is on the relation between the state before the
change and after the change. The inchoative ‘|--> explicitly states the start of a static state P, which

implies that the previous state is —P (not P). The cessative ‘--|” explicitly states the end of a static
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state P, which implies that the final state is —P. The ‘--|--> explicitly states change from a static

state P to another static state Q, where P->—Q and Q->—P holds. Similarly, the ‘|~~’ is a type of

‘==|~~" with the previous state unspecified; ‘~~|” is a type of ‘~~|==".
[T [~ T [ [~ [~ [~ TR R
J
SRR
- J N
SR v
|- ~
—= v
[~ SRR v
e N R A R
—- T R AR
[~~~ v v
] S R R v
- v v
~~-~ v v
I v
=~ v
I~ v
[~|--- v
[~~~ v

Table 4. The relation between situation aspect and viewpoint aspect. Columns are situation types

(ontological event types); Rows are linguistic events.

3.2.3. What expresses the ontological situations and what to classify?

As has been discussed in Chapter 2, it is a question that what should be classified. Smith suggested
the classification on verb constellation. In Chinese, | would define verb constellation as the main
verb with its arguments and the viewpoint aspectual operators that may shift its situation type. The
viewpoint aspectual operators include 7 45 kailshi3 ‘start’, #2& & jie2shu4 ‘terminate’ 1% i
ting2zhi3 ‘stop’, % »% wan2cheng?2 ‘finish’ etc. As shown above, context is an important element
of a situation. Thus, the classification should be based on the verb constellation of a sentence with

the necessary context.

Let’s suppose that a predicate Ps filled with necessary arguments expresses a situation. A predicate

that assigns viewpoint aspectual information to Ps expresses linguistic event, denoted by P,. For
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example, an instance e of the event of writing a letter could be written as write(e, x, a_letter). If we
focus on the start of the event, i.e. start writing a letter, it could be denoted as start(e’, write(x,
a_letter)). By the way, the tense information could be further expressed by specify the relation of

the time of e’ and the speech time, e.g. the past: time(e’) < SpeechTime.

The difference of predicate and verb constellation is that, the same verb constellation could be
interpreted into different predicates in different contexts, while predicates are logically
unambiguous. One predicate could be realized with different languages and even different verb
constellations in one language. This has posed the main difficulty that has been encountered by

previous studies in aspectual classification no matter what level of linguistic units are focused.

As an example, ‘sing a song’ could be interpreted as telic or atelic in different context. In the telic
sense, the object song should be interpreted as an incremental theme (Dowty, 1979) that measures
out the singing action (Tenny, 1987, 1992 & 1994). We can use the predicate song(y)Asing(x, y) to
denote it, meaning that the song here is a specific instance, thus the singing action only holds
during the instance of the song. In the atelic sense, the content of the singing could be recognized
as the song. Either the singer singing the whole song repeatedly or practicing a part of the song
will falls into the same predicate, i.e. sing(x, y) AV,[part_of(z, y)->part_of(z, the_song)]. This
means that any subpart the subject sang could be recognized as a part of the song. However, the

whole procedure of the song is not necessarily to be followed.

Although verb constellations don’t uniquely correspond to an ontological situation type, it usually
does in a specific context. In other words, a verb constellation in a specific context could be
translated into a unique situation predicate Ps. Thus, the identification of ontological situation type
should be based on verb constellations within context. One problem it may raise is that it would
lose generalization ability within this setting, which would make the classification a trivial task.
On the other hand, | would suggest that verb constellations without context could be classified in a
higher level based on the distribution of different ontological situation types or linguistic event

types they can denote.

3.3. Where Is Telicity From?

By now, telicity is almost equivalent to boundedness, although some researchers differentiate them
in their own theoretical framework, e.g. (Xiao, 2004). After the situation aspect and viewpoint
aspect are separated into two layers, telicity in situation aspect level is clear as discussed in Section
2 that the predicate Ps expressed by a verb constellation in a specific context determines its
situation type. The issue comes if we consider the telicity in linguistic event level especially with

imperfective viewpoints.
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(3) a. He started writing a letter.
b. He is writing a letter.
c. He is eating a sandwich.

d. He is eating sandwiches.

The sentences (3.a) (3.b) and (3.¢) are telic, while (3.d) is atelic. We can see that the only concern
by previous studies actually refers to its ontological situation type, which is actually only an
intention of the subject. Thus, many researchers have found that there are many cases where the
ontological situation will never be achieved. For example, the subject could die without finishing
the letter. In that case, is the proposition expressed by sentence (3.b) or (3.c) is still true? It seems
clear that the boundedness of the ontological situation type only cannot accurately model the
semantics of progressives (Vlach, 1981; Landman, 1992; Asher, 1992; Engelberg, 2001). In other
words, ontological boundedness may not be the appropriate interpretation of progressives. Filip
(2008) suggested that telicity is associated with perfectivity which is the maximalization of events.

Before going further, let’s first look at different cases where telicity is from.

3.3.1. Intentionality

Some researchers argue that telicity is not related to intentionality. However, there are also some
researchers insist that intentionality at least sometimes contribute the telicity (Depraetere, 2007). |
agree with this treatment. For example, the sentences in (4) show that intention could be possible
to fail or quit. However, the first parts of the sentences are still acceptable in that the syntactic

object only serve as intention.

(4) afiiAkfm—RER, X8 7AW
wo3  ben3lai2 zai4 huad il zhil  lao3hu3
I originally ZAl draw one CL tiger
jie2guo3 huad 1e0 ged  sidbudxiang4
as_a result draw LE GE David's_deer

| was originally drawing a tiger, but it turned out to be a David’s deer.

b. & AKAEE KNI, BRAFT

wo3  ben3lai2 zai4d  xie3 yil ben3  xiao3shuol
I originally ZAl  write one CL novel
hou4lai2 fang4qi4 leO

finally give_up LE

I was originally writing a novel, but finally | gave up.

In Chinese, although the object can give telicity to the process, the object could only be interpreted

as an entity rather than quantity. For example, the sentences (5.b) and (6.b) are not acceptable,
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since the objects can only express quantity. The sentences (5.a) and (6.2) are acceptable because
the object —-F & yil gianl mi3 ‘one thousand meters’ and —/>3 % yil ge4 ping2guo3 ‘an apple’
can be both interpreted as entities. It seems that only incremental theme verbs, e.g. & hua4 ‘draw’,
% zuo4 ‘make’ can give intentional telicity in Chinese. Other verbs, e.g. #2 mol ‘touch’, 47 da3

‘hit’ can hardly give intentional telicty.

(5) a fEEH—FTK,
tal zheng4zai4 pao3 yilgianl mi3
he ZAl run one_thousand meter

He is running one thousand meters.

b. 24t E 50,7 = B
tal zheng4zai4 pao3 liang3 sanl quanl
he ZAl run two  three laps

He is running two or three laps.

(6) a M EEL—ANFE,
tal zheng4zai4 chil il ge4 ping2guo3
he ZAl eat one CL apple
He is eating an apple.

b. 2 E PR % F Ko
tal zheng4zai4 chil  hen3duol ping2guo3
he ZAl eat many apple
He is eating many apples.

3.3.2. Result
Sometimes, the objects can only be interpreted as result rather than intention. For example, the
sentence (7.a) mainly describes a situation that the result of his drinking is a lot of wine

(Depraetere, 2007), which is hard to be the preexisted intention as shown in (7.b)

(7) a /5T RIIE,
tal hel leO bu4shao3 jiu3
he drink LE not-little wine

He drank much wine.
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b. 24 £ H ARV B
tal zhang4zai4 hel budshao3 jiu3
he ZAl drink not-little wine

?He is drinking much wine.

On the other hand, once an intention is realized, it became a result, e.g. (8). In (Parsons, 1990), he
also discriminated two different states which roughly correspond to intentionality and result: target

state and resultant state.

(8) fom T —AER.
tal huad 1e0 yil zhil  lao3hu3
he draw LE one CL tiger

He drew a tiger.

3.3.3. Perception and Prediction

It is observed that progressive includes modality of the speaker (Portner, 1998). This is true that
the reported event is only the speaker’s observation, meaning that speakers’ perception or personal
judgment sometimes contributes to the telicity. As shown in (9) and (10), the subject’s intention

may not be perceived by the reporter who is observing the process.

9) a KAEB—RERK.
wo3 zai4 huad il zhil  lao3hu3
I ZAl  draw one CL tiger

I am drawing a tiger.

b. RiX & &K ? RERL B

ni3 zhe4shi4 hua4  lao3hu3

you  be draw  tiger

ni3 zhe4shi4 zai4 hua4 maol
you  be ZAl  draw cat

Are you kidding? You are drawing a cat.

(10) a. it B3k,
tal zai4 guo4 ma3lud
he ZAl cross road

he is crossing the street.
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b. R AT 3%, thRELH LA,

tal budshi4 zai4  guod madlud

he not ZAl  cross road

tal shi4  jian3 ma3lu4 shang4 deO dong1xi0
he be pick_up road on DE thing

He is not crossing the street. He is picking up something on the road.

In (11.a), the speaker perceived a tendency that the person who is playing a piano in a bad manner
may break the piano. The perceived tendency provides the telicity of the event. The hearer didn’t
agree with the speaker and replied by denying the tendency. In Chinese, the tendency is expressed
by an achievement, which implies an epistemic modality in a given context. The modality could be

explicitly expressed with modal auxiliary verb % yao4 ‘will’.

(11) a. 1% ! RIEMEFEIRT
ting2 ni3 ba3 ganglqin2 tan2  huai4 le0
stop you BA piano play  broken LE
Stop! You are breaking the piano.

b. #R AL ML,
wo3  zhi3shi4 zai4  lian4xi2 er2yi3
I only ZAl  practice SFP

I’m just practicing.

The examples in (9), (10) and (11) show that the objects in progressive form may not be the
measuring out or logical boundary of the real events. Although the semantics of progressive is not
the focus of the thesis, the examples here provide important cases to help understand the semantics

of progressive.

3.3.4. Context

The verb #.3 xi3zao3 ‘shower’ shows compatibility with both in- and for- adverbials, as in (12).
However, this verb is not a degree achievement verb which may associate with a scalar (Hay, 1999;
Peck, 2013). Instead, the compatibility with both in- and for- adverbials comes from the ambiguity

of the verb’s meaning that it can denote a process with or without telicity.

(12) a fbikZFET 54,
tal xi3zao3 Xi3 le0 shi2  fenlzhongl
he shower wash LE ten minute

He showered for ten minutes.
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b. H(R)+ 54k T B
tal yong4 shi2  fenlzhongl  xi3 le0 zao3
he spend ten minute shower LE shower

He showered in ten minutes.

On the other hand, the verb *§7& heljiu3 ‘drink’ seems to be only compatible with for- adverbial
but incompatible with in- adverbial normally as in (13). However, (13.b) could be interpreted in a
context where the subject is required or intends to drink some wine, e.g. he could not leave before
he finished the wine. In this context, the bare NP & jiu3 ‘wine’ becomes definite and serves as the

telicity.

(13) a. e BiE"8 T + 54+,
tal heljiu3 hel le0 shi2  fenlzhongl
he drink_wine drink LE ten minute

He showered for ten minutes.

b2 Bl + 5478 T /8.
tal yong4 shi2  fenlzhongl hel le0 jiu3
he spend ten minute drink LE wine

(He drank the wine in ten minutes)

3.3.5. Summary of Telicity

We have seen that the progressive form is not simply an imperfective viewpoint of an ontological
situation. It also encodes other semantic elements, e.g. subject’s intention, speaker’s modality etc.
However, when talking about linguistic event types, | would say that sentences (3.b), (3.c) and (3.d)
all express an instant dynamic state: ~~~, although they imply different ontological situation types
in background. This treatment suggests that in imperfective viewpoints, the telicity issue should be
treated differently, especially for the semantics of the whole sentences, because the semantic
entailments of different types of telicity are different. This issue will be further discussed in
Chapter 5.

3.4. Linguistic Event Types

In this section, | will go to the details on linguistic event types based on different ontological
situation types. Without confusion, the notions for ontological situation types, static state, dynamic
state, semelfactive, accomplishment and achievement, are also used for a linguistic event type with

a holistic viewpoint.
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3.4.1. Static State: |----|
Theoretically, static state is compatible with four viewpoint aspects, as shown in Figure 1, which
have been referred to as inchoative achievement °|--’, instant static state ‘---’, cessative

achievement ‘--” and delimitative ‘|---|’, a holistic viewpoint on an ontological static state.

Figure 2: Static state with different viewpoint aspects.

3.4.1.1. Instant static state: ---
Static state is usually reported in an instant viewpoint, by default the speech time. In this case, the
start of the static state or the end of the static state is not described. The corresponding Chinese

examples are as in (14).

(14) a Mk,
tal hen3 gaol
he very tall
He is tall.

b. #5m A& o
tal bingd zhe0 ne0
he ill ZHE NE
He isill.

c. Az XN R,
tal xianglxind zhed ged li3lun4
he believe this CL theory

He believes this theory.

d. He2Z)T,
tal shi4  lao3shil
he be teacher

He is a teacher.
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€.

ABHEAANFR,

ben3 shul you3 bal ge4 zhangljie2
this book have eight CL chapter
This book includes eight chapters.

NFF &

men2 kail  zheO
door open ZHE
The door is open.

AT AR A o

talmen2 shi4  peng2you3
they be friend
They are friends.

Habitual is a special kind of static state. For example, the sentences in (15) and (16) describe that

there is a possibility that the subject be involved in this kind of events described by the predicate.

The negation negates the relation of the entity and the event type rather than the happening of the

event.

(15) a.

(16) a.

P
tal choul vyanl
he smoke cigarette

He smokes.

ACARTHR, AT

tal yi3gian2 choulyanl xian4zai4 bu4
he before smoke now not

He smoked before, but he doesn’t any more.

e & 5T o
tal gai4  fang2zi0
he build  house

He builds houses.

tal shal ren2
he kill people
He kills people.
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Habitual event is compatible with frequency adverbs, e.g. (17).

(17) afbHERH#Y,
tal mei3tianl pao3bu4d
he every day run

He runs every day.

b. At iX £ B 18] A R 3435
tal zhe4 duand shi2jianl mei3tianl pao3bu4
he this CL time every day run

He runs every day recently.

3.4.1.2. Bounded static state: |---|
Bounded static state, which | will call delimitative, is a reported static state with the time period of
the life time explicitly specified. In other words, delimitative describes a static state that holds in a

time period, e.g. the examples in (18).

(18) a. fb bkim T mAZH.
tal shang4ci4 bingd 1e0 liangd ged4  xinglqgil
he last_time ill LE two CL week

He was ill for two weeks last time.

b. fh T —+ 58,
tal choul Ile0 erdshi2 nian2 yanl
he smoke LE twenty year  cigarette

He smoked for twenty years.

3.4.1.3. Inchoative: |---
Inchoative describes the start of a static state, e.g. (19). Inchoative is also possible for habitual
state, e.g. (20).

(19) a. w7 .
tal bing4d 1e0

he ill LE
He gotill.
b iE 2T o
tal piao4liang4 le0
she beautiful LE

She has become more beautiful.
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(20) a. feFHEHFIR T, VART A,
tal kailshi3 choulyanl le0 yi3gian2 bu4  choul
he start smoke LE before not smoke

He smokes now, but didn’t before.

b AtAh IR ZINE T .
tal choulyanl geng4 pin2fan2 le0
he smoke more  frequent LE

He smokes more frequently now.

3.4.1.4. Cessative: -
Cessative describes the cessation of a state. Cessative is similar to inchoative that they are both
achievements. The difference relies on which state is focused. Logically, if P=—Q, then to say P

ends is equivalent to say Q starts.

(21) a.fesmIF T .
tal bingd hao3 le0
he ill recover LE

He recovered from the ill.

b. e AR T o
tal bu4  choulyanl le0
he not smoke LE

He stopped smoking.

3.4.2. Dynamic State: [~~~

Similar as static state, there are four possible viewpoint aspects for dynamiuc state: inceptive ‘|~~’,
instant dynamic state ‘~~~’, terminative ‘~~" and activity ‘|~~~|’, a holistic viewpoint on an

ontological dynamic state, as shown in Figure 3.

Figure 3. Dynamic state with different viewpoint aspects.
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3.4.2.1. Instant dynamic state: ~~~
Instant Dynamic State describes an instant state of a dynamic state at a reference time, which is

usually the speech time.

(22) fHEAELEO,
tal zheng4zai4 chil  mian4baol
he ZAl eat bread

He is eating sandwiches.

(23) a. B LU R, MEAEM TR,
wan3shang4  jiu3dian3 tal zheng4zai4 pao3bu4 ne0
evening 9:00pm he ZAl run NE

He was running at 9:00pm.

b. e Lk, teEAEE B R,
wan3shang4  jiu3dian3 tal zheng4zai4 kan4shul ne0
evening 9:00pm he ZAl read NE

He was reading at 9:00am.

Progressive statives, such as the English sentences in (24), describe a situation that the agents are
performing some actions which makes the agent to be like a hero or a fool. In this sense, they are
dynamic states. | suggest that such use is a kind of creative use of language under the grammatical
system of a specific language. In English, it uses a progressive form, which is not semantically
compatible with static states, to express a special meaning, which is then actually a dynamic state.

In Chinese, such use is not allowed.

(24) a. * b iE £ i,
tal zheng4zai4 shi4  yinglxiong2
he ZAl be hero

He is being a hero.

b. *fb iE 4% .
tal zheng4zai4 sha3
he ZAl foolish

He is being foolish.

54



3.4.2.2. Bounded dynamic state (activity): |~~~

Bounded dynamic state, which | will call activity, describes a holistic dynamic state that holds for
some time. Although, it is possible that the exact time points of the start and the end of the
dynamic state are not explicitly specified, it is clear that they actually exist. For example, the

sentences in (25) both describe a temporally bounded dynamic state.

(25) a. He¥ L3035 7,
tal zao3shang4 pao3bu4d le0
he morning run LE

He ran this morning.

b. R Fre @& T o
tal ganglcai2 chil  miandbaol le0
he just_now eat bread LE

He ate sandwiches.

In English, for-adverbials can be use to describe the lifetime of a dynamic state. It implies that the
dynamic state only holds in that time period. In Chinese, the time period could be expressed as an

adjunct the verb, e.g. (26).

(26) a.feziF3a T FAN A,
tal pao3bu4d pao3 le0 ban4 ge4  xiao3shi2
he run run LE half CL hour

He ran for half an hour.

b.fb B B it L E T F-5F,
tal xie3  bidyedlundwen2 xie3  le0 ban4  nian2
he write  thesis write  LE half  year

He wrote his thesis for half a year.

We should note that the sentences in (27) are not delimitative. They actually describe a time
interval, within which a dynamic state holds. Whether the dynamic holds or not out of the period is

not described. So, the time period is not the lifetime of the dynamic state, as shown in Figure 4.

(27) a. B EALEE+— 8, —AAEHT,
wan3shang4  jiu3dian3 dao4 shi2yildian3 tal yilzhi2
evening 9:00pm to 11:00pm he always
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zai4  pao3bu4
ZAl  run

He was building a house from 9:00am to 11:00am.

b. i L/ EB+—&, e—AEFH.
wan3shang4  jiu3dian3 dao4 shi2yildian3 tal yilzhi2

evening 9:00pm to 11:00pm he always
kan4  shul
read  book

He was reading a book from 9:00am to 11:00am.

VLY LNV VL VLN NV )

Figure 4: A continuous serial of instant viewpoints on a dynamic state.

3.4.2.3. Inceptive: |~~

Inceptive describes the start of a dynamic state as in (28).

(28) a. tuFFHEIF T,
tal kailshi3 pao3bu4d le0
he start run LE

He started running.

b. Jb 45 F S RN RN

tal kailshi3 yong4xinl de0 qud  rendshi2 zhe4
she start attentively DE go explore this
ge0 shidjie4

CL world

She started to explore this world attentively.

C. 6 TrakmFME5E,
tai2  xia4  xiang3qi3 ru2lei2 de0 zhang3shengl
stage below start thunderous DE applause

Thunderous applause started below the stage.

3.4.2.4. Terminative: ~~|

Terminative describes the end of a dynamic state, as in (29).
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(29) a fefF k38 T,
tal ting2zhi3 pao3bu4d le0
he stop run LE
He stopped running.

bAtF L 25T 7.
tal ting2zhi3 gai4  fang2zi0 le0
he stop build  house LE

He stopped building the house.

3.4.3. Change of State: ==|==

Change of state is a change from one state to another. Change of state is logically instantaneous.

There are four different changes of state: static-static ‘-|-’, static-dynamic ‘-|~’, dynamic-static ‘~|-’
and dynamic-dynamic ‘~|~’. Each of them is compatible with three possible viewpoints as shown
in Figure 5.

Figure 5: Change of State and possible viewpoint aspects.

3.4.3.1. Static-Static change: --|--
Static-static change, ‘-|-’, describes a change from one static state to another different static state,

e.g. (30) and (31).

(30) a.tT,
tal si3 le0
he die LE
He died.

bAEF T o
tal ying2 le0
he win LE

He won.
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(3l) afkT,
tal huo3 le0
he famous LE

He has become famous.

b.#84L 7 .
hual hong2 Ile0
flower red LE
The flower has become red.

Although |-- is a subtype of ==|--, it is interesting that the verbs X huo3 ‘famous’ and #r hong?2
‘red’ are different from 7 si3 ‘die’ and . ying2 ‘win’ that the latter cannot be used to denote
instant static state, as shown in (32) and (33). This actually suggests that the verbs K and “c
lexicalize the state. The inchoative is expressed with the pattern “V+LE’. On the other hand, the
verbs #& and . lexicalize the change, so they are not allowed to denote the final state of the

changes. In English, it is different that the verb ‘die’ has its adjective form ‘dead’ which mainly

denotes the static state.

(32) a. ?2tu(fk) %,
tal hen3  si3
he very die
?he is very dead.

b. 24t (AR o
tal hen3  ying2
he very — win

?He wins very much.

(33) a. Htk Ko,
tal hen3  huo3
he very  famous

He is very famous.

b. e AR 4,
hual hen3 hong2
flower very red

The flower is very red.
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3.4.3.2. Static-Dynamic change: --|~~
Static-dynamic change, ‘-|~’, describes a change from a static state to a dynamic state. Inceptive:
|~~ is a typical static-dynamic change. There are also causatives that show this event structure. In

most cases of the causatives, the causer state and the succeeding dynamic state overlap in time.

(34) a. &AM & HFHEFR
wo3men2 gaolxing4 de0 pailshou3 huanlhul
we happy DE clap_one’s_hands cheer

We are so happy that we clap our hands and cheer.

b. # &A% F L™ Lk
guilyu2menO jildong4 de0  youd jiao4 youd tiaod
the_trout excited DE also shout also  jump

The trout are so excited that they all shout and jump.

3.4.3.3. Dynamic-Static change: ~~|--
Dynamic-static change, ‘~|-’, describes a change from a dynamic state to a static state, e.g. (35).

Terminatives, completives are all dynamic-static changes.

(35) a. kB TAEL,
tal xie3wan2 le0 zuodye4
he write-finish LE homework

He has finished writing his assignment.

b AT T o
tal pao3 wan2 le0 bu4
he run finish LE run

He has finished his running.

Some RVCs in Chinese also denote this event type, as shown in (36).

(36) a &MAKZ T o
ni3men2 doul zhang3gaol le0
you all grow-tall LE

You have all grown taller.

b.iFKEET RIR.
han4shui3 shiltoud le0 yilfu2
sweat wet-through  LE clothes

The sweat wetted through the clothes.
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Dynamic-Static change is often confused with accomplishment [~~~|--. For example, Ma Qingzhu
(1981), Deng Shouxin (1986), all treated (35) as accomplishment. As | will show later, they should

be treated as achievements.

3.4.3.4. Dynamic-Dynamic change: ~~|~~
Dynamic-dynamic change, ‘~|~’, describes a change from one dynamic state to a different

dynamic state.

(37) a. %% ik B A4 4TI

gidchel jian3su4 dao4 balshi2 mai4

car startup to eighty miles_per_hour
jidxud xing2shi3

continue run

The car slowed down to eight miles per hour.

b.® %z FH4F T o
dian4nao3 gi3dong4 hao3 1e0
computer startup ready LE

The computer successfully started up.

3.4.4. Semelfactive: |~|
Semelfactive is only compatible with holistic viewpoint rather than instant viewpoint as

semelfactive is not logically instantaneous, e.g. (38).

(38) a. fd T —T I,
tal giaol le0 yil xiad  men2
he knock LE one CL door

He knocked the door once.

b. 35 T B— .
tal til le0 giang2 yil jiao3
he kick LE wall  one foot

He kicked the wall once.

c. MR T H—T,
xiao3 jil zhuo2 1e0 tal yil xia4
little chick peck LE him  on CL

The chick pecked him once.
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In Chinese, the pattern ‘V+LE+V’ usually denotes derived semelfactives. The duplication of the
verb actually gives an explicit temporal boundary to a dynamic state. It is also suggested that the
second verb acts as a measure of the process, in which way some uncountable process is measured

with an artifactual unit.

(39) a kBT HEET,
tal mol el mol  zhuolzi0
he touch LE touch table

He touched the table once.

b. & T AHK=.
tal kan4 1e0 kan4  zhanglsanl
he look LE look  Zhangsan

He shot a glance at Zhangsan.

3.4.5. Accomplishment: |~~~|==
There are six possible viewpoints to describe an accomplishment as shown in Figure 6: inceptive

[3

‘|~~’, instant dynamic state ‘~~~’, terminative ‘~~’, completive ‘~~==", activity ‘|~~~|’, and

accomplishment ‘|~~~==", a holistic viewpoint of an ontological accomplishment.

~rn |

NNI__

| ~ro~
| ~r A | —_
| ~A A |

| VL VLNINLNT VL NN ) t - ——

Figure 6: Accomplishment and different viewpoint aspects.

3.4.5.1. Accomplishment: |~~~|==
Accomplishments denote a process with a final state. The final state could be either static, e.g.
(40.a) and (40.b), or dynamic e.g. (40.c).

(40) a. f&387 1000 K.
tal pao3 le0 1000 mi3
he run LE 1000 meter

He ran 1000 meters.
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b. #e & T — &%
tal gai4 le0 yil zuo4  fang2zi0
he build LE one CL house
He built a house.

CHEBHT—6 e,
tal gi3dong4 le0 yil tai2  dian4nao3
he start_upLE one CL computer

He started up a computer.

3.4.5.2. Instant dynamic state: ~~~
Instant dynamic state focuses on a time point when the dynamic state holds. The time point is by

default the speech time or can be explicitly specified, e.g. (41).

(41) a fbEfErL—/EE,
tal zheng4zai4 chil il ge4 mian4baol
he ZAl eat one CL bread

b. He is eating a sandwich.

b. te L of E & E — & 5T,
tal dang1shi2 zheng4zai4 gai4 il zuo4  fang2zi0
he that_time ZAl build one CL house

He was building a house at that time.

C. WNEFE)E o
dian4nao3 zheng4zai4 gi3dong4
computer ZAl start_up

The computer is starting up.

3.4.5.3. Inceptive: |~~

Inceptive describes the start of an accomplishment, e.g. (42)

(42) a 42 —RETT .
tal kailshi3 gai4 vyil zuod  fang2zi0 leO
he start built  one CL house LE

He started building a house.
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b. €45 B50 T o
dian4nao3 kailshi3 gi3dong4 le0
computer start start_up LE

The computer began to start up.

3.4.5.4. Terminative: ~~|
Terminative focuses on the exceptional end of an accomplishment. The final state is not realized,
e.g. (43).

(43) a e ARHBARADHT o
tal budzai4 xie3  na4 ben3  xiao3shuol le0
he no_longer write that CL novel LE

He stopped writing that novel now.

b. e "B EZIEET T
tal budzai4 gai4 na4  zuod4 fang2ziO le0
he no_longer built that CL house LE
He stopped building that house.

b. & 45 )z 3l o
dian4nao3 kailshi3 gi3dong4
computer start start_up

The computer began to start up.

3.4.5.5. Completive: ~~|==

Completive focuses on the finishing (culmination) point of an accomplishment, e.g. (44).

(44) a. W B ZARAKNDBLT o
tal xie3wan2 na4 ben3  xiao3shuol le0
he write-finish that CL novel LE

He stopped writing that novel now.

b. #e S3FAREST T o
tal gai4hao3 na4 zuod  fang2zi0 leO
he built-finish that CL house LE
He has finished building the house.
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C. BT T o
dian4nao3 gi3dong4 wan2cheng2  1e0
computer start_upfinish LE

The computer finally started up.

3.4.5.6. Bounded dynamic state (activity): |~~~

Accomplishment can be reported as an activity, as a part of the whole accomplishment, e.g. (45).

(45) a A REAANHE T AAD,

tal jinltianl xie3  na4 ben3  xiao3shuol xie3

he today write that CL novel write

liang3 ge4  xiao3shi2
two CL hour

He wrote that novel for two hours today.

b. oo R EME ST T — L4

tal jinltianl gai4 nad4  zuo4 fang2zi0 gai4
he today build that CL house build

yilshang4wu3
the_whole_morning

He built that house the whole morning today.

3.4.6. Instantaneous Accomplishment: |~|==

le0
LE

le0
LE

Like semelfactive, instantaneous accomplishment is only compatible with holistic viewpoint as

shown in Figure 7. It could not be pictured as a semelfactive, as it is not possible to express a

semelfactive linguistic event while keeping the instantaneous accomplishment background

ontological situation type. This can be proved by the example in (46).

Figure 7: Instantaneous accomplishment and its viewpoint aspect.

Instantaneous accomplishments are usually expressed by RVCs, where the V usually expresses a
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semelfactive. For example in (46), the RVC & # giaolsui4 ‘knock-broken’ is composed by a

semelfactive verb & giaol ‘knock’ and a result # sui4 ‘broken’.

(46) a. MuFA— AT, ALATF KA
tal giaolsui4 yil ge4 beilzi0 dan4  beilzi0 mei2 sui4
he knock-break  one CL cup but cup not break
?7He broke the cup but the cup didn’t break.

b.2H B AT —TF 4T

tal giaolsui4 le0 yilxiad beilzi0
he knock-break  LE one_time cup
Instantaneous accomplishment is not compatible with instant dynamic state ‘~~~’, as shown in

(47).

(47) ML AFA AT
tal zheng4zai4 giaolsui4 yil ge4 beilzi0
he ZAl knock-broken one CL cup
?he is breaking a cup by knocking it.

In English, causative verbs such as ‘kill’, ‘break’, are not specially discussed. Dowty (1972)
treated them as accomplishments with a conceptual structure ‘DO CAUSE BECOME’, while
Smith (1997) treated them as achievements. The implicit issue is actually on the different
understanding of whether there is an agentive action encoded in the verb ‘kill’ and ‘break’, e.g.
‘kill act’ and ‘break act’ (Pustejovsky, 1995). The agents of ‘kill’, ‘break’ are actually the agents
of such actions, which is then the cause of the death and broken of the patients. The issue is raised
because the action usually takes very short time and is not considered as important, while they
sometimes do take noticeable time. In Chinese, the RVCs 4 # shalsi3 ‘kill-dead’ and 47 %%
da3sui4 ‘hit-broken’ clear encodes the action predicated by the action verb 4 shal ‘kill act® and
47 da3 ‘hit’. The test with VAT yi3gian2 ‘before’ as in (48) also shows that the time course is

likely to be before the whole action rather than the final result.

(48) a. HAII A BT RRATFEIK T A& = AR
talmen2 zai4  shalsi3 ye3 xiong2 gian2 jiud
they PREP kill-dead wild  bear before then
zhang1luo0 zheO mai4 xiong2 pi2
arrange ZHE sell bear  fur

They had been preparing for selling the furs before they killed the wild bears.
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b. 475 & & Z A1 & X R4 B TR,

zai4  da3sui4 chel chuangl zhilgian2 Xulyao4
PREP break-broken car window before need
bao3hu4 hao3  zi4ji3 de0  shuanglyan3

protect good oneself DE eyes

You need to protect your eyes before you break the window of the car.

3.5. Constructions and Their Aspects

Here, | would like to discuss some particular Chinese constructions that are related to aspect.
Espcially, RVCs, SVCs, BEI, BA and V+(ZHE/LE/GUO)+O+(LE) will be discussed.

3.5.1 Resultative Verbal Complements (RVCs)

In English, RVCs are usually realized by adding a resultative predicate after the verb phrase, e.g.
in (49). English RVCs are compatible with progressive form, i.e. they can denote instant dynamic
state (~~~), as in (50).

(49)  He pushed the door open.
He ran tired.

He wiped the table clean.

(50)  He is pushing the door open.
He is running tired.

He is wiping the table clean.

In Chinese, RVCs have been paid special attentions by linguists (Tai, 1982; Xiao, 2004; Peck,
et.al.,, 2013). Tai even proposed that Chinese are results prevalent language. Different from

English, Chinese RV Cs are usually not compatible with progressive form, as in (51, 52, 53, 54).

(51) a tuiffE T —4mE,
tal tuildao3 le0 yil liang4 chel
he push-over LE one CL car

He pushed over a car.

b.2fb (E e 5] —4m & .
tal zheng4zai4 tuildao3 yil liangd chel
he ZAl push-over one CL car

?He is pushing over a car.
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(52) ateFzFRAT—KkFo
tal shalsi3 le0 yil tou2  niu2
he kill-dead LE one CL cattle
He killed a cattle.

b.2He E A 5 S — K 4o
tal zheng4zai4 shalsi3 yil tou2  niu2
he ZAl kill-dead one CL cattle
He is killing a cattle.

(53) a. LB T 4EL,
tal xie3wan2 le0 zuodye4
he write-finish LE homework

He finished his homework.

b.24b E £ 5 TAE L,
tal zheng4zai4 xie3wan2 zuodye4
he ZAl write-finish homework

He is finishing his homework.

(54) a. LT T Mo
tal chilwan2 le0 fand
he eat-finish LE meal

He finished eating the meal.

b.?2 4 I £ 7L T AR
tal zheng4zai4 chilwan2 fan4
he ZAl eat-finish meal

He is finishing the meal.

In English, it seems clear that RVCs denote accomplishments. | would suggest that most Chinese
RVCs denote achievement (~~|-- or --|--) or instantaneous accomplishment (|~|==). The potential
problem is that ~~|== is easy to be confused with |~~~|== and |~|== due to their similar structures.
For example, Chinese RVCs, e.g. #% %] pao3dao4 ‘run and arrive’, 5 % xie3wan2 ‘finish writing’,
etc. have been treated as accomplishment, simply because there are two parts within these words,
one for the activity and the other for the result. The difference is whether the start of the activity
part is included in the viewpoint. Further test could show that the start is not actually encoded.
First, these verbs are compatible with time point, which shows that the focus is only at the

finishing part as shown in (48). The sentence (48.c) refers to the start of the writing.
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(48) a. H5 RARHE a9 B 2 = KA,

tal xie3wan2 na4  fengl xin4d de0 shi2hou4 shi4
he write-finish that CL letter DE time be
sanldian3 zheng3

three o’clock right

He finished that letter at three.

b. 2 = 23| 55X T3z,

tal zai4  san3dian3 dao4 si4dian3 xie3wan2 le0
he prep  three o’clock to four o’clock  write-finish LE
na4  fengl xin4

that CL letter

?He finished that letter from three to four.

C. W B ARIHZ 6 % 2 = =,

tal xie3 na4  fengl xind de0  shi2houd shi4

he write that CL letter DE time be
sanldian3 zheng3

three o’clock right

He started writing that letter at three.

We can also use Z A7 zhilgian2 ‘before’ to test the time period it refers to when combined with

different verb constellations, e.g. 5 T A}313 xie3 wan2 na4 fengl xin4 ‘finish writing that letter’,

‘B ARtz xie3 na4 fengl xin4 ‘write that letter’, as shown in (49). It is clear that the former as in

(49.a) refers to the time period before the time point the letter comes about, while the latter as in

(49.b) refers to the time period before the time point the writing starts.

(49) a. W B TARIZZAT4E T 216,

tal xie3wan2 na4  fengl xind  zhilgian2 jiel

he write-finish that CL letter  before receive
le0 ge4 dian4huad

LE CL call

He received a call before finishing that letter.

b. tb 5 ARIAZ Z AT T AN 16,

tal xie3 na4  fengl xind4  zhilgian2 jiel leO
he write that CL letter  before receive LE
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ged dian4huad
CL call

He received a call before writing that letter.

Whether a RVC denotes an instantaneous accomplishment or achievement depends on the verb
constellation. If the verb is semelfactive, then the RVC is an instantaneous accomplishment,
because the start of the semelfactive is not possible to be disassociated with any viewpoint aspect,
e.g. (51).

(51) atbXwT—Kk4,
tal shalsi3 le0 yil tou2  niu2
he kill-dead LE one CL cattle
He killed a cattle.

bt B A T — /N HIBAR .
tal giaolsui4 le0 yil ge4 beilzi0
he knock-break  LE one CL cup

He broke a cup.

In some context, instantaneous accomplishments can appear in progressive form, such as the
sentences in (52). In such metaphorical uses, the process of breaking takes noticeable time. The

compounded predicate describes the tendency of the current process in the progressive.

(52) a. mAMIELITHE RN T E Y,

gaol fang2jia4d zheng4zai4 da3sui4 lao3bai3xing4 de0
high  housing_price ZAl hit-break people DE
zhonglguo2meng4

China_dream

The high housing price is breaking the China dream of the people.

b. Z X M IE & A £ B P = A
hudlian2wang3 zheng4zai4 shalsi3 mei3guo?2 zhonglchan3jielji2
Internet ZAl kill American middle_class

Internet is killing the middle class of the US.

Interestingly, in English, ‘run to school’ usually denotes accomplishment as in (53), while the
Chinese counterpart 522|524 pao3 dao4 xue2xiao4 doesn’t. The progressive form also shows

that it denotes a DS change (~~|--), as there is no progressive form as shown in (53.b), unless a

different verb constellation is used as in (53.c). In this case, both the Chinese and English
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sentences are related to an activity situation as background, as their holistic (perfective) viewpoint

shows in (53.d).

(53) a. LB T F AL,
tal pao3dao4 le0 xue2xiao4
he run-arrive LE school

He ran to school.

b. 24 2305 245,

tal zheng4zai4 pao3dao4 xue2xiao4

he ZAl run-arrive school.

He is running to school.

.t B FAR I,

tal zheng4zai4 wang3 xue2xiao4 pao3

he ZAl towards school

He is running towards school.

d AEFRIAT .

tal wang3 xXue2xiao4 pao3

he towards school run

He ran towards school.

3.5.2. Resultative DE construction

run

le0
LE

The Chinese particle 75 de0 ‘DE’ is usually attached to a verb forming a resultative event. The

function of 75 de0 ‘DE’ is to combine two predicates into one with the former one as the head and

the latter as the result. Although the latter can be any kind of events, I don’t consider complex

events here. The former state could be either a static state as in (54.a) and (54.b) or dynamic state
as in (54.c) and (54.d). The resultative state could be either a static state as (54.a) and (54.c) or

dynamic state as (54.b) and (54.d).

(54) a. M FIFRAARLT

tal kul de0  yan3jingl doul

he cry DE eyes all

He cried his eyes red.
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b. #erCiF KT ki .
tal chil  de0 dadhan4lin2li2
he eat DE sweat_profusely

His eating made him sweat profusely.

C. Mert iR F T 36 ko
tal chiljingl de0  shuol bu4 chul huad lai2
he surprised DE say not out words come

He is too surprised to say any words.

d. e AF K.
tal gi4 de0  faldou3
he angry DE shake
He is so angry that he started to shake.

One issue about resultative DE construction is that the starting of the final state is not necessarily
the end of the first state. This issue will not be discussed in detail. However, this problem could be

further modeled with additional theories, e.g. the extended event structure (Pustejovsky, 1995).

3.5.3. Serial Verb Constructions (SVCs)

SVCs refer to the constructions where two predicates are combined together without any
conjunctions to form the main predicate in one sentence. Discussions about SVCs are usually
focused on the question which one of the two predicates are the syntactic head. SVCs can be
divided into different categories based on the event structure formed by the two sub-predicates.
The first kind of SVCs is composed by two parallel states, e.g. the sentences in (55). In my
framework, these sentences are treated as complex events that are composed by more than one

event.

(55) AMBHKKE
wo3men2 chang4 zheO gel  tiao4 zheO wu3
we sing ZHE song dance ZHE dance

We are singing and dancing.

The second type of SVCs is composed by two events that take place one by one, while the two sub
events are combined to be one meaningful linguistic event, e.g. (56.a). The first predicate can take
ZHE, but cannot take LE, as shown in (56.b). When the first predicate takes ZHE and the second
predicate takes LE, it usually expresses an inceptive event, e.g. (56.d). Without the second LE, the
sentence usually expresses a habitual, as in (56.c). When only the second predicate takes LE, it

also expresses an inceptive event, as in (56.e).
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(56) a. fArFE L FEE,
tal zuo4 chel qu4d mai3 caid
he sit bus go buy  vegetable
He is going to buy some vegetables by bus.

b. 24T £ L KK,

tal zuod le0 chel qu4d mai3 cai4
he sit LE bus go buy  vegetable
?He took a bus to buy vegetables.

c.iAFELLRK,
tal zuo4 zhe0 chel qud mai3 cai4
he sit ZHE bus go buy  vegetable
He goes to buy vegetables by bus.

d e B ELELKT.
tal zuo4 zhe0 chel qud4d mai3 cai4 le0
he sit ZHE bus go buy  vegetable LE
He has gone to buy vegetables by bus.

e AELLXT,
tal zuod4 chel qud mai3 caid le0
he sit bus go buy  vegetable LE
He has gone to buy vegetables by bus.

The third type of SVCs is composed by two events that take place one by one, while the head is
usually on the second predicate, which determines the event type, e.g. (57.a). The % qu4 ‘go’ is
likely to be a co-verb or preposition which only indicates the location. It is difficult to add

aspectual markers to the first predicate, as in (57.b) and (57.c).

(57) a. fE£AL T T .
tal qud  beidjingl wan2 le0
he go Beijing travel LE

He has gone to Beijing for travelling.

b. *4£ T ALK .
tal qud  le0 bei3jingl wan2
he go LE Beijing travel

?He has gone to Beijing for travelling.
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C.METAATIRT,
tal qud  le0 bei3jingl wan2 le0
he go LE Beijing travel LE
He has gone to Beijing for travelling.

3.5.4. V+(ZHE/LE/GUQO)+O+(LE)

In  Chinese, the pattern ‘V+0O’ can be aspectualized into ‘V+0O’, ‘V+O+LE’,
‘V+(ZHE/LE/GUO)+0O’, ‘V+(ZHE/LE/GUO)+O+LE’ and their combination with preverbal
aspectual operator £ zai4 ‘ZAl’.

3.5.4.1.V+O

The pattern “V+0O’ usually denotes static states including habitual. Numeral NPs and definite NPs
are usually not compatible with the generic and habitual static state. RVCs are usually not possible
to express habitual, as in (58). English shows different acceptance of habitual.

(58) a. 2heiE A

tal shalsi3 ren2
he kill-dead people
He kills people.

b. 24 47 75 335
tal da3sui4 bolli2
he hit-break glass

He breaks glasses.

C.2KF BA 4L,
huo3chel dao4da2 bei3jingl
train arrive_at Beijing

?The train arrives at Bejing.

d. 2t 5 2 AE Ak,
tal xie3wan2 zuodye4
he write-finish homework

?He finishes homework.

On the other hand, these verb constellations show broader compatibilities when the frequency

information is added as shown in (59).
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(59) a. 2% FAA.

tal shalsi3 ren2
he kill-dead people
He kills people.

b4 42 T FE 33
tal da3sui4 bolli2
he hit-break glass
He breaks glasses.

C.KF &R EI B AALT,
chuo3chel zong3shi4 zhun3shi2 dao4da2 bei3jingl
train always on_time arrive_at Beijing

The train always arrives at Bejing on time.

dAHR AR B T ARk,
tal xie3wan2 zuodye4
he write-finish homework

He finishes homework every time.

3.5.4.2. V+O+LE
This pattern can possibly denote ~~|--, |--, |~~~|, etc., depending on the verb constellation V+O.

For example, VV+Bare NP can possibly denote |[~~~| type with V+O+LE as shown in (60).

(60) a. WRIFLFEET,
tal ganglcai2 chil  ping2guo3 le0
he just_now eat apple LE

He ate apples just now.

b. R A A H T,
tal ganglcai2 kan4 shul le0
he just_now look book LE

He read book just now.
If V+0O denotes a static state, then V+O+LE usually denotes an inchoative ‘|---*, as shown in (61).

(61) a. HERFTRT o
tal xi3huanl yinlyue4 le0
he like music LE

He likes music now.
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b. A XA dE T o
tal youd4  choulyanl le0
he again  smoke LE

He smokes again.

c. AFBAT
tal shi4  xianglgang3 ren2 le0
he be Hong_Kong  people LE
He is Hong Kong resident now.

V+O+LE can also denote |~|---, e.g. (62.a).

(62) a. HeR|F 4TAMT T o
tal ganglcai2 da3sui4 beilzi0 le0
he just_now hit-break cup LE

He broke cups just now.

b. 2R R 7+ 3T AE AR T
tal ganglcai2 da3sui4 beilzi0
he just_now hit-break cup

He broke cups just now.

As (62.b) shows, the sentence without 7 le0 ‘LE’ is not acceptable. In (63), although LE is
optional, the sentence without LE as in (63.a) has different meaning from the sentence with LE
(63.b), which has the same meaning as the sentence (63.c). The sentence (63.b) and (63.c) could be
interpreted as accomplishment that is current relevant. For example, (63.d) is a possible context.
Another interesting phenomenon about (63) is that the time adverbial R 7 ganglcai2 ‘just now’

refers to the breaking event in Chinese. In English, it is not possible to do this in perfect aspect.

(63) a. feR|F 475 — AT
tal ganglcai2 da3sui4 yil ged beilzi0
he just_now hit-break one CL cup

He broke a cup just now.

b AER] F 4T AE— /AT T o
tal ganglcai2 da3sui4 yil ge4 beilzi0 leO
he just_now hit-break one CL cup LE

?He has already broken a cup just now.
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CALR F AT#4 T — AT T o
tal ganglcai2 da3sui4 le0 yil
he just_now hit-break LE one

?He has already broken a cup just now.

d AR F 3744 T =TT, I XATHA—A

tal ganglcai2 da3sui4 le0 yil
he just_now hit-break LE one
xian4zai4 youd  da3sui4 yil ge4
now again hit-break one CL

ged
CL

ged
CL

beilziO le0
cup LE

beilziO le0
cup LE

?He has already broken a cup just now. Now he broke another one.

V+O+LE pattern is not compatible with quantity object.

(64) a. Hs—F AT,

tal pao3 il gianl mi3  le0
he run one thousand meter LE

He ran a 1000-meter race.

b. 243 35 N2 T,
tal pao3 3.5 gonglli3 le0
he run 35 kilometer LE

He ran 3.5 meters.

C.?23.5 N FAMILT ,
35 gonglli3 bei4  tal pao3 le0
35 kilometer BEI he run LE

3.5 kilometers was ran by him.

guantity as the measurement.
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Numeral NPs are usually not compatible with this pattern. Some boundary cases are those when
the Numeral NPs can give an object reading rather than quantity reading as in (64.a). On the other

hand, the NPs that only denote quantity don’t allow this pattern, as in (64.b). This suggests that the

When the numeral classifier NP could be interpreted as a presupposed entity, it usually takes a
thematic role of patient, or theme. On the other hand, if it is preferable to be interpreted as a
guantity, it then only serves a measurement of the action predicated by the verb. As the case of
(64.b), the corresponding BEI-construction is even more unacceptable as in (64.c). Finally, it

shows that the V+O+LE pattern prefers to take a presupposed entity as the object rather than a



3.5.4.3. V+(ZHE/LE/GUO)+O

The pattern “V+LE+O” usually denotes accomplishment event the verb is the so-called activity
verb. The object could be bare nouns, numeral NPs and definite NPs. The pattern could also
denote changes, e.g. --|-- or --|~~ etc. The sentences (65.a) denotes |---, while (65.b) denotes static

state ---.

(65) a. ¥ L#ET—mE,
giang2shang4 guad4 le0 yil fu2 hua4
on_the wall hang LE one CL painting

by L#EEH— @,
giang2shang4 gua4 zhe0 il fu2 hua4
on_the wall hang ZHE one CL painting

Previously, (65.a) and (65.b) are treated as equivalent. However, more and more studies have
shown that they are different, e.g. (Song, 1988; Li, 1998). Wth LE, we can add an adverb to
modify the change part, e.g. in (66.a), from non-existing of the kite to the existing of the Kite in the

tree. This is not possible for ZHE as shown in (66.b).

(66) a. A LR DS ET —RARE.
shu4shang4 budxiao3xinl gua4 le0 yil zhil  fenglzhengl
in_the_tree carelessly hang LE one CL kite

There is a kite being caught in the tree by accident.

b. 24 LRSS —AREF,
shu4shang4 budxiao3xinl gua4 zhe0 il zhil  fenglzhengl
in_the_tree carelessly hang ZHE one CL kite

There is a kite hanging in the tree by accident.

For other examples, the sentences in (67) could be differentiated by adding other constituents

without changing the meaning of sentences as in (68).
(67) a. 7T T &FEEE,
kail le0 chuanglhu4  shui4jiao4

open LE window sleep

Open the window before you go to sleep.
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b.JF & & PR,
kail zhe0 chuanglhu4  shui4jiaod
open ZHE window sleep

Keep the window open when you are asleep.

(68) a.7F 7T & P AL,
kail le0 chuanglhu4  zai4  shui4jiaod
open LE window then  sleep

Open the window before you go to sleep.

b.2JF & & P A2,
kail zhe0 chuanglhu4  zai4  shui4jiao4
open ZHE window then  sleep

Keep the window open before you go to sleep.

Similarly, the sentence (69.a) denotes a SD change |~~, while (69.b) denotes a dynamic state ~~.
The difference could be further tested with (70), where the difference of the meanings of LE and
ZHE is clear. The difference of the two can also be tested when there is no clear start of the

dynamic state, e.g. the circling of the moon around the earth as shown in (70).

(69) afeife T —imEITH,
tal tuil  le0 yil liang4 zidxing2chel
he push LE one CL bicycle.

He wheeled a bicycle with him.

bAbIEE —4m BT %,
tal tuil  zhe0 il liang4d zidxing2chel
he push ZHE one CL bicycle.

He is wheeling a bicycle with him.

(70) a 2B ELET —AA .
dilqgiu2 zhoulwei2 raod le0 yil ge4  yuedliang4
earth around circle LE one CL moon

The moon started circle around the earth.

b. bR B B %A —/NA %o
dilgiu2 zhoulwei2 rao4 zhe0 il ge4  yuedliang4
earth around circle ZHE one CL moon

The moon is circling around the earth.
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Some verbs should be interpreted differently with LE and ZHE. For example, the crawling

describes how the monkey got in the tree in (71.a), while it describes the instant dynamic state of

the monkey in the tree in (71.b).

(71) a M ELRT—RMET.
shu4 shang4 pa2 le0 yil
tree on crawl LE one

A monkey crawled in the tree.

b.# ERRE—RIHET,
shu4 shang4 pa2 zhe0 il
tree on crawl ZHE one

A monkey is crawling in the tree.

zhil  hou2zi0
CL monkey
zhil  hou2zi0
CL monkey

Tai (1984) showed that when taking numeral classifier NPs as objects, the result is not necessarily

reached. For example, the sentence (72.b) is acceptable. However, the test has some flaws because

the Numeral NPs tend to have different meanings in the two different sentences. The reason to

cause this problem is that Numeral NPs in Chinese are ambiguous, i.e. quantity or entity. If the NP

only denotes quantity, it cannot appear in such pattern as shown in (73). In this sense, the sentence

(72.a) is ambiguous that —2t43 yil fengl xin4 ‘a letter’ can be a quantity or an entity. If (72.b) is

acceptable, the object can only be interpreted as an entity.

(72) a. 57 —3Hz.

tal xie3  le0 yil fengl xind
he write LE one CL letter

He wrote a letter.

b. #6857 —3Hz, TRKEFZ,

tal xie3  le0 yil fengl xind
he write LE one CL letter

wanz2
finish

?He wrote a letter, but didn’t finish it.

ke3shi4 mei2  xie3

but not write

The examples in (73) also show that such pattern doesn’t hold when the object is preferred to be

interpreted as a quantity that measures out an event. Finally, the contraries caused by different

kinds of numeral classifier NPs show that the pattern in (72.b) only holds when the object could be

interpreted as an entity.
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(73) a. BT RVIE, TREKFL.
tal hel le0 budshao3 jiu3  ke3shi4
he drink LE a_lot wine but
wan2
finish

?He drank a lot of wine, but didn’t finish them.

b5 T —FAF, TREEF R,

tal xie3  1e0 yilgianl ged zi4

he write  LE one_thousand CL character
mei2  xie3wan2

not write-finish

?He wrote one thousand characters, but didn’t finish them.

When the verb in V+LE+O is an RVC, it can denote instantaneous accomplishment such as (74) or
DS achievement (~~|--) such as (75). The LE could be deleted when the object is a Numeral NP
and V is a RVC. In other words, the numeral-classifier NP ends the action of breaking and thus
implies a perfective aspect. However, it doesn’t apply to RVCs with definite NPs and bare NPs,
e.g. in (76) and (77). The reason is that with definite NPs, the verb constellation V+O tends to
denote habituals which are incompatible with RVCs as shown in (58). With bare NPs, the verb
constellation V+O forms a compound that denotes a habitual, which is also incompatible with

RVCs.

(74) a ALRIF 375 T —/MARTFo

mei2 hel
not drink
ke3shi4

but

tal ganglcai2 da3sui4 le0 yil ge4  beilziO
he just_now hit-break LE one CL cup
He broke a cup just now.
bR 4 4728 — AT
tal ganglcai2 da3sui4 yil ge4  beilzi0
he just_now hit-break one CL cup
He broke a cup just now.
(75) a. fmlt B2 T —#1%,
tal ganglcai2 xie3wan2 le0 yil fengl xin4
he just_now write-finish LE one CL letter

?He finished writing a letter just now.
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b. teRI+ B = —31z .

tal ganglcai2 xie3wan2 yil fengl xind
he just_now write-finish one CL letter
?He finished writing a letter just now.
(76) a. feR| A 4TH T (AT
tal ganglcai2 da3sui4 le0 na4  ge4 beilzi0
he just_now hit-break LE that CL cup
He broke a/(that) cup just now.
b. 24 R 7 4T 25 (AR T o
tal ganglcai2 da3sui4 na4  ge4 beilzi0
he just_now hit-break that CL cup
He broke a/(that) cup just now.
(77) a. feRIF FZ T (AR3)E.
tal ganglcai2 xie3wan2 le0 na4  fengl xin4
he just_now write-finish LE that CL letter
?He finished writing a/(that) letter just now.
b. 2R+ 5 % (AR 3) 15
tal ganglcai2 xie3wan2 na4  fengl xin4
he just_now write-finish that CL letter

?He finished writing a/(that) letter just now.

The pattern ‘“V+ZHE+O’ denotes static state, e.g. (65.b) or dynamic states, e.g. (70.b) and (71.b),

depending on the verb constellation. When denoting instant dynamic state with V+ZHE+O except

for the existential constructions, e.g. (70.b) and (71.b), 4 zai4 ‘ZAT’ is usually needed, e.g. (78).

Achievements especially that denoted by the RVCs are not compatible with this pattern.

(78)

He e 227 30 B B o
tal zai4  anljingd de0 hel zhe0  jiu3
he ZAl  silent DE drink ZHE wine

He is drinking silently.

Ontologically, an event is also an entity. The English perfect aspect and the Chinese i¥ guo4

‘GUO’ with the pattern ‘V+GUO+O’ can describe such kind of state, which is an experience of

the subject, e.g. (79) and (80). GUO performs as an existential quantifier ‘d” and the existing

instance doesn’t have to be any particular instance.
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(79) a. Hkiddbw,
tal qud  guod beidjingl
he go GUO Beijing
He has been to Beijing.

b. #e A& T AR €%,
tal kan4 guo4 nad bud4  diandying3
he watch GUO that CL movie
He has watched that movie.

(80) a. HeAhitim,
tal choul guo4 vyanl
he smoke GUO cigarette
He has smoked before.

b. it 4.
tal jiaol guo4 shul
he teach GUO book
He has taught before.

Some studies suggest that GUO should be discriminated into experiential GUO and perfective
GUO. For example, GUO in (79) and (80) is experiential, while GUO in (81.a) should be

perfective because it could be substituted with LE with almost the same meaning, as (81.b).

(81) a. #mg brzitir, ERET.
tal wan3shang4 chil guo4 fan4  shangdked qud  le0
he evening eat GUO meal go for_class go LE

He went for the class after his meal in the evening.

b. #iz Ere THR, EBRET.
tal wan3shang4d  chil  [e0 fan4  shangdke4 qud  le0
he evening eat LE meal go_for_class go LE

He went for the class after his meal in the evening.

However, the discrimination of two different GUOs is actually problematic. For example, GUO
and LE can actually both appear in the same sentence, e.g. (82). If GUO in (82) is a perfective

marker, it is difficult to explain why two perfective markers are needed.
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(82) i TR, ERET.
tal chil  guo4 le0 fan4  shangdke4 qud  le0
he eat GUO LE meal go for class go LE
He went for the class after his meal.

The confusion partly comes from the fact that *24R chilfan4 ‘eat meal’ is ambiguous in that it
could be telic (denoting accomplishment) or atelic (denoting activity). The telicity comes from the
expectation of the three meals each day at different time slots. Within a specific time slot when a
meal is expected, e.g. 5pm, the experiential action will be limited within this time slot. For

example, it will be strange to utter the sentences (83.d) within the context given by (83.a).

(83) a. fRrLid iR T 5 ?
ni3 chil guo4 fand 1e0 ma0
you  eat GUO meal LE SFP

Have you eaten?

b.Pe T o
chil le0
eat LE
Yes.

c.At ABF "L A ?
shen2me0 shi2jianl chil  de0
what time eat DE
When?

d.?7E X
zuo2tianl
yesterday
?Yesterday.

If we change a different event type, the case will be different. For example, GUO in the question
(83.a) could not be substituted with LE as (84.a) as they have different meanings. The question
(84.a) is ambiguous that the experience could refer to either the subject’s life time or the time

frame of the conversation. So, both (84.b) and (84.c) are valid answers of (84.a).
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(83) a. RAT AT IA?
ni3 shi4  bu4  shi4  choul Ile0 yanl
you be not be smoke LE cigarette

Did you smoke?

b. &, 7T —.
shi4de0 choul Ile0 yil zhil
yes smoke LE one CL
Yes, | smoked one cigrette.

C.2A&M, FiErihid,
shi4de0 nianlgingl shi2  choul guo4
yes young when smoke GUO
Yes, | smoked when | was young.

(84) a. RAT A LIA?
ni3 shi4  bu4  shi4 choul guo4 vyanl
you be not be smoke GUO cigarette

?Have you ever smoked?

b. &, #7T —X,
shi4de0 choul Ile0 yil zhil
yes smoke LE one CL

Yes, | smoked one cigrette.

C. W, FEEMiT,
shi4de0 nianlqingl shi2  choul guo4
yes young when smoke GUO

Yes, | smoked when | was young.

Time slot within which the GUO proposition is evaluated is important to give the right

interpretation. In some contexts, the time slot must be explicitly mentioned, e.g. (85).

(85) a. it ¥ Bt EHT T, 125 R3EETT,

tal shi2sui4 shi2  jiu4 qud guod bei3jingl leO
he ten_years_old when then go GUO Beijing LE
dan4d  hou4lai2 jiu4  mei2 qud guod le0

but after_that then  not go GUO LE

He has been to Beijing since he was ten. But he has not been there since then.
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b. ek FHLEH, SFRATELR,
tal gu4nian2 kan4 guo4 diandying3 jinlnian2 mei2
he last_year watch GUO movie this_year not
kan4 guo4 diandying3
watch GUO movie
He watched a movie last year. But he has not watched any this year.

Based on the time slot theory, we can predict that LE could be substituted with GUO only when
the instance has a clear reference in the time slot given either explicitly or by context. Thus, a

better way is then to keep the experiential meaning of GUO and maintain only one GUO.

3.5.4.4. V+(ZHE/LE/GUO)+O+LE

The first LE in “V+LE+O+LE’ is called verbal LE, which is usually treated as a perfective, while
the second LE is called sentential LE, which is a sentence final particle that implies the coming
about of a new state. As we know that the ‘V+LE+Q’ pattern, with verbs such as *% hel ‘drink’,
E xie3 ‘write’ etc. and a numeral NP as the object, usually denote an accomplishment. However,
the accomplishment is not reference time relevant. So, an explicit time adverbial is usually needed
to complete the sentence. | suggest that the “V+LE+O+LE’ pattern describes the same event type
as ‘V+LE+O’ except that the final state is reference time relevant, e.g. (86), (87) and (88). Similar
as ‘V+LE+Q’, the verbal LE could be deleted when the verb is a RVC, e.g. (87) and (88).

(86) a. "y TIET.,
tal hel le0 jiud  1e0
he drink LE wine LE

He drank some wine.

b.terE T —HA T o
tal hel le0 yil ping2 jiu3  le0
he drink LE one  bottle wine LE
He has drank a bottle of wine.

CALE TANIB T o
tal hel leO na4 ping2 jiu3  le0
he drink LE that  bottle wine LE

He drank that bottle of wine.
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(87) a AdTA(T)MT T
tal da3sui4 beilzi0 le0
he hit-break cup LE
He has broken some cup.

b AL ATA(T)— BT T .
tal da3sui4 yil ge4 beilzi0 le0
he hit-break one CL cup LE
He has broken one cup.

CALATA(T)AMBEART T
tal da3sui4 le0 na4  ge4 beilzi0 le0
he hit-break LE that CL cup LE
He has broken that cup.

(88) atBZ(T)RET,
tal xie3wan2 le0 xind  1e0
he write-finish LE letter LE
He has finished the letter.

bAE Z(T)—315 7
tal xie3wan2 le0 yil fengl xind
he write-finish LE one CL letter

He has finished a letter.

CHEZ(T)RHAZT o
tal xie3wan2 le0 na4  fengl xin4d le0
he write-finish LE that CL letter LE
He has finished that letter.

—

Bare NPs with verbs such as *§ hel ‘drink’, 5 xie3 ‘write’ etc. (activity verb) is usually not
acceptable by the pattern ‘“V+LE+O’, e.g. in (89). The reason is that such sentences lack of tense

(Gu, 2007). They must rely on other reference in order to get their tense information, e.g. in (90).

(89) a. e85 T iH,
tal hel leO jiu3
he drink LE wine

He drank some wine.
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b2t 5 T 1%,
tal xie3  1e0 xin4
he write  LE letter

He wrote some letter.

(90) a. fer® 7T iH, XiEE A,
tal hel le0 jiu3
he drink LE wine

He drank some wine.

bAETAE, RedhET.
tal xie3  le0 xind  ran2hou4 chulqu4 le0
he write  LE letter then go_out LE
He wrote some letter and then went out.

| agree with the analysis. In addition, the reference time for the ‘“V+LE+O+LE’ pattern in (86), (87)
and (88) is by default the speech time. In this way, the sentence is tensed. The question is then why
the pattern ‘“V+LE+O’ cannot be tensed by speech time. I suggest that the reference time of
‘V+LE+O’ is the culmination time. It is rarely the case that the speech time is the same as the
culmination time. On the other hand, the reference time of ‘“V+LE+O+LE’ is a variable which is
after the culmination time. The difference of the reference times of the patterns ‘V+LE+O’ and
‘V+LE+O+LE’ could be shown in Figure 8.

Figure 8: The reference times of the patterns ‘V+LE+O’ and ‘V+LE+O+LE’.

The reference time of ‘V+LE+O+LE’ could be explicitly specified through a time point adverbial,
e.g. in (91). In such cases, &% yi3jingl ‘already’ is usually needed. The reason is that &%
yi3jingl ‘already’ usually implies a presupposed expectation. Without £ £ yi3jingl ‘already’, the
sentence will give a resultative reading, which will be odd in the context, e.g. why *5 T /& 7 hel
le0 jiu3 le0 ‘has drank” and 5 743 7 xie3 le0 xin4 le0 ‘has written a letter’ as in (91) would

matter or be interesting to the hearer.
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(91) a & MEfeB, REZBTIET.,

wo3  jian4dao4 tal shi2 tal yi3jingl hel le0
I see he when he already drink LE
jiu3  le0
wine LE

?He had already drank some wine, when | saw him.

b AR KA EE, LE2FTRET,

ni3 lai2 de0 shi2hou4 tal yi3jingl xie3  le0
you come DE when he already write  LE
xin4  1e0
letter LE

?He has written the letter when you came.

When the verb is stative, the pattern ‘“V+LE+O+LE’ usually denotes an inchoative ‘|---‘. The
reference time is after the start of the static state, as shown in Figure 9. In English, it is realized
with perfect aspect, e.g. (92).

Figure 9: Perfect static state.

(92) atmTANERT .
tal bingd 1e0 liang3 ge4  xinglqgil le0
he ill LE two CL week LE
He has been ill for two weeks.

bt ExK NI =FT,
tal xi3huanl xiao3hong2  sanl nian2 le0
he like Xiaochong three year LE

He has liked Xiaohong for three years.

CRAELTHET=ZFT,
tal zai4  beidjingl dail le0 sanl nian2 le0
he PREP Beijing stay LE three year LE

He has been in Beijing for three years.
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The pattern ‘V+ZHE+O+LE’, ‘ZAI+V+O+LE’ or ‘ZAI+V+ZHE+O+LE’ usually denotes
inceptive (|~~~), a dynamic state that has hold for some time since the start, as shown in Figure 10.

In English, it is related to the perfective progressive aspect, e.g. (93).

Figure 10: Perfective progressive.

(93) KB/ @R, MO BBEET.,

wo3 dao4 de0  shi2houd tal yi3jingl hel zhe0
I arrive DE time he already drink ZHE
jiu3  1e0
wine LE

?He has been drinking when | arrived.

As we can see, the pattern ‘“V+GUO+O’ usually denotes an experiential state, ‘V+GUO+O+LE’
then denotes an inchoative ‘|---*, e.g. (94) and (95).

(94) a. fE£TIT T,
tal qud  guod beidjingl le0
he go GUO Beijing LE

He has already been to Beijing.

b. e A T AR 27
tal kan4 guo4 na4 bud  diandying3 le0
he watch GUO that CL movie LE

He has already watched that movie.

(95) a. HeAhiTIRT .
tal choul guo4 vyanl le0
he smoke GUO cigarette LE

He has already smoked.

b. it 7,
tal jiaol guo4 shul le0
he teach GUO book LE
He has already taught.
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3.5.5. BA construction
42 ba3 ‘BA’ construction is complicated in Chinese considering its selectional restriction on verbs

and objects. The selectional restriction of BA construction is not the focus of the thesis. What is
concerned here is what types of situations and events it denotes with different verb constellations.

What is not noticed in previous studies is that BA construction in imperative use and narrative use
has quite different selectional restrictions, as shown in (96) and (97). (96.h) and (96.i) are not
acceptable because of the non-volitional property of the events, which is required by directive
speech act or imperative sentence. For discussion, these two cases are excluded since they are note
related to aspectual properties.

(96)a. ?detdT T !
ba3  tal da3 le0
BA him  beat LE
Beat him!

b.2tet 2 T !
ba3  tal ma4d  le0
BA him  scold LE
Scold him!

c.letreL 7!
ba3 fan4 chil le0
BA meal eat LE

Eat the meal!
dietz 7!

ba3 tal shal le0
BA him kill LE
Kill him!

f.le ¥R,
ba3 ping2guo3 chil  wan2
BA apple eat finish
Finish the apple.
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g R ET # o
ba3  vyilfu2 Xi3 ganljing4
BA clothes wash clean

Wash the clothes to make them clean.

h.24e e A8 T o
ba3  fan4ren2 pao3 le0
BA prisoner escape LE

?Make the prisoner have escaped.

L2 HT .

ba3  shul diao4 Ie0
BA book lose LE
?Make the book be lost.

(97)a. fefeik =477,
tal ba3 zhanglsanl da3 le0
he BA Zhangsan beat LE
He beat Zhangsan.

bALleK=5T,
tal ba3 zhanglsanl ma4  le0
he BA Zhangsan scold LE

He scolded Zhangsan.

CAHIIBPLT o
tal ba3 fand chil le0
he BA meal eat LE

He ate the meal.

dAEKR=FT.
tal ba3 zhanglsanl  shal le0
he BA Zhangsan kill LE
He killed Zhangsan.

What is important is why verbs, such as 47 da3 ‘beat’ and % ma4 ‘scold’, cannot appear in
imperative sentences. If we compare the two group of sentences in (96) and (97), we can find that
imperative BA construction requires situation types that involve change of state, e.g. achievement

or accomplishment.
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Beavers (2008) defined four levels of affectedness: quantized, non-quantized, potential and
unspecified. The ‘potential’ is described as equivalent to the pattern “What happens to X is Y. It
seems that potential is the right categories of the affectedness in (97.a) and (97.b). This comes to
the fact that ‘having been beaten/scolded’ could be an experiential state of the patient. According
to laws or morals and ethics, nobody could beat or scold anyone else. BA construction thus
requires such anti-expectation in order to be accepted. Such affectedness as in (97.a) and (97.b),
however, does not necessarily cause any change of state of the objects.

Sentences in (97.¢) and (97.d) are different from (97.a) and (97.b) in that, the objects are not in the
potential category, but belong to quantized category, which involves changes of states. Additional
evidence to show the difference is that the interpretation of potential or quantized can sometimes
raise ambiguities, e.g. in (98). The sentence (98.a) can be interpreted similar as (96.c) and (96.d),
meaning that the book should not be read by default. Alternatively, it can be interpreted that the
book is supposed to read through, and the agent finally finished the task.

(98) atieHET.
tal ba3  shul kand4 Ie0
he BA book read LE
He read the book.

bALIERIRET o
tal ba3  vyilfu2 xi3 le0
he BA clothes wash LE

He washed the clothes.

All the observations suggest that, sentences (96.a), (97.b) and possibly (98) express |~~~|, which is
unexpected due to the restriction of BA, while (96.c), (96.d) and possibly (98) express |[~~~|--. BA

construction can also express static states, e.g. in (99) and dynamic states, e.g. in (100).

(99) a. fede 4L B A
tal ba3  xiao3hong2 dangl peng2you3
he BA Xiaochong regard_as friend

He regards Xiaohong as his friend.

b. fede KR EZ F o
tal ba3  xiao3hong2  shenlshenl de0 ai4 zhe0
he BA Xiaohong deeply DE love ZHE

He is in deep love with Xiaohong.
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(100) a. & 5 #r E £ de | 4k ey B B 4758,
gaol fang2jiad zheng4zai4 ba3 lao3bai3xing4 de0
high  housing_price ZAl BA people DE
zhonglguo2meng4 da3sui4
China_Dream hit-break
The high housing price is breaking the China dream of the people.

b. At E 2 2R A% 1P
tal zheng4zai4 ba3  fan4  mand4man4d chil diao4
he ZAl BA meal slowly eat out

He is eating the meal slowly.

C. i W IE /2 B R ARAE A R o
weilfengl zheng4zai4 ba3  yilfu2 man4man4 chuil ganl
breeze_wind  ZAl BA  clothes slowly blow dry
The wind is blowing the clothes dry slowly.

d. K fBE £ JE K5 A K o
taidyang?2 zheng4zai4 ba3 shui3fend zhenglfal
sun ZAl BA moisture evaporate

The sun is evaporating the moisture.

e. K KIEAJE KB,
da4huo3 zheng4zai4 ba3 dadlou2tunishi4
big_fire ZAl BA building devour
The big fire is devouring the building.

3.5.6. BEI construction
Similar as BA construction, #{ bei4 ‘BEI’ construction can denote static states ‘---’, €.g. (101.a),

and dynamic states ‘~~~’, e.g. (101.b).

(101) a. o — A AKX K B PEITHE o
tal yilzhi2 bei4  fudmu3 dian4ji4 zheO
he all_the_time BEI  parents concern ZHE

He was concerned by his parents all the time.
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b.te E A EITE
tal zheng4zai4 bei4  lao3shil ma4
he ZAl BEI  teacher scold
He is being scolded by his teacher.

Different from BA construction, BEI construction cannot appear in imperative sentences because
the subject doesn’t take the agent role. The pragmatic issue about BEI construction will not be
discussed here. But since the BEI construction is the counterpart of BA construction, it is

reasonable to treat the sentences in (102) as |~~~|.

(102) a. HAX K =T T »
tal bei4  zhanglsanl da3 le0
he BEI  Zhangsan beat LE

He was beaten by Zhangsan.

b. 3 R T o
ping2guo3 bei4  tal yao3 le0
apple BEI he bite LE

The apple was bitten by him.

The sentences in (103) denote accomplishments |[~~~|---.

(103) a. LA TR =T o
tal bei4  zhanglsanl  shal le0
he BEI  Zhangsan kill LE
He was killed by Zhangsan.

b. 3 RAKALLT o
ping2guo3 bei4 tal chil le0
apple BEI he eat LE

The apple was eaten by him.

Interestingly, as the counterpart of BA construction in (98), the sentences in (104) only give

reading of potential affectedness. Whether the book is finished or not is not encoded.

(104) a. BHIE T o
shul bei4 tal kand  e0
book BEI he read LE
The book is read by him.

94



b. RIRAALIET o
yilfu2 bei4  tal Xi3 le0
clothes BEI  he wash LE
The clothes are washed by him.

The contrary of (103) and (104) shows that verbs »Z chil ‘eat’ and 4 shal ‘kill act’ are different
from %& kan4 ‘look’ and 7t xi3 ‘wash’ which have been all treated as activity verbs previously.
The former does encode an implicit intention. The realization of such intentions in BEI
constructions provides the telicity/logical boundary of the event. The verbs vz chil and # shal
are ambiguous in denoting an action with or without telicity. For example, situations denoted by
"¢ 4% chil shou3zhi3 eat-finger ‘lick finger’, ¢ 2@ & #% chil kou3xiangltang2 eat-gum ‘chew
gum’, take the most important part of the telic *z, e.g. swallow and digestion, away from its
meaning and only keep the chewing part. Similarly, 7 shal can keep only the action part,
typically in Taiwan, e.g. 4 7 4## 7] shal le0 tal liang3 daol kill him two knives ‘stab twice
with knife’ etc. This shows that, for such verbs as "z chil and # shal in Chinese, the object and

background knowledge may play an important role in determining the event type of a sentence.

3.6. Summary

In this chapter, | first discussed different ontological situation types and represented them with two
pimitives. Based on the two primitives, the six theorectically existing ontological situation types
with subcategories are proposed. Then, the concept of ontological linguistic event is proposed,
which is the combination of ontological situation types and viewpoint aspect. Eighteen linguistic
event types are also proposed. Linguistic events are also ontological in the sense that they are
specific for communication and ready to be realized in any language in the world. Thus, the

linguistic events encode the whole aspectual meaning of a sentence.

To be specific, | discussed some special constructions of Chinese including RVCs, SVC, BA, BEI
and the V+(ZHE/LE/GUOQO)+O+LE pattern, and gave analysis what linguistic event types they
usually denote. | also showed that the same verb constellation can be used to denote different
linguistic events in different context. In future, the classification verb or verb constellations
without context could be performed based on the distribution of which linguistic event types they

can possibly denote. The study described in this chapter could then serve as a preparing stage.
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Chapter 4

Semantics of Aspectual Markers and Negators in Chinese

This chapter will discuss the semantics of Chinese aspectual markers, # zhe0 ‘ZHE’, T le0 ‘LE’,
it guo4 ‘GUO’, /£ zai4 ‘ZAD’ and the negators, 1~ bud and %A mei2you3. Previous studies
didn’t pay enough attention to the systematic relation between the aspectual markers, negators and
different event types. This led to the failure of understanding the semantics of them. | will show

that they are actually the main devices with which different event types are expressed.

4.1. Introduction

Previous studies discussed the Chinese aspectual markers: & zhe0 ‘ZHE’, T le0 ‘LE’, i{ guo4
‘GUO’, £ zai4 ‘ZAD from the perspectives of both tense and aspect. For example, Li (1990)
mixed tense with viewpoint aspect. His notions of ‘past in past’ and ‘past in future’ etc., should
actually be ‘past perfect’ and ‘future perfect’. It is clear that tense is orthogonal to aspect and could
be discussed independently (Kearns, 2007). The problem for Chinese is not whether these markers
here are only related to aspect or also related to tense. Some researchers think these words are pure
aspectual markers (Wang, 1982; Gao, 1986), although they sometimes contribute the tense
meaning of a sentence, e.g. (Lin, 2002; Lin, 2005). Some other researchers still think that these
words are combined makers of tense and aspect (Li, 2002). | agree with Wang (1982) and Gao
(1986) that they are aspectual markers.

Previous studies on Chinese aspectual markers only focus on ZHE, LE and GUO themselves. They
lack of observation on the semantic categories of the predicates denoted by verb constellations
(Smith, 1991) that co-occur with the aspectual markers. Jin (2002) tested the combination of
different types of verbs with LE. However, the problem is then that verb classes are only discussed
with features. The discussion doesn’t reach the level of situation type. I will then propose that all
the different interpretations of the semantics of the aspectual markers come from the cases when
the predicates correspond to different event types. The aspectual markers are then treated as
operators upon ontological situations forming a final linguistic event by incorporating a viewpoint

aspect.

97



4.2. Aspectual Operators

Suppose that S denotes an ontological situation type of static state, dynamic state, accomplishment,

or achievement. An aspectual operator could be defined as a predicate that can predicate on a

complex situation in order to refer to a certain subpart of it (viewpoint aspect). For example, Start()

is such a predicate that can take a dynamic state, e.g. running, to refer to its start which is then a

simple change of state from static to dynamic (~~|--). Linguistically, this seems to be a way to

refer to different stages, i.e. viewpoint aspect, rather than give totally different terms for different

stages of the same ontological event type.

If S denotes static state (|---|), Start(S) = (|--), Prog(S) = (---), End(S) = (--|), Holistic(S) =
(I----

If S denotes dynamic state (|~~~[), Start(S) = (|~~), Prog(S) = (~~~), End(S) = (~~|),
Holistic(S) = (|~~~|).

If S denotes accomplishment (|~~~|==), Start(S) = (|~~), Prog(S) = (~~~), End(S) = (~~|),
Holistic(S) = (|~~~|==), Delimit(S) = (|~~~|), Culminate(S) = (~~|==).

If S denotes semelfactive (|~|), Holistic(S) = (|~|), Start(S) |=> (|~~), Prog(S) |=> (~~~),
End(S) |=> (~~|).

If S denotes instantaneous accomplishment (|~|==), Holistic(S) = (|~|==), Start(S) |=> (|~~),
Prog(S) [=> (~~~), End(S) |=> (~~), Culminate(S) |=> (~~|==).

In sum, we have five different viewpoint predicates: Start(), Prog(), End(), Holistic(), Delimit(),

Culminate(). However, it is usually not the case that a different word will be used for the different

viewpoint of the same situation. On the other hand, the light verb 7 4% kailshi3 ‘start’, &

jie2shu4 ‘terminate’, etc., which serve as operators, could be used to shift the viewpoint to the start

or the end. For example, if W, denotes a dynamic state, W,’=(FF 45 W,) then denotes an

achievement of |[~~~. Table 1 shows some syntactic realization of different viewpoint aspects in

Chinese.

Operators Syntactic Realization in Chinese

Start() 45 VO,VO 7
Prog() £ VO, £ VO, VO %
End() Z2EVO T

Delimit() VO T [Time Period]

Holistic() VO,VOT,VTOVTOT

Culminate() | VZT7 O,VZOT,VOZT

Table 1: Viewpoint aspect operators and their syntactic realizations in Chinese.
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All the six predicates are subtypes of situation S. | then suggest that aspectual markers ZHE, LE
and GUO are of type <S, t> that take a situation s of S, and output a proposition which is of type t.

For example, LE(S) tends to say that the situation s is realized at a certain time t.

43. T LE

There are a tremendous amount of literatures discussing the semantics and syntactic properties of
the perfective marker LE. The consensus is that there are two different LEs in Chinese, namely
verbal LE (usually called LE1) and sentential LE (usually called LE2). The verbal LE marks the
completeness of an action. Sentential LE marks the coming about of a new state. Recently studies,
e.g. (Lin, 2000&2003; Wu, 2005&2010), have considered the different situation types when
discussing LE. The discussion here will also be focused on the function of LE cooperating with
different situation types. | will show that the two different LEs are due to its occurrence with telic

or atelic situations. The LE itself actually functions the same way in semantics.

4.3.1. LE with static state

Firstly, let’s discuss when LE takes static states. Logically, when it is stated that a state becomes
true, it actually implies a change. For example, the sentence in (1.a) describes that the subject
changes from not old to old. The sentence (1.b) describes a change before which the subject
doesn’t believe in Buddhism. The sentence (1.c) describes a change after that the subject doesn’t

smoke any more.

(1) a BT,
tal bing4d 1e0
he ill LE
He has beenill.

b. HAZ M T o
tal xin4 fo2 le0
he believe_in Buddhism LE

He believes in Buddhism now.

C. MM T .
tal bu4  choulyanl le0
he not smoke LE

He doesn’t smoke any more.

When taking an object of a time period, LE will then mark the finish of static state. The time

period then measures the time duration of the state, e.g. (2).
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(2 a tm7T—AZH.
tal bingd 1e0 yil ge4  xinglgil
he ill LE one CL week

He was ill for one week.

When LE follows the object of a time period, LE marks the finish of the time period, but not
necessarily the static state. So, the sentences in (3) mainly express that the static state as predicated
still holds after the time period. From a different perspective, the situation as predicated by the VO,

e.g. 13 ¥+ xin4 fo2 shi2 nian2 “believe in Buddhism for ten years”, has been finished.

() a HAZHTFT,
tal xin4 fo2 shi2  nian2 le0
he believe_in Buddhism ten year LE

He has believed in Buddhism for ten years.

b. e R AR AT o
tal bu4  choulyanl liang3 nian2 1e0
he not smoke two year LE

He has stopped smoking for two years.

4.3.2. LE with dynamic state

When taking a dynamic state, e.g. s, LE(S) will be ambiguous that whether it denotes the start of
the state (]~~) or the whole dynamic state (|~~~|), e.g. (4.2). When there is a time adverbial, the
ambiguity could possibly be eliminated, e.g. (4.b) for (j~~) and (4.c) for (|~~~]).

4) a ®ET,
tal xiao4 1e0
he smile LE

He smiled.

b. AT XK T,
tal zhonglyu2 xiao4 1e0
he finally smile LE
He finally smiled.

100



c. feRIF £ T,
tal ganglcai2 xiao4 le0
he just_now smile LE

He smiled just now.

Based on this fact, some researchers have argued that LE sometimes denotes start rather than
finish. The problem is that the event is discussed in ontological level and the viewpoint aspect has
been ignored. With the viewpoint aspect, the start of a state is an intrinsically an achievement.
Verbs that denote dynamic state can possibly shift their meaning to refer to the start. The function
of LE doesn’t change, and it is still a perfective marker. In English, such shifting also occurs when

the verb taking the adverb ‘suddenly’ e.g. ‘he suddenly ran’.

LE usually marks the finish of the dynamic state predicated by the verb, e.g. (5.a). Previous studies
argued that LE doesn’t necessarily mark the finish, as (5.b). | agree with this argument that the
finish meaning is cancelled by the second subsentence. However, since we are classifying

sentences in context, the sentence (5.a) still entails the finish of the book.

(5) a HEXAHEFT 5,
tal zhe4 ben3 shul xie3 le0 yil nian2
he this CL book write LE one  year

He wrote this book in one year.

b X AHEFT —H, LRXEF L,
tal zhe4 ben3 shul xie3 le0 yil nian2
he this CL book write LE one  year

He wrote this book in one year.

Existential sentences can also denote an inchoative. For example, the final state expressed by the
sentence (5.a) is the subject’s lying on the bed; the final state expressed by (5.b) is the subject’s
raising a fish. Similarly, the sentence in (7) denotes the start of a dynamic state.

(6) a ALHHT—MEA
chuang? shang4 tang3 1e0 yil ged  ren2
bed on lie LE one CL person

A person lied on the bed.
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b. T —% %,
tal yang3 le0 yil tiao2  yu2
he raise LE one CL fish
He raised a fish.

(7 F2IRT —IHAITE,
tal shou3d i3 tuil  le0 yil liang4 zidxing2chel
he hand in push LE one CL bicycle
He wheeled a bicycle in his hand.

Not all verbs can appear in existential sentences, e.g. (8). This shows that the verbs in (8) are
different from the verbs in (6) and (7). The events described by (6) and (7) all involve a preparing
stage. For example, before the state of lying on the bed, the subject has to make an action of lying;
before raising a fish, it also nees some preparing actions. LE thus marks the finish of the preparing
stage. However, for the events in (8), there is no obvious preparing action before the focused

gvents.

(8) a M FELT —AFER,
tal zui3 i3 chil le0 yil ge4 ping2guo3
he mouth in eat LE one CL apple
?He ate an apple in his mouth.

b. MeIRIEE T — A+
tal yan3jingl kand 1e0 yil ben3 shul
he eye look LE one CL book
?His eyes looked at a book.

b. 246 £ B T — AN
tal zuo3 jiao3 til le0 yil ged giu2
he left foot kick LE one CL ball
?He kicked a ball with his left foot.

4.3.3. LE with accomplishment

The sentences in (9) denote accomplishments. LE in these sentences marks the finish of the
dynamic state, i.e. running, building, and the coming about of the final state, i.e. the distance being
1000 meters, and the existence of a house. The sentence (10) denotes an instantaneous

accomplishment.
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(9) a. #3277 1000 k.
tal pao3 le0 1000 mi3
he run LE 1000  meter
He ran 1000 meters.

b Z2T—E%T.
tal gai4 le0 yil zuo4  fang2zi0
he build LE one CL house
He built a house.

(10) A3 T =T
tal giaolsui4 le0 yil ge4 beilzi0
he knock-break  LE one CL cup
He broke a cup by knocking it.

For V+LE+O+LE, the first LE operates on the dynamic state predicated by V to indicate its
completion. The second LE then operates on the final state and indicates its realization. The
situation type expressed by the verb constellation sometimes depends on the interpretations in
different context. The type of object can affect the interpretation. For example, in (11.a), the
sentence LE indicates that the state that subject has some wine in him has become true. In (9.b),
the most possible interpretation is that he has finished one bottle of wine. However, in a different
context, e.g. tasting of different bottles of wines is expected, then (11.b) may have the
interpretation that he has already tasted one bottle. For (11.c), it also has two different
interpretations that the definite bottle of wine could be either finished or not depending on context.
However, the functions of verbal LE and sentence LE don’t change that the former indicates the
completion of the dynamic state and the latter indicates the realization of the final state, although

with different interpretations.

(11) a. "5 T AT,
tal hel le0 jiud  1e0
he drink LE wine LE

He drank some wine.

b. 87 —#B T .
tal hel le0 yil ping2 jiu3  1e0
he drink LE one bottle wine LE

He has drank a bottle of wine.
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C. R TAHIET o
tal hel le0 na4 ping2 jiu3 le0
he drink LE that  bottle wine LE
He has drank that bottle of wine.

One consequence is that, for verb constellation VO that usually denotes past dynamic static state

with V+O+LE pattern, e.g. (12), when taking another verbal LE, it can coerce it to be an

accomplishment, e.g. (11.a).

(12) HteRIABBT,
tal ganglcai2 hel  jiu3 le0
he just_now drink wine LE

He drank some wine just now.

4.3.4. LE with achievement

LE can also mark the perfect of achievements, which implies the end of one state and the start of

another state, as shown in Figure 4.1. In (13.a), the first LE indicates the realization of the

achievement. The second LE indicates the coming about of the state. The first LE in (13.a) could

be deleted, as shown in (31.b). Without LE, the preparing stage, i.e. become to believe, is not

expressed.

Figure 4.1. The event structure of achievements.

(13) a. K=K TIHRT .
zhanglsanl zui4hou4 xin4 le0 yelsul
ZhangSan finally believe LE Jesus

b. K=RERFIHKRT .
zhanglsanl zui4hou4 xin4 yelsul

ZhangSan finally believe Jesus

le0
LE

le0
LE

Achievements can also be expressed by a compound, e.g. 745 kailshi3 ‘start’ + VO, 4.k

ting2zhi3 ‘stop’ + VO etc. LE can co-occur with the compound to express the perfect of an

achievement, e.g. (14).
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(14) a. T E— 5T T,
tal kailshi3 gai4 vyil zuo4  fang2zi0 le0
he start built one CL house LE
He started building a house.

b. e R A ZAREST T o
tal budzai4 gai4 nad4  zuo4 fang2zi0 le0
he no_longer built that CL house LE
He stopped building that house.

In summary, the function of LE is to mark the finish of an event. Here, finish can be interpreted
differently with different situation types. The following describes the function of LE when taking

verb constellations corresponding to different situation types with different viewpoint aspects.

=  When VO denotes static state, LE usually indicates the coming about of the state.
= When VO denotes dynamic static states with an object of bare NP, e.g. *§/& heljiu3
‘drink wine’, 4% choulyanl ‘smoke cigarette’:

e LE in V+O+LE indicates the coming about of the state or completion of the
dynamic state depending on contexts including other components such as adverbials.

e LE in the pattern V+LE+O usually indicates the completion of an accomplishment
depending on the verb.

e The first LE in the pattern V+LE+O+LE usually indicates the completion of the
dynamic state. The second LE usually indicates the coming about of the final state.
The whole pattern usually denotes an accomplishment.

= When the object O in VO is a numeral NP, e.g. —#%/F yil beil jiu3, = % J& sanl zhil
yanl:

e The pattern V+O+LE is usually not accepted.

e LE in the pattern V+LE+O usually indicates the finish of an accomplishment
depending on the verb.

o The first LE in the pattern V+LE+O+LE usually indicates the finish of the dynamic
state. The second LE usually indicates the coming about of the final state. The
whole pattern usually denotes an accomplishment.

= When the object O in VO is a demonstrative NP, e.g. AR 4778 na4 beil jiu3, AF & JA nas
zhil yanl:

e LE in the pattern V+O+LE indicates the coming about of the dynamic state or
completion of the dynamic state depending on contexts including other components

such as adverbials.
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e LE in the pattern V+LE+O usually indicates the completion of an accomplishment
or achievement depending on the verb.

e The first LE in the pattern V+LE+O+LE usually indicates the finish of the dynamic
state. The second LE usually indicates the coming about of the final state. The

whole pattern usually denotes an accomplishment.

4.3.5. The Two LEs: LE; and LE,

In above discussion, I didn’t discriminate different LEs because semantically they are similar. The
difference is mainly caused by the different situation types it combines with. However,
syntactically, it is usually thought that there are two different LEs in Chinese. As in the pattern
‘V+LE+O+LE’ that is discussed in Chapter 3, the first LE is usually called LE, or verbal LE and
the second is called LE, or sentential LE. The function of LE; is usually to indicate the completion
of an event, while the function of LE, is reference time relevant marker, which is similar as the

English perfect aspect.

Due to this, the LE in the example (15.a) is ambiguous whether it is LE;, LE, or treated as the
combination of LE; and LE,. When there is a time point adverbial as in (15.b), the LE is usually
treated as LEL or the combination of LEL and LE2. It is also interesting that when LE is the
combined one in (15.b), the corresponding English translation must use ‘since’ rather than ‘at’ for

the time point adverbial, which is actually not the directly translation of the sentence.

(15) a. #ere 7,
tal chil vyao4 le0
he eat medicine LE
He has already eaten the medicine.

He ate some medicine.

b. e /L EPLH T .
tal jiu3dian3 chil vyao4 le0
he 9:00 eat medicine LE
He has already eaten the medicine since/*at 9:00.
He ate the medicine of that bottle at nine.

C.HIELTHT.,
tal jiu3dian3 chil le0 yao4 leO
he 9:00 eat LE medicine LE

He has already eaten the medicine since/*at 9:00.
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The ambiguity comes from the bare NP object 25 yao4 ‘medicine’. In other words, it could
combine with the verb Z chil ‘eat’ to form a compound "z 24 chilyao4 ‘eat medicine’. In this
case, the morpheme 25 yao4 ‘medicine’ is non-referential. When there is another LE as in (14.c),
then the object 25 yao4 ‘medicine’ is definite and the second LE must be LE,. In this sense, the

discrimination is mainly syntactically based.

There is one problem when the object is demonstrative NP, e.g. #R#L25 na4 ping2 yao4 ‘that
bottle of medicine’ as in (16). In this case, the LE in (16.a) can only be LE, due to the syntactic
theory, i.e. the reference time relevant meaning. However, the two different readings similar as

that of (15.a) still exist. Similar contrary also holds for (16.b) regarding to (15.b).

(16) a. HPLARE T o
tal chil na4 ping2 yao4 le0
he eat that CL medicine LE
He has already eaten the medicine of that bottle.
He ate the medicine of that bottle.

b. H L EPLARAREG T o
tal jiu3dian3 chil na4 ping2 yao4 le0
he 9:00 eat that CL medicine LE
He has already eaten the medicine of that bottle since/*at 9:00.
He ate the medicine of that bottle at nine.

c. fIL &L TARREG T o
tal jiuddian3 chil le0 na4  ping2 yao4 le0
he 9:00 eat LE that CL medicine LE
He has already eaten the medicine of that bottle since/*at 9:00.

4.3.6. LE is not a tense marker

It is suggested that sentence LE is not a tense marker (Li and Thompson, 1981; Lin, 2002&2006;
Wu, 2009). Some studies, e.g. (Li, 1990), suggested that (17.b) is past in past. However, tense
actually only refers to the position of reference time relevant to the speech time. If the reference
time is before the speech time, it is then past tense; if the reference time is after the speech time, it
is then future tense. The present perfect is confusing due to the fact that the speech time is also the
reference time which then implies that the event that has finished is before the speech time,
meaning that the event is in past. However, this doesn’t mean that LE mark the past. Evidence is

that LE can also appear in present, e.g. (17.a). It can also appear in a sentence with future tense,
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e.g. (17.c). In addition, LE doesn’t have to appear in past tense, e.g. (17.d). See (Lin, 2002, 2005)

for more details on how the tense information could be specified with aspect and other factors.

(17) a. 2T RF KT o
tal yi3jingl wan2cheng2  kao3shi4 le0
he already finish exam LE

He has already finished the exam.

b. R NEFIEA L 2T ARF KT o

na4 ge4  shi2hou0 tal yi3jingl wan2cheng?2
that CL time he already finish
kao3shi4 le0

exam LE

He has already finished the exam at that time.

C.Hl RIENIHEMR 2T RE KT o

ming2tianl zhed ged  shi2houO tal yi3jingl
tomorrow this CL time he already
wan2cheng2  kao3shi4 le0

finish exam LE

He will have already finished the exam at this time tomorrow.

d. ARASBHE A A 59K
na4 ge4  shi2hou0 tal zai4  kao3shi4
that CL time he ZAl  exam

He was taking an exam at that time.

4.3.7. Non-Aspectual LE

There are some non-aspectual LEs that should be differentiated from aspectual LE. For example,
LE in the sentences in (18) doesn’t express meaning components related to aspect. Evidence is that
LE in this sentence could be deleted or replaced by %= lal without changing the meaning. Non

aspectual LEs are not discussed in the thesis.

(18) a. IHRRKT, L&KL—14,
zhed jiand yilfu2 chang2 le0 gei3  wo3 huan4d vyil jian4
this CL clothes long LE give | change one CL

This piece of clothes is too long. Please change another one.
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b. KiEwT, L4,
tai4  piaodliangd  ye3 bu4  hao3
too beautiful also  not good

It is not good to be too beautiful.

4.4. % zhe0 ‘ZHE’, /£ zai4 ‘ZAD’ and iE /& zheng4zai4 ‘ZAT’

% zhe0 ‘ZHE’ in Chinese is an aspectual marker that is usually used after verbs to express a static
or dynamic state. The test of its combination with iE # zheng4zai4 ‘ZAI’ could discriminate
whether the state is static or dynamic. The verbs that are incompatible with :E £ are static, e.g. (19)

and (20). The verbs that are compatible with iE £ are dynamic, e.g. (21) and (22).

(19) a. BB RER, FLFELKETHES,
jiaolxiao3 de0  guidbinlgou3 shenlshang4 chuanl zhe0 hong?2

small DE poodle body wear ZHE red
ge2zi0 beidxinl
lattice vest

The small poodle wears a vest with red lattice.

b. 2 R RS, H EEAFTEHELKTH S,
jiaolxiao3 de0  guidbinlgou3 shenlshang4 zheng4zai4 chuanl
small DE poodle body ZAl wear
zheO hong2 ge2zi0 beidxinl
ZHE red lattice vest

The small poodle is wearing a vest with red lattice.

(20) a. feALEH W Ao
tal zuo4 zhe0 shalfal
he sit ZHE sofa
He sits on the sofa.

b. 24 E e 4 F W Ko
tal zheng4zai4 zuo4 zhe0 shalfal
he ZAl sit ZHE sofa

He is sitting on the sofa.
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(21) a. HeEAEEE K.
tal zheng4zai4 chang4 zhe0 gel
he ZAl sing ZHE song
He is singing.

b. # i f& K& — & .
tal zheng4zai4 kan4 zhe0 il fu2 huad
he ZAl look ZHE one CL painting
He is staring at a painting.

(22) a. #oE "G —H e
tal zheng4zai4 chang4 yil shou3 gel
he ZAl sing one CL song
He is singing a song.

b. te E &5 H — A Ko
tal zheng4zai4 chang4 zhe0 il shou3 gel
he ZAl sing ZHE one CL song
He is singing a song.

4.4.1. The difference of /& zai4 ‘ZAI’ and iE /£ zheng4zai4 ‘ZAD’

It is usually thought that the meanings of /& zai4 and iE /& zheng4zai4 are the same. For example,
mostly they can be exchanged without changing the meaning of the sentences, e.g. (23). However,
further tests in (24) and (25) show that they are actually different in that £ zai4 is compatible with
both durative time adverbial and time point, while iE 7 zheng4zai4 is only compatible with time
point. The reason is that the meaning of iE zheng4 in iE £ zheng4zai4 which roughly means ‘just
right / just in time” still exists. The meaning of iE zheng4 is logically compatible with a time point;

# on the other hand is logically compatible with duration (Xiao, 2002), e.g. — & yilzhi2 “all the
time’ as shown in (24) and (25).

(23) a. KEM9EE, HAEFF,
wo3 qud de0  shi2houd tal zai4  kan4 shul
| arrive DE when he ZAl read book

He was reading when I arrived there.
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b. KEa9eHiE, M EEEF,
wo3 qud de0  shi2houd tal zheng4zai4 kan4  shul
I arrive DE when he ZAl read  book

He was reading when I arrived there.

(24) a PREMIIE, H—HEE P,

wo3 qud de0  shi2houd tal yilzhi2 zai4  kan4
I arrive DE when he all_the time ZAl read
shul
book

?He was reading all the time when | arrived there.

b, 2& KL EHE, —AEAFH.

wo3 qud de0  shi2houd tal yilzhi2 zheng4zai4
I arrive DE when he all_the_time  ZAl
kan4  shul

read  book

?He was reading all the time when | arrived there.

(25) a. AR L, —HEEPH.

jinltianl shang4wu3 tal yilzhi2 zai4  kan4
today morning he all_the_time  ZAIl  read
shul
book

He was reading all the time in this morning.

b. ?A R ELHF, e—HEAE S,

jinltianl shang4wu3 tal yilzhi2 zheng4zai4
today morning he all_the_time ZAl

kan4  shul

read  book

He was reading all the time in this morning.
ZHE is also compatible with accomplishment situations to refer to its dynamic process as in (26).

(26) a. LB EH—3H1z,
tal xie3  zhe0 il fengl xin4
he write ZHE one CL letter

He is writing a letter.
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b. #evB & — 4B,
tal hel zhe0 il beil jiu3
he drink ZHE one glass wine

He is drinking a cup of wine.

Semelfactive can also take ZHE to denote iterative events, which is a derived dynamic state, e.g.
(27).

(27) a. He 3 E 1T,
tal giaol zhe0 men2
he knock ZHE door

He is knocking the door.

b. Hrzel & .
tal ke2sou4 zhe0
he cough ZHE

He is coughing.

RVCs usually are not compatible with ZHE, since the situation cannot be interpreted as repeated

events, as shown in (28).

(28) ?MeFEHE—H1F.
tal xie3wan2 zheO il fengl xin4
he write-finish ZHE one CL letter

He is finishing writing the letter.

HLITHEH — AT

tal da3sui4 zheO il ge4  beilzi0
he hit-break ZHE one CL cup

He is breaking a cup by hitting it.

M KR E A RIR
yu3shui3 shiltoud zhe0  yilfu2
rain wet-through  ZHE  clothes

The rain is wetting through the clothes.
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4.4.2. The Difference of Static State with and without ZHE and their relation

with Negators

As pointed by previous studies, ZHE implies that the state is changeable. Thus, it is incompatible

with individual level states, e.g. (29). However, the boundary of stage-level state and individual-

level state is not clear. Thus, the selectional restrictions of ZHE need further discussions.

(29) a.

b.

T A

tal piaodliangd  zheO
she beautiful ZHE

She is being beautiful.

(LA -

tal gaol zheO
he tall ZHE
He is being tall.

Some verbs with ZHE can only be negated by % #, as (30) and (31). Without ZHE, both 71~ and

“ & could be used for the negation, as in (32) and (33). The reason for this is that such verbs

indicate non-volition of the subject on keeping or avoiding the corresponding state. So, it is

predicted that volitional verbs with ZHE allows negation by both % 4 and 7, e.g. (34) and (35).

(30) a.

R %A R A
tal mei2you3 ai4
he not love

He doesn’t love Xiaohong.

.24 R % & N 4x

(31) a

tal mei2you3 ai4
he not love

He doesn’t love Xiaohong.

ITVRAH &
men2 mei2you3 kail
door not open

The door is not open.

zhe0
ZHE

zhe0
ZHE

zhe0
ZHE
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b.

(32) a.

HRE -

men2 bud4  kail zheO
door not open ZHE
?The door is not open.

(U E I
tal mei2you3 ai4 zhe0  xiao3hong2
he not love ZHE Xiaohong

He didn’t ever love Xiaohong.

b AR & ) 2x,

(33) a.

(34) a.

(35) a.

tal mei2you3 ai4 zhe0  xiao3hong2
he not love ZHE Xiaochong

He doesn’t love Xiaohong.

ITRH o
men2 mei2you3 kail
door not open

The door didn’t open.

N N

men2 bu4  kail
door not open

The door won’t open. / ?7The door doesn’t open.

(R - N
tal mei2you3 kan4 zhe0 chuanglwai4
he not look ZHE out _of window

He is not looking out of the window.

AR EE G I

tal bu4  kand zhe0 chuanglwai4
he not look ZHE out of window

He does not look out of the window.

%A B E B,
tal mei2you3 hel zhe0  jiu3
he not drink ZHE wine

He is not drinking.
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b. W8 % B
tal bud  hel zhe0  jiu3
he not drink ZHE wine
He does not want to be drinking.

The fact that non-volitional verbs with #& zhe0 ‘ZHE’ should be negated by %4 mei2you3 ‘not’
suggests that ZHE has a strong meaning of indicating an existing instance which is perceived as an
independent event. With ZHE, the subject is the experiencer or theme of the state. In other words,
ZHE is actually an existential quantifier especially for state. /% 7 thus negates the existence of the

event instance.

The reason that the sentences in (29) are not acceptable is that they are hard to be interpreted as
stage-level state. Individual-level state, as it is, is usually a property of the subject, and is hard to
be perceived as an independent event. Thus, stage-level predicate usually should be negated with
I~ bud ‘not’, as in (36). Similar, the sentences in (37) can only be interpreted as negating the
existence of the changes of state, i.e. getting beautiful and getting tall, rather than negating the
existence of a state nor negating the property of the subject.

(36) a. IR,
tal bud  piaodliang4
she not beautiful
She is not beautiful.

b. %o
tal bu4  gaol
he not tall
He is not tall.

(37) a. HbEAER.
tal mei2you3 piao4liang4
she not beautiful
She didn’t get beautiful.

b. 24X A &
tal mei2you3 gaol
he not tall
He didn’t get tall.
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Without ZHE, the state is an attribute of the subject. In this case, the instance e is the subject with
regards to his certain attribute. For example, the sentence 4 /& 3% 8 tal hen3 conglming?2 ‘she is
clever’ means that the subject is an instance of being clever rather than that there is a state
predicated as being clever, where the subject is the theme of the event. The latter interpretation is
contradictory to our intuition. On the other hand, #£J%% ‘he is ill’ means that there is a state
predicated as illness, while the theme of the illness is the subject. There is no description like * &
% tal bing4 ‘he gets ill’. Thus, (32.a) is different from (32.b) that the former negates the existence

of a moment at which the subject loves the object, while the latter negates the property predicated

as being in love with the object of the subject.

4.4.3. The difference of ZHE and LE in existential sentences

Some previous studies treated the sentences (38.a) and (38.b) as the same. Similarly, we can use
the tests in (39) and (40) to show that the sentence (38.a) is a change that refers to a time point and

the sentence (38.b) is a state.

(38) a. ¥ LET—mE,
giang2shang4 guad4 le0 yil fu2 huad
on_the wall hang LE one CL painting

A painting is hang on the wall

b. ¥ LA —ta@,
giang2shang4 gua4 zhe0 il fu2 huad
on_the wall hang ZHE one CL painting
A painting hang on the wall

(39) a. ¥ LET—RBZUE,
giang2shang4 guad4 le0 yil fu2 huad yi3hou4
on_the wall hang LE one CL painting after

after a painting is hang on the wall

b.? 3 LA —h & lE,
giang2shang4 gua4 zhe0 il fu2 huad yi3hou4
on_the_wall hang ZHE one CL painting after

after a painting hang on the wall

(40) a. & LA 28 1&55 T —AN A
chuang? shang4 shen2me0 shi2hou0 tang3 le0

bed on what time lie LE
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yil ged ren2
one CL person

A person lied on the bed.

b. e+ 2844& 5% T — 5K &,
tal shen2me0 shi2hou0 yang3 le0 yil tiao2 yu2

he what time raise LE one CL fish

He raised a fish.

c. At 282 F 2T —4H AT,
tal shen2me0 shi2hou0 shou3d i3 tuil  le0 yil
he what time hand in push LE one
liang4d zidxing2chel
CL bicycle

He wheeled a bicycle in his hand.

Similarly, the sentence (41.a) denotes an inchoative and the sentence (41.b) denotes a static state;

(42.a) denotes the start of a dynamic state, and (42.b) denotes a dynamic state.

(41) ateFEZRT —AFT.
tal shou3d i3 ti2 le0 yil ge4  xianglzi0
he hand in carry LE one CL box

He carried a box in his hand.

b.feF 2 E—AHT o
tal shou3d i3 ti2 zhe0 il ge4  xianglziO
he hand in carry ZHE one CL box

He carried a box in his hand.

(42) HFZHET—IHAITE,
tal shou3d i3 tuil  le0 yil liang4 zidxing2chel
he hand in push LE one CL bicycle
He wheeled a bicycle in his hand.

F2HE—HaiTE.

tal shou3 i3 tuil  zheO il liang4d zi4xing2chel
he hand in push ZHE one CL bicycle

He wheeled a bicycle in his hand.
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4.5. i guod ‘GUO’

it guo4 ‘GUO’ is usually treated as an experiential marker, meaning the kind of events happened
at least once in the specified time frame (usually the past). For example, (43.a) means that there is
at least one event instance in past that could be predicated as he being on a plane. Similarly, (43.b)
means that there is at least one event instance in past that could be described as he is in Beijing; the
sentence (43.c) means that there is at least one event instance in past that could be described as he

killed a person.

(43)a. AT KA,
tal zuo4 guod feiljil
he sit GUO plane

He has been on a plane.

b. f X it b7,
tal qud  guod bei3jingl
he go GUO Beijing

He has been to Beijing.

tal shal guo4 ren2
he kill GUO people

He once killed a person.

4.5.1. Grammaticality and World Knowledge

The most recent studies proposed that discontinuity/terminability is a semantic component of GUO

(Lin, 2007; Wu, 2008). For example, the sentences in (44) are considered as unacceptable.

(44)a. MuFmitik=,
tal shalsi3 guo4 zhanglsanl
he kill GUO Zhangsan
He has killed Zhangsan before.

b. 241,
tal si3 guo4
he die GUO
He died before.
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c. 2B AR KR4I,
kong3long2 miedjue2 guo4
dinosaur become_extinct GUO

Dinosaur once became extinct.

These different GUOs have been discussed carefully in (Zhang, 1995; Yeh, 1996; Dai, 1997; Pan
and Lee, 2004; Lin, 2006&2007; Wu, 2008&2009). Yeh (1996), for example, suggested that GUO
is a temple quantifier, which requires that the event happens at lease once. Pan and Lee (2004)
suggested that all the observations in (44) are due to pragmatic factors. Lin (2007) gave a
complicated explanation and proposed discontinuity as the semantics of GUO. Wu (2008)
proposed terminability as the semantics of GUO. | would like to agree with Pan and Lee (2004)
that all the effects are due to pragmatic factors and the semantics of GUO is pure experiential. For
example, (44.c) is treated as unacceptable because it gives a reading that the dinosaur exists at the
speech time, which is not true. However, it is not a part of the semantics of GUO. It is only
implicature triggered by the contrast meaning of LE and GUO. In detail, if the dinosaur doesn’t
exist at the speech time, then the speaker should use LE which is current relevant rather than
saying that there was a time point, at which the dinosaur became extinct, which is not current
relevant. Due to the principles prosed by Grice, if the speaker chose to use GUO rather than LE,
then he is probably avoiding to provide the information, which implicates that the situation should
not be true as the speech time. In this sense, the (44.c) violates the cooperative principle. When the
speaker is not sure whether the final state is still relevant to current, GUO could be naturally used,
e.g. in (45.a). If LE is used as in (45.b), it is likely that the speaker is quite certain about the result.

Once the result is clear, LE is then preferred as in (45.d).

(45) a. 1A A fr L h a4k @7
ni3 you3mei2you3 toul guo4 tal de0 gian2baol
you  whether _or notsteal GUO she DE purse

Did you steal her purse / Have you stolen her purse?

b. IR AR T Sty 8.2
ni3 you3mei2you3 toul guo4 tal de0 gian2baol
you  whether _or notsteal GUO she DE purse

Did you steal her purse / Have you stolen her purse?

C. 2 F it

que4shi2 toul guo4d
indeed steal GUO
Yes, | did.
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dA T (/L)L L5 !

toul leO/guod jiu4  huan2 gei3 tal
steal LE/GUO then  return give  she
Return it back if you did!

The sentences in (46) are also treated as unacceptable. | suggest that they are semantically well-
formed. The unacceptance is due to tis violation to the world knowledge, e.g. human cannot
become alive again once died. However, in context where resurgence is allowed, e.g. in a game,
GUO could be perfectly used, as in (46.c).

(46) a. Hemit,
tal si3 guo4
he die GUO

He once died.

b. A& AT,
ren2lei4 cun2zai4 guo4
human exist GUO

Humans once existed.

C. KRALIHAK, HERRMT .

wo3  shalsi3 guo4 tal liang3 ci4 tal lai2
I kill GUO he two CL he come
bao4chou2 le0

revengeLE

I have killed him twice. Now he comes to revenge.

45.2. Time Frame of GUO

There are some cases where GUO is exchangeable with LE, e.g. (47). Due to this, it was suggested
that GUO here describes a perfective meaning and should be discriminated with the experiential
GUO.

(47) a. Wi R T .
tal chil guo4 fand le0
he eat GUO meal LE

He has eaten.
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b. #rL TR T o
tal chil le0 fan4 le0
he eat LE  meal LE
He has eaten.

Here, | would like to suggest that the two GUOQs are the same. The implicit factor is the time frame
within which GUO is discussed. Pragmatic factors have been affecting the interpretation of the
sentences by providing a contextual time frame. A meal within a certain time frame implied by a
certain speech time will refer to a specific event. Similarly, expectations or traditions can also
provide the definiteness of the object, e.g. (48). In this example, it is expected that the cattle is
expected to be castrated, e.g., in order to be able to grow faster. In addition, the repeatability is not

required and even impossible in such cases.

(48) a. X KkFEiL T,
zhe4 tou2 niu2 vyanl guo4 le0
this CL cattle castrate GUO LE
This cattle has been castrated.

b. X KFH T,
zhe4 tou2 niu2 vyanl le0
this CL cattle castrate LE
This cattle has been castrated.

It will be interesting when one kind of event is expected in one group of people while not in the
other. For example, it will be common to utter sentences in (49) in a society where service in army
is obligatory. However, in a society without obligatory service in army, only (49.c) could be

uttered without any special context. It will need special context to utter (49.a) and (49.b).

(49) a. HIRIT BT .
tal fu2 guo4  hinglyi4 le0
he serve GUO serve_in army LE

He has served in army already.

b. IR T F=AL T o
tal fu2 le0 binglyi4 leO
he serve LE serve_in_army LE

He has served in army already.
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c. MIRiT E A&,
tal fu2 guo4  binglyi4
he serve GUO serve_in_army

He has served in army already.

It is obvious that when the event doesn’t imply any time frame such as meals in every day or
expectations that make the object to be specific, then the time frame of GUO could be the whole

past. In such cases, GUO and LE will give different interpretations.

In summary, we can see that the meaning of GUO doesn’t change. If the event is only expected
once in a certain time frame, then the experience of such event and the finishing of the expectation
have the same consequence. Otherwise, they are different. Without context, ambiguities may be

caused due to the unclear time frame, e.g. (50.a) and (51.a).

(50) a. HrLids#E T,
tal chil guo4 pang2xie4 le0
he eat GUO crab LE
He has eaten crabs before.

He has eaten the crabs.

b. P T8 T
tal chil le0 pang2xied le0
he eat LE crab LE

He has eaten the crabs.

(51) a. "HLIHEGAT T AHLIE.
hel guo4 jiu3  de0 ren2 cai2  ke3yi3 shuolhua4
drink GUO wine DE people then  can speak
Only people who have drank before can speak.

Only people who have drank some wine can speak.

b. "8 T B AT T LBLiE.
hel le0 jiu3  de0 ren2 cai2  ke3yi3 shuolhua4
drink LE wine DE people then  can speak

Only people who have drank some wine can speak.

4.5.3. The Truth Condition of GUO

Now, let’s discuss the semantics of GUO from the truth condition perspective. Firstly, | would

suggest that experiential is intrinsically static state. Thus, it can combine with LE to denote change
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of state. For example, when someone is on a plane for the first time, he can utter (52.a) to assert
that he has changed his state by experiencing being on a plane. This serves as a counter example of

previous suggestion that discontinuity should be a semantic element of GUO.

(52) a fAITRMT
tal zuod guod feiljil le0
he sit GUO plane LE

He has been on a plane.

bt £ LT T,
tal qud  guod beidjingl le0
he go GUO Beijing LE

He has been to Beijing.

CHFILIAT,
tal shal guo4 ren2 le0
he kill GUO people LE

He has killed a person.

Previous discussion on discontinuity of GUO is applicable when no LE is added, e.g. in (53). In a
different context, the effect could disappear. For example, if we were counting the person who has
been on a plane at a reference time t and we saw a person was on a plane at that time, we will

certainly count him in.

(53) a. A AT AL,
tal zuod guod feiljil
he sit GUO plane

He has been on a plane.

b. Xt b7,
tal qud  guod beidjingl
he go GUO Beijing

He has been to Beijing.

tal shal guo4 ren2
he kill GUO people

He once killed a person.
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Once the proposition expressed with GUO becomes true at time t, then it will be true at any time
¢t > t. It could be predicted that it is impossible to change from a state of having an experience to
not having this experience. So, the sentences in (54) are not acceptable, unless we setup a hew
time frame within which the non-experience becomes true, as in (55), in which the propositions

have been changed by adding an extra temporal condition.

(54) a. MENITK=T,
tal mei2 jian4 guod4 zhanglsanl le0
he not meet GUO Zhangsan LE

b. 2%zt 2T,
tal mei2 ai4 guo4  xiao3hong2 le0
he not love GUO Xiaohong LE

C. X B NHT
tal mei2 xie3 guod4 Xxiao3shuol le0
he not write  GUO novel LE

(55) a. 2 )&, M ILIK=(T).
zhilhoud tal mei2 jian4 guod4 zhanglsanl le0
after_that he not meet GUO Zhangsan LE

He didn’t see Zhangsan any more since then.

b. 2 &, &L (7).
zhilhoud tal mei2 ai4 guo4  xiao3hong2 le0
after_that he not love GUO Xiaochong LE

He didn’t love Xiaohong any more since then.

C. 2, MXRFLIH(T).
zhilhoud tal mei2 xie3 guod4 xiao3shuol le0
after_that he not write  GUO novel LE

He didn’t write any novel any more since then.

The LE in (55) could be deleted. However, the sentences with and without LE are different. With
LE, the pronoun Z must be the last time the subject had the experience, which serves as the start
of the state -GUO(P). The start qualifies the appearance of LE. Otherwise, even with a time frame

the sentences are still unacceptable, as in (56).
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(56) a. AR, HZRLITK=(?T).
zhoulmo4 tal mei2 jian4 guod4 zhanglsanl le0
weekend he not meet GUO Zhangsan LE
He didn’t see Zhangsan this weekend.

b. 2B K, HX&FTNL?T),
zhoulmo4 tal mei2 ai4 guo4  xiao3hong2 le0
weekend he not love GUO Xiaohong LE

?7He didn’t love Xiaohong this weekend.

c. AKX, x5 )H(T).
zhoulmo4 tal mei2 xie3 guod4 Xxiao3shuol le0
weekend he not write  GUO novel LE

He didn’t write any novel this weekend.

One interesting phenomenon for GUO is its truth condition when taking accomplishments. Take
(57) for example, it seems that GUO only requires the process part of the accomplishment to hold
at a time point, rather than the result. Such phenomenon doesn’t hold for achievements. It should

be noted that if we change GUO into LE, the ambiguity still exist.

(57) a. RBiL(/T)—3 1k, 2%E 7.

tal xie3  guo4/le0 yil bu4  xiao3shuol dan4  mei2
he write  GUO/LE one CL novel but not
xie3wan2
write-finish

?He once wrote a novel, but didn’t finish it.

b. B i (/T)—3R 5, HEHHIRT .

tal xie3  guo4/le0 yil bu4  xiao3shuol bing4gie3
he write  GUO/LE one CL novel and
chulban3 le0

publish LE

He once wrote a novel, and published it.

C.MARARNI(T)R=, 12RRLEIK=,
tal jinltianl kan4jian4 guo4/le0 zhanglsanl dan4
he today see GUO/LE Zhangsan but
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mei2 dian4dao4 zhanglsanl
not see Zhangsan

?He saw Zhangsan today, but didn’t see him.

Finally, based on above observation, | suggest that GUO(P) actually implies LE(P) that is true at a
certain time point. The ambiguity of GUO(P) is thus inherited from that of LE, e.g. when P is
ambiguous in denoting different types of situations. In other words, the meaning of GUO is the

same as LE except for cancelling the reference time relevant implication.

4.6. Negations

Chinese has two main different negators: 1~ bu4 and % & mei2you3. Here, | will give an analysis
by observing their compatibility with different types of events. Generally, 4~ has two different
usages, modality and negation. With modality, it expresses a meaning of ‘not willing to’.
Regardless of when 7~ expresses a modal meaning, | found that 7~ negates static state, meaning
that the state doesn’t hold, while 7% 7 negates the existence of an event instance, meaning the

event as predicated by a verb constellation doesn’t exist. Negations are intrinsically static state

although different negations express different types of static states.

4.6.1. 7~ bu4

In Chinese, 1~ bu4 is complicated in terms of its syntactic properties and the verbs that it can
combine with. Here, | would like to propose two different sense of 4~. The first 7~ negates static
states in a general sense including habitual. The second 7~ expresses a modality of the speaker or a
modal state of the subject. The modal 4~ can be substituted with some explicit modal auxiliaries,
while the negator A~ cannot. For example, sentences in (58) express non-modal negation, while

sentences in (59) express subject’s modality.

(58) a. He T A,
tal bud zai4
he not be at

He is not here.

b. A7 b 4R
tal bu4  choul yanl
he not smoke cigarette

He doesn’t smoke.
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C. R ERARA P
tal bu4  xi3huanl na4 ben3  shul
he not like that CL book
He doesn’t like that book.

(59) a. A Fh AR AR,
tal bu4  choul wan2 na4  zhil vyanl
he not smoke finish that CL cigarette

He doesn’t finish that cigarette.

b. e TR Fh AR AR,
tal bu4  choul nad zhil  vyanl
he not smoke that CL cigarette

He doesn’t smoke that cigarette.

It is possible that some sentences can be ambiguous on whether expressing modality or negating a
general state, as in (60.a) which could be interpreted as either modality in (60.b) or generic in
(60.c).

(60) a. HRE KK
tal bud  gei3 wo3 (gian2
he not give me money

He doesn’t give me money.

b. K4 THB, HIREHK.
wo3 gei3 le0 tal shul tal bu4  gei3 wo3 (gian2
I give LE he book he not give me money

He doesn’t give me money.

c. EXFUE, AL HRK.
shang4 dadxue2 yi3hou4 tal bu4  gei3 wo3 (gian2
go university after he not give me money

He doesn’t give me money after | went to university.

As discussed in previous chapter that some verb constellations with pattern ‘V+Num+CL+NP’
usually cannot denote generic or habitual static state. It is then predicted that they are not
compatible with 7~ bu4 to denote generic states, e.g. (61). The only possible interpretation for (61)
is the modal reading, while — yil ‘one’ should be interpreted as universal quantifier, similar as

‘every’ or ‘any’.
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(61) a. 2H R AbE— R,

tal bu4  choul wan2 il zhil  vyanl
he not smoke finish one CL cigarette

He doesn’t smoke.

MR A — A8, (universal quantifier rather than a specific entity)

tal bu4  choul vyil zhil  vyanl
he not smoke one CL cigarette

He doesn’t smoke.

MR AT B — AT

tal bud  da3sui4 yil ge4 beilzi0
he not hit-broken one CL cup
He broke a cup.

Some events that we cannot control to let them happen, but we can control not to let them happen.

For example, the non-volitional verb & ying2 ‘win’ once negated will show volitional possibility

or modality of the subject, e.g. willingness.

(62)

e R AR Ho 3R
tal bud  vying2 nad chang3 bi3sai4
he not win  that CL game

He doesn’t win that game.

Some verbs cannot show this possibility, meaning that whether it happens or not cannot be directly

controlled, e.g. (63). One possible interpretation for (63) is the anti-expectation modality of the

speaker as in (64).

(63) a. 2.

tal bud si3
he not die

He doesn’t die.

b. 246 Rt I E o

tal bu4  diao4 jin4 kengl i3
he not fall into pit inside

He doesn’t fall into the pit.
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(64) a. KA LML, TARRL,
wo3  xilwang4 tal si3 ke3shi4 tal bud  si3
I wish he die but he not die

I wish he die, but he doesn’t.

b. A 2ttt L B, TR F,
wo3  Xxilwang4 tal diao4 jind  kengl i3 ke3shi4

I wish he fall into  pit inside but
tal bud  diaod jin4d kengl Ii3
he not fall into pit inside

I wish he fall into the pit, but he doesn’t.

Another observation is that 7~ bu4 is preferred to be used to negate static state, e.g. (65). Dynamic
state is more preferred to be negated with % mei2 or 7% mei2you3, although 1~ bu4 is also

acceptable with £ zai4 ‘ZAI’ by some native speakers.

(65) a. M fEAh)R
tal bud  zai4 choulyanl
he not ZAl  smoke

He doesn’t smoke that cigarette.

b. Ho 7R Jh & 1A o
tal bu4  choul zhe0 yanl
he not smoke ZHE cigarette

He doesn’t smoke that cigarette.

Usually, LE and GUO could not be negated by 4~ bu4, e.g. (66). The reason is that GUO basically
denotes the existence quantifier d referring to a fact in the past. LE denotes the finishing of a
situation, which also implies the existential quantifier ‘4. It would be odd for the subject to

express a willingness to change a fact.

(66) a. 2t iR,
tal bu4  choul guo4 yanl
he not smoke GUO cigarette

He doesn’t want to have smoked.
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b. 24~ % L K=,
tal bud  ai4 guo4 zhanglsanl
he not love GUO Zhangsan

He doesn’t want to have loved Zhangsan.

(67) a. e T IR,
tal bud  choul Ie0 yanl
he not smoke LE cigarette

He doesn’t want to have smoked some cigarette.

b. 2 R AT# T — AT o
tal bud  da3sui4 le0 yil ge4 beilzi0
he not hit-broken LE one CL cup

He doesn’t want to have broken a cup.

In summary, the function of 7~ is to negate a state. Whether a verb constellation is compatible with
7~ depends on whether it could possibly denote a state. Habitual can be negated by “~ bu4, e.g.
(68.a). However, 474 — /M- da3suid yil ge4 beilzi0 ‘break a cup’ is not possible to denote a
state, thus it is incompatible with 7~ negation, as (68.b). Meanwhile, the negated state by “~ bu4

contains volitional or modality meaning held either by the speaker (hon-volitional predicates) or

the subject (volitional predicates).

(68) a. 22w WiH,
tal bu4d  jinglchang2  choulyanl
he not often smoke

He doesn’t smoke that cigarette.

b. 2 RAT A — AT
tal bud  da3sui4 yil ged beilzi0
he not break one CL cup

?7He doesn’t break a cup.

4.6.2. %A mei2you3
Generally, %A mei2you3 is much simpler than 7~ bu4. %X # negates the existence of an event

instance, e.g. (69). It is a meta-negator ‘—3° and doesn’t contain any modal meaning. %A can
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negate static state, (69.a), dynamic state,

(69.b), activity, (69.c), achievement,

accomplishment (69.¢), habitual (69.f) and experiential (69.g).

(69) a.

He didn’t ever smoke.

MR A ERARARS
tal mei2you3 xi3huanl na4 ben3  shul
he not like that CL book
He doesn’t like that book.
AR e AR
tal mei2you3 zai4  choulyanl
he not ZAl  smoke
He doesn’t smoke that cigarette.
AR R
tal mei2you3 choulyanl
he not smoke
He doesn’t smoke that cigarette.
NRLINE & 215 O
tal mei2you3 si3
he not die
He didn’t die.
MR B33
tal mei2you3 xie3 yil fengl xind
he not write one  CL letter
He doesn’t like that book.
R 2 R
tal mei2you3 jinglchang2  choulyanl
he not often smoke
He didn’t smoke very often.
AT A
tal mei2you3 choul guo4 vyanl
he not smoke GUO cigarette
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When the static state is an individual predicate, e.g. the negation by % & mei2you3 should

actually be interpreted as the meaning of ‘becoming” whose positive form is (70.b) rather than

(70.c). Although (69.a) also has similar interpretation, (70.a) doesn’t have the similar interpretation

as (69.a).

(70) a. WX AHIER,

tal mei2you3 piao4liang4
she not beautiful

She didn’t become more beautiful.

HIETT .

tal piao4liang4 le0
she beautiful LE
She has become more beautiful.

HARIE T

tal hen3  piao4dliang4
she very  beautiful

She didn’t become more beautiful.

The object with pattern ‘V+Num+CL+NP’ in negation by % & mei2you3 should usually be

interpreted as specific entity as ‘some’ or universal quantifier as ‘every’ or ‘any’. With the

universal quantifier interpretation, the sentences in (71) are the same as that with GUO in (72).

(71) a. HZH ER—FH,

tal mei2you3 xi3huanl yil ben3 shul
he not like one CL book
He didn’t like some book/he didn’t like any books.

MR B R —#HAE,

tal mei2you3 xie3 wan2 il fengl xind
he not write  finish one CL letter

He didn’t finish writing some letter/he didn’t finish writing any letters.

AT AT — AT

tal mei2you3 da3sui4 yil ge4 beilzi0
he not hit-break one CL cup
He didn’t break some cup/he didn’t break any cups.
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(72) a.

MR K B —3Hz,

tal mei2you3 xie3 yil fengl xind
he not write  one CL letter

He didn’t write some letter/he didn’t write any letters.

A ERT— AP,
tal mei2you3 xi3huanl guo4 il
he not like GUO one

He doesn’t like any books.

AEA BRI —HAE,

tal mei2you3 xie3 wan2 guo4 il
he not write  finish GUO one

He didn’t finish writing any letters.

AR TR AT
tal mei2you3 da3sui4 guo4 il
he not hit-break GUO one

He didn’t break any cups.

AEA B —3HAZ,

tal mei2you3 xie3 guod il fengl
he not write  GUO one CL

He didn’t write any letters.

4.7. Summary
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In summary, the function of /% % mei2you3 is to negate the existence of instances of events, which
iS @ meta-negator functioning as ‘—3°, while 7~ bu4 is a static predicate negator. 4~ bu4 can also
be a modal auxiliary to express the unwillingness of the speaker to perform some actions. For
some individual level predicates, e.g. i% % piao4liang4, #& ai3 ‘low’, etc., when negated by % 4,

they will be coerced into the meaning of ‘becoming’ which is actually achievement rather than

In this chapter, I discussed the semantics of Chinese aspectual markers, & zhe0 ‘ZHE’, T le0
‘LE’, if guod4 ‘GUO’, 4 zai4 ‘ZAI’ and the negators, 1~ bu4 and %7 mei2you3. | showed that

that they are the linguistic devices with which different linguistic event types are expressed.



I also discussed the compatibilities between aspectual markers and different situation types. |
suggested that, semantically, there is only one single LE and GUO. | also argued that the semantics
of GUO are different from LE in that GUO is an experiential marker, while LE is a perfective
marker. The different meanings of them that have been discussed in previous studies are due to

their combination with different situation types and the positions they are placed, e.g. V+LE+O,
V+O+LE.

Finally, I discussed the functions of two Chinese negators BU and MEI also from the perspective
of their compatibility with different situation types. | also explained why some situation types are
incompatible with BU or MELI.
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Chapter 5

Formal Representation of Aspect

In this chapter, | will give formal representations for different ontological situations and the
corresponding linguistic event types discussed in Chapter 3. The aspectual markers and negators
discussed in Chapter 4 will also be revisited in the perspective of formal representation. The
purpose for doing this is first to describe the situations more accurately, based on which we can
study their semantic entailments. Secondly, with the formal representation, we could understand
how situation aspect and viewpoint aspect cooperate with each other to form linguistic events.

5.1. Introduction

5.1.1. Second Order Logic

In the formal representation, | adopt the second order logic. Compared with first order logic,

second order logical allows the following form.

ApAx[P(x)]

This formula says that there exists a predicate P, such that there is an individual x that is an
instance of type P. In other words, second order allows individuals in different domains appear in
the same formula. In this formula, P is an individual in the domain of predicate, while x is an
individual in the domain defined by P. Actually, mostly the first order logic can satisfy the
semantic representation. However, | will show that the representation of habitual and the semantics

of Chinese aspectual marker £ guo4 ‘GUO’ all require second order logic.

5.1.2. Predicates and Parameters
According to Parsons (1989), which follows and improves Davidson (1967)’s convention, an event

e could be represented with the following frame.

Ele[P(e) A Ql(x' e) A @2(3" e) A @3(Z, e) A ((6)]

Where P is the event type, e.g. running, ©; stands for the thematic roles and { encodes the
grammatical aspect information, including the relation between event time and reference time,
speech time etc. Here, | will adopt the treatment of event instance e as an independent argument.

An event instance e of class P is represented as P(e).
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For example, raining(e) denotes a raining event e. Generally, a predicate corresponds to a class
(kind). Physical objects could also be represented in this way. For example, human(ZhangSan)
denotes a human instance (individual) Zhang San. Sometimes, a predicate also requires
parameters in various numbers. To avoid the controversy of identification of thematic role types, |
don’t split them into different predicates but encode them in the predicate P. This is reasonable
since the focus here is not to deal with semantic entailments and other issues than aspect. So, two
independent brackets could be used. The first is for the instance, the second is for the parameters.

For example, the following formula could be interpreted as ‘e is an instance of type P(x,y,z)’.

P(e)(x,y,2)

All and only the situation aspect information are then encoded in the instance parameter e. Such
kind of predicates only corresponds to ontological information and viewpoint aspect that may
change the situation type. The grammatical aspect in terms of perfective and imperfective will be
given by the predicates that reflect the temporal relations between situation instance e and the
reference time. This means that | will give definition for the details of the predicate {(e) as shown

above.

5.1.3. Class, Instance and Subclass

For the definitions of basic concepts, | adopt (Pease 2011). Class is defined as a category of
objects that have several characteristics fundamental to their identities. A is an instance of Class B
means that A is an existing object in the domain of B. Class and instance are relative. It is possible
that A is an instance of B in the domain of B’, while B is an instance of C in the domain of C’. For
example, concept is an instance of class; class is an instance of concept. Class is an instance of

class. Concept is an instance of concept.

Take the sentences in (1) for example. Swimming is a class that covers all individual swimming
event instances that happened in the world as (1.a). Swimming is also a subclasss of sport as (1.b).

Swimming is also an instance of concept as (1.c).

(1) a KERFHKT .
zhanglsanl ganglcai2 you2yong3 leO
Zhangsan just_now swim LE

Zhangsan swam just now.
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b. # K & — AP RAR R 8T IEF) o

you2yong3 shi4  yil zhong3 hen3 jiandkangl de0
swim be one kind very  healthy DE
yun4dong4
exercise

Swimming is a kind of healthy exercise.

C. AR —ANZRHHS.
you2yong3 shi4  yil ged zhongdyao4  de0 gaidniand
swim be one CL important DE concept

Swimming is an important concept.

The subclass relation has the property of transitivity. If A is a subclass of B, B is a subclass of C,
then A is also a subclass of C. For example, if human is a subclass of mammal and mammal is a
subclass of sentient beings, then human is a subclass of sentient beings. Correspondingly, if a is an
instance of A, then for any class X that A is a subclass of X, a is also an instance of X. For example,
Zhang San is an instance of human. Then Zhang San is also an instance of mammal and sentient
beings. As for the example in (2), Zhang San’s swimming is an instance of swimming, and

swimming is a subclass of exercise. So Zhang San’s swimming is an instance of exercise.

Instance relation doesn’t show the property of transitivity. If A is an instance of B, B is an instance
of C, then it is not necessary the case that A is an instance of C. Actually, the relation of ‘A is an
instance of B’ and that of ‘B is an instance of C’ must be in different domains. For example in (2),
Zhang San’s swimming is an instance of swimming, and swimming is an instance of concept.

However, it is not the case that Zhang San’s swimming is an instance of concept.

From linguistic perspective, the subclass relation is usually described by the pattern ‘A is a kind of
B’, while the instance of relation is usually described by the pattern ‘A is a B’. In Chinese, we can

use #F ‘kind’ and /™ ‘individual’ to express subclass and instance respectively.

5.1.4. Attributes, Functionalities and Habits

5.1.4.1. Attributes
An attribute is a meta-relation between two classes. It says that if class A is an attribute of class B,
then for any instance x of type B, there is always an instance x’ of type A, that is an attribute of the

instance x. The formula is shown as follows.

Attribute(P,Q) E A4g [class(P) Aclass(Q) A Ve[Q(e) - Eler[P(e’)(e)]]]
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The symbol ‘E’ in the formula means ‘imply’ or ‘entail’ rather than ‘equal to’, i.e. the succedent
of the formula only shows a part of the semantics of the antecedent. For example, height is an
attribute of physical objects. Then, all instances of sentient beings, e.g. a dog, have an instance of
age. Attribute corresponds to its possessor and cannot stand alone without its possessor. This can

be represented as follows.
Attribute(height, physical_obj) E V, [physical_obj(x) — 3 [height(h, X)]]

Attribute instance has a value as what can describe it. For example, ‘John is 1.8 meters high’ could

be represented as follows. Values can change according to time
height(1.8m,John)
This formula says that e is an instance of the attributive state of Zhang San being 1.8 meters high.

Physical objects have spatial attribute. The value of the location depends on a specific spatial
system. Events have temporal location a starting time and an ending time. Similar as spatial
attribute, the value of the temporal location relies on a specific time system, e.g. the Gregorian
system. In a general sense, every entity has its life time in a time system. Like events, physical

objects also have a life time in which they exist.
Attribute(time_location, entity)

5.1.4.2. Functionalities

Functionality is defined as a relation between a situation type and a class, meaning that this kind of
situation can happen on an individual of the class. Generally, we can treat functionality a special
kind of attribute, which refers to dynamic situations that may occur on the subject. The

representation for functionality is shown as follows.
functionality(P, Q) E A4Ag [class(Q) A event_class(P) AV, [Q (x) - an[P(y)(x)]]]

For example, ‘humans run’ describe a possibility that for any individual of human, it is possible

that he could be the agent (in this case) of a running situation. It can be shown as follows.
functionality(running, human) & V., [human(x) - 3, [running(e) (x)]]

It is possible that some actions or situations are only possibly performed by certain individuals. In
other words, the situation is not in the class level, but only specific to some individuals. For

example, ‘John smokes’ can be defined as follows.
functionality(smoking, John) E <3, [smoking(e)(x)]
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5.1.4.3. Habituals

Habituals also describe a relation between a situation type and a class or individual. However habit
is different from functionality that it requires that there is at least one instance of such kind of
situation in the period within which the habit is talked about. Formally, habit can be defined as

follows.

habit(e)(P,x) E A Ay, [static_state(e) A situation_type(P) A individual(x)

A3 [P(eN()]]

This formula says that habitual requires that the predicated situation should have happened for
some times. We can also add further conditional to constrain the predicate P. For example, we can

add time constrain as follows.

habit(e)(P,i,x)
E AeAgdy [static_state(e) A time_inverval(i) A situation_type(P)

Aindividual(x) A o3, 3;/[P(e")(x) A time_location(i',e") Ni' © i]]

The sentence (2.a) shows an example of habitual. The sentence (2.b) is acceptable that the first sub
sentence describes a function while the second describe that he doesn’t have the habit of smoking

last year. The two sentences don’t contradict to each other.

(2) a. FKR=HFXF L4k,
zhanglsanl mei3tianl zao3shang4  duandlian4
ZhangSan every_day morning do_exercises

3.[habit(e)(do_exercise, Morning, ZhangSan)|

b, FK=4IR, f2tbFF %,
zhanglsanl choulyanl dan4 tal gudnian2 mei2 choul
ZhangSan smoke but he last_year not smoke

ZhangSan smokes, but he didn’t smoke last year.

5.1.5. Instances of Situations

An instance of an ontological situation has the property of life time as its intrinsic attribute. For
example, an instance of a static or dynamic state includes the whole period within which the state
holds. An instance of change of state is an object, whose life period is logically instantaneous. For
example, ‘Zhang San died’ describes a change from the state of Zhang San being alive to the state

of Zhang San being dead. The time point where the change happens is focused. The whole period
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where Zhang San is alive and the whole period where Zhang San is dead are not encoded but only

implied by the event of dying.

The boundary of the instances of complex situations, e.g. accomplishment, should be discussed
independently. Take accomplishment for example. Accomplishment is composed by a dynamic
state with a final state. Similar as the treatment of change of state that the previous stat and
succeeding state are not parts of the situation although they are implied, the final state of an
accomplishment is also not a part of the situation, but only implied by it. For example, an instance

of writing a letter ends immediately when the letter comes about.

It is not necessary that an instance of a certain situation type must have a reference in the real
world. It can be possibly an imaginary or a specific one that is expected or arranged, e.g., ‘there is
a meeting tomorrow morning’, ‘we need to have a meeting’ etc. Once an instance has a reference
in the real world, it then has the attribute of location in both time axis and possibly space in terms

of its participants.

For situations with a specific viewpoint aspect, the life time is considered based on the resultant
situation. For example, ‘he started running’ describes an instantaneous situation, the final state of
which is the dynamic state of running. The treatment is quite straight forward that ‘start running’
and ‘running’ are two different instances which have their referents overlapped in real world. In
this way, we can easily capture the fact that different linguistic events actually correspond to parts

of the same situation.

5.1.6. Multi-modal Predicates in Natural Language

The phenomena that a verb that corresponds to one certain situation type could be realized in
sentences with different numbers of arguments in different contexts are called multi-modality.
Take the sentences in (3) for example, different constituents could be added. Although some of
them are treated as adjuncts, we still need a way to differentiate them in the formal representation.
Meanwhile, it is also important to discuss why some arguments could be omitted in some context

and which kinds of optional arguments could be possibly added.

(3) a. K=AFH,
zhanglsanl zai4 kan4 shul
Zhangsan ZAl  read book

Zhangsan is reading a book.
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b. K=AEXZAED,
zhanglsanl zai4  jialli3 kan4 shul
Zhangsan ZAl  home read book
Zhangsan is reading a book at home.

C. K= LAEREZASH,
zhanglsanl  wan3shang4 zai4 jialli3 kan4 shul
Zhangsan evening ZAl  home read book

Zhangsan was reading a book at home in the evening.

d. K= LERERAREA S
zhanglsanl  wan3shang4 zai4  jialli3 dai4 zhe0 yan3jing4

Zhangsan evening ZAl  home wear ZHE glasses
kan4  shul
read  book

Zhangsan was reading a book with glasses at home in the evening.

In (3), we have four different predicates that describe the same situation type. However, this is not
what we want. One solution is to give an abstract definition for event, e.g. event(e) means that e is
an event instance. Reading is then generalized as an event e, which could be performed by an
agent a. The time and spatial location of e are then explicitly assigned through some basic spatial

and temporal systems.
reading(e) E A, [dyn(e) A3,y lagent(x,e) Atheme(y, e)]]
Through lamda extraction, we can produce a two-place predicate as follows.
reading(e)(x,y) F AAyy[dyn(e) Aagent(x,e) Atheme(y,e)]

If the instrument part is expressed in the formula, we can also produce a three-place predicate as

follows.
reading(e)(x,y,z) E AeAyy [dyn(e) A agent(x,e) A theme(y,e) A instrument(z, e)]

In this way, a basic predicate can be used to generate more predicates which refer to the same

situation type.
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5.2. The Basic Predicates Related to Time

Time t refers a point located in a time axis. The predicate timepoint is an atomic predicate that is a

reference linked to an external system.
time(t) = A 3r[timesystem(T) Atimepoint(t)(T)]

Time interval is a set of continuous time points in an implicit time system. The following

definition is based on the predicate time.
time_interval(i)(ty, t;) = A, ¢, [time(ty) A time(ty) Ai = {t|t; <t < t,}]

The boundary of the time interval could be hidden in the expression. This concerns that fact that

we can use ‘— £ B 18] to refer to a time interval with indefinite start and end.
time_interval(i) = ;3 ¢, [time_interval(i)(t,t;)]

The duration rather than the period of time could be explicitly stated by producing a new predicate

with two arguments.
duration(d, i) = AgA;3, 1, [time(t,) A time(t;) A time_interval(i)(ty, t;) Ad = t; — tq]
The start and the end of a time interval could also be referred to by the following predicates.

i_start(t,i) = A:A; [time(t) A 3¢, [time(t,) A time_interval (i)(t, tz)]]

i_end(t, i) = Aq4; [time(t) A 3¢ [time(ty) A time_interval(i)(ty, t)]]

The following is an axiom to say that every entity have a time location attribute. As discussed
before, every entity actually takes an area in the 4-D space. For some entities, it is hard to say
when their starts and ends are in the time axis. However, it is assumed that everything has a

lifetime, defined as follows, for its existence in the 3-D space.

lifetime(d, e) = A4A.3;[time_interval(i) A time_location(i,e) A duration(d,i)]

5.3. Representations for Ontological Situations

In this section, the representations for ontological situations, which only concern the internal
structures without considering external elements including reference time and speech context, are

given with some illustrative examples.
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5.3.1. Representations for state and change of state
Static state is homogeneous. Every sub event of a static state is the same kind of state. It can be
defined as follows.

static(e) = A.3p [P(e) A B, pr[subclass(r,P’,P) A P'(e)]
AV [3,[subevent(r,e’, e)] = P(e’)]]
Different static state, dynamic state is not completely homogeneous (Smith 1991). For some of its
sub events that are short enough, they could not be called the same kind of state. For example, in a
running process, the agent performs a serial of actions which together could be called as running.
Suppose we can only make an observation for one second. It is hard to say what the agent is doing,
if we only perceived an action of raising a leg by the agent.
dyn(e) = A.3p [P(e) AR, pr[subclass(r,P',P) A P'(e)]

A 3,3, [subevent(r,e’,e) A —|P(e’)]]
A general state is defined as either a static state or a dynamic state.
state(e) = A, [static(e) V dyn(e)]
Similarly, we can refer to the start time and end time of a state by defining the following predicates.

start_time(t, e)
= Aide[state(e) A time(t) A 3;[time_interval(i) A time_location(i,e)]
Ai_start(t,i)]

end_time(t,e) = A, [state(e) A time(t)

A 3;[time_interval(i) A time_location(i,e) A i_end(t, i)]]

As mentioned above, a change is an instant event which encodes a start of one state and an end of
another state. However, the two implied states are not a part of the change event. This is similar to
the object Il men2 ‘door’, which could be defined as something that is embedded in a wall.
However, the concept of '] men2 doesn’t encode any part of the wall. Another evidence for this
treatment is that changes do allow no explicitly specifying of any states before or after the change,
the first predicate exists, e.g. 42 T tal bian4 le0 ‘He changed’. An instant event can be defined

as follows.

instant(e) = A3 ;[time_interval(i)(t, t) A time_location(i, e)]
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An instant event that happens at time t could be defined as follows.
instant(e)(t) = A[instant(e)](t)

A change is defined as an instant event that happens at time t, at which one state ends and the other

state starts.

change(e) = 23,3, ¢,[state(e;) A state(e;) Atime(t) A instant(e)(t) A end_time(t, e;)

A start_time(t, e,)]
Similarly, we can define some related predicates with explicit arguments as follows.
change(e)(t) & A Ai[change(e)](t)
change(e)(e1, €2) = Aehey e, [change(e)](ey, €2)

change(e)(t, eq, e2) E AeAre, e, [change(e)](t, ey, €;)

Semelfactive is a special kind of dynamic state. Although semelfactive is usually treated as
instantaneous, it also takes some time. However, the duration is very short and is usually naturally
determined. For example, we cannot imagine lengthening the duration of a cough. Semelfactive is

defined as follows, while the symbol ‘~’ means that they are very close to each other.

semel(e) = A, [dyn(e)
A3e ¢, 3iltime(ty) A time(ty) Aty~t, A time_interval(i)(ty, t;)

A time_location(i, e)]]

We can see that it is necessary that a semelfactive is generally a dynamic state, i.e. the following

formula holds.
V.[semel(e) — dyn(e)]
5.3.2. Representations for Complex Situations

5.3.2.1. Accomplishment
Accomplishment is defined as a combination of a dynamic process, with a final change from the
dynamic state and a final state, which could be either static or dynamic. Thus, an accomplishment

e encodes the whole dynamic state e; and a change e, frome; to e’.
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accs(e) E AeTel e e, 00, [dyn(e;) A start(t;)(e;) A end(t,)(ey) A static(e')

A change(e;)(t;,e,e') Ne =e; + e,]

accd(e) E AeTer e, e, 3ty 1, [dyn(e;) A start(t;)(e;) A end(t,)(ey) Adyn(e')

A change(e;)(t;,e1,e') Ne =e; + e,]
A general term for accomplishment could be defined by generalized the final state e, as follows.

acc(e) FdeIer e, 0,001, [dyn(e;) A start(t,)(e;) Aend(t,)(e;) A state(e’)

A change(ey)(ty,eq,e’) Ne =eq + e,]

5.3.2.2. Instantaneous Accomplishment
Similarly, instantaneous accomplishment is defined as a combination of a semeflactive with a final

change from the dynamic state and a final state, which could be either static or dynamic.

insaccs(e) F Ae3pr o o, 3t 1, [Semel(ey) A start(ty)(e,) A end(t;)(ey) A static(e”)

A change(ey)(ty,eq,e’) ANe =e; + e,]

insaccd(e) E AeTer o o, 31, 1, [sSEMel(er) A start(t;)(ey) A end(t;)(er) Adyn(e’)

A change(ey)(ty,e,e’) ANe =e; + e,

A general term for instantaneous accomplishment could be defined by generalized the final state e,

as follows.

insacc(e) F A3p1 0 e, 3t 1, [Semel(ey) A start(ty)(e;) A end(t;)(er) Astate(e’)

A change(ey)(ty,e,e’) Ne = e + e;]

5.4. Linguistic Event Types

In this section, semantic representation of linguistic events will be given. As we mentioned in
Chapter 3, linguistic events are actually predicates of relations between an ontological situation
and a reference time or duration. In other words, a linguistic event is an ontological situation that is

put in a specific position in time axis.
holds(e,t) = A A, [state(e) Atime(t) A 3;[time_location(i,e) At € i]]

The above formula says that based on the perception of the speaker, time t is within the time
location of e. Even though the end of the time location of ontological state e is in future, the
speaker is still sure about his judgment. This happens when the speaker refers to an ongoing state,
e.g. “Look! He is running”. The speaker doesn’t know when the subject started his running.

Neither does he know when he will stop. However, the statement he made is still true.
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holds(e, i) = 2.1; [state(e) A time_interval(t) A 3;/[time_location(i’,e) Ai C i’]]

For convenience, I will use ‘$’ to indicate a contextual variable, meaning that the value of the
variable should be determined in the conversational context. For example, ‘$Yesterday’ refers to
the date before the day of the utterance. Without confusing, | will also use capitalized constant
without detailed explanation. For example, ‘AnHour’ and ‘ThreeWeeks’ are two time periods;

‘ZhangSan’ and ‘Lisi’ are two individual persons.

5.4.1. Static State: ---

5.4.1.1. Attributive

The following formula defines a new ontological static state ‘uncomfortable’ based on static(e).
uncomfortable(e)(x) & A Ay [static(e) A animal(x) A experiencer(x, e)]

A linguistic event based on this is shown in (4). The corresponding logical form shows that it
actually implies a predicate stating that the corresponding state holds at the speech time although it
is not explicitly uttered. The meaning component ‘holds(e, SpeechTime)’ in (4.a) is given by a

pragmatic factor, while ‘holds(e, JustNow)’ is explicitly expressed in sentence.

(4) a FKE=TEMRo
zhanglsanl bud  shulfu2
Zhangsan not comfortable

3.[uncomfortable(e)(ZhangSan) A holds(e, $SpeechTime)]

b. 7K =R R 7~ 4§ IR
zhanglsanl ganglgangl  bu4  shulfu2
Zhangsan just_now not comfortable
3.[uncomfortable(e)(ZhangSan) A holds(e, $JustNow)]

This following formula says that for a linguistic event of static state, there is an argument of time t,
which is usually the speech time unless an explicit time is specified and necessarily within the life

cycle of the static state e.
tall(e)(x) = A, 3,3 [static(e) A phy_obj(x) A height(h,x) Ah > c]

In this formula, c is the criteria based on which being tall is defined. This formula tells us that
when we say a physical object is tall, we actually refer to its height attribute. An example is shown
in (5).
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(5) a K=tk=.
zhanglsanl hen3 gaol
Zhangsan very tall
3.[tall(e)(ZhangSan) A holds(e, $SpeechTime)]

b. 25K =R+ 1k %

zhanglsanl  ganglcai2 hen3 gaol
Zhangsan just_now very tall
3.[tall(e)(ZhangSan) A holds(e, $JustNow)]

Comparing to (4), we can see the difference of & taol ‘tall’ and 7~ 4% R bu4 shulfu2
‘uncomfortable’, which suggests that they are different kinds of predicates. As implied by previous
linguistic studies, & taol ‘tall’ is an individual level predicate; while 7~ 47 iR bud shulfu2
‘uncomfortable’ is stage-level predicates. However, | would suggest that this is caused beyond
semantic level. Pragmatic factors may introduce some other semantic elements when a time
adverbial is used. For example, R+ ganglcai2 ‘just now’ may implicate that the predicated state
only holds at time period that ‘just now’ refers to. The difference of stage-level and individual-

level state will not be discussed.

Attributive for class is usually called generic statement as exemplified in (6) and (7). According to
the definition of attributes, we cannot interpret (6) as vV, [human(h) — has_two_legs(h)] and (7)
as V[ student(s)(PolyU) — clever(s)].

(6) AAAFE,
ren2 you3 liang3 tiao2 tui3
human have two CL leg

attribute(has_two_legs, human)

(7 Ty 5 A AREEH .
li3gongl de0  xue2shengl  hen3 conglming2
PolyU DE students very  clever
attribute(clever, student(PolyU))

5.4.1.2. Relational
Relational static states are expressed by predicates that involve two or more individuals as the
arguments. For example, we can define symmetric relation as in (8) and asymmetric relation as in

(9). There are also relations between physical object and abstract object as in (10).
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(8) TR =Fe 29 RN Ao
zhanglsanl he2 li3si4 shi4  peng2you3
Zhangsan and Lisi  be friend
3.[friends(e)(ZhangSan, LiSi) A holds(e, $SpeechTime)]

9) KE=REWEEIT,
zhanglsanl  shi4  1i3si4 deO lao3shil
Zhangsan be Lisi DE teacher
3.[teacher(e)(ZhangSan, LiSi) A holds(e, $SpeechTime)]

(10) FKE=ARFFEANIER,
zhanglsanl  xianglxin4 zhed ged li3lun4
Zhangsan believe this CL theory
3 [believe(e)(ZhangSan, $the_theory) A holds(e, $SpeechTime)]

Pragmatically, it will be strange to state that a certain relation holds in a time point. So, although
the time interval of the state is not explicitly stated in (8) (9) and (10), the state should have held
for some time and still holds at the speech time. The unspecified information is actually free to be

interpreted depending on world knowledge and specific conversational context.

5.4.1.3. Habitual
Habitual describe a static state within whose life time, a certain situation may occur at any time or
with a certain frequency. Thus, frequency adverbials, such as 2% jinglchang2 ‘often’, can be

used to modify it, e.g. (11).

(11) a. K="8\.
zhanglsanl  heljiu3
Zhangsan drink
3.[habit(e)(drinking, ZhangSan) A holds(e, $SpeechTime)]

b. k=2 % WA,
zhanglsanl  jinglchang2  choulyanl
ZhangSan often smoke
3.[habit(e)(smoking, ZhangSan) A often(e) A holds(e, $SpeechTime)]

5.4.1.4. Experiential
Experiential is usually expressed by i guo4 ‘GUO’ in Chinese. It is similar as the existential

guantifier to indicate the existence of at least one instance of a certain situation type at an

indefinite time within the corresponding time frame, e.g. (12).
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(12) a. K=FdIw,
zhanglsanl qud  guod bei3jingl
Zhangsan go GUO Beijing
3.3:[go(e)(ZhangSan, Beijing) A end_time(t,e) ANt < $SpeechTime]

b. K =5 iH,
zhanglsanl hel guo4  jiu3
Zhangsan drink GUO wine
3.3;[drinking(e)(ZhangSan) A holds(e,t) At < $SpeechTime]

The example (12.a) defines a telic situation ‘go’, whose final state is the subject’s being at the
destination. The example (12.b) defines a dynamic state ‘drinking’. According to the interpretation,
we can see that the aspectual marker GUO behaves differently when combines different types of

situations. The semantics of GUO will be discussed later in this chapter.

5.4.2. Delimitative State: |---|
Delimitative state is a linguistic event of a static state whose lifetime is explicitly specified. The

definition is shown as follows.
delimit(e)(i) = A.A;[static(e) A time_interval(i) A time_location(i,e)]

This formula says that the static state e is located in the interval i according to the time system |
which i is evaluated. Similarly, we can also explicit define the start and the end of the time interval

as follows.
delimit(e)(ty, ty) = ApAe ,3;[static(e) A time_interval(i) (t1,t,) A time_location(i, e)]

The lifetime of a state could also be described with duration rather than the start and the end of a

time interval.

delimit(e)(d) = A A43;i[static(e) A time_interval(i) A time_location(i,e)

A duration(d, i)]

An example for delimitative state is shown in (13). ‘$ThatTime’ should be replaced by what AR £
BF 18] na4 duand shi2jianl ‘that time’ in the sentence refers to according to the speaker. Similarly,

we can focus on the duration of the time interval as in (14) or explicitly refer to the specific time

interval as in (15).
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(13) K=t T AR BT IA],
zhanglsanl  jiu4  bing4 le0 na4  duan4 shiljianl
Zhangsan then ill LE that CL time
3.lill(e, ZhangSan) A delimit(e)($SpeechTime, $ThatTime)]

(14) HK=RT=ZNZH.
zhanglsanl bing4 1e0 sanl ged  xinglgil
Zhangsan ill LE three CL week
3.[ill(e)(ZhangSan) A delimit(e)($SpeechTime, ThreeWeeks)]|

(15) K=K LEF O E—AMETE THF 5.5,

zhanglsanl cong2 shang4wu3 9-dian3 yilzhi2
Zhangsan from  morning 9:00 all_the_time
nan2shou4 dao4  xiadwu3 5-dian3
uncomfortable to afternoon 5:00

3.[uncomfortable(e, ZhangSan) A delimit(e)(9: 00am,5: 00pm)]

The example (16) shows that this sentence doesn’t denote a delimitative, but only a serial of
instant static state, meaning that during the time period ‘yesterday’ the state holds. Nothing is

stated about the state other than ‘yesterday’.

(16) MERFK=—HMAEE
zuoZ2tianl zhanglsanl  vyilzhi2 bing4 zhe0
yesterday Zhangsan all_the_time ill ZHE
3,.[ill(e,ZhangSan) A holds(e, $Yesterday)]

5.4.3. Instant Dynamic State: ~~~
Instant dynamic state is defined as a dynamic state with the viewpoint aspect focused on a time

point. The definition is shown as follows.
progressive(e)(t) = A A[dyn(e) A holds(e, t)]

This formula says that for a linguistic event of dynamic state, there is always an argument of time t,
which is usually the speech time unless an explicit time is specified and necessarily within the

lifetime of the dynamic state e.

Irrealis issue is actually involved in instant dynamic event when the corresponding situation is an
accomplishment, e.g. he is writing a letter. As we have discussed in Chapter 3, such description of
dynamic static actually involves the subject’s intention or the speaker’s perception. For example,

one possible interpretation is: he is writing something with a pen and as far as | can imagine what
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he wrote will form a letter. From this interpretation, we can clearly see that the writing dynamic
state is the realis part, while the irrealis part is actually an epistemic modality on what will happen

in future. However, such meaning is encoded in the progressive form with the object as the target.

5.4.4. Activity: |~~~|
Similar as delimitative, activity is defined as a linguistic dynamic state whose lifetime is explicitly

specified in the sentence. The formula is shown as follows.
process(e)(i) = A.A; [dyn(e) A time_interval(i) A time_location(i, e)]
An example is shown in (17).

17) HKEEHAT—LF.
zhanglsanl kan4shul kand 1e0 yil shang4wu3
ZhangSan read_book read LE one  morning

3.[reading(e)(ZhangSan) A process(e)($Morning)]

The corresponding predicate with different parameters can also be defined as follows, which can

be exemplified in (18) and (19) respectively.
process(e)(d) = A,143;[dyn(e) A time_interval(i) A process(e)(i) A duration(d,i)]
process(e)(ty, tz) = AeAs, t, [dyn(e) A 3;[time_interval(i)(t,,t,) A process(e, i)]]

(18) FK=3aT — /N,
zhanglsanl pao3 le0 yil ge4  xiao3shi2
Zhangsan run LE one CL hour

3,[running(e, ZhangSan) A process(e, AnHour)]|

(19) KEAPBAANE—BEFI+— K,

zhanglsanl kan4shul cong2 baldian3 yilzhi2 kan4
ZhangSan read_book from 8:00 all_the time  read
dao4 shi2yildian3

to 11:00

3.[reading(e, ZhangSan) A process(e)(8:00,11: 00)]

Similar as (16), the example in (20) doesn’t denote a process, but a serial of dynamic state, the fact

that during the time period, the state holds.
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(20)  ARELET AR =AY .
na4 duan4 shiljianl zhanglsanl zai4  pao3bu4d
that CL time Zhangsan ZAl  run
3. [running(e)(ZhangSan) A holds(e, $ThatTime)]

5.4.5. Semelfactive: |~|
Semelfactive is different from process that its time duration is perceived by the speaker as very

short that it is difficult to refer to its internal stage.

semel(e) = A,3¢ ¢, 3;[dyn(e) A time(ty) A time(ty) Aty~t, Atime_interval(i)(ty,t;)

A time_location(i,e)]
semel(e)(t) = Ae/lt[/ltz [semel(e)](t)]

The sentence (21) is an example of semelfactive. In Chinese, — T yilxia4 ‘once’, is usually used

to express the number of semelfactive situations occurred.

(21) K=K T—TIT.
zhanglsanl giaol le0 yil xiad  men2
Zhangsan knock LE one CL door
3¢ ¢[knock_act(e)(ZhangSan, the_door) A semel(e)(t)]

5.4.6. Change of State: --|--, --|~~, ~~|--, ~~|~~
The following are the definitions of the four different types of changes of states, namely static-

static change, static-dynamic change, dynamic-static change and dynamic-dynamic change.
sschange(e) = A¢31e, ¢, [Static(ey) A static(e;) A change(e)(t, e, e3)]
sdchange(e) = A3, ¢, [static(ey) A dyn(e;) A change(e)(t, ey, e;)]
dschange(e) = A,3pe, ¢, [dyn(e;) A static(e;) A change(e)(t, ey, e;)]
ddchange(e) = A¢31e, ¢,[dyn(e,) A dyn(e;) A change(e)(t, ey, e;)]

Some extended predicates could be defined as follows.
sschange(e)(t) = A¢A3e, ¢, [Static(ey) A static(ey) A change(e)(t, ey, e;)]
sdchange(e)(t) = A A 3¢, ¢, [Static(e;) A dyn(e;) A change(e)(t, eq, ;)]

dschange(e)(t) = AeAi3e, e, [dyn(er) A static(e,) A change(e)(t, e, e3)]
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ddchange(e)(t) = AeAi3e, ¢, [dyn(e,) A dyn(e;) A change(e)(t, ey, e;)]

The predicates could be further extended with the time parameter as follows.
sschange(e)(t, e1,€;) = A e, ¢, [Static(ey) A static(e,) A change(e)(t, ey, e;)]
sdchange(e)(t, ey, €;) = A Aide, ¢, [static(ey) A dyn(e;) A change(e)(t, ey, e;)]
dschange(e)(t, eq, ;) = AeAide, e, [dyn(er) A static(ey) A change(e)(t, eq, ;)]
ddchange(e)(t, eq, e3) = AeAide, o, [dyn(e;) A dyn(e;) A change(e)(t, eq, ;)]

As an example, the static-static change ‘die’ could be defined as follows.

die(e)(t, x) = A A A¢[sentient_being(x) A alive(e;)(x) A dead(e,)(x)

A sschange(e)(t, e, e;)]

One example is shown in (22). In this sentence, the time adverb #F X zuo2tianl ‘yesterday’
usually denote a time interval. However, the achievement situation st si3 ‘dying’ requires a time

point, which we can clearly see in the logical form.

(22) FK=MRRT.
zhanglsanl  si3 le0
ZhangSan die LE
Zhang San died yesterday.
3. ¢[die(e)(t,ZhangSan) At € $Yesterday]

The static-dynamic change ‘start laughing’ could be defined as follows.

start_laugh(e)(t, x)
= A A A [human(x) A —~laugh(e;)(x) A laugh(e,)(x)
A sdchange(e)(t, e, e;)]

We should note that while ‘laugh()’ is dynamic predicate, ‘—laugh()’ is actually a static predicate.

One example is shown in (23).

(23) HKE=mEBATKT,
zhanglsanl zuidhou4 zhonglyu2 xiao4 le0
ZhangSan finally finally laugh LE
3 ¢[start_laugh(e)(t,ZhangSan) At = $ThatTime]

The dynamic-static change ‘stop talking’ could be defined as follows.
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stop_talk(e)(t, x)
= AeA A [human(x) A talk(e;)(x) A —talk(e;)(x) A dschange(e, t,eq, ;)]

One corresponding example is shown in (24).

(24) FKEAFLEHIET
zhanglsanl  ting2zhi3 jiang3hua4 le0
ZhangSan stop talk LE
3. [stop_talk(e)(t,ZhangSan) At < $SpeechTime]

A dynamic-dynamic change ‘finish startup’ could be defined as follows.

finish_startup(e)(t, x)
= AeAxdi[computer(x) A startup(e;)(x) Awork(e,)(x)
Addchange(e,t, e, e;)]

One example of dynamic-dynamic change is shown in (24).

(25) wEEBHNIFT.
dian4nao3 gi3dong4 hao3 1e0
computer setup finish LE

Je¢[finish_startup(e)(t, $TheComputer) At < $SpeechTime]

5.4.7. Accomplishment: |[~~~|--, |~~~|~~
Accomplishment here refers to a linguistic event of accomplishment situation, which could be

defined as follows.

acc(e) = Ae3e, ey ent15,3 [dyn(er) Astart_time(ty, eq) A end_time(t,, e;) A state(e;)

A start_time(t,, e3) A change(e,)(t,,e1,e3) Ne = e; + e,]

We can see that the final state e, is not a part of the accomplishment but is only implied by the
final change. As we know that most accomplishment situations are described by a verb with an

object, thus we need to explicitly specify the two sub events of an accomplishment as follows.

acc(e)(e1,€2) = Aee, e, 3y 1,1, [dyn(er) A start(ty, e;) A end(ty, eq) A state(es)

A change(ey)(t,,e1,e3) Ne = eq + e;]

We can also define extended predicates as follows, which means that the accomplishment ends at

time t.
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acc(e)(t,eq,ez)

= Aeje, e, e, t, [dyn(er) Astart(ty, eq) Aend(ty, eq) A state(es)

A change(ey)(ty,eq,e3) Ne = e + ey, Aty =t]
The sentence (24.a) is an example and accomplishment.

(24) FK=FT 33,
zhanglsanl  xie3  le0 yil fengl xin4
Zhangsan write  LE one CL letter

3e,te, e, IWriting (e, ZhangSan) A letter(e;) A acc(e)(t, e, ex) At <

$SpeechTime]

5.4.8. Instantaneous Accomplishment: |~|--, |~|~~
The definition for instantaneous accomplishment is quite similar to accomplishment. The only
difference is that the first dynamic state becomes semelfactive. The corresponding definitions are

shown as follows.

insacc(e) = Ae3e, e, e.t,,t,3 [Semel(ey) A start_time(ty, e1) A end_time(t,, e;) A state(e;)
A start_time(t,, e3) A change(e,)(ty,e,e3) ANe = e + e;]
insacc(e)(eq, e5)
= Ao, e, Jesty t, [SEMeEl(er) Astart(ty, eq) Aend(t;, eq) A state(es)
A change(e;)(ty,eq,e3) Ne = e + e;]
insacc(e)(t,eq, e;)
= Aejey e, 3es tyt, [SEMel(e1) A start(ty, e;) A end(t,, e1) A state(es)

A change(e,)(t,,e1,e3) Ne =e; + e, Aty =t]
An example of instantaneous accomplishment is shown in (26).

(26) FKR=H{HET —AMRT.
zhanglsanl  tilsui4 le0 yil zhil  ping2zi0
Zhangsan kick-break LE one CL bottle
3p.e, e, [POttle(b) A kick_act(e;)(ZhangSan, b) A broken(e,, b) A

insaccs(e)(eq,e5)]

The predicate ‘kick_act’ in the logical form of (26) could be defined as follows.
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kick_act(e)(x,y)
E dedyy3;[semel(e) A agent(e, x) A patient(e,y) A foot(z)

A instrument(e, z) A part_of (z,y)]

5.5. Chinese Aspectual Markers

In last chapter, | gave analysis for the meaning of Chinese aspectual markers. Following the point
that LE is a perfective markers, ZHE and ZAl is a progressive marker and GUO is experiential
marker, | will give a formal description for them that are the same as but in different

representations. I will also compare Lin’s representation with what I propose here.

55.1. T le0 ‘LE’

LE mainly indicates the finish of an event instance e, which is the linguistic event from the
combination of ontological situation and viewpoint aspect. When talking about finish, we must
select a reference time t at which the event instance is observed.

Perfective is defined as follows.

perfective(e,t)
E AA:3;[time(t) A situation(e) A time_interval(i) A time_location(i, e)

Aends(t,i)]
Reference time relevant state is defined on a state.

relevant(e,t) E A,A:3,3,/[state(e) A start_of (e’,e) Aperfective(e',t") A holds(e,t) A t’
< t]

For a telic situation, we can define the perfect aspect as follows.

perfect(e,t) E A, 13,3 [situation(e) A perfective(e,t’) A final_state(e’, e)

Arelevant(e',t)]

This says that the relevant LE actually implies a perfective LE. This can be proved by the example
(27.b), which is semantically well-formed, however contradictory to our world knowledge. In this

sentence, the relevant LE should not be used.

(27) a. KK A%,
di4qiu2 rao4 taidyang?2 zhuan4
earth around sun rotate
The earth now rotates around the sun.

J,[rotating(e)(Earth, Sun) A holds(e, $SpeechTime)]
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b. s R K% T,
di4qiu2 rao4 taidyang?2 zhuan4 le0
earth around sun rotate LE
The earth now rotates around the sun.
3.[rotating(e)(Earth, Sun) A relevant(e, $SpeechTime)]
3.3;[rotating(e)(Earth, Sun) A perfective(e,t) At < $SpeechTime]

Theoretically, two different readings are both available for (27.b) as it shows in the bottom.
However, both of them are contradictory to our knowledge. When taking dynamic state, the
viewpoint aspect operator 7 4% kailshi3 ‘start’ is usually used to shift the whole situation to the

start, e.g. (28).

(28) AW EFHET EL.
wo3men2 si4dian3 kailshi3 le0 zu3hui4
we 4:00 start LE group_meeting
3.3,/ [meeting(e)($we) A start_of (e', e) A perfective(e’,4:00)]

The viewpoint aspect operator ‘start_of()’ sometimes can be omitted in the sentence when the
ontological situation is static state, e.g. (29). Again, both of the readings as indicated are possible.
However, without context the first one is preferred. In a different, e.g. to answer the question ‘why

didn’t he come yesterday?’ the second interpretation should be chosen.

(29) HAET.
tal bing4d 1e0
he ill LE
3.[ill(e)($he) A revelant(e, $SpeechTime)]
3.3.[ill(e)($he) A perfective(e,t) At < $SpeechTime]

In Chinese, it is possible to use two LEs at the same sentence. In (30), the first LE indicates the
perfective of the eating activity and the second LE indicates the relevance of the final state of
‘eating medicine’. In other words, sentence (30) describes a telic situation, i.e. accomplishment.
The telicity comes from the expectation of the subject eating a certain kind of medicine. In
addition, it is allowed in Chinese to use time adverbial to describe the time when the eating

happens. There is no straightforward way to translate it into English.

(30) MFLAETTHT,
tal zao3shang4  jiu3dian3 chil le0 yao4 le0
he morning 9:00 eat LE medicine LE

?He has eaten the medicine at 9:00am.
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He has eaten the medicine. He did it at 9:00am.
3.3,/ [eating_medicine(e)($he) A perfective(e,9:00am) A final_state(e’,e) A

revelant(e’, $SpeechTime)]

When the object is a demonstrative NP with iX zhe4 ‘this’ and #F na4 ‘that’, the sentence final LE
usually gives the perfective interpretation, such as (31). Similar as (30) when there are two LEs,
the whole sentence (31.b) describes a telic situation. However, the telicity is not given by the
volume of the bottle of wine, but also by the expectation. For the sentences in (31), whether that

bottle of wine is finished is unknown without context.

(31) a. HeRER"BALHIET o
tal zuo2tianl hel na4 ping2 jiu3  le0
he yesterday drink that bottle wine LE
He drank that bottle of wine yesterday.
He had a drink of that bottle of wine yesterday.
3.3;[drinking(e)($he, $Sthat_wine) A perfective(e,t) At € $yesterday]
3.3, 3;[drinking(e)($he, x) A x € $that_wine A perfective(e,t) At €

$yesterday]

b. He#E X "8 T ARMIE T o
tal zuo2tianl hel le0 na4 ping2 jiu3  le0
he yesterday drink LE that  bottle wine LE
3.3, [drinking(e)($he, $that_wine) A perfective(e, $yesterday) A

final_state(e’, e) A revelant(e’, $SpeechTime)]

Similar as (29), when a verb that usually denotes dynamic state, the sentence also shows ambiguity
whether it describes the start which is the relevant reading, or the perfective of the whole dynamic
state, such as (32.a). If we add an explicit time adverbial, the relevant reading is more difficult to
get although possible in specific context, as in (32.b). However, there is another interpretation for
(32.b) that everyone is supposed to smile. Then it could be interpreted as a relevant reading. In

previous studies, the LE in (32.b) is usually treated as a combination of LE; and LE..

(32) a. KX T,
tal xiao4 le0
he smile LE
He smiled.
3.[smiling(e)($he) A revelant(e, $SpeechTime)]
3.[smiling(e)($he) A perfective(e, $JustNow)]
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bAERIF X T o
tal ganglcai2 xiao4 le0
he just_now smile LE
3.[smiling(e)($he) A perfective(e, $JustNow)]
3.3,/ [smiling(e)($he) A perfective(e, $JustNow) A final_state(e’,e) A

relevant(e’, $SpeechTime)]

5.5.2. % zhe0 ‘ZHE’ and /& zai4 ‘ZAI’

The aspectual markers & zhe0 ‘ZHE’ and & zai4 ‘ZAI’ focuses on a time point when describing a

state. ZHE can be used for both static state and dynamic state as follows.
continuous(e, t) £ A A¢[state(e) A holds(e, t)]

For example, (33.a) describes a dynamic state that holds at the speech time while (33.b) describes

a static state that holds at the speech time.

(33) a. HefnE i,
tal choul zhe0 vyanl
he smoke ZHE cigarette
3.[smoking(e)($he) A continuous(e, $SpeechTime)]

b. % & 2x,
tal ai4 zhe0  xiao3hong2
he love ZHE Xiachong
3.[love(e)($he, Xiaohong) A continuous(e, $SpeechTime)]

The aspectual marker £ zai4 ‘ZAI’ has a similar function as ZHE. However, it is only compatible

with dynamic state as follows.
continuous_dyn(e,t) E A, A:[dyn(e) A continuous(e,t)]
The (34) are some examples of ZAl.

(34) a. e FH.
tal zai4  kan4 shul
he ZAl  read  book
3.[reading(e)($he) A continuous(e, $SpeechTime)]
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b. feig L+ Bt AF .

tal wan3shang4  shi2dian3 shi2  zai4 kand shul
he evening 10:00 when ZAIl read book
3.[reading(e)($he) A continuous(e, 10: 00pm)]

cC AREF—HAEED
tal jinltianl shang4wu3 yilzhi2 zai4 kan4 shul
he today morning always ZAl  read book

3,[reading(e)($he) A V[t € $morning - continuous(e,t)]]

Another difference of ZHE and ZAl is that ZHE usually could not be the focus of a sentence. So,
the sentences in (33) sound odd if there are no other corresponding elements that could sever as the
focus. This problem will not be discussed in details.

5.5.3. i guod ‘GUO’

The Chinese i guo4 ‘GUO’ mainly functions as an experiential marker. Lin (2007) proposed that
GUO requires that the inner stage of a situation should hold within the time interval for the
evaluation and the time interval should be before the reference time t. The inner stage (IStage) is
defined as: 1) if the situation is atelic, the IStage equals the whole situation; 2) if the situation is
telic, the IStage is the situation excluding the final time (culmination) point. This is problematic

when the situation is instantaneous, e.g. achievements, in which case the IStage will be empty.

On the other side, | would agree with Lin’s analysis that GUO does not necessarily require the

final state of a telic situation to be achieved. The semantics of GUO could be described as follows.

expriential(e,i)(P(a))
F Aedidp3,r ([state(e) A time_interval(i) A time(t) A situation(e’)

AP(e")(a) Aperfective(e',t) At € i]

This formula shows the intrinsic nature of GUO that it implies the existence of an event instance in
indefinite past. The time interval i is what we referred to as time frame in Chapter 4. It also says
that GUO itself is a static state situation which takes a predicate argument. The second order logic
form could be transform into a first order logic form by creating another predicate as follows. The
parameter of P becomes that of new predicate. In this way, the experiential GUO becomes a
predicate operator, which combines a predicate P to form a new predicate exp_P. For example, the

predicate 5 xie3 ‘write’, can generate an experiential predicate 5 iT xie3guo4 ‘exp_write’.
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expriential_P(e,i)(a)
F AeAiApT,r c[state(e) A time_interval(i) A time(t) A situation(e’)

A P(e')(a) Aperfective(e',t) At € i]

It is also possible that one subject has two experienced instances of the predicated situation. We
can add another parameter that shows the frequency as follows.

expriential(e,i, f) (P(a))
E )Le)Li/IPEI(er’t)*f [state(e) A time_interval(i) A time(t) A situation(e”)

A P(e')(a) Aperfective(e',t) At € i]

This can describe some sentences that describes more than one instances of the same situation type,
e.g. in (35).

(35) AMEFLELAAALT,
tal gudnian2 qud  guod liang3ci4 beiljingl
he last_year go GUO twice Beijing
He went to Beijing twice last year.

3.2 [go(e)($She, Beijing) A perfective(e,t) At € $LastYear]

From the representation of GUO, we can see that it implies the perfective LE. Although the
sentence in (36) is debatable in terms of acceptability, they actually have the same degree of
acceptability with GUO and LE.

(36) MEBR(T)—A%H, TRLZEZ.

tal xie3  guo4/le0 yil ben3 shul ke3shi4 mei2
he write  GUO/LE one CL book but not
xie3  wan2
write  finish

?He has written a book, but he didn’t finish it.

When LE is used, the instance e is ‘definite’ that it usually has a clear reference in some world. For
GUO, it only implies that at least one existing instance of the situation type predicated in a given
time frame. In some cases where the time frame is fixed, LE and GUO will give similar meaning if

only one happening is expected, e.g. (37).

(37) A TYRT
tal chil  guo4/le0 fand  le0
he eat GUO/LE meal LE

He has had his meal already.
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With the representation of GUO | presented, the examples discussed by Lin (2007) could also be

explained, as shown in (38).

(38) a. fAF 42T,
shui2 doul nian2gingl guo4
who all young GUO
Everyone has been young before.
V,3.3;[time_interval(i) A young(e)(x) A perfective(e,t) At €i A

time_location(i, x)]

b. o F T A,
tal diul guo4 zhed ben3 shul
he lose GUO this CL book
He lost this book once before.
3.3;[time_interval(i) A lost(e)($he, $this_book) A perfective(e,t) At €1 A
ends($SpeechTime,i)]

c. AR AL,
kong3long2  cun2zai4 guo4
dinosaur exist GUO
The dinosaur once existed.
3.3;[time_interval(i) A existing(e)($Dinosaur) A perfective(e,t) At € i A
ends($SpeechTime, )]

d #aid,
tal si3 guo4
he die GUO
He has been dead before.
3.3;[time_interval(i) A die(e)($he) A perfective(e,t) At Ei A
ends($SpeechTime, )]

e. T L XA AL
tal da3  si3 guod zhed ged  ren2
he beat dead GUO this CL person
He once killed this person.
3.3;[time_interval(i) A kill(e)($he, $this_person) A perfective(e,t) At €
i A ends($SpeechTime,1)]
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However, I don’t agree the analysis of Lin (2007) that the sentence (38.d) and (38.e) are
semantically ill-formed. Firstly, the fact that a person could not become alive again once died
belongs to the world knowledge. In an imaginary world, e.g. a game, such sentences then become

acceptable. Secondly, with a special context they are also acceptable in real world, e.g. (39).

(39) AMARATHITEAA, LATRITIF LA

tal bu4jin3 da3  si3 guo4 zhe4 ged ren2  hai2
he not_only beat dead GUO this CL person also
da3  si3 guo4 haogji3 ge4 ren2
beat dead GUO many CL person

He not only killed this person, but also killed many other people.

In summary, Chinese GUO is a pure experiential marker. The so-called repeatability and change

out of state are in pragmatic level (Pan, 2004).

5.5.4. Negators

Generally, negation is defined as: If P is the negation of Q, if and only if:
—P(e) - Q(e)
P(e) » =Q(e)

This means that I won’t discuss the relationship among different concepts. For example, the
negation of the predicate beautiful(x) is —beautiful(x), the relation between —beautiful(x) and e.g.
ugly(x) will not be discussed. There are two negators in Chinese, 7~ bu4 ‘not’ and % (%)
mei2(you3) ‘not have/exist’. Following the analysis in Chapter 4, the corresponding formal

representations will be given here.

55.4.1. 7~ bud

The negator 1~ bu4 ‘not’ mainly negates static state. Dynamic state is a boundary case, which is
usually negated by 7% A mei2you3 ‘not have/exist’. When negated by 7~ bu4, it is usually to make
a correction which implicates the existing of another state. The sentence (40.a) is an example of
negation of static state. The negator A~ bu4 operates on the existential quantifier. For sentence
(40.b), there are two different interpretations. However, the second interpretation is more
appropriate, which is approximately to say that 7~ % bu4gaol ‘not tall’ has become one predicate

that modifies the height attribute of the subject. The first interpretation mainly states that being tall

is not an attribute of the subject. It can be proved that the second interpretation entails the first one.
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(40) a. FK=T~MZ AR,
zhanglsanl bud  xin4 yelsul
ZhangSan not believe Jesus

—3.[believe(e)(ZhangSan, Jesus) A holds(e, $SpeechTime)]

b. K=T %,
zhanglsanl  bu4  gaol
ZhangSan not tall
—3.[tall(e)(ZhangSan) A holds(e, $SpeechTime)]
3.[tall(e)(ZhangSan) A holds(e, $SpeechTime)]

Functionality negation is also implemented with “~ bu4. For example, (41.b) is the negation of
(41.a). The negation can also refer to a certain period, such as (41.c). The sentence (41.d) shows

that the attribute function is compatible with exceptional cases.

(41) a. FKR="88,
zhanglsanl heljiu3
ZhangSan drink
3.[functionality(e)(drinking, ZhangSan) A holds(e, $SpeechTime)]

b. K=T"5iH,
zhanglsanl  bu4  heljiu3
ZhangSan not drink
—3.[functionality(e)(drinking, ZhangSan) A holds(e, $SpeechTime)]

C. IREART BB o
zhanglsanl  yi3gian2 bud  heljiu3
ZhangSan previously not drink
=3, [functionality(e)(drinking, ZhangSan) A holds(e,t) At <

$SpeechTime]

d. KEF"FB, FTUAST —ai#EBET,

zhanglsanl  bu4  heljiu3 suo3yi3 hel le0 yil
ZhangSan not drink S0 drink LE one
kou3 jiud  zuid  le0
mouth then drank LE

Zhang San doesn’t drink. So, he got drank for only a small sip.
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The negator &~ bu4 can also negate dynamic state in some context. For example, the sentence

(42.b) is the negation of (42.a).

(42) a. K=",
zhanglsanl zai4  heljiu3
ZhangSan ZAl  drink
3.[drinking(e)(ZhangSan) A holds(e, $SpeechTime)]

b. K= "HIE.
zhanglsanl bud  zai4  heljiu3
ZhangSan not ZAl  drink
—3.[drinking(e)(ZhangSan) A holds(e, $SpeechTime)]

5.5.4.2. &% mei2you3

%7 mei2you3 negates the existence of an instance of a certain situation. The sentences in (43) are
examples of negation by % & mei2you3. For (43.a), it usually negates the start of state of
believing. It also has the interpretation of negation of the state, which is the same as A~ bu4. For

(43.b), it negates the existence of the event instance expressed by GUO.

(43) a. FKR=% A 12 IREK,
zhanglsanl mei2you3 xin4 yelsul
ZhangSan not believe Jesus
—3e¢[start_believe(e)(ZhangSan,Jesus) A time_location(t,e) At <
$SpeechTime]
—3,[believe(e)(ZhangSan, Jesus) A holds(e, $SpeechTime)]|

b. K=& A 17 L HR 2R
zhanglsanl mei2you3 xin4 guo4 yelsul
ZhangSan not believe GUO  Jesus
=3, ¢[believe(e)(ZhangSan, Jesus) A holds(e,t) At < $SpeechTime]

Dynamic state is more likely to be negated by % % mei2you3, such as (44). For (44.a), it usually
implies a reference time t, at which the situation of smoking occurs. The reference time needs to be
specified within a context. Mostly, the reference time of (44.a) is close before the speech time. For

(44.b), the speech time is set as the reference time with ZAl.
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(44) a. K =% A HA .

zhanglsanl mei2you3 choulyanl
Zhangsan not smoke
—3.[smoking(e)(ZhangSan) A holds(e, $RT)]

KRR A AR,

zhanglsanl mei2you3 zai4  choulyanl
Zhangsan not ZAl  smoke
—3.[smoking(e)(ZhangSan) A holds (e, $SpeechTime)]

Alternatively, the reference time could be explicitly specified in the sentence, as in (45).

(45) a. FK=R 7 XA HiE

zhanglsanl ganglcai2 mei2you3 choulyanl
Zhangsan just_now not smoke

—3.[smoking(e)(ZhangSan) A holds (e, $JustNow)]

b. 7k =R & A KA,

zhanglsanl ganglcai2 mei2you3 zai4  choulyanl
Zhangsan just_now not ZAl  smoke
—3.[smoking(e)(ZhangSan) A holds(e, $JustNow)]

When taking achievement situations, %A mei2you3 negates its happening. For example, the

sentence (46) only negates the finishing part of the subject’s smoking a specific cigarette. However,

it doesn’t negate the existing of the smoking activity. Mostly, it actually presuppose the existing of

the smoking activity.

(46)

REZ A ZAR TR,

zhanglsanl mei2you3 choul wan2 na4  zhil vyanl

Zhangsan not smoke finish that CL cigarette

=3 [finish_smoking(e)(ZhangSan, $TheCigarette) A perfective(e, $RT)]

When taking accomplishment situation, % % mei2you3 negates the happening of the whole

situation. For example, the sentence (47) states that no writing activity exists.

(47)

K=IRHE—H1E.
zhanglsanl mei2you3 xie3 yil fengl xin4
Zhangsan not write one CL letter

=3¢ x[letter(x) Awriting(e)(ZhangSan, x) A holds(e, $RT)]
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5.6. Summary

In this chapter, | give the formal representation for different ontological situation types and
linguistic event types. Especially, for a described linguistic event, there must be a reference time,
according to which the event is described. From linguistic perspective, the formal representation
can provide a clearer explanation for semantics. From ontological and computational perspective,
the representation can be adopted in an ontology system, e.g. SUMO (Pease et.al., 2002). By doing
this, it can further contribute to Natural Language Processing (NLP) by providing aspectual

reasoning. It is also useful then for automatic language generation and machine translation.
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Chapter 6

Annotating a Chinese Corpus for Aspectual Study

The best way to test a theory is to resort to the real data. In this chapter, | will first present a
guideline for annotating a Chinese corpus based on the theory | proposed in Chapter 3 and 4. The
original data comes from Sinica Treebank, which is a subset of Sinica Corpus. To keep the source
format, all the corresponding examples in this chapter will be in traditional Chinese characters.

Finally, the annotation result will be described and summarized with some statistical information.

6.1. Introduction

Firstly, we should note that not every sentence deontes event. It is proposed that there are two
different kinds of sentences: constative and performative (Austin 1975). Sentences that denote
events in a broader sense refer to constative, while sentences that describe speech act refer to
performatives. For annotating a real corpus, the best way is to include all kinds of sentences in

order to allow us to get the real distribution information of the data.

Illocutionary act is an important category of sentences, with which people perform actions by
speech. In corpus, speech acts are usually quoted in text. For annotation, the theory of Searle (1976)
will be adopted for the basis. He proposed five different categories of illocutionary acts:
commissive, directive, assertive, expressive and declarative. Besides these five categories,
guestions are also put in the speech act category, in the consideration that it also needs feedback

from the listeners.

Modality is another category that is mainly used to describe speakers’ attitudinal state, which is a
little different from sentences to denote other events. Modality could be treated as a higher order
predicate upon propositions. It is usually expressed through certain modal operators such as modal
verbs, auxiliary or adverbs. Different modalities could cascade in levels. Modality will be
annotated as an independent category. I will mainly adopt Palmer (2001)’s theory as the basis and

then make some revision based on it.

In all, the annotation will include three kinds of sentences: event, modality and speech act in the
high level. Support to discriminate the three kinds of sentences could be found in other languages.

For example, Sanskrit has three moods for verbs, namely indicative, optative and imperative.
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Although the three moods are in syntactic level, they actually correspond to the three types of

sentences described here in the semantic level.

6.2. Annotation Framework

In this section, the annotation guideline of the three sentence types, namely event, modality and

speech act will be given.

6.2.1. Event Annotation

Event is talked about in sentence level. Event annotation is then to annotate the situation types that
are described in sentences with certain viewpoint aspects. The annotation guideline here mainly
concerns the identification of a certain situations types and veiewpoint aspect based on the verbs

and the syntactic information.

The sentences without explicit aspectual markers are in neutral aspect (Smith, 1991). For example,
sentence (1.a) can possibly denote different event types in different contexts. Sentence (1.b)
describes a fact that the subject previously did something (but now he doesn’t). Sentence (1.c)
describes a dynamic state that the subject is doing something. The aspects of these examples are
given by the specified contexts. For such cases, the annotator will decide its real aspectual type

based on his judgment.

(1) a A H.
tal kan4  xiao3shuol
he read novel

He reads novels

b. VART, He A ik
yi3gian2 tal kan4  xiao3shuol
previously he read novel

He read novel before.

c. KEAMRNE, DIZILEAEL, /e F ik
dadjial doul hen3 mang2 xiao3hai2er0 xie3  zuodyed
everyone all very busy children write  homework
tal kan4  xiao3shuol
he read novel

Everyone is busy. Children are doing homework, and he is reading novels.
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6.2.1.1. Static State

In the annotation, the subcategories of static state are not discriminated. However, the
identification of static state still requires the annotator to be able to identify each subcategory. So, |
will still provide the subcategorization details, which could be a framework for further studies on

this category.

6.2.1.1.1. Stative verbs
Stative verbs, e.g. % ai4 ‘love’, %& 7= biao3shi4 ‘show’, & shi4 ‘be’ etc., mainly denote static

state as shown in (2).

(2) a HMFEEEGHER
wo3men2 ai4 zhed  mei3li4 de0 shidjie4
we love this beautiful DE world

We love this beautiful world.

b. EATAHAXRRNZAAALLZE BIEEENREE,
zhe4  biao3shi4 you3 mou3xiel yinlsu4 zai4
this  show have  some factor PREP
zuo3you4 zhe0 zhe4  ju2bud zhengdquedlv4 de0 bai3dong4
control ZHE this local precision DE fluctuate

This means some factors are controlling the fluctuation of the local precision.

Phrases that describe the attribute of entity or relation between entities are also static state. Since

the attributes are related to specific entity, there is always an instance e for this static state.

(3) a AMAERIFAE .
wo3men2 liang3 jial shi4  hao3 lin2jul
we two  family be good neighbor

We two families are good neighbors.

b. EEARIEA
zhed ged ren2 hen3 conglming2
this CL person very  clever

This person is quite clever.

6.2.1.1.2. Functional attribute by dynamic verbs
Some attributes are actually related to a generic event that is fuctional attribute of an entity, a set of

entities or a class. It means that the subject could perform a specific kind of event defined by the
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predicate. They are usually in neutral viewpoint aspect (without specifying any aspectual markers),

and there is no event instance. The sentences in (4) are all static state rather than dynamic events.

(4) a #ATHX,
tal zi4ji3 mai3 cai4
she oneself buy  vegetable

She buys vegetables by herself.

b. & 54 3 tb X5 & o
wo3 pao3 de0 bi3 taidyang?2 hai2  kuai4
I run DE than  sun still  fast

| run faster than the sun.

C. 4% B4R I ¥
bianl bidbao4 bing4 bu4  nan2
make wall_poster actually not difficult

It is not difficult to make wall posters.

d. FHRAA AR BRI L £ 5,
dangldilren2 reng2 Vi3 zui4  yuan2shi3 de0 gongljud
local_people  still PREP most primary DE tool
shuangljiao3 weidzhu3
feet mainly

The local people still travel on foot.

e. & AL AR R,
jiao4hui4 ren2shi4 doul bu4  choulyanl
church people all not smoke

Church people don’t smoke.

f.dE & HE % b 58 Gk 09 4R
nan2feil hai2  chulchan3 xu3duol you2 hai3xianl
South_Africa also  produce many PREP sea food
zhi4cheng?2 de0 guan4tou?
made DE canned_food

South Africa also produces many canned products made of see food.
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6.2.1.1.3. Metaphor
Some verbs denoting dynamic events, e.g. accomplishment, are also used to denote a static state

with a metaphorical use, e.g. the sentences in (5). For example, :24£ lian2jiel ‘connect’, HE7|
pai2lie4 ‘arrange’ are used to denote array of lamp posts, trees etc. which could not move at all. %

# chuanlsuol ‘shuttle’ describes an intersecting spacial relation of a park and the roads in it.

We treated such metaphorical uses as static state in the annotation guideline, as we expect that
there could be a set of rules for metaphor generation and such sentences could be treated as one
way to express a real world situation that is intrinsically a static state.

(5) a BFE & ME FAR A LA Ao EHFH
xia2zhai3 de0  xiao3jing4 chuanlsuol  yu2  hualyuan2
narrow DE trial shuttle PREP garden
he2 yi2ji4 jianl
and relic ~ middle
Narrow trails shuttle across the garden and the relic.

b. dydy &9 35 K X BTE % TR
youlyoul de0 ruo4 guangl cong2 wulding3 sa3luo4
soft DE weak light from roof splash
xiadlai2
down

Soft light lights splash down from the roof.

C. I REFR— At

Xilyang?2 jiangl tianl bianl ran3 cheng2 yil
the_setting_sun PREP sky edge dye into one
pian  hong2se2

CL red

The setting sun dyed the sky red.

d. st B AR B .
ci3 yuan2 yi3 shui3 qu3sheng4
this garden PREP water win

This garden wins by its water.
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6.2.1.1.4. Non-aspectual LE
Some sentences, although containing sentence final particle (SFP) T le0, don’t denote change of

state. Some of them express comparative meaning, e.g. the sentences in (6).
(6) a HFAWERALRET —F .
fa3ling4 de0 pei4he2ye3 man4 le0 yil bu4

decree DE coordination also slow LE one step

The corresponding decree is a little late than expected.

bt &9 REFE B E 7 £ A #K T

tal de0 diaolhualtu2an4 jiu4  gengd fudyou3
he DE carved_pattern then more have
bian4huad le
variation LE

His carved patterns have more variations.

c. AHEE ML T FR—F,

senllin2 fudgaid miandjil zhan4 le0 xue2xiao4
forest cover area take LE school
yilban4

half

The area of forest takes half of the school.

d A+ @47 154 EH.
gi2zhongl baolhan2 le0 15 zhong3 yingllei4
among include LE 15 kind  hawk
There are fifteen kinds of hawks.

6.2.1.1.5. Conditional
Some sentences describe some general rules or conditionals, e.g. the sentences in (7). Formally,

they can usually be denoted as P->Q conditionals.

(7) a At 4R TH st T T
neng4 ling3dao4 gonglzil jiud  almi2tuo2fo2 le0
can get salary then  Amitabha LE

It would be good enough if | could get the salary.
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b. T3% kL 4880 3 b T h BPR REE,
ding3duanl mo3shang4 mian4hu2 bingd zhanl

top smear panada and paste
yelziOfen3 ji4 shi4  yudconglbaol
coconut_powder then  be onion_bun

With some flour and coconut powder on the top, it becomes onion bun.

6.2.1.1.6. GUO

As we discussed in Chapter 4, the semantics of GUO is to indicate the existing of an instance of a
particular situation type, which is intrinsically a static state, such as the sentences from (8.a) to
(8.¢). Since GUO denotes static state, it can possibly combine with LE to describe a change of

state such as sentence (8.d) and (8.e).

(8) a 4xEFALBENHAYAEFILRELME T .
lalsaidke4 zai4  fa3guo2gonglkailsai4 jilbai4 guod
Lassek PREP Frech_Open beat GUO
yi2fan2ni2saidwei2ke4
Goran_lvanisevic

Lassek beat Goran lvanisevic before in Frech Open.

b. X kA& & Fid .
zhang4ful qued ceng2 zhe4me0 shuol guo4d
husband indeed once like_this say GUO
My husband indeed said that before.

C. ZRKEMME , BAAN Y 1548 8 214
er2ciddadzhan4 giljianl ridben3ren3 ceng2
the_Second_World_War during the_Janpanese once
zhan4ling3 guo4 jinlbianl
occupy GUO Phnom_Penh

During the Second World War, the Japanese once occupied Phnom Penh.

d e g AERXB T,
yi3jingl you3  ren2 chang2shi4 guod le0
already have people try GUO LE

Someone has already tried it.
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e KL Z®=F7T.,
wo3 Vi3 bing3 guo4 sanlye2 le0
I already tell GUO San_Ye LE
I have already told San Ye.

6.2.1.1.7. Habitual

Habitual sentences describe the occurrence of a general event type, which is usually associated

with the frequency of the occurrences, described by adverbs such as % % chang2chang2 ‘often’,

4 X meidtianl ‘every day’, etc. For example, sentence (9.a) entails sentence (9.b).

9 a &FFTEMTEHES
wo3  chang2chang2 zai4 shu4 xia4  kandshul
I often PREP tree  under read

| often read under the tree.

b. & & # T &A@ F
wo3 zai4 shu4 xia4d kan4d guo4 shul
I PREP tree under read GUO book

| once read under the tree.

C. e HX —% &9 —& F W4,

tal mei3tianl yilding4 yao4 chil il wan3

he everyday must need eat one bowl

niu2roudmian4
beef noodles

He ate a bowl of beef noodles every day.

d. fefrist & Ree LA — R TR .

talmenO jiu4  mei3tianl wan3shang4  zaidyilqi3
they then  everyday evening together
shi2yan4

do_experiment

They then do experiments every evening.

e. £ FH X, fbrEE A% 1EE 8 R

zai4  ginglnian2 shi2dai4 tal shi2chang?2 tonglxiaol

PREP young time he often all_night
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zuodhuad dao4 tianlming2
paint PREP dawn
When he was young, he ofen painted all night.

ZHE with dynamic verb can also express habitual rather than dynamic state. This is similar to the
English example: he is recently writing a novel. It is rarely the case that it describes an instance of
dynamic state without any interruption. Sentences in (10) are some examples of such kind of

habituals.

(10) a. PR B S/ T 4 L R

chen2mei3li4 yu3  fang2dongl  alpo2 bi3ci3 zhao4liao4
Chen_Meili and landlord lady each_other take care_of
zheO
ZHE

Chen Meili and the landlord lady take care of each other.

b. # & U E A A —3f ] R
tal zui4jin4 zheng4zai4 kand yil bu4  xiao3shuol
he recently ZAl read one CL novel

He is reading a novel recently.

6.2.1.1.8. Generic
Generic statements usually describe an attribute to a class rather than individuals. However, such
attribute could not be guaranteed to be the case for each individual of the class. The sentences in

(11) are some examples.

(11) a. AH A FH,
ren2 you3 liang3 tiao2 tui3
human have two CL leg

attribute(has_two_legs, human)

b. 3 T 695 4 REEH
li3gongl de0  xue2shengl  hen3 conglming2
PolyU DE students very  clever
attribute(clever, student(PolyU))
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6.2.1.1.9. Negations
There are mainly two different kinds of negations, corresponding to /% % mei2you3 ‘not have/exist’
and 7~ bud ‘not’ respectively. Both negations mostly describe static states, e.g. (12). Modal

negations are still modality. This will be discussed later in this chapter.

(12) a. A4S RAH &k
tal jinltianl mei2you3 chulqu4d
he today didn’t go_out
He didn’t go out today.

b. o4&,
tal bu4 choulyanl
he doesn’t smoke

He doesn’t smoke.

6.2.1.2. Dynamic State

Dynamic states are usually denoted by dynamic verbs. The viewpoint is focused on an
instantaneous state about what is going on. Dynamic state is usually expressed with light verbs
zai4 ‘ZAl’, E 4 zhengdzai4 ‘ZAD’ or post-verbal aspectual markers % zhe0 ‘ZHE’, ¥ zhongl
‘ZHONG’ (Di in Sinica), ing. It is an instantaneous viewpoint that is a slice cut from a durative

situation aspect, e.g. activity and accomplishment. Examples are shown in (13).

(13) a A4 E A Mdb HEE A2 49 25 .

mu3qinl zheng4zai4 shoulshi2 guidtai2 li3 de0
mother ZAl clear_up counter inside DE
donglxil

thing

My mother is clearing up the things in the counter.

b. BEiE R w1 E7 A P .

zuo2wan3 loudyed you2 jing3fangl zhenlxun4
last_night midnight PREP police investigate
zhongl

ZHONG

The police were investigating (the case) last night.
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c. &M E F & & AHE A L EE
wo3men2 jidhuad zhe0 yao4 song4 shen2me0 lidwu4
we plan ZHE want give what present
gei3  malmal
PREP mum
We are planning about what present we should give to mum.

d fe e KAs# 69 57 —R — R F .
tal ba3  da4d  rong2shu4 de0  hu2zi0 yilgenlyilgenl
he BA big banyan DE beard one_by_one
de0  shu3 zhe0 wan2
DE count ZHE play
He is counting the beards of the banyan one by one.

Light verbs and post-verbal aspectual markers could be combined together. For example, in (14.a)
the light verb /& zai4 ‘ZAI’ is combined with durative marker # zhe0O ‘ZHE’; in (14.b), /& zai4
‘ZAT’ is combined with durative marker ¥ zhongl ‘ZHONG’.

(14) a. FH K &G AP FLRIFERTIN .

hai2  you3 ji3 zhil  zai4  chao3 zhe0 chil
also have some CL ZAl  quarrel ZHE eat
rou4 hao3 hai2shi4 chil cao3 hao3

meat good or eat grass good

Some (animals) are discussing whether it is better to eat meat or eat grass.

b. 244 Ltb 3B ¥ £ F8 F o

zhidyu2 gi2tal di4qul shang4 zai4  kao3lv4
as_for other  district still ZAl  consider
zhongl
ZHONG

As for the other districts, it is still being considered.
Dynamic state could also be expressed with idioms, e.g. (15).

(15) a. B FH &R EFE.
ged fangl reng2 gedshuolgedhuad
every side still  talk_without_listening

Parties are still talking what they concern without listening to others.
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b. & M3 b f R 6B RITFFRETRR,

ge4 di4 mu4ming2er2lai2 de0 gian3shui3
every district come_due_to the reputation DE diving
hao3shou3 luodyidbu4jue2

expert keep_coming

Diving experts keep coming here because of its reputation.

6.2.1.3. Delimitative
Delimitative describes a temporally bounded static state, which clearly implies a start and an end.

Temporal boundary should be discriminated from logical boundary. The former is implied or

could be explicitly stated. The latter is logically encoded in the predicate itself. Examples could be

found in (16).

(16) a. #ZAHAT A K.

wo3  jiu4  zhailjied le0 wu3d  tianl
I then  fast LE five  day
I then fasted for five days.

CTHEERREZR R

ke3xil zhan4guo3 jin3  tan2hualyilxian4
unfortunately  victory just  a_flash_in_the_pan
Unfortunately, the victory is but a flash in the pan.

B BRI HAR T 4 B F.

suidshi2wadli4 jiu4  zai4  ci3di4 tang3 le0 45 nian2
debris then PREP here lie LE fourty_five year
The debris lied here for 45 years.

Delimitative is related to static state that it describes the lifecycle of a static state, meaning that the

static state only holds in this period. The example (17) is not treated as delimitative, but a simple

dynamic state.

17)

B R, t—AEE Ko
zhe4  liang3 tianl tal yilzhi2 zai4  zhailjie4
this two day he all_the time  fast

He is fasting these days.
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6.2.1.4. Activity

An activity (process) describes a temporally bounded dynamic state. Similar as delimitative,
activity doesn’t have a logical ending point (atelic). Activities are usually expressed by ‘V+O+LE’
pattern. Previous studies have used the compatibility with progressive and in-adverbials to identify
activities. In our framework, activity is a different linguistic event type from dynamic state (in
progressive). However, it could still be a mapping rule from activity and dynamic state. The
difference of activity and dynamic state is that the former has a viewpoint that covers the whole
period of time in which the dynamic state holds. In other worlds, activity describes the life time of
a dynamic state.

Some examples do not contain any aspectual markers. In such a case, the interpretation depends on
context. For example, (18.a) usually denotes a habitual static state. With a sentential LE as in

(18.b), which is perfective LE, the whole situation denotes an activity, which is similary to (18.c).

(18) a. AR ALHFKAFHAF L E,
zu3fud ye3  jiaol wo3  rendshi2 bei3dou3qgilxingl
granpa also teach me identify the_Big_Dipper
Granpa also teaches me to identify the Big Dipper.

b. fA X #H AZFHALFTELET,
zu3fud jilaol wo3  rendshi2 bei3dou3qgilxingl le0
granpa teach me identify the_Big_Dipper LE
Granpa also taught me to identify the Big Dipper.

C. LN HAAHAAT L EHKT 54,
zu3fud jilaol wo3  rendshi2 bei3dou3qgilxingl jiaol
granpa teach me identify the_Big_Dipper teach
le0 shi2  fenlzhongl
LE ten minute

Granpa also taught me for ten minutes to identify the Big Dipper.

With verbal LE, the sentence then describes an accomplishment, e.g. (19.a). The sentence (19.b)

shows its compatibility with in-adverbial.

(19) a. A XHKRZBEHT ;L L,
zu3fud jilaol wo3  rendshi2 bei3dou3qgilxingl leO
granpa teach me identify the_Big_Dipper LE
Granpa taught me to identify the Big Dipper.
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b. 83+ 548 N K T ALF L 2.
zu3fud shi2  fenlzhongl nei4  jiaol wo3
granpa ten minute within teach me
le0 bei3dou3qilxingl
LE the_Big_Dipper

ren4shi2
identify

Granpa taught me to be able to identify the Big Dipper in ten minutes.

The sentences in (20) are some other exmaples.

(20) a. B AL R,
bie2ren2 ying4shi4 lai2  ti2ginl
the_man still come propose_a_marriage

The man just came to propose the marriage.

b. K [FH A TIHFAGHATFE £,
wo3  hai2  pei2 tal qud  kand le0
I also  accompany her go see LE
de0  jinglshen2kelyilshengl
DE phychiatrist

I also accompanied her to see a psychiatrist for a long time.

hao3jiu3

a_long_time

When the main verb takes a proposition as object, the proposition actually indicates the property of

the content. In this case, the whole sentence still denotes an activity, e.g. (21.a). If we remove the

proposition, the sentence is still acceptable, e.g. (21.b). The in-adverbials and for-adverbial test in

(21.c) and (21.d) support the treatment.

(1) a. AFJE #F A# e 2 18 5 &

lin2jul doul chenglzan4  tal shi4  ged giao3 tong2
neighbors all praise he be CL clever child
Neighbors all praise him to be a clever child.

b. AR & AR A3 A,
lin2jul doul chenglzan4  tal
neighbors all praise he
Neighbors all praised him.

CxARE AR 2 Bpse M AR T e & B 77 &
lin2jul doul zai4 wu3 fenlzhongl nei4  chenglzan4
neighbors all PREP five  minute within praise
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le0 tal shi4  ged giao3 tong2
LE he be CL clever child

Neighbors all praised him in five minutes.

d. AR E AR AR AL & B 27 & M T Ao,
lin2jul doul chenglzan4  tal shi4  ged giao3 tong2
neighbors all praise he be CL clever child
chenglzan4  le0 wu3  fenlzhongl
praise LE five  minute

Neighbors all praised him for five minutes to say that he is a clever child.
The sentence in (22) is another example of this kind of sentences.

(22) 2l H AHEC A REBLEG 5T
dan4 ye3 you3 ren2 chao2xiao4 tal zhi3shi4
however also  YOU people mock it only
san3wen2 de2  fenlhang2
prose DE branch
However, there is also someone who mock it and state that it is only a sub type

of prose.

6.2.1.5. Semelfactive
Besides the verbs that are semantically semelfactives, some constructions in Chinese such as

V+LE+V, VV, V+[— ] etc. can also denote semelfactive. e.g. (23).

(23) a. AR EYF 45,
tal jiu4  qginlginl tal de0  shou3zhi3
she then  Kiss he DE finger
She then kissed his finger.

b. #1884,
tal pailpail tal
she pat he
She patted him.

C. #5iHHBEEL A
malmal ye3 dian3dian3tou2
mum also  nod

Mum nodded as well.
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6.2.1.6. Achievement

6.2.1.6.1. Static-Static Change: --|--

Static-Static (SS) change could be further divided into three subcategories: change of state (--|--) in
the traditional use, inchoative (|--), cessative (--|). The difference of the three subcategories is not
significant. Logically, the inchoative of a static state P, implies that the previous state is —P. SS
change is surely related to static state that it focuses on the boundary, either the start or the end, of
the static state. SS change is usually expressed with the pattern V7 or A~V 7. Examples of SS
change could be found in (24).

(24) a. A S A LA HE SR T

yuan3qginl yu3  jindlin2ye3 mei2you3 shen2me0
far_relatives  and close_neighborsnot_have what
fenlbie2 le0

difference LE

Far relatives and close neighbors don’t have any difference any more.

b. KR £ A% el & A6y B T

dadjial geng4 ken3ding4 talmen2 shi4
everyone even_more sure they be
zhenldeO zui4  le0

really drank LE

People become more confident that they are drank.

C. iRF &y TE L R ABA FR A 2R ER A B E AR Bk
giang2diao4  de0  zhong4dian3 ye3  cong2 gedren2

emphasize DE point also  from individual
ging2caol de0 zhuoljue2 wei3dad zhuan3wei4
sentiment DE extraordinary great change_to

zhong4zhi4cheng2cheng?2 de0  feng4xiand
unity_is_strength DE contribute
The emphasis was changed from individual’s extraordinary sentiment to

collaborative contribution.

d. 748 & Em T S
yu2shi4 wo3  da2cheng? leO xinlyuan4
then I achieve LE wish

Finally, 1 achieved my wish.
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SS change may also involve causative relation between the previous state and the final state. The
sentence in (25) is also treated as an achievement. The confusing issue is that 4% jieljin4 get
close to’ doesn’t mean ‘reached’. The state that has come true is to get close rather than to reach.

The corresponding English translation clearly shows a change of state achievement.

(25) b MR O L T2 HRI
nan2 bei3 han2 guanlxi4 yi3 jieljin4
south north Korea relationship  already approach
zhong4yao4  zhuan3lie4dian3
important turning_point
The relationship between South Korea and North Korea has been approaching

to a turning point.

In addition to the example that the change of state is actually syntactically realized with an adverb
‘& or ‘&4’ there are also other examples that also express change with adverbs, e.g. the

sentences in (26).
(26) a. HA RH R E—HHRS FPE G X AR

ridben3 budzai4 shi4  wei2yil dai4kuan3 gei3
Japan no_longer be only loan give
zhonglgong4 de0 gonglye4 guoljia2
the_Communist_Party of China DE industry country

Japan is no longer the only industrial country who loans money to China.

xiul fa3 yi3 shi4  danglwud4zhilji2
revise law  already be urgent_affairs

It has been an urgent affair to revise the laws.

c. B E R N4k TA FAFRA o KR
guo2nei4 zhong4da4 gonglgong4  gonglcheng2 de2yi3

domestic significant public project S0
cai3yong4 jindkou3 shui3ni2
adopt import cement

The big public projects in the country managed to adopt imported cements.

d £7& A L mE Tk &K
shenglhuo2  ling3yu4 ye3 sui2zhe0 kuanlguang3

life field also  accordingly  wide
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liao2kuo4

extensive

The life fields also are also widening accordingly.

6.2.1.6.2. Static-Dynamic Change: --|~~

Static-Dynamic (SD) change usually describes an inceptive, i.e. the start of a dynamic state. SD

changes are usually expressed by some light verbs, e.g. 45 kailshi3 ‘start’, 4 4% jidxud

‘continue’, and also the patterns, such as V-le, V A& & V-gi3lai2 ‘V-up’, V #2 O & V-qi3-O-lai2

‘V-up-O’, etc. The sentences in (27) are some examples.

(27) a 4 W A 89 & ik B8 HR .

tal kailshi3 yong4xinl de0
she start attentively DE
ged  shi4jied

CL world

She started to explore this world attentively.

b. EX X &, M5 #eF

zuoZ2tianl tianlqi4 kailshi3 zhuan3
yesterday weather start change_to
The weather started to becoming sunny yesterday.

C. REAR ™M 2K T,
dadjial doul jiao4 (qi3lai2 le0
everyone all shout QILAI LE
Everyone started to shout.

d. i AR & B AR
lian2  shen2mu4 ye3 chand4dongd  qi3lai2
even  mysterious_wood also  shake QILAI
Even the mysterious wood started to shake.

e. WAk 42 B9 K AR B 3L AR AT R
xilfan4 li3 de0  shui3 hen3 kuaid jiud
porridge in DE water very quick then
gi3lai2
QILAI

The water in the porridge quickly started to boil.
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For # %% jidxud ‘continue’, there are two different ‘continue’. The first is to express a situation
continues without stop. The second is to express a situation that a process starts again after stopped
for a while. However, sometimes it is hard to discriminate the two different cases as in the
following example. For annotation, this is treated as the continuity without stop. Only if there is an
explicit marker, e.g. adverb X you4 ‘again’ and A& ran2hou4 ‘then’ etc., to indicate a stop, it is

then annotated as inceptive achievement, eg. (28).

(28) a. W4 K& H4 F2 K1E TH

si4 ming2 dai4biao3 jidxud he2 da4lu4
four CL representative continue PREP mainland
jiaolshe4

negotiate

The four representatives continued to negotiate with the mainland.

b. W& K& X 44 f» KIx P

si4 ming2 dai4biao3 youd jidxud he2 dadlu4
four CL representative again continue PREP mainland
jiaolshe4
negotiate

The four representatives continued to negotiate with the mainland again.

CAEFHG AKX F LT R B R

you4shou3 jidxud zai4 she2 shenl shang4 huad Qi3
right_hand continue PREP snake body POSTPdraw QI-
jiao3  lai2
feet  -LAI

His right hand continued to draw feet for the shake.

d 2 T &L F 6 £5&.,
tai2  xia4d  xiang3qi3 ru2lei2 de0 zhang3shengl
stage POSTP start thunderous DE applause

Thunderous applause started below the stage.

Since V-LE pattern can both express activity and the start of a state, a sentence will be ambiguous
when it lacks of aspectual makers. For example, the sentence (30.a) has two different
interpretations: (30.b) and (30.c). In such cases, the annotator may choose the most possible

interpretation. For this example, the interpretation (30.b) is preferred. With this treatment, it will
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allow us in future to make statistics to see which interepation will be preferred with a certain

context.

(30) a. &1 &9 & BEH T

wo3men2 de0 xinl  chan4dou3 le0
we DE heart shake LE

Our hearts started to shake.

CERMT B B4 AT

wo3men2 de0 xinl  kailshi3 chan4dou3 le0
we DE heart start shake LE

Our hearts started to shake.

B 3 NN - B =

ganglcai2 wo3men2 de0  xinl chan4dou3 le0
just_now we DE heart shake LE

Our hearts shaked just now.

The sentences in (31) describe a situation with a dynamic state overlapping with the previous static

state. In such cases, they are still annotated as SD change. However, an additional mark will be

specified to indicate the overlap.

(31) a. &M B H ¥ 405 wod

wo3men2 gaolxing4 de0 pailshou3 huanlhul
we happy DE clap_one’s_hands cheer

We are so happy that we clap our hands and cheer.

CELE M I R Xk

guilyu2menO jildong4 de0  youd jiao4 youd tiaod
the_trout excited DE also shout also  jump

The trout are so excited that they all shout and jump.

L F LT sk

xiao3 shanlyang2  gaolxing4 de0 pao3lai2pao3qu4
little  goat happy DE run_back_and_forth
The little goat is so happy that he is run back and forth.

6.2.1.6.3. Dynamic-Static Change: ~~|--

Dynamic-Static (DS) change usually describes a terminative or completive of a dynamic state.

Completive is usually the culminating point of an accomplishment. Terminative usually refers to a
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dynamic state that does not have a logical ending point or the ending point is not achieved. DS

change could be expressed by light verbs, 4% 1k ting2zhi3 ‘stop’, 4% & jie2shu4 ‘end’, e.g. (32).

(32) a. % WA & & A7k i
gail cai2tuan2 ye3 yi3 ting2zhi3 jiao3bu4
the consortium also  already stop step

The consortium also has stopped its step.

b. A4k H mA 89 L 1F4ET F .
gi2tal tuil  shi2tou2 de0  ye3 ting2zhu4 le0 shou3
other push stone DE also  stop LE hand

The other people who were pushing the stone also stopped.

C.HHK FH L FF - AL R,
kang4yi4 huo2dong4 zai4  zhonglwu3 yilshi2
protest activity at noon 1:00pm
zuo3you4 jie2shu4
approximate  stop

The protest ended at about eleven at noon.

RVCs are basically treated as DS changes. For example, the dynamic state before the result as
describe by (33.a) is the process of the sweat wetting the clothes; the dynamic state before % &

xue2hui4 ‘learnt’ is learning.

(33) a. TR ZE T RIR .
han4shui3 shiltou4 le0 yilfu2
sweat wet-through  LE clothes

The sweat wetted through the clothes.

b. & fF1 Ak £ T -
ni3men2 doul zhang3gaol le0
you all grow-tall LE

You have all grown taller.

C. MM FEITHT .
guanlgongl bei4 caoljunl da3bai4 leO
Guangong BEI  Cao_Army defeat LE
Guangong was defeated by the Cao Army
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d KRB HRHETT .
wo3  hen3 kuai4 jiu4  xue2huid le0
I very quick then learn LE
I quickly learned it.

e 7 A Ht Hk HE FF

shuanglfangl da3cheng?2 nian4qil bi3 nian4qgil
the_two_sides compete-as twenty_seven to twenty_seven
ping2shou3

draw

The two sides finished the game in a draw at 27 to 27.

RVCs don’t encode the starting point of the dynamic state. It only describes the culmination point
of the background accomplishment situation type. We can test it with adverbial VA&7 yi3gian2
‘before’ as follows. In this case, the time period described by %€ i53& VAAT xue2hui4 fa3yu3

yi3gian2 ‘before you have learnt French’ includes the learning process. For example, the sentence

(34.b) has a different meaning from (34.a).

(34) a. & M F & K3E AT, 1Rk Thk X EH,
zai4  ni3 xue2hui4 fa3yu3 zhilgian2 ni3
PREP you  study-learn French before you

budneng2 qud  fa3guo2
cannot go France

You cannot go to France before you learn French.

b. £ 1k & X35 2 AT, 1R Rk & FE,
zai4  ni3 xue2 fa3yu3 zhilgian2 ni3 bu4neng2
PREP you  study French before you  cannot
qud  fa3guo2
go France

You cannot go to France before you study French.

It is possible that the final state overlaps with the previous dynamic state. In such cases, there is
usually a causative relation between the two states. For example, the sentences in (35) describe an
achievement of reaching a certain state, while the dynamic state may still holds. In this case, a tag

will also be assigned to indicate the overlap.
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(35) a. M1 CLAE A B 4L 09 L

wo3men2 yi3jingl zou3dao4 wa2wa2gu3  de0  fudjing
we already walk_to Wawa_Valley DE around

We have arrived around the Wawa Valley.

b. & A= 4k dk F& 13 M A 42 T &
wo3  he2 mei4meid tingl de0 lian3 doul hong2 Ile0
| and sister listen DE face even red LE

My sister and | all got red on face while listening.

c. & T E G LALF
chel xing2zhi4 ban3qiao2 wen2huadlu4
car run_to Bangiao Wenhua_Road

The car arrived at the Wenhua Road of Bangiao.

d XZ 8 LG Z A ARG A WE T .
dadliang4 de0  tu3shi2liu2 hai2  jiangl ma3cao2giac2 doul
large_amount DE debris_flow also PREP Macao Bridge even
chonglkua3  le0
wash-collapse LE
A large amount of debris flow collapsed the Macao Bridge as well.

Similarly, there are also overlap causatives that is basically an inchoative, e.g. (36).

(36)

BT b AR A B & 4R B4E

suo3yi3 mang2 de0 mei2you3 shi2jianl gei3  ni3
S0 busy DE not_have time give you
xie3  xin4
write  letter

So, | was too busy to write to you.

6.2.1.6.4. Dynamic-Dynamic Change: ~~|~~

This event structure is rarely attested in Chinese. But it does exist, e.g. the sentence in (37).

(37)

REDWTFT A2,
wo3  faldong4 hao3 1e0 gi4chel
I start_upfinish LE car

| started up the car.
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This event type is different from |~~~|~~ that the start point is not encoded. This could be tested by
VART yi3gian2 ‘before’ and ¥A#% yi3hou4 ‘after’ adverbial as in (38). The time adverbial ;%% % %
4F VAT qidchel faldong4 hao3 yi3gian2 ‘before the engine is started’ refers to the time period

including the starting up process.

(38)  ABAEDITAFT, e AEAEM .

gi4chel faldong4 hao3 yi3gian2 tal budneng?2
car start_up finish  before he cannot
li2kail

leave

He cannot leave before the car is started up.

6.2.1.6.5. Perfect static state: |--T--

This category differs from inchoative in that they have different reference time t to describe the
change. It is called perfect state because it usually corresponds to the perfect aspect when
translated into English. For annotation, this category is discriminated. The adverbs, e.g. & &
yi3jingl ‘already’ or other time adverbials are usually used for durative state. For example, 4 &
4 J% 7 talyi3jingl bing4 le0 ‘he has been sick’ vs. #25% T tal bing4 le0 ‘he got sick’. Examples
could be found in (39).

(39) a. T & WIT T =+ 5.

dian4bao4 yi3jingl tonglxing2 le0 sanlshi2duol
telegraph already be_in_use LE more_than_thirty
nian2

year

Telegraph has been in use for more than thirty years.

b. & €4 & 24 WH fo RE &% T,

zhed  yi3jingl shi4  lian2xu4 si4 nian2 he2
this  already be continuously ~ four year PREP
jue2said wu2yuan2 le0

finals fated LE

It has been four years that we are not in the finals.
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c. AT L& HAAX A LA To
wo3men2 yi3jingl Xu3jiu3 mei2  jiandmian4 le0
we already long_time not meet LE

We haven’t seen each other for a long time.

d e £ A2 §# AL B A —F5F 0B T,

tal zai4  nadli4 mai4 roudwan2 yi3jingl you3
he PREP there sell meatball already YOU
erdshi2duo2 nian2 de0 lidshi3 le0

more_than_twenty year DE history LE
He has been there selling meatball for more than twenty years.

6.2.1.6.6. Perfect dynamic state: |~~T~~
Different from inceptive, this category has a different reference time. Similar as perfect static state,
it also corresponds to the perfect aspect in English, e.g. (40.a). When a time period is added to

describe the duration of the dynamic state, it actually describes an accomplishment, e.g. (40.b).

(40) a. e &35 T,
tal yi3jingl zai4  pao3bu4d le0
he already ZAl  run LE

‘He has been running’

b. fRE4E8E T MAENIF T .

ni3 yi3jingl shui4 le0 liangd ge4  xiao3shi2 le0
you already sleep LE two CL hour LE
budyao4 zai4 shui4 1e0
don’t anymore sleep LE

You have slept for two hours and should not sleep any more.

6.2.1.7. Accomplishment

6.2.1.7.1. Static final accomplishment
Static final accomplishment (AccS) is composed by a dynamic process with a final static state. It is

a holistic viewpoint on an ontological accomplishment situation type, e.g. the sentences in (41).

(41) a. B3& AB AR B 89 AF 4 89 4595 6 BoER
yilhudren2yuan2 hen3 kuai4 de0  jiangl tal de0
medical_worker very quick DE PREP she DE
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malmal tai2shang4 jiudhu4dchel
mother carry-onto ambulance

The medical workers quickly moved her mother to the ambulance.

b. # 69 1o  AF HH A AR T EX
tal de0 zuo4pin3 yu3  shenglhuo2  ging2xing2 bei4
he DE work and life circumstance  BEI
pailcheng?2 le0 dian4ying3
shoot-into LE movie

His work and life were shoot to be a movie.

C.H Al EEHD T AFLENEE,

tal yong4 mo2fa3 yi2dong4 le0 bei3dou3qgilxingl
he use magic move LE Big_Dipper

de0  weidzhi4

DE position

He moved the position of Big Dipper with magic.

d.dkik ¥ e fe e RTER
meidmeid bangl tal ba3 bing3he2 ti2 le0 jindlai2
sister help  she BA cookie_hox lift LE into
Her sister help her carry the cookie box in.

e RER T —d& BA
tal zhi3  feng2zhi4 le0 yil mian4 guo2qi2
she only tailor LE one CL national_flag
She only tailored one national flag.

Since this is a holistic viewpoint aspect, which could be decomposed into a serial of instant sub
events, which could be dynamic state ‘~~~’, achievement |~~ or ~~|-- etc. The sentence with

holistic viewpoint entails that with partial viewpoint aspect. Examples are shown in (42).

(42) a. £H R =B WA T —& I F,
lao3ma3 cong2 sanldian3 dao4 si4dian3 shengl
old_horse from 3:00 to 4:00 give_birth_to
le0 yil pil xiao3ma3
LE one CL small_horse

The old horse gave birth to a small horse from three to four.
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b. 2% =Z¥ 0 £ & —K )5,
lao3ma3 sanldian3ban4 shi2  zheng4zai4 shengl
old_horse 3:30 when  ZAl give_birth_to
yil pil xiao3ma3
one CL small_horse
The old horse is giving birth to a small horse at half past three.

c.WEE, —mIm B HAT,
si4dian3 shi2 yil pil xiao3ma3 chulshengl  le0
4:00 when one CL small_horse  be_born LE

The small horse was born at four.

Besides, the pattern V+LE+O mostly expresses an accomplishment as suggested in Chapter 3.
There are verbs that can denote a situation type that could be either telic or atelic. For example, #
# ti2qinl ‘propose a marriage’ could be telic in that it usually includes some traditional routines,
e.g. sending gifts, declaring the proposal of a marriage. Thus, it could be the telic in the sense that
all the routines are finished, leaving an illocutionary force that the receipient needs to make a
decision whether to accept it or not. The internal aspectual marker LE can serve as an indicator of
the telicity. For example, the sentences in (43) are treated as accomplishments.

(43) a. FIA AR R T #o
bie2ren2 ying4shi4 laiz  ti2 le0 ginl
the_man still come propose LE marriage

The man still came to propose the marriage.

b. MIA AR & TR RTT R

bie2ren2 ying4shi4 lai2  zai4 shi2  fenlzhongl nei4
the_man still come PREP ten minute within
ti2 wan2 le0 ginl

propose finish LE marriage

The man still came to propose the marriage in ten minutes.
On the other hand, without LE, it is usually atelic as shown in (44).

(44) a. BIA 2R R BB
bie2ren2 ying4shi4 laiz  ti2 ginl
the_man still come propose marriage

The man still came to propose the marriage.
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b. BIA B A R RART — BN, il ®RE Z B M,
bie2ren2 ying4shi4 lai2  ti2ginl ti2
the_man still come propose_marriage propose
le0 yil ged4  xiao3shi2
LE one CL hour
budguod zui4hou4 mei2 dalying4 tal
however finally not accept he
The man still came to propose the marriage for one hour, but is not accepted.

Similarly, when it lacks of aspectual markers, the sentence could be ambiguous, e.g. the sentence
(45.a) has two possible interpretations: (45.b) and (45.c). In this case, the annotator can decide
which interpretation is preferred based on context, intuition or other information. If it is difficult to

decide, the sentence could be put into OTHER category.

(45) a. 4 X de ARE 60 FD AR & A T
tal youd4 ba3 na4  shou3 shil de0  yidsil jie3shi4
he again  BA that CL poem DE meaning explain
gei3  wo3 tingl
give | listen

He then explained the poem to me.

b. b X e ARE F 69 =% MET L& XRE.
tal youd4 ba3 na4  shou3 shil de0  yidsil jie3shi4
he again  BA that CL poem DE meaning explain
le0 gei3  wo3  tingl
LE give | listen
He then explained the poem to me.

c. o X K46 fe ARE 3F 89 & MR & K.

tal youd  kailshi3 ba3 na4  shou3 shil de0
he again start BA that CL poem DE
yidsil jie3shi4 gei3  wo3  tingl
meaning explain give | listen

He then started to explain the poem to me.

The sentence (46) is also ambiguous. It can denote both an accomplishment and its start.
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(46) fefMes £ KRBy LE65T .

talmen2 yi3jingl zai4  dadcaolchang3 shang4
they already PREP playground on
jizhe2 1e0

gather LE

They have gathered at the playground already.
They have started gathering at the playground now.

Some Serial Verb Constructions (SVCs) can also express AccS, e.g. (47.a), which can be
supported through the test in (47.b) and (47.c) by trying to add a perfective LE. SVCs will be

discussed more in the following section.

xu3duol he2  wo3guo2 mei2you3 bangljiaol de0
many PREP our_country  not_have diplomacy DE
guo2jial ye3 doul fenlfenl dao4 tai2wanl
country also all one_by one come Taiwan

cheng2li4 guanlguanglbandshidchu4
establish tourist_office
Many countries that don’t have diplomatic relation with us also come to Taiwan

and establish tourist offices.

b. 23 2 A KB A AR B KL AR & 2] T 6% oz B MHFR

xu3duol he2  wo3guo2 mei2you3 bangljiaol de0
many PREP our_country  not_have diplomacy DE
guo2jial ye3 doul fenlfenl dao4 le0 tai2wanl
country also all one_by one come LE Taiwan

cheng2li4 guanlguanglban4shidchu4
establish tourist_office
Many countries that don’t have diplomatic relation with us also come to Taiwan

and establish tourist offices.

xu3duol he2  wo3guo2 mei2you3 bangljiaol de0
many PREP our_country  not_have diplomacy DE
guozjial ye3 doul fenlfenl dao4 tai2wanl
country also all one_by one come Taiwan
cheng2li4 le0 guanlguanglbandshi4chu4
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establish LE tourist_office

Many countries that don’t have diplomatic relation with us also come to Taiwan

and establish tourist offices.

6.2.1.7.2. Dynamic final accomplishment: |~~|~~

Dynamic final accomplishment (AccD) is composed by a dynamic process with a final dynamic

state, e.g. (48).

(48) feIeEREITH T .
tal ba3  dian4nao3 da3kail le0
he BA  computer start_up LE
| started up the computer.

6.2.1.8. Instantaneous Accomplishment

Some accomplishment is done instantaneously by a speech act or guesture etc. The sentence is a

report of this act without any details.

6.2.1.8.1. Static final instantaneous accomplishment: |~|---

Static final instantaneous accomplishment (InsAccS) is composed by a semelfactive action with a

static final state, e.g. the following sentence. As has been discussed in the previous chapter 3,

verbs like #% & shalsi3 ‘kill’, 47# da3sui4 ‘break’, % J& dalying4 ‘accept’, etc. should be

treated as instantaneous accomplishment rather than pure change of state, since an action is surely

implied. Examples are shown in (49) and (50).

(49) a. =48 Fo K AL ESE T
erdjie3 he2  wo3 doul dalying4
second_sister and I all accept

My second sister and | all accepted.

b. =48 A= & A £ —H 4N ER T .

erdjie3 he2 wo3 doul zai4 il
second_sistem and I all PREP one
dalying4 leO
accept LE

My second sister and | all accepted in one minute.
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C.

(50) a.

? 40 Fe R A EE AR
erdjie3 he2  wo3 doul zheng4zai4 dalying4
second_sistem and I all ZAl accept

*My second sister and | are all accepting.

e = A |mE L —T 8 &k Wik

talmen2 sanl ren2  zui4houd yi3 yilgianlwan4
they three  people finally PREP ten_million
da2cheng?2 xie2yi4

reach agreement

They three finally reached an agreement at ten million dollars.

CEVR KA 09 T AR T &FCR AL ATRRT
xuan4lan4 mei3yan4 de0  yinglhual xilyin3 le0
gorgeous beautiful DE sakura attract LE
wu2shu4 ai4 hual ren2shi4 gian2lai2 guanlshang3
many love  flower people come see

The gorgeous and beautiful sakura attracted many people to come to enjoy.

The sentence (51) is ambiguous that whether the friends have been in the family or it only

describes a state that the invitation is sent, with the following proposition is only the content of the

invitation.

(51)

B o ZR LB T LB RSE B K2R,

jiandhua2 he2  jian4guo2 ye3  yaol Ie0 ji3
Jianhua and Jianguo also invite LE several
ged tong2xue? dao4 jialli3 lai2  wan2

CL classmate PREP home come play

Jianhua and Jianguo also invited some classmates to come home to play.

6.2.1.8.2. Dynamic final instantaneous accomplishment: |~|~~

Dynamic final instantaneous accomplishment (InsAccD) is composed by a semelfactive action

with a dynamic final state. Although, this event type theoretically exists, it is rarely lexicalized

intuitionally. In Chinese, such event could be expressed by RVCs. Similar examples also exist in
English, e.g. in (52).
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(52) a. T —H 5 HA.

wo3  tilfeil le0 yil kuai4 shi2tou2
I kick-fly LE one CL stone
I kicked a stone fly.

b. AFH T — AR T .
wo3  ning2zhuan4 le0 yil ge4  shai3zi0
I twist-spin LE one CL dice
| putted a spin on a dice.

6.2.2. lllocutionary Acts
For speech act, we adopt the theory by Searle (1976). Speech act includes five different categories:
assertive, expressive, directive, commissive and declaration. Questions especially interrogatives

are also put under the category of speech act.

6.2.2.1. Assertive
Assertive is used by a speaker to inform the listeners that the proposition is the case. It is different
from other linguistic events that it is usually typical spoken language, e.g. the sentence in (53).

(53) a. & RA A ZT HHRK R7T.
wo3  zhi3shi4 he2 hai2zi0 kailkailwan2xiao4 ba4le0
I only PREP children joking SFP
I’m just kidding with the children.

b. & & —18 )y #b % ok !
zhed shi4 il ged  xiao3 midmi4 00
this  be one CL little  secret SFP

This is a little secret.

C.iEFAKFY HEHT!
zhe4  jiu4  shi4 wo3 shuol de0  fanglfa3 ya0
this  then be I say DE method SFP

This is the approach | meant.

6.2.2.2. Directive

Directive is used by a speaker to issue a command, requirement etc. to commit the listeners to
perform some actions. Directives are usually expressed by imperative sentences, but non-
imperative sentences can also express direct illocutionary act. The sentences in (54) are some

examples.
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(54) a. KK A &4F .
dadjial doul zuo4hao3
everyone all sit_well

Everyone, sit well please.

b. & & -
ni3 kan4
you look
Look!

c. &M R !
wo3men2 lai2 bei3sai4
we come compete

Let’s compete.

d & X &,
ni3 qud  zhuil
you o chase

You go and chase it.

e. &M R BEA E .
wo3men2 lai2  shu3shu3kan4 ba0
we come count_and_see SFP

Let’s try to count.

f. AR 200 A HFT
ni3men2 fang4xinl zou3 hao3le0
you be at ease go SFP

You can go at ease.

6.2.2.3. Expressive
Expressive is used by a speaker to express his attitude on a real event. The sentences in (55) are

some examples.

(55) a. i KER!
huanlying2 guangllin2
welcome come

Welcome here!
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b. %% 4F °F !
ni3 hao3 ya0
you good SFP
How are you.

C. 45¥% i Bp PR g |
malmal guodjie2 kuai4led
mum festival happy

Happy festival mum!

d. & @R g !
nin2  hui2lai2 la0
you return SFP
You come back!

6.2.2.4. Commissive

Commissive is used by a speaker to commit himself to a particular action in future, e.g. making
promises or oaths, etc. It is different from assertive that assertive is to inform the truth of a
proposition, while commissive is to make a promise that will take effect in future. Some examples

are shown in (56).

(56) a. B & U5 A% Bk K AoF BT
kailluo2 reng2 jiangl genglxu4 qi2 he2ping2 nu3li4
Cairo still  will  continue its peace efforts

Cairo will still contine its efforts on peace.

b. #& —& Tl .
wo3  yilding4 jidzhu4
I promise remember

| promise to keep it in mind.

C. & & AR 3 —1B B Kk 49 K F e |

wo3  gei3  ni3men2 shuol vyil ge4  ying2huo3chong2
I give you say one CL firefly

de0 gu4shi4 ba0

DE story SFP

Let me say a story about fireflies.
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d & —% g #_E &,
wo3  yilding4 hui4  bao4da2 nin2
I promisewill  pay_back you

I will pay back to you.

e &R EFMhERFRE,
wo3 qud  jiao4 xiao3yingl lai2  banglmang?2
I go call Xiaoying come help

Let me go to find Xiaoying for help.

6.2.2.5. Declarative

Declarative is used by a speaker to make a proposition to be a fact, e.g. to setup a rule for an
activity, to declare the foundation of a nation or party, to nominate an entity a role, to announce the
guilty or innocence of a person etc. declarative is only valid by the authorized person who has the

right to do so. The sentences in (57) are two examples.

(57) a. KEMMER =4 E!
wo3  xuanlbu4 bei4gaod zhanglsanl  wu2zui4
I declare defendant Zhangsan innocent

I declare that Zhangsan is innocent.

c. 3| BFi% AR AT AR !
dao4  shi2hou0 hou4guo3 zi4xing2 budze2
by then consequence by oneself take_responsibility

I declare that we shall take our own responsibilities.

6.2.2.6. Interrogative
Interrogative is used by a speaker to ask questions to the hearer and request an answer from the

hearer, e.g. the sentences in (58).

(58) a. P & A A ?
gi4chel shi4  shui2 falming2 de0
car be who  invent DE

Who invented car?
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b. R f] 48 Jeill HH8 &) SAL % ?

ni3men2 xiang3 zhildao4 shenlti3 de0 biandhua4
you want  know body DE change
ma0

SFP

Do you want to know the changes of our body?

c.MHE, M AME & F L REBMHE?

jiangljunl ni3 wei4shen2me0 ji2 zheO qud4  zhao3
general you  why hurry ZHE go find
liu2bei4
Liubei

General, why you are in such a hurry to find Liubei?

d. 17 & T &M A BB T R, R G HH R ?

ni3 hai2  ji4deO wo3men2 zai4  shudyinl xia4
you  still remember we PREP tree_shade POSTP
cheng2liang2 liao2tianl de0 ging2xing2 ma0?
enjoy_the_cool chat DE situation SFP

Do you still remember when we are chatting in the tree shade?

Some questions doesn’t request any answer from the hearer, e.g. rhetorical questions as follows.
On the other hand, the answer has already been implied which actually describes an attitude of the

speaker. So, the sentences in (59) will be labeled as modality, which will be discussed later.

(59) a. 1k /& TTIA # M 4 %R 2
ni3 zen3me0 ke3yi3 lizkail tal ne0
you how could leave he SFP

How could you leave him?

b, 75 3 A fHIE T Bt 0 F R 7
na4  haiz_yous shenzme bu4neng2 ren3shou4 de0

then  still have what cannot endure DE
shi4 ne0
matter SFP

Then what cannot we endure?
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c. 3 At AR ?
shui2 neng2 shu3 de0  wan2
who can count DE finish

Who can count that?

d. & EBF TR &8 B2
wo3  zen3me0 kedyi3 bud  jindxinl zhao4gu4d
I how can not try_best take care_of

How could I not take care of him carefully?

6.2.3. Modalities

Some sentences express a modality of the speaker rather than a description of a real event.
Modality is important due to its interaction with factuality and truth of the embedded events and
propositions. For example, ‘he can eat two sandwiches’ describes a dynamic modality of the
subject’s ability of eating. However, no eating event has actually happened. ‘He might be in his
office now’ describes an epistemic modality of the speaker’s judgment or guess. Modality has
drawn attention of formal semanticists for a long time in linguistic studies. Recently, modality has
been considered in computational applications such as sentiment analysis (Benamara, et al., 2012),

machine translation (Baker, et al., 2012), etc.

I will mainly adopt the modal theory by Palmer (2001) with minor revision. According to him,
modality could be divided into epistemic, evidential, deontic and dynamic. Epistemic modality
expressed the speaker’s opinion on the truth of the embedded proposition in terms of necessity and

possibility. Informally, epistemic modality expresses what may be in the world.

Deontic modality expresses what should be in our world, according to speaker’s expectations,
certain rules, laws and so on. For example, ‘you can’t read my notebook’, ‘you should not go
outside at midnight’ and ‘killing dogs is not allowed in this country’ all describe a denotic
modality. Dynamic modality describes the abilities of a subject or that in a certain condition. For
example, ‘he can swim’ and ‘you can see the ocean from my office’ are two different kinds of

deontic modalities.

Besides, the four modalities, attitude is also treated as a modality. More specifically, attitude is
here narrowed down as evaluative. Evaluative is different from epistemic modality. Epistemic
modality is a judgment on the truth value of a proposition, while evaluative modality suggests the
truth of a proposition. Thus, the proposition in evaluative modality is usually subjective which
may corresponds to different criteria for different people. With epistemic modality, the response is

right or wrong; while with evaluative modality, the response could only be agree or disagree. The
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different consequences are very important especially in discourse computing, e.g. an intelligent

conversation system.

Exclamations are treated as a subtype of attitude. For example, %% A1 nian2qinglren2 a0

“Young people!” Mostly, it expresses an implicit evaluation, i.e. only young people could do crazy

things based on which the exclamation is expressed.

Modality could be expressed by main verbs, adverbs, auxiliaries, sentences final particles and
other constituents. In what follows, each modality will be discussed with more details. Some
sentences could also express modality without any explicit markers. For example, the sentence (60)

describes an epistemic modality.

(60) & A AERR P, A IR K.

zai4  zhe4d ged  jie2gu3yan3  zhongl tan2pan4
PREP this CL moment POSTP negotiation
shoulxiao4 bu4  dad

effects not significant

At this moment, negotiation may not be effective.

6.2.3.1. Epistemics and Evidentials

Epistemic modality describes a subjective judgment of the speaker on the truth value of a
proposition. Epistemic modality in Chinese could be described by adverbs or modal verbs such as
17 #6 fang3fu2 ‘seem’, %1% hao3xiang4 ‘seems’, %3 huodxu3 ‘maybe’, H £ ken3ding4 ‘must’,
7T & ke3neng2 ‘possibly’, — & yilding4 ‘must’, 4.3 ye3xu3 ‘maybe’, /&% yinglgail ‘should’,
Y3t tinglshuol ‘it is heard’, *T Z ke3wang4 ‘can be expected’, & hui4 ‘will’, etc. The sentences

in (61) are some examples.

(61) a. Hedr sy,
tal hui4  lai2 de0
he will come DE

He will come.

b. s A AR Lk F B RS89 KEF

cheng2giang2 si4hul yilran2 jing3jie4 zhe0 jiu4  cheng2
rampart seem still guard ZHE old city
wai4 de0 dadxilyangl

outside DE Atlantic

It seems that the rampart is still guarding Atlantic Ocean outside the old city.

206



d. & I el ~g xR,
wo3 cail talmen2 bud  hui4 chao3jiad
I guess they not will  quarrel

I guess that they won’t quarrel.

e i L€ L & SF AR BT A%
sidhul gi2tal wan2ju4 zai4  jinlnian2 doul
it_seems other toy PREP this_year all
shou4dao4 le0 leng3luo4
sustain LE ignore
It seems that all the other toys have been ignored in this year.

0. 122 FJE 4 —4k .
dan4shi4 meng4yan3 wang3wang3  yilyang4

however nightmare usually same

However, nightmares are usually the same.

i A EIR L L RAE LR A BR  BA

zhe4zhong3  zhu3zhangl  bi4 budneng?2 jian4rong?2
this_kind_of  proposal actually cannot tolerate
yu2  guo2fa3 yu3  guo2ren2

PREP national_law and compatriot

This kind of proposal won’t be tolerated by the people and the law.

jo HOARAE B R IR . DRIk BOATEE A8 BLR .

Qi2 genljud xian3ran2 shi4  dui4  xiao3dong4mai4
its evidence obviously be PREP arteriole
xiao3jingdmai4 ji2 shen2jingl fenlzhil de0
venule and nerve branch DE
guanlcha2

observe

The evidence comes from the observation on the arterioles, venules and the

nerve branches.

Some epistemic modality is based on a premise in conditional structures, e.g. the sentences in (62).
In such cases, they are also treated as epistemics. They all have the logic form ‘P—Epi(Q)’, which

is equivalent to ‘Epi(P—Q)’.
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(62) a. TR BB AT 4= TH & W45 Kig B

fou3ze2 guo2ji4 you2jiad ji2 ke3neng?2 zai4
otherwise international  oil_price very  possible PREP
ming2nian2  da4fu2 hua2luo4

next_year significantly  decrease

Otherwise, the international oil prices will probably decrease significantly in the

next year.

b. B4R B BAR M H £ak A &9 IEHRE AR & KK WK T .

zhedyang4 fang2shi4 dieljiad weiljil dui4  jinlrong2
in_this_case  house_market fall_in_price crisis PREP financial
ti3xi4 de0  yin3cang2xing4 fenglxian3 jiu4  huid
system DE potential risk then  will
dadda4 jialshenl le0

significantly ~ deepen LE

In this case, the fall in the housing price caused more potential risks to the

financial system.

The sentences in (63) have both epistemic modality and interrogative modality. In this case, it is
treated as interrogative, as it still needs the answer from the listener. Mostly, illocutionary force is
treated as higher order predicate than modality. In this example, the question is actually made
based on the modality.

(63) a. A& AR O A0 THWM AP EB T ?

kai4lai2 ni3 yi3 he2 yun2piaolpiaol
it_seems you  already PREP Yun_Piaopiao
you3suo3 zaolyu4 le0

somewhat encounter LE

It seems that you have encountered with Yun Piaopiao.

b. & AR € Ao THH AVE EIE AP BB T, ALA?

kai4lai2 ni3 yi3 he2 yun2piaolpiaol
it_seems you already PREP Yunpiaopiao
you3suo3 zaolyu4 leO shi4bu4shi4

somewhat encounter LE whether_or_not

It seems that you have encountered with Yun Piaopiao, haven’t you?
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6.2.3.2. Deontics

Deontic modality describes the suggestion, requirement, wish and some other external factors that
are a potential force to affect the action of the subject. Deontics are usually expressed with some
adverb, such as /&% yinglgail ‘should’, » %8 bi4xul ‘must’, % yao4 ‘need’, #F dei3 ‘ought’, =T
VA ke3yi3 ‘can’, % xiang3yao4 ‘want to’, 7~/& budzhun3 ‘not allowed’, /% yan2jin4 ‘not
allowed’, etc., sentence final particles such as *& ba0, *T a0 etc. and some other constructions, e.g.
% ... £ 4F ruod...gengdhao3 ‘it will be better if...". Deontic is different from directive
illocutionary act in that the former is a description of the speaker’s attitude. However, the speaker
doesn’t care about whether the listener follows the suggestions or not. Directive illocutionary act is
used by the speaker to issue a command that would urge the listener to perform perticular actions.

Some examples of deontic modality are shown in (64).

(64) a. Ek AL & HME AAE B BZ M fo R A,

zhedxiel wen4ti2shi4  mei3ged shedhui4

these issue be every society
cheng2yuan2 yinglgail guanlxinl he2  xing3sil de0
member should care and think_deeply DE

These questions should be cared and thought by all members of the society.

b. ke R & & % 45 5 R4k 69 B 24T T o
ru2guo3 wo3  you3 Xxiang4 mo2fang3maol nadyang4
if I have like  copycat like_that
de0 heil mao2 jiu4 hao3 1e0
DE black hair then good LE

How I wish to own the black hair just ly the copy cats.

c. o X AR RS &L AR AB WK,

wai4chul yedwus ren2yuan2 zui4duol ye3
go_out business personnel at_most also
budyao4 chaolguo4 sid4 ci4

should_not exceed four  time

The business personnel should not go out for more than four times.

d. JUEZ B IR 69 RE, AT i F2 HFH P T,
fan2 Xulyao4 jialshu3 fu2wu4 de0

for_those need family service DE
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cheng2ke4 yu2  ding4wei4 shi2  shidxianl shenglming2

passenger PREP booking when beforehand claim
jid ke3
then ok

For those who nees family service, it is only required to claim it when booking

the seats.

e. AR HE K B9 BB 48 T VA da & "2
na4 ruo4dadde0  chang3fang2 zong3 ke3yi3 pailmai4 ba0
that  big plant always can auction SFP

Shall the plants be able to be auctioned?

f. & A HE REZR 4.
ruo4 neng2 yong4 xie2he2 zhuanglqi3lai2 geng4hao3
if can use shoe_box pack_up better

It would be better to pack it up with shoe box.

Deontic modality can also be based on a premise in a conditional structure, e.g. the sentences in
(65). The logical form could be described as ‘P->Deo(Q)’, which is equivalent to ‘Deo(P->Q)’.

(65) a. HAAE S BBE RA KA EAHE FTXNBRIET .
tuo2zilren2  ruo4 bud  yuand guanlwang4  zhi3you3

investor if not want  wait_and see only
cai3yong4 zhedzhong3  fanglshi4 caolzuo4 le0
adopt this_kind_of  way operate LE

Investors who don’t want to wait and see can only operate in this way.

b. sh#h AL & & 6% XA B AL T T 9 A

waidji2ren2shi4 xul  zai4  tai2wanl shedyou3
foreigner need PREP Taiwan have

lian2luo4 di4zhi3 fangl ke3 shenlging3 jialru4
contact address then  can apply join

Foreigners are required to provide their Taiwan address in order to join.

The sentence (66) is ambiguous due to the modal verb % yao4 ‘need/want’. It could be a deontic

modality or the subject’s willingness to perform an action. So, the annotator could make decision

with additional information or could put it into OTHER category.
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(66)

B A AR & B FAR H e kA

mei3ged4ren2 doul yao4 dao4  xue2xiao4 lai2
everyone all should PREP school come
banglmang2 zhangltiel

help paste

Everyone should (/want to) come to school for help with the paste.

Some sentences could express a deontic modality by using neutral viewpoint. For example, the

sentence (67) lacks of an aspectual marker. However, the neutal viewpoint aspect now carries a

willingness of the subject.

(67)

ARG TR 2T,
shanglren2 zhi3  gei3 shi2  kuai4 jinlzi0
the_merchant only give ten CL gold

The merchant only gives ten piece of gold.

6.2.3.3. Dynamics

Dynamic modality describes the subject's capabilities, e.g. (68) or that with a certain conditions,

e.g. (69).

(68) a.

(69) a.

Ho 85 K o
tal hui4  you2you3
he can  swim
He can swim.
B AT AR R (') ,

hen3duol ren2 doul Kke3yi3 bei4song4 xinljingl
many people all can recite The_Sutra_of Mind

Many people can recite “The Sutra of Mind”.

AR fo ARB P B BB RS IR & WR M BEAR .

nadxiel zai4  yin3shi2 zhongl guelshao3 tie3
those PREP diet POSTP lack_of iron
de0  fudnv3 shi2chang?2 hui4  zai4  wan3jianl

DE women often will ~ PREP night

xing3lai2

wake_up

Those women who lack of iron elements often wake up at night.
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b. 4 18 3 & IEf& & FA F K.

tal xiang3 wan2 de0  shi2hou4 hui4  gonglqi3 bei4
it want play DE time will  arch back
lai2  jiao4
LAl meow

It will arch its back whenever it want to play.

C. K& Mg AN,
dadhuang2maol ye3 bu4  hui4  zou3kail
the_big_yellow_cat also  not will leave

The big yellow cat won’t leave.

We should note that & hui4 ‘will’ and ~4 budhui4 ‘will not’ usually denote the subject’s

willingness, which is basically a deontic modality, e.g. (70). However, for the sentenes (69.b) and
(69.c), the situation has been described as a fact under a certain condition.

(70) a. & & A
wo3  hu4d hui4  zou3kail
| not will leave

I won’t leave.

b. & & —ATAEMT &,
wo3  huid  yilzhi2 shou3d zai4 tal shenlbianl
I will  always stay PREP she side
I’ll be always by her side.

6.2.3.4. Evaluatives

Evaluative also describes the speaker’s attitude on a proposition. Different from epistemic
modality that describes the judgment of the truth value of the proposition, evaluation suggests the
truth of the proposition. Evaluatives are usually expressed with adverbs, sentence final particles or
some other constructions, such as # & suan4shi4 ‘should be’, #£ % que4shi2 ‘indeed’, # A
jian3zhi2 ‘definitely’, T i8 ke3wei4 ‘should be’, 3 & jing4shi4 ‘unexpectedly’, =T #L 2
ke3shuolshi4 ‘should be’, 3% modguai4 ‘unsurprisingly’, 77 nai3 ‘actually’, 77 & nai3shi4
‘actually’, %t #& kanlchengl ‘shoud be’, etc. For example, the sentence (71) expresses the

speaker’s suggestion that most of the people who like to fantasy have a lot of time.
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(71) ARk B 48 69 A, Bh K3 HOR K FR 69 A
nadxiel xi3huanl huan4xiang3  deO ren2  kong3pa4
those like fantasy DE people I’'m_afraid
dadbudfend  doul shi4  bi3jiao3 ginglxian2 de0  ren2
most all be very idle DE people
Those who like fantasy are probably idle people.
More examples are shown in (72).
(72) a. £ BE FIE BB EEFITH.

mei3guo?2 zenglbingl bolsilwanl yingl shu3
USA surge the_Persian_Gulf should belong
he2fa3 xing2wei4
legal behavior
The surge of the USA should be a legal action.

C. B &R A R RERAEH ARG L2,
zheng4fu3 danglran2 you3 yidwu4 pai4junl
government  surely have obligation send_troops
bao3hu4 tailwanl ren2min2 de0 anlquan2
protect Taiwan people DE security
The government surely has the obligation to send troops to pretect the
Taiwanese people.

d BE RS 0 EHATHRERT
huodyi4 zui4duol de0  yao4 suandshi4
benefit most DE should be_counted_as
shi2ji4 jinglyan4 le0
real experience SFP
The most benefit should be the real experience.

e P38 M HE RER AT K IR 6 KB & B AREBR o A% .
suo3wei4 kailfal ying3xiang3  yuan2zhu4min2
so-called development  effect original_inhabitant
shedhui4 zui4  shenl de0 da4dgai4 yao4  shu3
society most deep DE probably should be
jiadzhi2guanl de0  bengljie3

values DE disintegration
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What is most effected for the original inhabitant society should be the

distintegration of the values.

CRH Gkt & ARE BRE & B) TR AE.

zhi3you3 bai2chil cai2  hui4 xianglxin4

only fool then  will  believe

guo2min3dang3 hui4  du2li4 shi2jian4 gai3ge2
Kuo_Min_Tang will by _oneself carry_out reform

Only fool would believe KMT would carry out reform by itself.

CEAS R A R L F R ]
fa3ling4 guilding4 reng2 shi4  bidyaod de0 ma0
decree stipulation still be necessary DE SFP

Decree stipulation should still be necessary.

R AR K K.
fenglxian3 wei4mian3 tai4  dad
risk truly too big
The risk is truly too big.

i ¥ BAA B H ML I T

mo4guaid ridben3ren2  yao4 dui4  yinglhual
not_surprisingly Janpanese would PREP sakura
ru2chilru2kuang?2 le0

crazy LE

Not surprisingly that Japanese like sakura so crazy.

xing4hao3 cong2sul guo4lai2 jie3wei2
luckily Congsu come rescue_from_a_siege

Luckily, Congsu came and helped.

LRI B AH B kE
hai2hao3 wenldu4 mei3you3 jiang4dao4 bingldian3
luckily temperature  not lower_to freezing_point

Luckily, the temperature didn’t lower to the freezing point.

R AT U RE B

wo3  da3 yil zhil  you4d budhui4 zen3yang4
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I kill one CL actually

I won’t matter if I killed one of them.

m. "8 K % RS —AR Bl .

zan2  qi2shi2 xiang4 xiong2maol

we actually like  panda

We are actually as docile as panda.

6.2.3.5. Exclamations

won’t matter
yilyang4 wenlshun4
the_same docile

Exclamations are also treated as an evaluation. For example, the sentence (73.a) describes an

evaluation of the speaker’s actions that are not explicitly stated that all these actions are done for

him. The sentence (73.b) describes an evaluation for some events that mostly happens on young

people, e.g. some crazy actions done by someone.

(73) a. T RF ERR & T 4!

zhe4xiel dadban4 hai2bu4shi4

these mostly indeed

It is indeed him that we did these things for.

b. F# A !
nian2qingl ren2 a0
young people SFP

Young people!

Other examples are shown in (74).

(74) a. & B ¥ K °F !

zhed zuo4 miao4 hao3
this CL temple S0
This temple is so big!

b. R L& 22 X% !
tianlshangd  de0  xinglxingl
in_the_sky DE start
There are so many stars in the sky.

C. A b RA A A& BT RAT
ren2lei4 duidyu? tianlqgi4
human PREP weather

Human is so helpless at the front of weat
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be for LE he

ya0

SFP

duol la0
many SFP

zhenlshi4 wu2ke3nai4dhe2

really helpless



6.2.4. Sentence Type Hierarchy

The overall hierarchy is shown in Figure 1. The perfect static state (|--T--) is treated as a sub
category of SSChange; and the perfect dynamic state (|~~T~~) is treated as a sub category of
SDChange. The category OTHER is mainly for sentences that could not fit into the other three
categories. Accomplishment and achievement are also added as two middle layers.

) Expressive
Assertive P
Directive Commissive
Interrogative
Declarative
Epistemic

Speech act
Deontic /I\
Dynamic Modality )J<—{ Sentence }—=>{  Others
Evaluative \l/

Accomplishment )< Event —>{_ Achievement \1\> -

-~~~ / T

Figure 1. Sentence type hierarchy.

6.3. Some Constructions in Chinese

6.3.1. Serial Verb Constructions (SVCs)

The Serial verb constructions (SVCs) concerned here are those in which the predicates could be
treated as a combined predicate to express one event instance (Lin, et. al., 2012). The construction
should have three properties: 1) share the same subject; 2) the two predicates cannot change order;
3) the two predicates are syntactically connected. It is suggested by Li (1991) that in a Chinese
SVC, the verb suffixed with aspect markers is the head. When the aspectual marker LE is attached
with the first verb, the event structure is usually determined by the first predicate, the second

predicate is then the purpose or describes the final state of the final predicate. For example, the

216



following sentence describes an event that a person named Zhang Qian selected 100 persons and

started off with them. So, the event structure could be represented as |~~~|~~.

(75)

EE W TAT —BS A L%,

zhanglgianl dai4 1e0 budxia4 yilbai3duoO
Zhanggian take LE subordinate one_than_one_hundred
ren2 shang4lu4

people start_off

Zhanggian took more than one hundred subordinates when starting off.

The following test shows that VA#T yi3gian2 ‘before’ and ¥A4% yi3hou4 ‘after’ refer to the time

point when L #& shang4lu4 ‘start off’ occur, which is after the first event since it takes an

aspectual marker LE.

(76) a. k& % T H T —8 5 A L& 2Aar

zhanglgianl dai4 1e0 budxia4 yilbai3duoO
Zhanggian take LE subordinate one_than_one_hundred
ren2 shang4lu4 yi3gian2

people start_off before

before Zhanggian took more than one hundred subordinates when starting off.

RE R T T —E S A B AR

zhanglgianl dai4 1e0 budxia4 yilbai3duo0
Zhanggian take LE subordinate one_than_one_hundred
ren2 shang4lu4 yi3hou4

people start_off after

after Zhanggian took more than one hundred subordinates when starting off.

If the aspectual marker LE is attached to the second predicate, the event structure is determined by

the second predicate, £ T #% shang4 le0 lu4 ‘have started off’. The first predicate becomes a

background static state. Thus, the sentence has the same meaning with the second sentence with -

zhe aspectual marker attached with the first predicate. The event structure could be represented as

(77) a. RE B HTFT —8 5 A LT %

zhanglgianl dai4  budxiad4 yilbai3duoO ren2
Zhanggian take  subordinate one_than_one_hundred people
shang4 le0 lud
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start-

LE -off

Zhanggian started off with more than one hundred subordinates.

zhanglgianl
Zhanggian
ren2

people

REREZINRT —BSALT R,

dai4 zhe0 budxia4 yilbai3duoO

take ZHE subordinate one_than_one_hundred
shang4 le0 lu4

start- LE -off

Zhanggian started off with more than one hundred subordinates.

Once the second predicate takes LE, VAT yi3gian2 ‘before’ is not valid any more.

(78) a. 7B W AT —E S AL T 5% AT,

zhanglgianl
Zhanggian
shang4

start-

dai4  budxiad yilbai3duoO ren2
take  subordinate one_than_one_hundred people

le0 lu4 yi3gian2

LE -off  before

before Zhanggian started off with more than one hundred subordinates.

zhanglgianl
Zhanggian
shang4

start-

REWRAT —B S AL T %K,

dai4  budxiad yilbai3duoO ren2
take  subordinate one_than_one_hundred people
le0 lu4 yi3hous

LE -off  after

after Zhanggian started off with more than one hundred subordinates.

It sounds a little odd when each predicate of the two is attached with an aspectual marker -le. As

also observed in (Lin, et. al., 2012), only a few examples are found in Sinica corpus. However,

once it occurs, it is treated as two independent events and will be put in OTHER category by now.

(79)

VEREM T HT —BSFALT %

zhanglgianl
Zhanggian
ren2

people

dai4 le0 budxia4 yilbai3duoO

take LE subordinate one_than_one_hundred
shang4 leO lud

start- LE -off

Zhanggian took more than one hundred subordinates and started off.
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SVCs with the co-verbs, e.g. 4&i#& jinglguo4 ‘go through’, Al yong4 ‘use’ as the first predicate,
are treated as right-headed unless the first predicate has an aspectual marker LE. In such case and
the second predicate describes a result of the first predicate, it is treated as a SVC, with an

accomplishment event structure |~~~|--. Otherwise, it is treated as multiple events.

(80) a. i 43l FF45 H4F R XK

zhonglyou2 jinglguo4 ping2gul
Chinese_Petroleum_Corporation go_through assessment
jue2de0 bing4 bu4  hua2suan4

think actually not cost-efficient

The CPC thought it not cost-efficient after making an assessment.

b. b 428 T M RA LR XHK

zhonglyou2 jinglguo4 le0 ping2gul
Chinese_Petroleum_Corporation go_through LE assessment
jue2de0 bing4 bu4  hua2suan4

think actually not cost-efficient

The CPC thought it not cost-efficient after making an assessment.
The example as in (81) is not treated as SVCs as the two parts don’t share the same subject.

(8l) #AA B Xk Ade Ll 69 B F A8

hou4lai2 han2zhuo2 youd  paidren2 ba3  tao2chulqu4
afterwards Hanzhuo also  send people BA escape

de xiad di4 xiang4 shaldiao4

DE Xia_dynasty  emperor ministers kill

Afterwards, Hanzhuo sent people to kill the escaped emperor and ministers of
Xia.

6.3.1.1. 2]/%[LOC](&)[V]

The sentence (82.a) is different from SVCs that the first predicate can hardly take aspectual LE as
in (82.b). This suggests that the pattern £|/3<[LOC] dao4/qu4 [LOC] ‘go to [LOC]’ only indicates
location where the situation happens. Thus, the event structure of this construction is determined
by the final predicate. The sentence (82.a) denotes an activity, so does (82.c). However, this
construction cannot appear in progressive form as in (82.d) and (82.e). It is because that the
viewpoint aspect has been limited to holistic for this construction. The sentence (83.a) is a similar

example as (82.a).
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(82) a.

(83) a.

£ —KA B AR S G X 28 .

wo3men2 yiljia2ren2 dao4  zidranZkelxue2bo2wudguan3 qud
we whole_family PREP Museum_of Natural_Science go
canlguanl

visit

My family went to visit the Museum of Natural Science.

2B KA BT aRAE HHE L SR

wo3men2 yiljia2ren2 daod4 le0 zidran2kelxue2bo2wu4guan3
we whole_family PREP LE Museum_of Natural Science
qud  canlguanl

go visit

My family went to the Museum of Natural Science for looking around.

B KA R AR MR R XA T

wo3men2 yiljia2ren2 daod4  zidran2kelxue2bo2wudguan3 qud

we whole_family PREP Museum_of Natural_Science go
canlguanl le0
visit LE

My family went to visit the Museum of Natural Science.

OB KA B B AR A A E K 2B

wo3men2 yiljia2ren2 zheng4zai4 dao4
we whole_family ZAl go
zidran2kelxue2bo2wudguan3 qu4  canlguanl
Museum_of Natural_Science go visit

My family is going to the Museum of Natural Science for looking around.

2R — KA B AR AE W BE 2B

wo3men2 yiljia2ren2 dao4  zidran2kelxue2bo2wudguan3
we whole_family PREP Museum_of Natural_Science
zheng4zai4 canlguanl

ZAl visit

*My family went to the Museum of Natural Science and is looking around.

RREAR AT —AR £ LA,
zhanglliang2 xiang4 wang3chang2 yilyang4 qud  giao2shang4

Zhangliang as normal the_same go on_the_bridge
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san4xinl
relax

Zhangliang went to the bridge for relax as normal.

b. R R & 2% —4k X 4 L #S T

zhanglliang2 xiang4 wang3chang2 yilyang4 qud  giao2shang4
Zhangliang as normal the_same go on_the_bridge
san4xinl le0
relax LE

Zhangliang went to the bridge for relax as normal.

The sentence (84.a) denotes an accomplishment according to the second predicate & == #L % F
J% cheng2li4 guanlguangl ban4shidchu4 ‘establish tourist office’. The sentences (84.b) and (84.c)

are the corresponding test to show that the whole construction is right-headed.

xu3duol he2  wo3guo2 mei2you3 bangljiaol de0
many PREP our_country  not_have diplomacy DE
guozjial ye3 doul fenlfenl dao4 tai2wanl
country also all one_by one come Taiwan

cheng2li4 guanlguanglban4shidchu4
establish tourist_office
Many countries that don’t have diplomatic relation with us also come to Taiwan

and establish tourist offices.

b.?# A KBAHARGAR LA 8 2] T 65 sz BALMFR .

xu3duol he2  wo3guo2 mei2you3 bangljiaol de0
many PREP our_country  not_have diplomacy DE
guo2jial ye3 doul fenlfenl dao4 le0 tai2wanl
country also all one_by one come LE Taiwan

cheng2li4 guanlguanglban4shidchu4
establish tourist_office
Many countries that don’t have diplomatic relation with us also come to Taiwan

and establish tourist offices.

xu3duol he2  wo3guo2 mei2you3 bangljiaol de0

many PREP our_country  not_have diplomacy DE
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guo2jial ye3 doul fenlfenl dao4 tai2wanl

country also all one_by one come Taiwan
cheng2li4 le0 guanlguanglban4shi4chu4
establish LE tourist_office

Many countries that don’t have diplomatic relation with us also come to Taiwan

and establish tourist offices.

We can also use “A#T yi3gian2 ‘before’ and VA4 yi3hou4d ‘after’ to test the event structure of this

construction. For example, the test in (85) shows that the time period by ¥A#AT yi3gian2 ‘before’

refers to that before the whole event taking place, and the time period by A% yi3hou4 ‘after’

refers to that after all the whole event ends.

(85) a. &M —KA B AR A5 s £ 28 AAT,
wo3men2 yiljia2ren2 dao4  zidran2kelxue2bo2wudguan3
we whole_family PREP Museum_of Natural_Science
canlguanl yi3qgian2
visit before
before my family went to visit the Museum of Natural Science.

b. &M —KA 2] & #2 i X 28 A,
wo3men2 yiljia2ren2 dao4  zidran2kelxue2bo2wudguan3
we whole_family PREP Museum_of Natural_Science
canlguanl yi3hou4
visit after

after my family went to visit the Museum of Natural Science.

qu4
go

qu4
go

Similarly, the test in (86) shows that the time period by YA 7T yi3gian2 ‘before’ refers to that before

the whole event taking place, and the time period by ¥A4& yi3hou4 ‘after’ refers to that after all the

whole event ends.

(86) a. 3 % A= £ B KA AR M BE 2| &4 s B FR AR

xu3duol he2  wo3guo2 mei2you3 bangljiaol
many PREP our_country  not_have diplomacy
guo2jial dao4 tai2wanl cheng2li4

country come Taiwan establish

guanlguanglban4shi4chu4 yi3gian2

tourist_office before
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before many countries that don’t have diplomatic relation with us come to

Taiwan to establish tourist offices.

b. 3 % A= KB A AR89 BE 2] 6% Mz BA MHFR UK

Xu3duol he2  wo3guo2 mei2you3
many PREP our_country  not_have
guo2jial dao4 tai2wanl cheng2li4
country come Taiwan establish

guanlguanglban4shi4chu4 yi3housd

tourist_office after

de0
DE

after many countries that don’t have diplomatic relation with us also came to

Taiwan and established tourist offices.

6.3.1.2. #...2l/%[LOC]()[V]

A related pattern #%...2|...V dai4...dao4...V ‘take...to...to V’ could be treated as a normal SVCs,

i.e. W ...(2...V) dai4...(dao4...V) ‘take...(to go to...to V)’ and analyzed with the methods

proposed above. For example, the sentences in (87) are all activities.

(87) a. £ 4 &A1 2 Hig Kk

lao3shil
teacher

dai4  wo3men2 dao4 hai3bianl qud  wan2
take  we PREP seaside go play

The teacher took us to go to the seaside to play.

b. &E& i & A S P £ A ALK

badba4
father
long2chuan2
dragon_boat

jiju4  daid wo3 he2  di4di4 qud  kand
then take | and brother go watch
bi3sai4
race

My father then took my brother and me to go to watch the dragon boat race.

C. M E B A AP E BT B

tal dai4
he take
shang3

watch

zhe0 wo3  he2 di4di4 qud  gu3guanl
ZHE | and brother go Kukuan
niao3
bird

He took my brother and me to go the watch birds at Kukuan.
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6.3.2. Resultative Verbal Constructions (RVCs)

Resultative Verbal Constructions (RVCs), similar as SVCs, also contain two predicates. Different
from SVCs, RVCs imply a causal/agentive relation between the two sub events. It is observed that
RVCs could not be separated syntactically. It is thus treated as compound (Smith, 1991; Huang
and Lin, 1992; Cheng and Huang, 1994). The two predicates combine together to form a new
argument structure are related to both predicates (Huang and Lin 1992). RVCs don’t allow
progressive viewpoint aspect, as shown in (88).

(88) a. fu EHET o
tal helzui4 le0
he drink-drank  LE
He has got drank.

b. 2478 T B,
tal hel le0 zui4
he drink LE drank
He has got drank.

C. M E A GEE,
tal zheng4zai4 helzui4
he ZAl drink-drank
he is getting drank.

Previous studies have mistakenly treated sentences with RVCs as accomplishment. However,
RVCs are intrinsically achievements, especially a dynamic-static change. We can use Z #f
zhilgian2 ‘before’ to test it. For example, the time period indicated by (89) includes the drinking
activity before the time point when he finally got drank.

(89) AerHELZ AT
tal helzui4 zhilgian2
he drink-drank  before
before he got drank

On the other hand, accomplishment shows a different testing result with Z a7 zhilgian2 ‘before’.
The comparison in (90) shows the difference when we use a verb 5 xie3 ‘write’ and a related
RVC 5 % xie3wan2 ‘write-finish’. Similar as (89), the time period indicated in (90.a) refers to the

time before the finishing point including the whole writing process. However, the time period

indicated by (90.b) refers to the time before the start of the writing process.
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(90) a. B RIEZATEET —EES,
tal xie3wan2 xind  zhilgian2 hai2  jiel le0
he write-finish letter  before also  answer LE
yil ged dian4hua4
one CL call
He received a call before he finished the letter.

b. #b 5 (AR5 Z ATE 3 T —AE 3,
tal xie3 na4  fengl xind  zhilgian2 hai2  jiel
he write that CL letter  before also  answer
le0 yil ged diand4hua4
LE one CL call
He received a call before he wrote the letter.

There are two different kinds of RVCs, overlap and non-overlap. Overlap means that the first state
may still hold when the resultative state starts. The sentences in (91) are several examples of

overlapping achievements.

(91) a. BAE ¥ & & MIR T
zhe4  zhong3 ging2jing3 ba3  wo3 xiadhuai4 le0
this kind situation BA | scare LE
This kind of situation scared me.

b. —ke wivg 89 » B, Jefb 6y TR ML T .

yil zhend zhilzhil de0  jiaodshengl ba3 tal de0
one CL squeak DE sound BA he DE
sidxiang3 jiao3luan4 le0
thought interrupt LE

The squeak interrupted my though.

c. & AT E WG LM
chel xing2zhi4 ban3giao2 wenz2huadlu4
car run_to Bangiao Wenhua_Road

The car arrived Wenhua Road of Bangiao.

d. s E48 v kK .
xiao3 hai3guil jiandjian4 zhang3da4
small turtle gradually grow_up

The small turtle has gradually grown up.
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6.4. Annotating a Chinese Corpus

6.4.1. Data Selection

For annotation, | choose Sinica Treebank 3.0 (Huang et al., 2000), which contains more than
60,000 trees. Sinica Treebank is a subset of Sinica Corpus (Chen et al., 1996), which is a balanced
corpus that contains different genres of materials, including news, novels and some transcription of
spoken Chinese. Sinica Treebank is a sub set of Sinica corpus which is further annotated with
syntactic and semantic information with Information-based Case Grammar (ICG) by Chen and
Huang (1990).

There are several considerations to choose Sinica Treebank for the annotation. Firstly, Sinica
corpus is a balanced corpus, which contains text different different domains, such as transcripts of
spoken language from Taiwan. Such data is rich in sentences that involve speech act and modality.
Secondly, Sinica Treebank is annotated with rich semantic information, including thematic roles.
Examples are shown in (92). With such information, we can further study the relationship between
aspect and other semantic information of a sentence, which could potentionally make the corpus
more valuable. Thirdly, as will be shown in the next chapter, such information can serve as gold
standard of the sentence structures and can provide an upper bound analysis when used the gold

standard information as features for sentence classification.

(92)  #2:2.[4123] NP(property:Ndabc: 1 A 4#r|Head:N(DUMMY 1:Ndabd: —|Head:Caa: £
[DUMMY2:Ndabd: =+ B))#, (COMMACATEGORY)

#3:3.[4124] S(theme:NP(property:Ncb: £ B [property:Nv1(DUMMY 1:Nv1: & & |Head:Caa: %
IDUMMY2:Nv1:i# o )|Head:Nad: 4 # )|comparison:PP(Head:P49: tt A2

|[DUMMY :NP(property:Ndaba: % “|Head:Nac: F] #1))|quantity:Dab: 3 |deontics: Dbab: #
|Head:VH16:3% =)#, (COMMACATEGORY)

In Sinica Treebank, one instance could be a sentence or a phrase. This is due to the processing
methodology of Sinica Treebank that split sentences with punctuations including comma. For
annotation, we only select the sentences that are labeld as S and end with punctuations of period
‘o ’, exclamation ‘! ’, semicolon ‘; ’ and question mark ‘? ’. Some sentences that are labeled
with S may still lost some information, e.g. time adverbials, subjects which are important to study
aspect. Since the paragraph information and the order of sub sentences processed are still kept
after processed, a heuristic method is developed to recover the whole sentence. In detail, for each
sentence labeled with S, its previous sentence in the same paragraph is observed. If the previous

sentence is labeled with NP and end with comma, it is selected as the part of the sentence S.
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This will involve some examples that wrongly combine unrelated constituents. In the annotation
phase, the annotator could delete the added constituent if it is not related to the core sentence S.

Finally, there left 5874 sentences after removing invalid sentences.

6.4.2. Data Annotation

Each sentence is labeled with a specific finer-grained category from the all 25 categories.
Whenever an example could not be decided by the annotator, it is discussed with another two
linguistic experts to make the final decision. For some ungrammatical or unclear sentences, the
annotator could also discard the sentence. Sentences with neutral viewpoint aspect, except for
those sentences that could be resovled during the annotation, are put into in an independent
category.

6.4.3. Annotation Result
Finally, | annotated 5612 sentences in all categories except for NEUTRAL and OTHER. Table 1

shows the statistical information of the annotated corpus.

Sentences | Different Verbs | Word Types | Tokens | Characters
5612 2127 11681 45728 | 75960

Table 1: Statistical information of the corpus.

The annotation information is shown in Table 2. We could see that some of the finer-grained
categories contain very few examples. The category of static state contains more than 40%
instances. However, this may reflects the real distribution of event types since there is no bias for
selecting data from the Sinica corpus. On the other hand, as we have discussed, static state can be
further divided into several subcategories. However, since our focus is to study the event structure,

they are put together by now.

Coarse Type Subtype Number of Examples
Epistemic 303
Modality Deontic 219
Dynamic 111
Evaluative 411
Question 559
Assertive 64
Speech Act Expressive 13
Directive 65
Commissive 58
Declarative 2
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Static 2475

~~=~ 166
Dynamic |~~~ 48

|- 431
[T~ 40
Achievement |~~~ 84
T 12
~~~|-- 79

Instantaneous |~|--- 257

Accomplishment | |~|~~~ 0

Accomplishment | |~~~|--- 163
== 40

Table 2: Distribution of annotated event types.

Some event structure, although theorectially exist, doesn’t encounter any examples, i.e. |~|~~~.

However, such situation should exist. The sentence (92) is an example of this kind.

(93) MHT—THRT.
tal zhuan4 le0 yil xiad  shai3zi0
he spin LE one CL dice

He putted a spin on the dice.

Table 3 shows how many different event types one single verb may correspond to. We can see that
most of the verbs only correspond to one event type. There are still more than 200 verbs that may

denote different event types.

No. of Event Types | 1 2 3 |4|5|6]|7
No. of Verbs 1395 | 155|144 |9 |7 |1 |1

Table 3: Number of verbs regarding to how many situation types they can denote.

6.4.4. Agreement Test

To test the agreement of the annotation, |1 random select 2000 examples from the corpus. The
examples are divided into two parts, each part containing 1000 examples. The two subsets of the
corpus are annotated by two different annotators respectively. The final agreement test result is

shown in the following table with three different measures, Kappa, Accuracy and Relative F-
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Measure. We can see that there is a strong agreement between the main annotator and the two
tested annotators. There are 862 examples that are agreed by the main annotator and annotator 1.

There are 821 xamples that are agreed by the main annotator and annotator 2.

Kappa | Accuracy | F1-Measure
Annotator 1 0.837 | 0.862 0.762
Annotator 2 0.784 | 0.821 0.677
Annotator 1+2 | 0.811 | 0.842 0.716

Table 4: Annotation agreements between the main annotator and annotator 1, 2 and 1+2.

6.5. Summary

In this chapter, | proposed a guideline for annotating a Chinese corpus based on the theoretical
framework described in Chapter 3 and 4. Then, following this guideline, a Chinese corpus
containing more than 5600 sentences from Sinica Treebank is built. Especially, the guideline
covers most complex constructions in Chinese and provides a clear treatement to deal with them.
The agreement test among three annotators showed that the framework can guarantee a high
reliabity and can be potentially adopted in future studies.

In the next chapter, | will use a machine learning classifier to test whether computers can learn a
reliable model to predict the modal and aspectual information automatically. The assumption is
that the higher performance the classification gains, the more the categories are differentiable, and
then the better the background theory is.
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Chapter 7

Automatic Aspectual Classification of Chinese Sentences

The generalization and ability to predict unseen data is a criterion to evaluate a theory. This
chapter will provide a set of experiments on the automatic classification of sentence event types.
The classification has different levels. The first is a coarse-grained level of sentence types, hamely
speech act, modality and events. In the second level, the classification is done on the finer-grained
categories, including discriminating different modalities, different speech acts and different event
types. Finally, the experimental results will be discussed.

There are two concerns for conducting the experiments in this chapter. Firstly, it can help test the
theory | proposed in previous chapters. It is assumed that the better performance the classification
obtains, the better the theory is. Secondly, the experiments can disclose what the best linguistic

features are to discriminate sentence types.

7.1. Introduction

Many works have been done on aspectual classification (Siegel, 1999; Siegel and McKeown, 2000;
Palmer et al., 2007; Zarcone and Lenci, 2008; Cao et al., 2006; Zhu et al., 2000). In these studies,
there are four to five categories, namely state, activity, accomplishment, achievement,
(semelfactive). These categories could be discriminated with three features, stativity, telicity and
duration. The classification task is usually formalized as discriminating the values of the three
features, e.g. (Cao et.al., 2006).

Siegel (1999) tried three machine learning approaches to classify clauses into the four categories
with two parameters: culminated/nonculminated and punctual/extended, which is equivalent to
telicity and duration. He also argues that categorizing verbs should be the first step before
classifying clauses, since many clauses in certain domains can be categorized based on their main
verb only. However, this is not true. The more information we have, the easier we can perform the
classification. Sentences in context surely have more information than verb only. Siegel also
assumes that each verb has a default event type excluding all aspectual operations. However, this
assumption violate the findings of current linguistic studies that one verb could show different
telicity in different context. This is the reason he has to rule out the high ambiguous verbs, e.g.

have, that could be specified a default event type.
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Meanwhile, based on his assumption, the classification becomes less significant since the main
verbs only could predict most of the instances. Only the verbs that don’t appear in test set would
have to rely on the other linguistic indicators for the classification of their aspectual class. It is then
hard to imagine how his study could reveal linguistic insights and help develop linguistic theory as

he said.

Zarcone (2008) uses the Maximum Entropy (ME) model to classify verbs into four categories:
state, activity, accomplishment and achievement considering three parameters: telicity, durativity
and dynamicity. Semelfactive is also not included in the classification. The experiments are
conducted on 3129 clauses that cover 28 Italian verbs. Different from Siegel, Zarcone considers
the aspectual ambiguity of verbs, which is more useful for both real computational applications

and linguistic studies.

Palmer (2007) adopted a scheme from (Smith 2003) that is different from the Vendler categories.
He used a sequential labeling model to discriminate four broad categories (situation entities):
eventualities, general statives, abstract entities, speech act types. Eventualities include three
subcategories: events (E), particular states (S) and reports (R). General statives include two
subcategories: Generics (G) and generalizing sentences (GS). Abstract entities include two
subcategories: facts (F) and propositions (P). Speech act types include questions (Q) and

imperatives (IMP). However, the framework is not absolutely related to aspectual classification.

Zhu (2000) tries to make classification on clauses without context and differentiate five categories:
attribute, mentality, activity, instantaneous and ambiguity. However, their target is mainly for
information processing. Some of the categories correspond to more than one aspectual class as
shown by themselves. Thus, the classification framework is not absolutely related to aspectual

classification which concerns the event structure described by sentences.

Cao (2006) used three parameters, dynamicity, telicity and duration to categorize Chinese
sentences into four aspectual classes, state, achievement, accomplishment and process. He also
adopted a hierarchical way for the aspectual classification. First, the dynamicity value is predicted.
The instances with static value are classified into state category. Then, the telicity value is
predicted for dynamic instances. The instances with atelic value are classified into process
category. Finally, the duration value is predicted for the instances with telic value. The instances
with durative value are classified into accomplishment and the non-durative instances are

classified into achievement.

The main drawback of all the previous works in aspectual classification is that they don’t consider
viewpoint aspect (perfective, imperfective and others). This will be a problem for computational

applications, e.g. machine translation. It is not possible to compile simple linguistic rules to
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identify viewpoint aspect. Even for English the aspect coercion problem, e.g. semelfactive,
achievement verbs in progressive, etc. In Chinese, the problem is even worse since there is not

explicit inflectional form for different viewpoint aspects.

Another main drawback is that the classification is limited to situation types. Modalities and
speech acts are not considered in the classification task. As in real NLP applications, the first step
should be discriminating the sentences in terms of their functions. Modality is a functional
category that mainly describes speaker’s attitude and have different entailments from other event
types. It is important due to its interaction with truth of the embedded events and propositions. An
additional modal adverb could dramatically change the meaning a sentence. For example, (1.a) is
totally different from. Modality has drawn attention of formal semanticists for a long time, e.g.
(Partee et al., 1990). Recently, modality has been considered in sentiment analysis (Benamara et
al., 2012), machine translation (Baker et al., 2012), etc. However, not enough attention has been
paid in computational applications such as event identification and classification.

(1) a HAEHKAT,
tal zai4  ban4gonglshi4
he PREP office
He is at office.

b. HevT R £ 9 E o
tal ke3neng?2 zai4  bandgonglshi4
he probably PREP office
He is probably at office.

Speech act is another independent category that has different functions from events. Speech acts
are actions that are done by speech. As in “I declare that the new policy will take effect from now
on”, the authorized speaker brings a new policy into effect by uttering this sentence. In such cases,
the sentence itself is an event rather than describing an event. In this work, speech act sentences
will be put into one independent category. This is necessary when an application requires

identification of speech acts, such as human computer conversations (Morelli et al., 1991).

There are also some works for verb classification, however in different perspectives. One
framework is trying to classify verbs based on the argument structure, i.e. the linking of the
thematic roles and syntactic subject and object (Stevenson, 1999; Merlo and Stevenson, 2001).
Eric (2003) tries to classify verbs into Levin verb classes (Levin, 1993). As these works are not

directly related to aspectual classification here, | will not discuss the details of their methods.
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Instead of classifying verbs directly, the aspectual classification here will be performed in sentence
level as previous studies have shown that verbs themselves don’t correspond to one particular
aspectual class (Dowty, 1991; Smith, 1991). Event type is not only dependent on verbs, but also

their complements and other factors.

In this chapter, | will propose a more comprehensive classification framework of sentences by
differentiating event, modality and speech act in the first level. Finer-grained categories are
integrated in a hierarchical way. After the sentences are classified into the three functional

categories, finer-grained classifications could be done separately in the three categories.

Different linguistic indicators will be discussed. Firstly, experiments will be done to test the
effectiveness of different features with a classification task on a manually annotated Chinese
corpus described in the previous chapter which includes about 5612 sentences. Then, the result

also shows a good performance in classifying sentences in different levels.

7.2. Linguistic indicators for sentence type classification

As automatic aspectual classification is intrinsically semantic computing which rely on deep
understanding of the syntactic structures of the sentences and the semantics of the constituents,
such as the meaning of the main verbs and their arguments etc. Thus, using bag-of-words features
doesn’t make any sense and is not expected to obtain good performance. In addition, one of the
most important purposes of the experiments here is to reveal the linguistic insights and help us
understand the most important factors that could determine the aspectual class. In this concern, the

bag-of-words features are not explored here.

Another purpose of the experiments is to study the lexical semantics of verbs. If the semantics of
verbs have already been well defined, we can then expect that a set of linguistic rules could
precisely predict the aspectual class of sentences. In other words, studying the lexical semantics of
verbs is our final goal beyond the aspectual classification. So, we aim to study the lexical
semantics based on the syntactic behaviors of verbs, which is also the principle for doing verb

classification including the Levin verb classes based on alternations.
7.2.1. Indicators for different event types

7.2.1.1. Main Verbs and Argument Structure
Main verbs and their complements including argument structure is the most important indicator to
an event type based on previous linguistic studies and used for event type classification in previous

works.
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As shown in the previous chapter, many verbs (more than 200 verbs among about 1500 verbs)
correspond to more than one category. Thus, maintaining a dictionary that stores the default
aspectual class of a verb could gain an accuracy of more than 75%. If we don’t consider modalities
and speech acts, there are still 217 main verbs from 1612 that correspond to more than one

aspectual category. A dictionary then could obtain more than 85% accuracy.

However, the accuracy obtained by this dictionary is only guaranteed in this corpus. As the
frequency distribution shows that few of those verbs (157/1674=9.4%) (Events only: 194/1395
=13.9%) that only appear in one category actually occurs more than once in the corpus. On the
other hand, the verbs that correspond to more than one category while occurring more than once
take up 53% ((1612 — 1395)/(194 + 1612 — 1395) = 0.53). This means that most of the verbs that
correspond to one category just because they occur only once. Thus, for evaluations, it is not good

to main a dictionary.

Argument structure features include the subject and object and their syntactic structure. For
example, the temporal adverbial and locational features used by Cao (2008) are all included in this
feature set. The potentially capture the linguistic phenomena that aspectual class is also related to
the argument of a verb. For example, (2.a) denotes an activity, while (2.b) denotes an
accomplishment. So, the structures of NPs, e.g. numeral classifier NP and appearance of

demonstratives by ig zhe4 ‘this’, 7F na4 ‘that’, are also important features.

2) a HBIET.

tal heljiu3 le0
he drink LE
He got drank.

b. #"8 T —#iB .
tal hel le0 yil ping2 jiu3
he drink LE one  bottle wine
He drank a bottle of wine.

7.2.1.2. Aspectual Light Verbs and Aspectual Markers

P45 kailshi3 ‘start’, 4 %% jidxud ‘continue’, 1% 1k ting2zhi3 ‘stop’, % & jie2shu4 ‘end’ etc.
However, light verbs mean that they are verbs. Once they appear, they become the head of
sentence. The verbs or event nouns that determine the event structure will be the argument of the
aspectual light verb. Linguistically, light verbs are usually treated as semantically bleached in
some degrees. For aspectual light verbs, the left part of their semantics is only the aspectual part.

Different from these light verbs that usually denote dynamic events, % #§ become can express an
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inchoative by taking a static state as its ‘argument’. For example, sentence (3) denotes an

inchoative.

3) A HRT,

tal bian4 de0 gaolxing4
he become DE happy

He became happy.

le0
LE

Aspectual markers, # zhe0 ‘ZHE’, 7 le0 ‘LE’, i8 guo4 ‘GUO’, in Chinese are a strong indicator

of different event types. They behave like a verb suffix. A2 qi3lai2 ‘up’ and F & xiadqud

‘down’ can also function like aspectual markers, as shown in (4) and (5). They are not typical ones

as they can co-occur with an aspectual marker 7 in the middle. However, they there is no typical

aspectual markers, they can still indicate aspect.

(4) a REAMEZRT .

dadjial doul jiao4 qi3lai2 le0
everyone all shout QILAI LE

Everyone started shouting.

b. EABA TE AR B Bh AL A,

zheng3ge4 cunlluo4 dou4 huanldong4
the_whole village all cheer_up

All the people of the village cheered up.

gi3lai2
QILAI

(5) a S HR AR,
xinlging2 jiu4  kaillang3
mood then  clear_up

The mood cleared up.

b. AA #RF AR o

ren2ren2 doul fu4 gi3lai
everyone all rich  QILAI

Everyone became rich.

The constructions of ‘V+LE+O+LE’, ‘V+LE+O’ and ‘V+O-+LE’ are good indicators for

expressing different event types. Their combination with other aspectual markers % zhe0 ‘ZHE’,

T 1e0 ‘LE’, i#& guo4 ‘GUO’, A2k qi3lai2 ‘up’ and T 2 xiadqud ‘down’, are also an important

indicators to different event types. For example, sentence (6.a) indicates a delimitative. If we add
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sentence final -le in this sentence, i.e. sentence (6.b), it then expresses a durative static state.

Sentence (7.a) expresses an activity, while sentence (7.b) expresses an accomplishment.

(6) a 7T —1EZH,
tal bingd 1e0 yil ge4  xinglgil
he ill LE one CL week

He was ill for one week.

b. tusm T —EZHT .
tal bingd 1e0 yil ge4  xinglgil le0
he ill LE one CL week LE

He has been ill for one week.

(7) a HBIET.

tal heljiu3 le0
he drink LE
He drank.

b. "5 THT,
tal le0 heljiu3 le0
he LE drink LE

He drank some wine.

Some verb suffix such as 5 wan2 ‘finish’, %¥ hao3 ‘ready’, A& cheng2 ‘succeed’ also behaves
similar as an aspectual marker. They are strong evidence for dynamic-static change/achievement.
Similar A 2k qi3lai2 ‘up’ and T 2 xia4qué4 ‘down’, they can also co-occur with aspectual marker
% zhe0 ‘ZHE’, 7 le0 ‘LE’, i# guo4 ‘GUQO’. However, when they appear, the event structure is
mostly determined by them. They could actually be treated as a special kind of RVCs. In Sinica
corpus, they are not segmented as independent words, but attached to the previous verbs to from
compounds. So, this indicator is inner lexical features and thus in morphological level. The
extraction of such features will need extra linguistic resources to predict the structure of a

compound. Thus, by now this linguistic indicator is not explored.

7.2.1.3. Temporal Adverbials
Temporal adverbial includes instant time point, e.g. L4 10 2t shang4wu3 10 dian3 ¢10:00am’,
and time duration, e.g. —18 2 2 yil ge4 xinglqil ‘one week’. The time point is an indicator for

change, instantaneous accomplishment and dynamic state. Time duration is an indicator for
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dynamic state, durative static state, activity, when it functions like a for-adverbial. It indicates

change when it functions as an in-adverbial.

Some neutral sentences could be disambiguated by context. Temporal adverbial is one of the
important elements of context. For example, the sentence (8.a) is in neutral viewpoint aspect, for
which we cannot decide this event type it expresses. However, when a time point adverbial is
added, the sentence then expresses an inceptive as shown in (8.b) and (8.c). Some conjunctions

have similar functions, e.g. 74 & then, 4% then, etc.

(8) a AL ELER,
tal zuod4  fudqinl de0 chel qud4  xue2xiaod
he sit father DE car go_to school

He takes (took) his father’s car to go to school.

b. ¥ 8%, fAXRANELER,
zao3shang4 baldian3 tal zuod  fudqinl de0 chel
morning eight o’clock he sit father DE car
qud  Xxue2xiaod
go_to school

He took his father’s car to go to school at 8:00am.

C. AR, HAXHRNEEER,

yu2shi4 tal zuod  fudqinl de0 chel qu4
then he sit father DE car go_to
Xue2xiao4

school

Then, he took his father’s car to go to school.

Some adverbs can also indicate change, such as 1€ bian4 ‘then’, 7~-% yu2shi4 ‘then’, 7~ &
bu4zai4 ‘no longer’, ® 4= gengdjial ‘even more’, etc. For example, sentence (9) describes a

cessation of a static state, which is a Static-static change.

9) B AERT .
tal budzai4 shi4  lao3shil leO
he no_longer be teacher LE

He is not a teacher any more.

Some explicit causative markers, e.g. 1£ shi3 ‘cause’, i& n% zao4cheng ‘cause’ etc. can also

indicator inchoative when they are followed by static states. These verbs actually only indicate
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causative relation. Logically, if the event caused is a static state, it must be an inchoative. For
example, sentence (10) expresses an inchoative. The subject in this sentence i # % zhe4 jiand
shi4 ‘this matter’ is an entity that takes the causer role of the event and doesn’t contribute to the

event structure.

(10) EAFFHRTHE,
zhe4 jiand shi4 shi3 tal hen3  ku3nao3
this CL matter cause him  very sad

This matter made him blue.

7.2.1.4. Other indicators

Frequency adverbs, such as % % chang2chang?2 ‘often’, 4& % jinglchang2 ‘often’, & & fan3fu4
‘iteratively’, f&'»" hen3shao3 ‘rarely’, etc. as used by Cao (2008) are important indicators for
habitual events. Negation adverbs, such as 74 A mei2you3 ‘not have/exist’, 7~ bu4 ‘not’, are also

important indicators to static state.

7.2.2. Indicators for modalities

Modalities could be expressed by auxiliaries, adverbs, verbs and even sentence final particles in
Chinese. Deontic and dynamic ones are usually expressed by auxiliaries, such as A& neng2 ‘can’,
& hui4 ‘will/can’, T VA ke3yi3 ‘can’, /& 3% yinglgail ‘should’, »4 78 bidxul ‘must’ etc. Epistemic
modality is usually expressed by adverbs, such as *T A& ke3neng2 ‘possibly’, Xk #t dadgaid
‘possibly’, /3% yinglgail ‘should’ etc. As previous studies don’t deal with modalities, these

features are not specially considered.

Some adverbs are indicators for exclamations, such as £ zhenl ‘truly’, %f hao3 ‘so’, X tai4 ‘too’
etc. Some sentence final particles, such as “7 a0, »f ya0 can also indicate exclamation.
Exclamation mark ‘! ’ is an indicator for exclamations. Question mark ‘? ’ is not unique for
guestions, a subtype of speech act. Non-interrogative questions as exemplified in the table don’t
require an answer from the hearer. They intrinsically express an evaluation. Such questions usually
include a sentence final particle "F a0 or the combination of question mark and exclamation mark

‘21 2o0r¢? 7,

7.2.3. Indicators for speech acts

Speech act only refer to utterances, which is usually double quoted in text. This is a little problem
in our study that the quoting information is not kept. However, some sentences are obviously

spoken, e.g. the following.
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Sentence final particles such as =% 00 as in (11.a) are usually indicators for assertive sentences.
Adverbs such as #t A& jiudshi4 ‘surely’ as in (11.b) are used by a speaker to emphasize that the
truth of the proposition and thus is an indicator of assertive. The second person pronouns such as

1% ni3 ‘you’ as exemplified in (11.c) sometimes are also an indicator for assertive.

(11) a. BA&— A DR F |
zhed shi4 il ged  xiao3 midmi4 00
this be one CL little  secret )
This is a little secret!

b. & B &9 F st & &R ATIRE 49
gin2guo2 de0  junldui4 jiudshi4 yao4 lai2  da3
Qin_Empire  DE army surely want come invade
zheng4guo2  de0
Zheng_Empire DE
The Qin Empire is surely coming to invade the Zheng Empire.

CARRAF 4T,

ni3 lai2  de0 zheng4hao3

you come DE opportune_moment

I must say that you come just at an opportune moment.

Some verbs can only be used in expressive sentences, such as #&4¥ nin2hao3 ‘how are you’, & %
wan4sui4 ‘long live’ etc. as shown in (12). Punctuation is also a possible indicator for expressive

sentences, e.g. sentence.

(12) mEKRER !
gaoler3ful wan4sui4
golf long_live
Long live golf!

Lack of subjects is usually an indicator for imperative, thus is a good feature to identify directive
sentences, such as (13.a). Exclamations are sometimes used to specify a stronger degree of
requirement or demand. Some sentences contain subjects, which are mostly vocative. Proper nouns
and third person pronouns don’t appear as the subject of directive sentences. Meanwhile, such

sentences are usually lack of aspectual markers, e.g. (13.b).
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(13) a.idsk!
guo4lai2
come_here

Come here!

b. &7 A BB
wo3men2 lai2 bi3sai4
we come compete

Let’s take a competition.

The first person pronoun is an indicator to commissive sentences. The lack of aspectual markers,
sentence final particles, punctuations and some auxiliaries are all possible indicators to
commissive sentences. Examples are shown in (14).

(14) a & & 1k f8) —4% K .
wo3 gei3  ni3 daod il beil  shui3
| give you pour one CL water

I will serve you a cup of water.

b.4% & #EK,
wo3  lai3  jiaolshui3
| come water

I will perform the watering.

C.& —& g #|E MK,
wo3  yilding4 hui4  bao4da2 nin2
I definitely will  pay_back you
I’ll definitely pay you back.

Some verbs, such as = # xuanlbu4 ‘announce’, # "] shenglming2 ‘claim’, are indicators to

declaratives. However, some sentences don’t contain such verbs, €.g. the sentences in (15).

(15) a. 45 7 & M8 A FF ) 4 E KR 2

wo3  xuanlbu4 wo3men2 de0 kelyan2 xiao3zu3
I declare we DE research group
zheng4shi4 cheng2li4

formally found

I hereby declare that our research group is founded.
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b. B|HFIZER AITEA !
dao4shi2hou0 hou4guo3 zi4xing2 fudze2
that_time consequence by oneself be_responsible_for

I declare that everyone will take his own responsibilities!

C. RiFIMIRA) &6 BB,

bud  da2daod shoulfu4 diaodyu2tai2 mu4di4
not achieve resume Diaoyutai purpose
jue2bu4zhonglzhi3
never stop

I declare that we will never stop until we got Diaoyutai back.

7.3. Aspectual Classification

7.3.1. Grounding the Features

Based on the above discussion of the linguistic indicators, we can find that most the indicators are
not unique for one particular sentence type or event type. For example, the modal auxiliary verb /&
# yinglgail ‘should’ can appear in deontic and epistemic modalities. Question mark ‘? ’ can
appear in questions and evaluations. Meanwhile, it is difficult to build up a dictionary that could
cover all possible cases for indicating different sentence type or event types.

Rather than using specific linguistic rules to generate binary features, i.e. whether it obeys a rule or
not, we can use more general syntactic features and let classifiers to capture the potential
indicators. For example, the features of aspectual markers, particles, modal operators, negations
that have been used in previous studies (Siegel, 1999; Siegel and McKeown, 2000; Zhu et al.,
2000; Cao et al., 2006), could be easily captured by dependent constituents of the main verb of the

sentence.

Similarly, we can also setup templates for some combinations of the unitary features, e.g. the
occurrence of two LEs in the same sentence, the argument structure that combines the part-of-
speech and phrase structure of the verbs and their arguments. We can also expect that the phrase
structure can capture the information including the numeral classifier constructions, the existing of

a demonstrative etc. All the features are listed in Table 1 with some examples.

The advantage to use pure syntactic features without any linguistic constrains is that it offers an
easy way for feature extraction avoiding extra linguistic resources and linguistic rules with a

complicated extraction process.
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ID | Feature Example

f, | Head head:word: %, head:pos:verb,
head:subj:word: &, head:subj:pos:pron,

head:obj:xp:NP, head:obj:xp:noun-noun

f, | Dependency | dep:word:#, dep:pos:pron,
dep:word: 1~ dep:pos:adv,
dep:word:J>3t., dep:pos:noun,

dep:word: T, dep:pos:particle,

f; | COMB subj:word: #&-head:word: % -obj:xp:noun-noun,
subj:pos:pron-head:pos:verb-obj:xp:NP,

fs | Theta theta:agent:word: 4, theta:agent:pos:pron
theta:neg:word: ~, theta:neg:pos:adv,
theta:theme:xp:NP, theta:theme:xp:noun-noun

theta:asp:word: T, theta:asp:pos:particle,

Table 1: Feature template we use for our classification of event types. Feature examples are based
on the sentence #e R &M 4K 3L T tal bud kan4 zhenltan4xiao3shuol le0 ‘he doesn’t read

detective novel anymore’.

7.3.2. Feature Extraction

Sinica Treebank is annotated with Information-based Case Grammar (ICG). The following is an
example. The constituents in the same level are flattened. The syntactic head is labeled as ‘Head’.
If one constituent, e.g. NP, has sub constituents, all the sub constituents are bracketed. Each item,
either lexical or syntactic, is made up of three attributes: the thematic role, part-of-speech and the

word or sub structure.

S(agent:NP(Head:Nca: % & €")|time:Dd: ¥ K |Head:VE2: & % |goal: VP (reason:Dj: £ % |[Head:VE12: £
[theme:VP(manner:VH16: 7l |[Head:VC31: 74 4K)))

For f; feature set, the main verb could be extracted by searching the ‘Head’ item in the first level
of the sentence. The subject and object of the main verb could be derived by the thematic role of
agent, theme, location, instrument, goal, source. In the example, the item with agent (&% &
zheng4guan3hui4 ‘the Securities and Exchange Commission’) is treated as the subject. The item
VP with the goal is treated as the object. For f, feature set, the dependency relation could be
derived in a way that all the constituents depend on the Head item in the same level. The Head
item in one level then depends on the ‘Head’ item of the upper level. If there is no upper level,

then the Head is the head of the whole sentence.
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For f; feature set, the combination feature is only limited to the arguments of the main verb and the
aspectual markers. Other constituents are ignored. For f, feature set, the thematic role information
is used. For all the four feature sets, word and part-of-speech are used separately. As we may
imagine that word features will be sparse due to the small size of the corpus, the use of part-of-

speech could alleviate the problem of data sparseness.

7.3.3. Classifiers

There are many machine learning approaches that are designed especially for classification, such
as Na'we Bayesian (NB), Decision Tree (DT), K-Nearest Neighbors (KNN), Maximum Entropy
(ME), Support Vector Machine (SVM) and so on. Different classifiers perform differently in
different applications. The overall performances of the classifiers are quite similar. On the other
hand, feature selection is more important to obtain a good performance.

For aspectual classification, Siegel compared three different classifiers, DT, Logistic Regression
and Generic Programming, and found that DT performs the best. Zarcone (2008) adopt a ME
model for aspectual classification on Italian and obtains a good performance. Cao (2006) adopted
SVM for the classification on Chinese and obtained a very high performance. In the experiments
in the following, | will also adopt SVM classifier. In addition, our purpose by now is not to
construct a real application that could gain the best performance. Instead, the study here is more
linguistically motivated, the purpose of which is to reveal some linguistic insights on aspectual

studies.

7.4. Experiments

There are two main sets of experiments. The first set of experiments is done based on the gold
standard features from the annotated Sinica Treebank. The aim is to evaluate different sets of
features as described in Section 3 in terms of their contribution on the classifications. The second
set of experiments is done based on the features that are automatically annotated by Stanford
parser. The aim is to understand the real perform we could obtain from the raw corpus. For all
experiments, we conduct 5-fold cross validation test using a SVM classifier implemented in
LibSVM (Chang and Lin, 2011) package.

7.4.1. Sentence Type Classification
The first experiment is trying to classify the sentences into the three coarse categories based on

their functions: event, modality and speech act as shown in Figure 1.
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Sentence

m

Modality Event Speech act

Figure 1: Coarse-grained sentence types.

By combining the subcategories into the three coarse-grained categories, we can get the corpus

information as shown in Table 2.

Sentence Type | No. of Instances
Modality 1044

Speech Act 761

Events 3811

Table 2: Class Distribution on Sentence Types.

I use the first feature set as the baseline and add the second and third sets of features gradually.
The result is shown in Table 3. Table 4 shows the precision, recall and F1-Measure when all the
features are used. We can see that the features that only consider head verb of sentences give very

low performance.

1 +f, +f3 +f

Event 0.8128 | 0.9015 | 0.9100 | 0.9122
Modality | 0.1917 | 0.6259 | 0.5931 | 0.6288
SpeechAct | 0.2089 | 0.6389 | 0.7380 | 0.7380
MacroAvg | 0.4044 | 0.7221 | 0.7470 | 0.7597
Accuracy | 0.6880 | 0.8264 | 0.8391 | 0.8458

Table 3: 5-fold cross validation result in F-Measure with different features sets.

Precision | Recall | F1
Event 0.8626 0.9679 | 0.9122
Modality | 0.7458 | 0.5440 | 0.6288
SpeechAct | 0.8587 0.6493 | 0.7380
MacroAvg | 0.8223 0.7204 | 0.7597
Accuracy | 0.8458

Table 4: 5-fold cross validation result in coarse level sentence classification.
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Event Modality | SpeechAct
f. |f, | | f4 |2 fs
Event 742 | 737 |13 |21 |6 2
Modality |182 |81 |18 |113 |8 13
SpeechAct | 115 |36 |6 |17 |31 |99

Table 5: Confusion matrix comparison with f1 features and f4 features.

The confusion matrix is shown in Table 5. We can see that many instances of modal and speech
act have been misclassified as events. Intrinsically, this show that main verb itself with its
argument structure cannot precisely decide the sentence type. When adding dependency features,
the performance is significantly improved. This is consistent with our analysis that, dependency
information could capture the implicit linguistic cues, e.g. modal operator, negation, etc. When
adding thematic/theta role features, the performance is slightly decreased. This is due to the

inaccurate annotation of the thematic role features of Sinica treebank.

7.4.2. Classification on Different Modalities

Here, | test the finer-grained classification on different modalities: epistemic, deontic, dynamic and

evaluation as shown in Figure 2. The distribution information is shown in Table 6.

Modality
Epistemic Deontic Dynamic Evaluation

Figure 2: Subtypes of modality.

Sentence Type | No. of Instances
Epistemic 303
Deontic 219
Dynamic 111
Evaluation 411

Table 6: Class Distribution on Modalities.

The classification result is shown in Table 7. Table 8 shows the detailed performance when all the
features are used. Table 9 shows the averaged confusion matrix. We could see that f; and f,
features obtain the best performance. The shows that the dependency features captures most of the

important that are needed for classification of modalities. When f; and f, are added, the
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performance is even decreased. This may be due to the over-fitting problem that the classifier got

the wrong rules based on non-relevant features.

f1 +f, +f3 +f,

Epistemic | 0.4017 | 0.7638 | 0.7423 | 0.7641
Deontic 0.4470 | 0.7672 | 0.7088 | 0.7359
Dynamic | 0.3048 | 0.5773 | 0.3972 | 0.5303
Evaluation | 0.6167 | 0.8131 | 0.8221 | 0.8269
MacroAvg | 0.4425 | 0.7303 | 0.6676 | 0.7143
Accuracy | 0.5028 | 0.7672 | 0.7432 | 0.7643

Table 7: Classification result of modality classification.

Precision | Recall | F1
Epistemic | 0.7632 0.7656 | 0.7641
Deontic 0.7701 0.7074 | 0.7359
Dynamic | 0.6679 0.4407 | 0.5303
Evaluation | 0.7806 0.8807 | 0.8269
MacroAvg | 0.7454 0.6986 | 0.7143
Accuracy | 0.7643

Table 8: Classification result of modality classification with all features.

Epistemic | Deontic | Dynamic | Evaluation
fl | all | fL |all | f1 | all | f1 | all
Epistemic 22 | 46 | 8 | 3 1 2 29 10
Deontic 8 5 19|31 2 2 14 6
Dynamic 5 4 6 | 4| 5 |10 6 5
Evaluation | 12 6 9 | 3] 3 1 59 72

Table 9: Averaged confusion matrix of fine-grained result on modality classification.

7.4.3. Classification on Different Speech Acts

Here, | test the finer-grained classification on different speech acts: interrogative, assertive,
expressive, directive, commissive and declarative as shown in Figure 3. The distribution
information is shown in Table 10. Due to the small number of examples in expressive and

declarative, we exclude these two categories in order to get a reliable evaluation.

247



Speech act

Interrogative Expressive Commissive Declarative

Assertive Directive

Figure 3: Subtypes of speech act sentences.

Sentence Type | No. of Instances

Interrogative | 559
Assertive 64
Directive 65

Commissive 58

Table 10: Class Distribution on Speech Acts.

The classification result is shown in Table 11. The detailed performance when all the features are

used in shown in Table 12. Table 13 shows the averaged confusion matrix. We could see that the

performance is gradually improved when the features are gradually added.

f; +f, +f5 +f,

Question 0.8593 | 0.8838 | 0.8962 | 0.8993
Directive 0.1975 | 0.4304 | 0.4080 | 0.4488
Assertive 0.0 0.2266 | 0.3771 | 0.3390
Commissive | 0.0333 | 0.1633 | 0.1116 | 0.2729
MacroAvg | 0.2725 | 0.4260 | 0.4482 | 0.4900
Accuracy 0.7466 | 0.7855 | 0.8002 | 0.8109

Table 11: Classification result on speech acts.

Precision | Recall F1
Question 0.8183 | 0.9982 | 0.8993
Directive 0.8184 | 0.3384 | 0.4488
Assertive 0.8333 0.2179 | 0.3390
Commissive | 0.6055 0.1909 | 0.2729
MacroAvg | 0.7689 0.4363 | 0.4900
Accuracy 0.8109

Table 12: Classification result on speech act with all features.
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Question | Directive | Assertive | Commissive
fl [ all | f1 | all | f1 | all | f1 all
Question | 109|112 | 1
Directive 10 | 7 2
Assertive 12 | 10 | O

1

Commissive | 11 8

0O 0] O 1 0
4 1010 1 2
0| 0] 3 0 0
1100 0 2

Table 13: Averaged confusion matrix of the classification result of speech acts.

7.4.4. Classification on Mid-Level Event Types

Here, | test the finer-grained classification on mid-level event types: dynamic, static,
accomplishment and achievement, as shown in Figure 4. The static event is the combination of
static state, delimitative; the dynamic event is the combination of dynamic state, bounded dynamic
state and semelfactive. The consideration is also based on the small size of delimitative, bounded

dynamic state and semelfactive. The distribution information is shown in Table 14.

Event
- _\//\/\\\

/ / SN

- \
I \’ ‘ T =~ ] Achievement Accomplishment
\ (O \

= Js [~] /7
\ S —- ~ -~ 7

Figure 4: Collapsed subtypes of events.

Sentence Type No. of Instances
Static 2481

Dynamic 218
Achievement 648

Accomplishment | 460

Table 14: Class distribution of mid-level event types.

The classification result is shown in Table 15. The detailed information and the confusion matrix

are shown in Table 16 and Table 17 respectively. The best performance is obtained on f; + f.
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fi +f, +f3 +f,

0.8196 | 0.8771 | 0.8650 | 0.8708
~~~ 0.1417 | 0.3759 | 0.3734 | 0.3748
Achievement 0.4438 | 0.6298 | 0.6033 | 0.6125
Accomplishment | 0.4433 | 0.5151 | 0.4866 | 0.5263
MacroAvg 0.4621 | 0.5995 | 0.5821 | 0.5961
Accuracy 0.7092 | 0.7819 | 0.7706 | 0.7795

Table 15: Classification result of mid-level event types.

Precision | Recall F1
Static 0.8006 0.9547 | 0.8708
Dynamic 0.7206 0.2571 | 0.3748

Achievement 0.7310 0.5277 | 0.6125
Accomplishment | 0.6682 0.4347 | 0.5263
MacroAvg 0.7301 0.5435 | 0.5961
Accuracy 0.7795

Table 16: Classification result of mid-level event types with all features.

Static Dynamic | Achievement | Accomplishment
fi | all | f1 | all f1 all f1 all
Static 456 | 473 | 2 2 21 11 16 9
Dynamic 32 30| 4|11 4 0 3 2
Achievement 79 | 51 |1 2 47 68 3 9
Accomplishment | 51 | 38 | 1 0 8 14 33 40

Table 17: Averaged confusion matrix of classification result of mid-level event types.

7.4.5. Classification on Different Accomplishments
Considering that the accomplishment with dynamic final state is rare, I don’t discriminate the final

state in the classification task. The combined categories are shown in Figure 5. T will use ‘=’ to

3 3

denote a general state, that could be either static -> or dynamic ‘~’. Finally, there are 257
examples for instantaneous accomplishment ‘j~===" and 203 examples for durative

accomplishment ‘|~~~===", as shown in Table 18.
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Accomplishment
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Figure 5: Collapsed sub types of accomplishment.

Sentence Type | No. of Instances
|~=== 257
|~~~~|=== 203

Table 18: Class distribution of accomplishments.

The classification result is shown in Table 19. Table 20 shows the detailed performance when all
the features are used. The corresponding confusion matrix is shown in Table 21. The best

performance is obtained with f; + f, features.

f +f, +f3 +f,

|~~~|=== | 0.6945 | 0.6937 | 0.6774 | 0.6602
|~|=== 0.7843 | 0.7705 | 0.7634 | 0.7489
MacroAvg | 0.7394 | 0.7321 | 0.7204 | 0.7046
Accuracy | 0.7478 | 0.7391 | 0.7282 | 0.7130

Table 19: The classification result of accomplishments.

Precision | Recall F1
|[~~~]==="]0.6938 | 0.6401 | 0.6602
|~|=== 0.7356 | 0.7706 | 0.7489
MacroAvg | 0.7147 0.7053 | 0.7046
Accuracy | 0.7130

Table 20: The classification result of accomplishments with all features.

f1 [ all | f1 ] all
[~~~F==|26 |26 |14 |15
=== |9 |12 |42[40

Table 21: Averaged confusion matrix of the classification result of accomplishments.
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7.4.6. Classification on Different Achievements

Here, | test the finer-grained classification of subtypes of achievements: SSChange, SDChange,
DSChange and DDChange. Since the size of the DDChange is quite small, we exclude this
category. The collapsed categories are shown in Figure 6. The distribution information is shown in
Table 22.

Achievement

7 ~ ~N RN
/ \ ]

7
- YN 2

Figure 6: Collapsed sub types of achievement.

Sentence Type | No. of Instances
|- 471

—-e|~~~ 96

~~]- 79

Table 22: Class distribution of achievements.

The classification result is shown in Table 23. Table 24 shows the detailed performance when all
the features are used. The corresponding confusion matrix is shown in Table 25. The best

performance is obtained on f; + f, features.

fa +f, +f3 +f,

|- 0.8662 | 0.8629 | 0.8579 | 0.8550
e et 0.4704 | 0.4938 | 0.3636 | 0.3655
~~~|--- 0.1467 | 0.0705 | 0.0915 | 0.0679
MacroAvg | 0.4945 | 0.4757 | 0.4377 | 0.4295
Accuracy | 0.7770 | 0.7724 | 0.7616 | 0.7569

Table 23: Classification result on achievements.
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Precision | Recall F1
—|--- 0.7566 | 0.9830 | 0.8550
|~ 0.8142 | 0.2394 | 0.3655
~~|--- 0.4 0.0375 | 0.0679
MacroAvg | 0.6569 | 0.4199 | 0.4295
Accuracy | 0.7569

Table 24 Classification result on achievements with all features.

fL [ AIl | f1 [ all | 1 ] all
o~ 9393|1101
|~~~ l13[15|6|5]|0]0
- |1[15[0]0 |11

Table 25: Averaged confusion matrix of the classification result on achievements.

It seems not a coincidence that the best performance is obtained with f; + f, features. One
important reason | have found is that the thematic role information annotated in Sinica Treebank is

sometimes unreliable as the discrimination of different roles are even difficult for human judgment.

7.4.7. Experiments with predicated features

After evaluating the contribution of different features, we would like to use automatically
extracted feature in order to observe the real performance we could gain based on plain text. To
get the syntactic structure of the sentences we use Stanford word segmenter (Tseng et al., 2005)
and Stanford parser (Chang et al., 2009) to process the corpus. Similar features as shown in Table

1 are used. In this experiment, [ don’t compare different feature sets but use all the features at once.

7.4.7.1. Feature Extraction from Syntactic Parse Tree and Dependency Tree

Stanford parser outputs two tree structures. One is the syntactic parse tree that is the previous
version of the tree structure from Chomsky’s theory. The other is the dependency tree. Extracting
features from Stanford dependency structure is quite straight forward. However, for Stanford
parser, it only provides limited information on thematic role information (agent). Phrase structure

features could be easily obtained based on syntactic tree.
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Precision | Recall | F1
Event 0.830 0.971 | 0.895
Modality | 0.717 0.416 | 0.525
SpeechAct | 0.838 0.607 | 0.703
MacroAvg | 0.795 0.665 | 0.708

Table 26: Coarse-grained classification result with predicated features.

7.4.7.2. Experimental Results

The result of the coarse-grained classification for modality, event and speech act is shown in Table
26. We can see that the overall performance decreased a little compared to the performance
obtained with annotated features. But the performance is still reasonable.

Precision Recall F1
Hier | All Upper | Hier | All Upper | Hier All Upper
0.77 | 0577 (0.8 0.963 | 0.964 | 0.955 | 0.855 | 0.722 | 0.87
~~~ 0.9 0.9 0.721 | 0.023 | 0.023 | 0.257 | 0.045 | 0.0455 | 0.375
-|--- 0.638 | 0.427 | 0.755 | 0.803 | 0.327 [ 0.983 | 0.78 | 0.37 0.854
e |~~~ 0.833 0.8 0.808 | 0.094 | 0.052 | 0.229 | 0.167 | 0.097 | 0.352
~~~|--- 0.5 0.5 0.4 0.051 | 0.038 | 0.038 | 0.0915 | 0.071 | 0.068
|~~~|== 0.617 | 0.583 | 0.702 | 0.423 | 0.108 | 0.64 0.499 | 0.182 | 0.664
|~=== 0.6 0.551 | 0.738 | 0.549 | 0.132 | 0.779 | 0.572 |0.213 |0.754
Epistemic 0.682 | 0.672 | 0.763 | 0.472 | 0.277 | 0.766 | 0.556 | 0.387 | 0.764
Deontic 0.585 | 0.516 | 0.77 0.452 | 0.315 | 0.707 | 0.509 |0.388 | 0.736
Dynamic 045 |0.424 | 0.668 | 0.198|0.126 | 0.441 | 0.271 | 0.187 | 0.53
Attitude 0.639 | 0.532 | 0.781 | 0.574 | 0.229 | 0.881 | 0.604 | 0.319 | 0.827
Question 0.792 | 0.838 | 0.82 0.921 | 0.707 | 0.998 | 0.851 |0.766 | 0.9
Directive 0.843 | 0.733 | 0.79 0.231 | 0.169 | 0.338 | 0.359 | 0.272 | 0.443
Assertive 0 0 0.833 |0 0 0.218 |0 0 0.339
Commissive | 0.74 | 0.6 0.606 | 0.294 | 0.052 | 0.191 | 0.416 | 0.095 | 0.273
MacroAvg | 0.639 | 0.577 | 0.73 0.403 | 0.235 | 0.561 | 0.434 |0.274 | 0.583

Table 27: Classification result of finer-grained classification with predicated features. Hier:

hierarchical classification; All: all-at-once classification; Upper: upper bound performance.
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For finer-grained classification, we use two different ways. The first way is to use a hierarchical
classification scheme. An instance is first classified as event, modality or speech act. According to
the result of the first round classification, the instance is put into the corresponding fine-grained
model for further classification. For example, an instance that is classified as event at the first level
will be passed to the classification model of subtypes of events. The second way is to classify all

instances all at once based on a model trained on all fine-grained categories.

The result is shown in Table 27. We can see that the hierarchical classification outperform the all-
at-once classification. The hierarchical classification is reasonable compared to evaluated upper

bound given in Section 3.4.

7.4.8. Discussions

Firstly, the performance of the classification is surely dependent on the parsing accuracy of the
parser used. The identification of the right head verb is quite critical for the future classification.
However, there is no other way to bypass this step. This is also the case for other semantic related
applications.

Besides the parsing problem, there are still some linguistic issues behind. Many modal operators
could result in different modalities, such as /&3% yinglgail ‘should’, € hui4 ‘will/can/may’, %
yaod ‘want/will/should/must’ etc. Sometimes, it is hard to decide which meaning should be
selected in a context. For example, sentence (16.a) denotes a deontic modality, while (16.b)
denotes an epistemic modality. The annotator may just choose a most possible meaning, however,
without being aware of that. This is actually similar for English and other languages (c.f. Perkins
and Fawcett, 1983).

(16) a 1R iZMB—N4FA
ni3 yinglgail zuod  yil ged hao3 ren2
you  should do one CL good  person

Be a good man.

b. AR & 1% A —/NF A
ni3 yinglgail shi4 yil ge4 hao3 ren2
you  should be one CL good  person

You should be a good person.

Some errors are due to the fact that most verbs only occur once in the corpus. Many verbs that
occur in training data don’t appear in test data and vice versa. In this way, the classification model
prefers to give higher weights for the features that occur in training data. On the other hand, the

classifier could not capture the verb semantic information in the test data based on the training data.
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7.5. Summary

In this chapter, | conducted a set of experiments. The results show that it is possible to predict the
aspectual class automatically. This signifies the usefulness of the theory proposed in this thesis.
We should know that there are still some linguistic indicators that are not fully explored and
captured effectively based on this experiment setting described here. By further refining the
features, it is promising that the classification could be expected to gain better performance. As
most verbs only occur once in the corpus, which makes the classifier unable to capture enough

information for the right prediction.

In all, the classification shows a promising result, which reflects the effectivity of the theory |
proposed in the thesis. However, there is still a lot of work remaining. In future, annotating more
data in order to get more reliable statistical information is the most important step before going
further to study the lexical semantics of the verbs. How to represent the event structures for the
sentences that involve more than one event in a systematic way is also an interesting but

challenging work.
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Chapter 8

Conclusion and Future Work

8.1. Summarization of the Thesis

In the thesis, I described a systematic study on the Chinese aspectual system. Firstly, I introduced
the ontological layer between linguistic units and situation types propsed by Vendler (1957).
Previous studies tried to classify linguistic units into situation types directly. Mostly, linguistic
units can be uniquely classified into one situation type. However, | have shown that one linguistic
unit can be used to express different ontological situation types in different context. This, | suggest,
posed the main difficulty in previous studies. By introducing the ontological situation type,
viewpoint aspect can also be discussed independently. | proposed six theorectical existing situation
types with subcategories. With viewpoint aspect, there are totally eighteen linguistic event types.
The task of aspectual classification is then changed to indentify the ontological situation type for
each sentence in a specific context. In Chapter 3, |1 showed that this covers a more comprehensive
list of cases in Chinese.

Based on the theory proposed in Chapter 3, the Chinese aspectual markers including ZHE, LE,
GUOQ, and ZAl are dicussed based on their compatibility with different linguistic events in Chapter
4. In other words, the semantics of ZHE, LE, GUO, and ZAlI are studied based on the analysis of
what linguistic event types they can express. Then, the Chinese RVCs and SVCs are discussed in
terms of what situation types they can usually express. | cover most of the cases that could be

found in Chinese.

In Chapter 5, | adopted event semantic theory to represent the ontological situation types and
linguistic event types. The formal representations of the semantics of the Chinese aspectual
markers are also given in a simpler way. | maintained one single LE and GUO while being able to

explain all the linguistic phenomena that have been discussed before.

Besides the theoretical framework, | also presented a Chinese corpus within which all aspectual
information is annotated for each sentence. To be comprehensive, the modality information and
illocutionary acts are also annotated. All the sentences can be manually classified into one
category in the theoretical framework, although some category that theoretically exists didn’t

encounter any real examples in the corpus.
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In Chapter 7, a machine learning approach was proposed for the automatically classification of
Chinese sentences. The experiments on the annotated corpus showed a promising performance in
terms of accuracy and F-measure. This indirectly proved the effectiveness of the theoretical

framework proposed in Chapter 3 and 4.

Finally, I can claim that this thesis presents the most systematic study on the Chinese aspectual
system from a novel perspective. It covers most of the linguistic issues related to aspect of Chinese
and provides convincing explanation to them. The theory proposed in this thesis can potentially

contribute to both linguistic field and computation linguistic field.

8.2. Consequences of the Study

8.2.1. Ontology and Lexicon

The differentiation between ontology and lexicon is important. Ontology concerns the shared
concepts among different countries and societies. Language not only lexicalize concept but also
lexicalize language specific elements such as aspect, e.g. progressive, perfective and other

functional constituents.

WordNet has been mainly used for computing of semantic similarity between two lexical items.
Some works for word sense annotation and disambiguation are done based on WordNet. However,
WordNet is not a good resource for accurate semantic representation which allows reasoning and
inference in meaning. This is also the motivation for some works that link WordNet synsets to
ontological concepts, e.g. SUMO. However, the link only provides approximate information in
terms of which lexical items could possibly denote a concept. It is still not clear how the lexical

items could be used in syntactic and aspectual perspectives.

Explicitly modeling relation between lexical items only approximates the relations among
concepts. On contrary, it is better to leave lexical items independent. Their relation could be
indirectly derived according to their link to the ontological concepts. For each lexical item, not
only conceptual information should be included, but also other perspectives, e.g. syntactic and
aspectual information. One important advantage for doing this is that ontology is universal across
language. By linking different languages to the same ontology, it will allow reasoning across

languages.

Even for the same concept, there could be different words that lexicalize different facets of the
concept, e.g. in frame semantics (Fillmore 1967). For example, trade refers to the whole

transaction while buy and sell are two different facets from the persepctives of different roles in
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the trade process. However, they will have different argument structures which may be reflected in

different syntactic behaviors. In this way, different verbs and nouns could be linked semantically.

GL concerns more on the semantic links between nouns and verbs with Qualia structure. Formal
quale is to capture the subclass relation between the concepts the nouns represent. Constitutive
quale is to capture the part-of relation also from ontological point of view, however with lexical
items. Telic quale mainly captures the relation between the concept the noun corresponds and its
main function for which it is invented. For example, a book is invented to be read by readers. The
traditional way is to give semantic type constraints for different arguments, which sometimes is
difficult to decide which type should be used for the constraints. Telic quale is thus another way to
model argument structure for verbs, which implicitly form the semantic constrains for verb
arguments. Meanwhile, the qualia structure also allows inheritance. For example, all the subclasses
of book should also have read() as part of their telic quale. Agentive quale captures how an object
comes into exist. For example, a book is written by an author and printed by a machine etc.

8.2.2. Extended Generative Lexicon

The verb classes derived in the thesis is not the end of the study but only a start to build a model
for verbal semantics. For example, the verb net buy Palmer is built on an extended English verb
classes based on Levin’s framework by observing the verb alternations. FrameNet (Baker, 1998) is

built upon the case semantic theory by Fillmore.

The aspectual framework will serve as a basic tool for us to understand the semantic boundary of
Chinese verbs. Aspectual information will be in the position of the interface between semantics
and syntax. All different perspectives should be combined in order to provide a comprehensive
semantic representation for lexical items. For example, frame structure (FRAME), argument
structure (ARG), qualia structure (QUALIA), syntactic structure (SYNTAX), aspectual structure
(ASP) and ATTRIBUTE that is a part of Ontology, e.g. SUMO, could be the five basic
components for semantics. | would suggest that QUALIA, FRAME, ARG, ASP and ATTRIBUTE
are pure semantic component that are universal across language and could be potentially put into
the ontology. SYNTAX and ASP as an interface to link to the ASP structure in Ontology are

language specific and should be put into lexical semantics.
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Cognition Lexicon

concept;

Ontology item, item,

ASP ASP

//§\ SYNTAX SYNTAX

concept; concept,

QUALIA QUALIA item, item,
ARG ARG

FRAME FRAME ASP ASP
ATTRIBUTE ATTRIBUTE SYNTAX SYNTAX
ASP ASP

Figure 1: A Generative Model for Ontology and Lexicon.

My future study will first continue on the classification of verbs based on their aspectual behaviors.
Secondly, | will try to combine different semantic theories to provide a comprehensive semantic

representation model.

8.2.3. Computational Semantics

The most important motivation of the study proposed in this thesis is its potential use in
computational lingusitc applications. Currently, there are many computational applications that
involve semantic treatment of natural languages, such as semantic role labeling, question
answering, event processing and temporal reasoning, machine translation, human-computaion
conversation, factuality computing and so on. One of the most critical bottlenecks for these
applications is the theoretical support of the modality and aspectual information expressed in

natural languages.

By incorporating the theory framework proposed, we can possibly provide a more sophisticated
semantic annotation framework for natural languages. The annotation scheme would be especially
designed to be easily mapped to an ontological system, such as SUMO and DOLCE, which have
been widely used in knowledge-based applications. In this way, the annotation labor could be
expected to be much decreased that only the individual instances of modalities, speech acts or
events and their elements need to be annotated. The semantic relation of the instances and the

corresponding consequences could be inferred through ontology computing. This is an advantage
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to the other annotation framework, such as TimeML, where relations of events need to be
explicitly annotated.

The experiments for automatic identification of the modalities and the aspectual information of
Chinese sentences show that it is indeed possible to improve the performance of these applications
mentioned above.
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