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Abstract

Nowadays, Radio Frequency IDentification (RFID) technology is widely used in

many applications including supply chain monitoring, warehouse management, inven-

tory control, etc. Unlike the barcode system that has to read the data closely, RFID

extends the operation distance from inches to tens of feet (for passive tags) or even

hundreds of feet (for active tags). With RFID technology, a system could automat-

ically obtain the products information without manual operations. Time-efficiency

is one of the most important concern for a modern RFID system. How to efficiently

manage and monitor large RFID systems is a practical but challenge research issue.

In the thesis, to quickly obtain required information to improve the management

efficiency for large RFID systems, we design efficient tag scanning protocols for three

important applications, namely unknown tag identification, tag searching and tag

stocktaking. To obtain the information of tags/products, the traditional method is to

scan tags and collect the tags’ IDs in the system, which is usually referred to as tag

identification. Since a tag ID is 96-bits long, ID-collection for a large RFID system

that contains tens of thousands of tags usually takes too much time. If the system

has to identify each tag every time when scanning the system, the scanning time will

be obviously unbearable. To shorten the scanning time, we try to avoid tedious ID

transmission from tags to readers, which greatly improves the scanning process.
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The major contributions of the thesis for efficiently management of large RFID

systems are threefold. First, we propose efficient protocols to identify all unknown

tag in large RFID systems. The existing work identifies unknown tags with a given

probability but cannot identify them completely. Our proposed protocol recognizes

known tags without ID transmission and deactivates them to prohibit their further

replies. After deactivating all the known tags, the remaining active tags must be

unknown tags. Then the reader completely identifies unknown tags. By employing

two novel techniques slot pairing and multiple reselections to resolve the known tag

collision, the enhanced protocols greatly shorten the time to deactivate the known

tags. Second, we propose two efficient tag searching protocols to quickly search tags

with given IDs (i.e. wanted tags). The existing work uses bloom filter to search wanted

tags. However, it performs badly when the number of wanted tags is large. Our

protocols employ the novel technique testing slot to iteratively eliminate nontarget

tags without ID transmission round by round, and then quickly obtain the searching

result. Third, we present efficient tag stocktaking protocols that quickly take stocking

of tags and update the inventory accordingly (i.e., deleting absent tags and adding new

tags). Compared to existing tag identification protocols, the proposed stocktaking

protocols identify only unknown tags and missing tags, which avoid the time waste of

ID re-collection. Meanwhile, these protocols require only very slight modification of

the standard protocol, making it easy to be implemented with COTS tags. We also

exploit the analog network coding technique to further improve the performance of

tag stocktaking protocols.
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Chapter 1

Introduction

1.1 RFID Technologies

Radio Frequency IDentification (RFID) technology has enjoyed significant growth

over the past decade. Nowadays, RFID is widely used in many applications including

supply chain monitoring, warehouse management, inventory control [Klair et al., 2010,

Maneesilp et al., 2013, Shih et al., 2006, Wang et al., 2012], etc. In these applications,

physical objects are attached with passive or active RFID tags each containing a

unique ID and object related information. The information stored in tags is then

scanned by readers through the wireless channel and sent to a backend server for

automatic object management. Unlike the barcode system that has to read the data

closely, RFID extends the operation distance from inches to tens of feet (for passive

tags) or even hundreds of feet (for active tags). With RFID technology, a system could

automatically obtain the products information without manual operations. According

to a recent forecast report given by IDTechEx [Das and Harrop, 2013], the total RFID

market will be worth $30.24 billion by 2024.

Time-efficiency is one of the most important concern for a modern RFID sys-

tem. How to efficiently manage and monitor large RFID systems is a practical but

1
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challenged research issue. To obtain the information of tags/products, the tradition-

al method is to scan tags and collect the tags’ IDs in the system, which is usually

referred to as tag identification. Since a tag ID is 96-bits long, ID-collection in a

large RFID system that contains tens of thousands of tags usually takes too much

time. Some applications such as warehouse management that have to periodical-

ly scan tags to update the inventory. If the system has to identify each tag every

time when scanning the system, the scanning time will be obviously unbearable. E-

specially, for the system that already stores an inventory of all tags in a backend

database, this method will unavoidably re-collect most tags, and causes a huge waste

of time. What’s more, some applications require the information such as tag number

or missing/new-arriving tags rather than tags’ IDs. In this case, ID-collection for the

whole system is a low efficiency solution. To provide highly efficient management,

researchers dedicate significant efforts to scanning operations for different application

requirements, such as cardinality estimation [Gong et al., 2014, Han et al., 2010,

Kodialam and Nandagopal, 2006, Li et al., 2010a, Qian et al., 2008, Shahzad and

Liu, 2012], tag searching [Chen et al., 2013], missing-tag detection and identification

[Li et al., 2010b, 2013, Liu et al., 2013, Luo et al., 2012, Tan et al., 2010, Zhang et al.,

2011], and information collection [Qiao et al., 2011, Yue et al., 2012].

1.2 Background

1.2.1 Typic RFID Systems

A RFID system usually consists of three components: a back-end server, a set of

readers, and a large number of tags. The server usually connects a backend database

that stores all tags’ IDs in the system. Meanwhile, the server also connects the readers
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via wired or wireless networks, and issues orders to schedule their working. Multiple

readers are deployed to cover all the tags in the system. They cooperatively scan tags

according to the orders issued by the server. Many researchers apply existing reader

scheduling algorithms [Tang et al., 2009, 2011, Yang et al., 2011, Zhou et al., 2007]

to obtain a conflict-free schedule of multiple readers, by which these readers could be

logically treated as one reader that covers the whole system.

1.2.2 Communication Protocol: Frame Slotted ALOHA

Frame slotted ALOHA is the most popular communication protocol for RFID

systems. In this protocol, the communication between the reader and tags takes the

form of frame, which is organized as a number of slots synchronized by the reader.

When receiving the query, if multiple tags respond at a same slot, the response signals

will collide and cannot be received successfully by the reader. Frame slotted ALOHA

avoids the collision by arranging tags to respond in different slots.

In ALOHA, tags will respond to the reader after receiving a query from the reader,

which is known as the reader-talk-first mode. The reader starts a frame with a query

<f, r>, where f indicates the number of slots in the frame and r is a random seed

used by tags to determine which slot to respond. A tag chooses a slot in [0,f -1] by

S = H(ID||r) mod f and responds its ID in the S-th slot, where H is a uniform

hash function. When receiving a response successfully, the reader replies an ACK

to acknowledge that tag and prevents it from attending the following process until

the next protocol execution. If the reader fails to receive the response (e.g. channel

error), it will reply a NAK to keep the tag active. At the end of the frame, the reader

will issue another query and start a new frame if it detects any active tags. The

reader repeats the operation until all the tags are acknowledged.
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Since the tags choose the slot randomly with a hash function, the response number

in each slot is different and cannot be designed. According to the response number, a

slot can be in one of three different states: empty (when no tag responds), singleton

(when only one tag responds) or collision (when more than one tags respond). The

reader receives responses successfully in only singleton slots.

The duration time of each slot depends on the length of transmitted bit string.

Obviously, an empty slot (denoted by te) is less than the duration of a non-empty slot.

The duration of a non-empty slot depends on the type of responses that tags transmit

to the reader. A tag can transmit either its ID or a short response (e.g., a 16-bits

random number RN16 in EPC Class 1 Generation 2 (C1G2) standard [EPCglobal,

2008]) to the reader. We denote by tid and ts the time needed to transmit a tag ID

and a RN16 short response, respectively. The relationship between duration time of

different types of slots is te < ts � tid.

The setting of the frame size f is critical for the ALOHA-based protocols. To

guarantee the proper ratio of singleton slots and obtain the optimal time efficiency, the

frame size f is usually set according to the number of tags in the reader’s interrogation

region. We will discuss the optimal frame sizes for our proposed protocols detailed in

the following chapters.

There are many standards developed based on Frame-slotted ALOHA Protocol,

such as EPC C1G2 standard [EPCglobal, 2008] and the Philips I-Code specification

[Semiconductors, Jan. 2004]. The protocols designed in the thesis adopt the EPC

C1G2 standard.
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EPC C1G2 standard

EPC C1G2 standard is a widely used tag identification standard and is adopted by

many commercial-off-the-shelf tags. In the standard EPC C1G2 [EPCglobal, 2008],

the reader issues a series of frames (also called query rounds) to identify tags. The

process to identify all the tags is called an identification operation. The reader powers

down between two identification operations.

To start a frame, the reader broadcasts a Query command to tags containing

a parameter q, indicating that there are 2q slots in the frame. Upon receiving the

Query command, each tag picks a random value in the range [0, 2q − 1], and loads

the value into its slot counter. A tag decreases its slot counter by 1 every time when

it receives a QueryRep command from the reader. Meanwhile, every tag generates a

16-bit random number, namely RN16, by using a random number generator. If a tag,

in response to the Query or QueryRep command, finds that its slot counter value is

zero, it backscatters its RN16 field to contend for the channel access.

Fig. 5.1 shows the procedures for three different slots. When only one tag backscat-

ters its RN16 to the reader in a slot, the reader can successfully receive the RN16.

In this case, the reader immediately broadcasts an ACK command containing the

latest received RN16. The corresponding tag, finding that the RN16 piggybacked in

the ACK command equals its own RN16, will transmit its ID along with the cyclic

redundancy code (CRC) to the reader. The tag then enters the acknowledged state

and will exit the current identification operation. If more than one tag simultaneously

transmit their RN16s in a slot, the reader will detect a collision. Only singleton slots

are useful in identifying tag IDs in the EPC C1G2 protocol.
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Fig. 1.1: Illustration of the standard EPC C1G2 identification protocol.

1.3 Thesis Contributions

In the thesis, we design efficient tag scanning protocols to quickly obtain required

information to improve the management efficiency for large RFID systems. We con-

centrate on seeking efficient solutions for three important applications in large RFID

systems, namely unknown tag identification, tag searching and tag stocktaking. We

will provide overview of the proposed protocols in the thesis and highlight their major

contributions.

1.3.1 Efficient Unknown Tag Identification

One important research issue in large RFID systems is the identification of un-

known tags, i.e., tags that just entered the system but have not been interrogated

by reader(s) covering them yet. Unknown tag identification plays a critical role in

automatic inventory management and misplaced tag discovery.

In Chapter 3, we propose a series of protocols that can identify all of the unknown

tags with high time efficiency. We develop several novel techniques to quickly deacti-

vate already identified tags (i.e., known tags) and prevent them from replying during

the interrogation of unknown tags, which avoids re-identification of these tags and

consequently improves time efficiency. Meanwhile, we develop two novel techniques,
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slot pairing (Section 3.4) and multiple reselections (Section 3.5) to resolve the known

tag collision. These two techniques can greatly enhance the efficiency in deactivating

known tags. They can also be applied as common techniques to improve tag iden-

tification efficiency in RFID systems. We build a series of time efficient unknown

tag identification protocols on top of these techniques. Furthermore, in order to set

optimal frame size in our protocols, we develop a zero-cost algorithm to estimate the

number of unknown tags that are currently present in the system and evaluate its

accuracy. To our knowledge, our protocols are the first non-trivial solutions that guar-

antee complete identification of all the unknown tags. We illustrate the effectiveness

of our protocols through both rigorous theoretical analysis and extensive simulation-

s. Simulation results show that our protocols can save up to 70 percent time when

compared with the best existing solutions.

1.3.2 Efficient Tag Searching

Instead of making an inventory of all the tags in the system, some applications

require searching a particular set of tags (called wanted tags) with the given tag IDs

to confirm which of them are currently present in the system.

In Chapter 4, we study the practically important tag searching problem, par-

ticularly in large RFID systems that contain multiple readers. we design a novel

technique called testing slot for a reader to quickly figure out which wanted tags are

absent from its interrogation region without tag ID transmissions, which could great-

ly reduce transmission time during the searching process. Based on this technique,

we propose two protocols targeting at time-efficient tag searching in practical large

RFID systems containing multiple readers. In our protocols, readers quickly obtain

local searching results by employing testing slots to iteratively eliminate wanted tags



8

that are absent from their interrogation region. The local searching results of all the

readers are then combined to form the final searching result. Simulation results show

that, our best protocol reduces up to 76 percent time compared with state-of-the-art

solutions, and achieves very high precision.

1.3.3 Efficient Tag Stocktaking

An RFID system can greatly improve the efficiency of tagged object inventory

setup and update. It is necessary to periodically take stock of tags and update the

inventory accordingly (i.e., deleting absent tags and adding new tags) in dynamic

scenarios such as warehouses and shopping malls. Fast tag stocktaking is critical for

the dynamic RFID system management.

In Chapter 5, we propose HARN, a protocol that can quickly take stock of tags

in dynamic RFID systems but use only one more hash in the standard EPC C1G2

protocol. HARN leverages a new hash to generate a 16-bit field to replace the original

16-bit random number. Such replacement enables the transmitted 16-bit string to

contain more information to identify present tags, which can save the tedious ID

transmission from known tags to readers and greatly improve the inventory process.

HARN is compatible with COTS RFID tags and can be easily applied in a real RFID

system. To further improve the performance of HARN, we also devise an analog

network coding (ANC) based approach to extract useful information from the collided

signal when multiple tags transmit simultaneously. Simulation results demonstrate

up to 3.8x (when ANC is not used) and 18x (when ANC is used) boosts in stocktaking

throughput compared to the state-of-the-art solutions in dynamic RFID systems.
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1.4 Thesis Outline

The rest of the thesis is organized as follows. Chapter 2 introduces the related

previous research work. Chapter 3 proposes protocols toward efficient unknown tag

identification in large RFID systems. The proposed protocols can quickly identify

all unknown tags in the systme. Chapter 4 proposes protocols toward efficient tag

searching solutions in large RFID systems. The proposed protocols can work in a

multi-reader system. Chapter 5 proposes protocols toward efficient tag stocktaking

in dynamic RFID systems. The proposed protocols quickly take stock of tags in

the system without re-collecting tag IDs that stored in the database, which greatly

improve the time efficiency. Finally, Chapter 6 concludes the thesis and indicates

future work.

The primary research outputs emerged from the thesis are as follows:

• Xuan Liu, Bin Xiao, Shigeng Zhang, Kai Bu, and Alvin Chan, STEP: A Time-

Efficient Tag Searching Protocol in Large RFID Systems, IEEE Transactions

on Computers (TC), accepted.

• Xuan Liu, Shigeng Zhang, Bin Xiao, and Kai Bu, Flexible and Time-Efficient

Tag Scanning with Handheld Readers, IEEE Transactions on Mobile Computing

(TMC), accepted.

• Xuan Liu, Bin Xiao, Shigeng Zhang, and Kai Bu, Unknown Tag Identification in

Large RFID Systems: An Efficient and Complete Solution, IEEE Transactions

on Parallel and Distributed Systems (TPDS), accepted.

• Xuan Liu, Bin Xiao, Kai Bu, and Shigeng Zhang, LOCK: A Fast and Flex-

ible Tag Scanning Mechanism with Handheld Readers, in Proc. of the 22th
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IEEE/ACM International Workshop on Quality of Service (IWQoS), Hong

Kong, China, May. 2014.

• Xuan Liu, Shigeng Zhang, Kai Bu, and Bin Xiao, Complete and Fast Unknown

Tag Identification in Large RFID Systems, Proc. of the Ninth IEEE Interna-

tional Conference on Mobile Ad-hoc and Sensor Systems (IEEE MASS 2012),

Las Vegas, Nevada, USA, Oct. 2012, pp. 47-55.

• Xuan Liu, Shigeng Zhang, Bin Xiao, and Kai Bu, One More Hash is Enough:

Efficient Tag Identification in Highly Dynamic RFID Systems, under review

in IEEE Communications Society Conference on Sensor, Mesh and Ad Hoc

Communications and Networks (SECON).
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Literature Review
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Fig. 2.1: The classifications of scanning protocols from three different dimensions.

The existing RFID scanning protocols could be classified generally from three

different dimensions (Fig. 2.1): What’s kind of tags the protocol considered (the tag

type), how many readers in the system (the system organization), and what’s kind of

11
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information should be obtained (the design purpose).

In this Chapter, we will introduce the characteristics of existing scanning protocols

from these three dimensions, and also discuss our protocols at last.

2.1 Tag Type

According to whether has the energy support, RFID tags are divided into passive

tags and active tags. Passive tags harvest energy from the radio signal from the

reader and use such minute amount of energy to deliver information back to the

reader. The shortage of energy resources bring passive tags the constraints of the

limited reading range and the low computational capability. However, benefit from

the low price, passive tags are widely adopted in many systems. On the contrary,

with self energy supply, active tags have longer reading range and are capable of

doing complex computations. Although they are more expensive than passive tags,

they have richer resources for implementing advanced functions. If the goal is to fully

automate the warehouse management in a large scale, we believe battery-powered

active tags are a better choice.

The researches on these two different kinds of tags have to consider their comput-

ing capabilities. Since the passive tags have limited capability, the designed protocols

require passive tags to do only very simple calculations. Most passive tag protocols

are designed for efficient tag identification: They focus on either how to organize an

efficient query tree to identify tags with minimum query times (for tree-based pro-

tocols) [Finkenzeller, 2003, Husn and Wood, 1998, Myung et al., 2007, Shahzad and

Liu, 2013], or how to set the optimal frame size to shorten the time needed by the

identification process (for Aloha-based protocols) [Cha and Kim, 2005, Klair et al.,
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2007, Namboodiri and Gao, 2010, Zhen et al., 2005]. In these protocols, tags respond

to the reader as in standard and do not require to do any extra job. For the research-

es considering active tags, the designed protocols usually need the tags provide more

information to help select transmission slots and avoid tag collisions. For example,

hash multiple times [Chen et al., 2011, Qiao et al., 2011] or count bit number from

bit vector sent by the reader [Chen et al., 2011, Li et al., 2010b].

In the thesis, we adopt active tags to obtain the better computer capability. In

the rest of the thesis, ”active” means the status rather than the type, i.e., active tags

are the tags that are not deactivated by the reader.

2.2 System Organization

Researchers design tag scanning protocols considering two kinds of system or-

ganizations: the centralized system that has only one reader covering all the tags

(i.e. one-reader system), and the distributed system that has multiple readers that

cooperatively scan tags and are scheduled by the server (i.e. multi-reader system).

The protocols of one-reader system focus on the efficient communication between

the reader and the tags. Although the actual systems usually contain multiple readers,

Many researchers apply existing reader scheduling algorithms [Tang et al., 2009, 2011,

Yang et al., 2011, Zhou et al., 2007] to obtain a conflict-free schedule of multiple

readers, by which these readers could be logically treated as one reader that covers

the whole system. The protocols of multi-reader system usually consider more real

factors, such as the collisions between readers and so on, that will unavoidably restrict

the efficiency of scanning protocols.
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2.3 Design Purpose

The design purposes of scanning protocols can be generally divided into two cate-

gories: 1. Obtain the information of each individual tag, i.e. collecting the tag ID. 2.

Obtain the information for the whole RFID system, e.g. identifying which tags are

missing/new arrival in the system, or estimating the cardinality of all tags.

2.3.1 Protocols of Scanning for Tag

Tag identification is the most fundamental research problem that is used to quickly

collect tag IDs in the system. Many researches on tag identification aim at enhancing

time efficiency. Generally, existing RFID identification protocols can be classified into

two categories [Klair et al., 2010, Shih et al., 2006]: tree-based protocols [Finkenzeller,

2003, Husn andWood, 1998, Myung et al., 2007, Shahzad and Liu, 2013] and ALOHA-

based protocols [Cha and Kim, 2005, Klair et al., 2007, Namboodiri and Gao, 2010,

Wang et al., 2012, Zhen et al., 2005]. In tree-based protocols, the reader queries tags

and splits the tags into two subsets if a transmission collision occurs. The splitting

process continues until there is only one tag in each subset, in which case the tag could

be successfully identified. In ALOHA-based protocols, the communication between

the reader and tags takes a reader-talks-first model. The reader issues queries and

receives tag responses in a frame of multiple slots. After receiving the query, each tag

randomly chooses a time slot in the frame and transmits its ID to the reader. The

reader will fail to receive the tag ID if two or more tags transmit at the same time.

In this case, the reader will repeat issuing new frames until all the tag IDs have been

successfully collected.

Kang et al. [Kang et al., 2012] and Xie et al. [Xie et al., 2013] reported that tag
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identification throughput degrades in real deployment. Mobile readers can provide

flexible tag identification [Xie et al., 2010, 2013, Zhu et al., 2013] in infrastructure-

less (i.e., with no pre-installed readers) RFID systems. Xie et al. [Xie et al., 2013]

reported observations on the relationship between identification throughput and the

transmitting power of the readers. Based on the observations, they designed algo-

rithms to optimize energy and time efficiency of the reader in large RFID systems

containing more than one hundred tags. Zhu et al. [Zhu et al., 2013] discussed how

to plan the trajectory of the mobile reader to save energy. Some works also exploit

parallel tag identification by using multiple readers in recent years [Kong et al., 2014,

Tang et al., 2009, Yang et al., 2014]. RASPberry [Tang et al., 2009] tries to make the

system work in a stable way in a long term when the arrival rate of tags is within

the capacity region of the readers. In [Yang et al., 2014] the authors proposed an

identification protocol that jointly considers reader scheduling and tag identification.

2.3.2 Protocols of Scanning for System

Instead of getting the ID from each individual tag, the protocols of scanning for

system is designed, with some specific requirements, to obtain the information of the

whole systems. Such as the roughly cardinality of tags, or dynamically track the tag

changes in the system.

Tag Estimation

Tag cardinality estimation is a popular research issue for large RFID systems.

Instead of counting tags by identifying each of them, Kodialam and Nandagopal

[Kodialam and Nandagopal, 2006] propose protocols that quickly estimate the number

of tags up to a desired level of accuracy by leveraging probabilistic approach with the
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distribution of the number of tag responses in slots. The protocol requires only short

responses much shorter than tag IDs, which could greatly shorten the time needed

for collecting all tag responses. Compared with tag identification that has linear

time complexity with respect to the number of tags, this protocol promises far more

time efficiency to large RFID systems. Qian et al. [Qian et al., 2008] then proposes

fast cardinality estimation protocols for the multi-reader systems. More recently,

considering the RFID systems with active tags, Li et al. [Li et al., 2010a] proposes

energy-efficient cardinality estimation protocols that save energy by requiring only a

subset of tags to send responses. By leveraging the continuous number of a same slot

state, Shahzad, M. et al. [Shahzad and Liu, 2012] further improves the time efficiency

to estimate tags’ number by probabilistic approach.

Missing/Unknown/Misplaced Tag Identification

In recent years, many researchers pay attention to scanning protocols for obtaining

dynamic information brought by tags moving, most of which focus on identifying

missing tags. A straightforward way is collecting all tag IDs and then comparing them

against the recorded ones to find which tags are missing. Since ID-collection method in

large RFID systems is inefficient, Tan et al. [Tan et al., 2010] proposes novel protocols

to detect missing-tag event with a given probability when the number of missing tags

exceeds a threshold. The proposal requires tags to respond in a number of time slots

and leverages the fact that, when a time slot supposed to be occupied by tag responses

becomes empty, some tag(s) must be missing. The follow-up work [Li et al., 2010b]

assumes that the reader knows all the tag IDs. By comparing the expected replies

and the received replies, the reader identifies the missing tags certainly. Considering

a collision domain only involves the tags within a readers coverage zone rather than
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all the tags in the system, Zhang et al. [Zhang et al., 2011] proposes protocols that

identify missing tags with multiple readers. Sheng et al. [Sheng et al., 2010] proposes

a continuous scanning scheme , by monitoring singleton and empty slots, to detect the

missing tags and unknown tags with a probability. CU first predicts which slot should

be empty according to the IDs of known tags, assuming no unknown tags exist. In the

predicted non-empty slots, the reader sends ACK to temporarily prohibit replies from

known tags. In the predicted empty slots, the reader sends NAK to keep unknown

tags active for following identification. It then collects IDs of active unknown tags.

Unavoidably, some unknown tags may be prohibited in the predicted non-empty slots

and thus cannot be identified. The protocol runs multiple rounds to guarantee that

the probability that a required fraction of unknown tags are identified is higher than

a threshold. However, CU cannot ensure that all the unknown tags are identified.

The misplaced-tag pinpointing problem focuses on finding misplaced tags that are

still in the system rather than missing. Bu et al. [Bu et al., 2011] proposes protocols

to detect misplaced tags with reader vectors.

Information Collection

More recently, information collection in sensor-augmented RFID systems is a new

research issue that attracts many researchers’ interest. Chen et al. [Chen et al., 2011]

proposes a protocol to collect sensed data from all tags by arranging the tag trans-

mitting slot based on a multi-hashing scheme. The elimination of ID transmission is

critical for guaranteeing time efficiency. Qiao et al. [Qiao et al., 2011] then extend

the multi-hashing scheme, for the purpose of energy efficiency, to applications that

collect sensed information from only a subset of tags. Since these works are designed

for single-reader systems, Yue et al. [Yue et al., 2012] dedicates efforts to efficient
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information collection in large RFID systems with multiple readers.

2.4 Our Work

Design Purpose

System 
Organization

Tag

DistributedCentralized

For tag

For system

Active

Passive

1. Unknown tag     
identification

3. Stocktaking 

2. Searching

Fig. 2.2: Illustration of the standard EPC C1G2 identification protocol.

The Fig. 2.1 illustrates the positions of our protocols designed in three different

dimensions. In the thesis, we focus on three different applications that all solve to

obtain the information for systems. Meanwhile, to achieve optimal performance, all

protocols apply active tags to obtain advance computational capabilities. The only

dimension where these protocols are designed differently is the system organization.

For the unknown tag identification, we consider the centralized organization, where

all readers are traded as one reader logically, which could greatly simplify the model

of the system. On the contrary, For the applications of both the tag searching and the
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tag stocktaking, we design protocols considering multiple readers working separately,

which is more practically for our daily life.
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Chapter 3

Fast Unknown tag identification in
Large RFID Systems

One important research issue in large RFID systems is the identification of un-

known tags, i.e., tags that just entered the system but have not been interrogated

by reader(s) covering them yet. Unknown tag identification plays a critical role in

automatic inventory management and misplaced tag discovery, but it is far from

thoroughly investigated. Existing solutions either trivially interrogate all the tags

in the system and thus are highly time inefficient due to re-identification of already

identified tags, or use probabilistic approaches that cannot guarantee complete iden-

tification of all the unknown tags. In this chapter, we propose a series of protocols

that can identify all of the unknown tags with high time efficiency. We develop several

novel techniques to quickly deactivate already identified tags and prevent them from

replying during the interrogation of unknown tags, which avoids re-identification of

these tags and consequently improves time efficiency. To our knowledge, our pro-

tocols are the first non-trivial solutions that guarantee complete identification of all

the unknown tags. We illustrate the effectiveness of our protocols through both rig-

orous theoretical analysis and extensive simulations. Simulation results show that

21
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our protocols can save up to 70 percent time when compared with the best existing

solutions.

3.1 Overview

The process of collecting tag IDs is usually referred to as tag identification. Ef-

ficient tag identification plays a critical role in stimulating innovative application of

RFID in various fields, and has attracted a lot of research attention in recent years

[EPCglobal, 2008, Klair et al., 2010, Namboodiri and Gao, 2010, Porta et al., 2011,

Zhou et al., 2007].

In this chapter, instead of identifying all tags, we focus on an important but not

thoroughly investigated problem, unknown tag identification in large RFID systems.

Unknown tags are those tags that just entered the system but have not been inter-

rogated by the reader(s) covering them yet. For instance, in a large warehouse, the

frequent loading of new products introduces unknown tags into the system, which

should be interrogated in time to support automatic and efficient product manage-

ment. Misplaced tags due to misoperation of stevedores could also be treated as

unknown tags by reader(s) currently covering them. Timely interrogation of these

unknown tags should be carried out to avoid considerable economic profit loss caused

by misplacement errors [Bu et al., 2012].

Although many approaches on efficient tag identification have been presented in

the past several years [Klair et al., 2010, Namboodiri and Gao, 2010, Porta et al.,

2011, Qian et al., 2010, Xie et al., 2010, 2013, Zhen et al., 2005], few of them dedicated

to unknown tag identification. Existing work on tag identification mainly focuses on

optimizing time/energy efficiency in tag identification [Namboodiri and Gao, 2010,
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Zhen et al., 2005], or improving throughput by exploiting parallel working of multiple

readers [Tang et al., 2009, 2011, Yang et al., 2011, Zhou et al., 2007], or utilizing

mobile reader(s) to facilitate flexible tag reading [Xie et al., 2010, 2013, Zhu et al.,

2013]. However, they all target at interrogating all the tags in the system from scratch,

which would be highly time inefficient if directly adopted to solve the unknown tag

identification problem. The low efficiency of these solutions in identifying unknown

tags stems from redundant re-identification of already identified tags (hereinafter

referred to as known tags), which usually constitute the majority of the tag population

in a large RFID system.

The most related work on unknown tag identification is the continuous scanning

(CU) scheme [Sheng et al., 2010], which is a probabilistic scheme that cannot guaran-

tee complete identification of all the unknown tags. In safety-critical applications like

medicine management in hospitals, it is strictly required that all the unknown tags

must be identified. The CU scheme cannot meet this requirement. The execution

time of CU increases along with the increase of the probability required to interrogate

each unknown tag. When the probability is extremely high, the execution time might

be comparable to or even longer than the trivial solution that identifies all the tags

in the system.

In this chapter, we propose a series of protocols that can identify all the unknown

tags with high time efficiency. We find that the key challenge in speeding up unknown

tag identification is how to effectively prohibit the involvement of known tags when

interrogating unknown tags. Our first contribution is to propose a method to recognize

known tags and deactivate them to prohibit their further replies. The recognition is

realized by comparing expected replies of those known tags with actual received replies
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in each slot of a frame.

Our second contribution is to develop two novel techniques, slot pairing (Section

3.4) and multiple reselections (Section 3.5) to resolve the known tag collision. These

two techniques can greatly enhance the efficiency in deactivating known tags. They

can also be applied as common techniques to improve tag identification efficiency in

RFID systems. We build a series of time efficient unknown tag identification protocols

on top of these techniques.

Our third contribution is to conduct extensive simulations to evaluate the perfor-

mance of our unknown tag identification protocols with various parameter settings.

The results show up to 70 percent reduction in execution time when compared to

the best existing solutions. Furthermore, in order to set optimal frame size in our

protocols, we develop a zero-cost algorithm to estimate the number of unknown tags

that are currently present in the system and evaluate its accuracy.

We organize this chapter as follows. In Section 3.2 we describe system model and

give problem statement. In Section 3.3 we describe the basic unknown tag identifi-

cation protocol (BUIP) and point out directions to further improve its performance.

The two novel techniques, i.e., slot pairing and multiple reselections, and the two

enhanced protocols built on them, i.e., SUIP and MUIP, are described in Section

3.4 and Section 3.5, respectively. Section 3.6 analyzes the performance of SUIP and

MUIP. Section 3.7 discusses fault tolerance issues. Section 3.8 presents the zero-cost

unknown tag cardinality estimation algorithm. The performance of our protocols are

evaluated and compared with state-of-the-art solutions through extensive simulation-

s, and the results are reported in Section 3.9. Finally, Section 3.10 summaries the

chapter.
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3.2 Background

3.2.1 System Model and Problem Overview

Consider a large RFID system consisting of a reader R and a set of tags T =

{k1, . . . , kn, u1, . . . , um}, where ki(1 ≤ i ≤ n) denotes a know tag that has its ID in

the system database, and uj(1≤ j≤m) denotes an unknown tag. All the known tag

IDs are recorded in a back-end server. The objective is to collect all the unknown

tag IDs (i.e., {u1, . . . , um}) as quickly as possible. Note that in the current RFID

tag identification protocols, the reader has no simple way to differentiate unknown

tags from known tags, and thus has to endure the interference from known tags

when identifying unknown tags. This work aims to design novel techniques to quickly

recognize known tags and prohibit their replying during the identification of unknown

tags.

We use the frame slotted ALOHA protocol as the underlying MAC layer protocol.

The communication between the reader and tags takes the form of frame, which is

organized as a number of slots synchronized by the reader in which tags transmit

information (e.g., tag ID) to the reader. The reader starts a frame with a query

<f, r>, where f indicates the number of slots in the frame and r is a random seed

used by tags to determine which slot to transmit. A tag hashes its ID to an integer in

[0,f -1] by S=H(ID||r) mod f and transmits in the S-th slot, where H is a uniform

hash function. A tag can transmit either its ID or a short response (e.g., a 16-bits

random number RN16 in EPC C1G2 standard [EPCglobal, 2008]) to the reader. We

denote by tID and tl the time needed to transmit a tag ID and a short response,

respectively.

The protocols proposed in this chapter can also be applied to RFID systems
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containing multiple readers. In such cases, we resort to existing reader scheduling

algorithms [Tang et al., 2009, 2011, Yang et al., 2011, Zhou et al., 2007] to obtain a

conflict-free schedule of readers and run our protocols on every reader. Our protocols

could also be tailored for mobile reader scenario(s) by treating tags identified at the

previous site as known tags at the current site. The reader(s) can access the back-end

server via wired or wireless link(s) to retrieve the known tag list before running the

protocols and update the list afterwards.

3.2.2 Assumptions

It is possible that known tags might leave the system, and there are some research-

es on detecting such missing tags [Li et al., 2010b, Liu et al., 2013, Tan et al., 2010,

Zhang et al., 2011]. In this work, we mainly focus on the unknown tag identification

problem and assume that no known tags leave the system during the identification

of unknown tags, which is usually very short, e.g., several minutes. This assumption

has been taken in many excellent previous works [Chen et al., 2011, Yue et al., 2012].

To do this, the reader needs to trace which known tags have left the system before

executing our protocols, and update the known tag list in the back-end server accord-

ingly. In case that the reader cannot trace which known tags have left, we resort to

missing tag detection protocols [Li et al., 2010b, Tan et al., 2010, Zhang et al., 2011]

to find which known tags have left and update the known tag list accordingly. After

unknown tags have been identified, we insert their IDs into the database to keep the

known tag list updated.

The reader uses indicator vectors [Chen et al., 2011] to send some frame arranging

information to tags. An indicator vector is a vector of bits that can be received and

interpreted by tags. For example, we can set the bit associated with a slot to “1” to
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prevent tags selecting this slot from transmitting. This technique has been used in

many existing researches to improve protocol efficiency. Here we adopt the method

given in [Chen et al., 2011] to implement indicator vector on top of EPC G1G2

compliant tags. The indicator vector is divided into segments of 96 bits long and

each segment is encapsulated into a tag ID. The reader broadcasts segments one after

other. Tags need to buffer only one segment in which their corresponding bit resides

in. We can also add cyclic-redundancy check (CRC) code to each segment to ensure

that the segment could be correctly received. The indicator vector technique based on

the method given in [Chen et al., 2011] has been adopted in many excellent existing

researches including [Chen et al., 2013, 2011, Li et al., 2010b, Liu et al., 2013, Qiao

et al., 2011, Yue et al., 2012, Zheng and Li, 2013b].

3.3 BUIP: The Basic Unknown Tag Identification

Protocol

In this section, we propose the Basic Unknown tag Identification Protocol (BUIP)

and analyze its performance.

3.3.1 Protocol Design

BUIP consists of two phases: the known tag deactivation phase and the unknown

tag collection phase. In the first phase, the reader recognizes and deactivates all the

known tags to prevent them from interfering with the identification of unknown tags

in the second phase. In the second phase, the reader completely identifies unknown

tags by collecting their IDs.

The known tag deactivation phase consists of multiple rounds. In each round, the
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reader collects replies from tags, based on which it recognizes and deactivates known

tags (Section 3.3.2). The reader also recognizes and labels unknown tags to prevent

them from interfering with the recognition of known tags. To shorten the execution

time of each round, the reader broadcasts an indicator vector to prohibit tags in

collision slots from replying, because collision slots could not be used to recognize

known tags or unknown tags.

The number of active known tags decreases after each round. The reader traces

how many known tags have been deactivated. When all the known tags have been

deactivated, it enters the second phase to identify all the unknown tags. Otherwise,

it starts a new round to deactivate the remaining known tags.

3.3.2 Known Tag Deactivation and Unknown Tag Labeling

In this section we develop a technique to recognize known tags and unknown tags

by comparing the actually received replies in a slot with the expected relies.

Being aware of known tags’ ID, the reader knows what tags will transmit in

which slot. Consequently, the reader knows the expected reply number in each slot

(i.e., the number of known tags transmitting in this slot) if there are no unknown

tags. However, replies from unknown tags might make the actual reply number in a

slot different from the expected value. The matching/mismatching between the two

numbers provides us opportunities to recognize known tags and unknown tags: If

the actual reply number equals the expected reply number, then all the replying tags

must be known tags; on the other hand, if the actual reply number is larger than the

expected value, there must be some unknown tags replying.

We implement the known/unknown tag recognition method as follows. In the

ALOHA protocol the reader can obtain only coarse-grained status of a slot: empty
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(the reply number is 0), singleton (the reply number is 1), and collision (the reply

number is larger than 1). Because the reader cannot know the exact reply number

in a collision slot, it cannot determine whether the actual reply number in a collision

slot matches its expected value or not. Thus, we use only expected empty slots

(whose expected reply number is 0) and expected singleton slots (whose expected

reply number is 1) to recognize known and unknown tags:

• Recognize known tags: If the reader receives only one reply in an expected

singleton slot, it recognizes the replying tag as a known tag.

• Recognize unknown tags: If the reader receives one or more replies in an

expected empty slot, it recognizes the replying tag(s) as unknown tag(s).

After recognizing known tags and unknown tags, the reader deactivates or labels them

accordingly. For recognized known tags, the reader deactivates them in both of the

two phases in our protocol. In contrast, for recognized unknown tags, the readers

make them temporally inactive only in the first phase, which we call unknown tag

labelling. The purpose of labelling is to prevent unknown tags from interfering the

recognition of known tags. All the labelled unknown tags will become active again in

the second phase to perform identification.

Known tag deactivation and unknown tag labelling are implemented by sending

different types of acknowledgements to the tag. The EPC specification [?] provides

two different types of acknowledgements: ACK to deactivate a tag and NAK to keep a

tag active. Noting that in our protocol we need to differentiate between deactivation

of known tags and labelling of unknown tags, we extend ACK to implement the

two different purposes: We use ACKd for known tag deactivation and use ACKl for
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unknown tag labelling. We append one bit to ACK to differentiate ACKd and ACKl:

ACKd = ACK +′ 0′ and ACKl = ACK +′ 1′. If a tag receives ACKd, it will not

respond to the reader during the execution of the whole protocol. If a tag receives

ACKl, it enters the labeled status and responds to only the ID-collection command

issued by the reader in the second phase.

3.3.3 Protocol Description

BUIP consists of two phases: the known tag deactivation phase and the unknown

tag collection phase. In the second phase, the reader employs existing protocols like

DFSA [Lee et al., 2005] to collect all unknown tag IDs. We focus on the first phase.

The first phase consists of multiple rounds. In each round, the reader first broad-

casts a query<f, r> and an indicator vector vc to tags. vc is an f -bits long vector

in which the S-th bit indicates whether the S-th slot would be colliding or not. The

reader constructs vc according to the remaining active known tags in the current

round. The reader predicts in which slot each known tag will response according to

the tag’s ID and the query<f, r>. It thus knows the expected status of every slot and

sets bits in vc as follows: The S-th bit is set to ‘1’ if the S-th slot would be colliding,

and ‘0’ otherwise.

After receiving the query, every tag first calculates its transmission slot index

as h=H(ID||r) mod f . It then checks the h-th bit in vc. If the h-th bit is ‘0’, it

transmits a short response (e.g., RN16 in EPC C1G2 standard [?]) to the reader in

the selected slot; otherwise, it keeps silent because the selected slot must be colliding.

The reader collects replies from tags, recognizes known/unknown tags and deac-

tivates/labels them. In the S-th slot, the reader sends different acknowledgements:

1) If the slot is an expected singleton slot and the reader receives only one reply, it
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Fig. 3.1: Illustration of BUIP: (a) Prohibiting replies from tags mapped to expected
collision slots; (b) Deactivating known tags and labelling unknown tags.

recognizes a known tag and sends an ACKd to deactivate that tag. 2) If the slot is

an expected empty slot and the reader receives some replies, it recognizes unknown

tags and sends an ACKl to label them. 3) In all other cases, the reader sends a NAK

to keep tags active. At the end of each round, the reader counts the accumulated

number of deactivated known tags up to the current round. If all the known tags

have been deactivated, the reader enters the second phase and collects unknown tag

IDs. Otherwise, it starts a new round to deactivate the remaining known tags.

Fig. 3.1 illustrates an example of BUIP with four known tags and two unknown

tags. The reader first broadcasts vc that indicates the third slot is colliding. The

two known tags mapped to the third slot, i.e, k2 and k3, find vc[2] = ‘1’ and do not

reply in this round, turning the third slot to an empty slot. Other tags reply in their

chosen slots. The reader recognizes k1 in the first slot and replies ACKd to deactivate

it. Meanwhile, the reader recognizes u1 in the fourth slot and replies ACKl to label

it. In this example, the reader needs to start a new round to deactivate the rest three

known tags.
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3.3.4 BUIP Analysis and Discussions

We first derive how to set the frame size to maximize the known tag deactivation

efficiency. Consider the i-th round. Let Ti and Di be the execution time and the

number of deactivated known tags in the i-th round, respectively. We define the

amortized cost to deactivate a known tag as

Ci =
Ti

Di

. (3.1)

Ci represents the average time needed to deactivate a known tag in the i-th round,

and thus should be minimized to optimize the known tag deactivation efficiency.

When the frame size is set at fi, the execution time is Ti = tID ∗ fi
96
+ fi ∗ tl, where

the first part is the time used to broadcast the indicator vector vc, and the second

part is the time used to collect replies from tags. Let Pd be the probability that a tag

can be deactivated in an arbitrary slot S. Then the expected number of deactivated

known tags is Di ≈ fi ∗Pd. Thus, the amortized cost to deactivate a known tag when

the frame size is fi is

Ci =
Ti

Di

=
fi ∗ ( tID96 + tl)

fi ∗ Pd

∝ 1

Pd

. (3.2)

We can see that Ci is inversely proportional to Pd. Thus, we can reduce the amortized

cost by increasing the probability Pd. However, as indicated by Remark 1, Pd cannot

be increased arbitrarily by tuning only frame size.

Remark 1. In BUIP, Pd is maximized when fi = mi+ni−1, and Pd ≤ e−1 ≈ 0.368.

Proof: A slot S can be used to deactivate a known tag only when exactly one

known tag selects S and no other tags select it, with probability

Pd =

(
ni

1

)
1

fi
(1− 1

fi
)ni+mi−1 ≈ ni

fi
e
−ni+mi−1

fi . (3.3)
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It is easy to derive that Pd is maximized when fi = ni +mi − 1, in which case

Pd ≈ ni

fi
e−1 ≤ 1

e
≈ 0.368. (3.4)

Remark 1 shows that we cannot obtain arbitrary large Pd by adjusting only frame size

in BUIP. To further improve the deactivation efficiency of BUIP, we need to develop

new techniques.

3.4 SUIP: Single-Pairing Unknown Tag Identification

Protocol

In this section, we first present a novel technique called slot pairing that can great-

ly increase Pd, then present the Single-pairing Unknown tag Identification Protocol

(SUIP).

3.4.1 Protocol Design

The novelty of SUIP is that it uses a novel technique to turn expected collision

slots into expected singleton slots and thus improves known tag deactivation efficiency.

Recall that in BUIP only expected singleton slots are used to deactivate known tags,

and replies in expected collision slots are prohibited. In SUIP, we pair every expected

collision slot with an expected empty slot and let tags mapped to the collision slot

make a reselection between the two slots. For example, if two known tags k1 and k2

are mapped to an expected collision slot S, they are given another chance to reselect

one slot from S and its pairing empty slot S ′. After the reselection, it is possible

that k1 selects S and k2 selects S ′ or vice versa. In this case, both S and S ′ turn

into expected singleton slots and can be used to deactivate known tags. We call this

technique slot pairing. Note that slot pairing can also resolve collisions when there
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are more than two tags colliding. For example, if there are k (k ≥ 3) known tags

selecting the collision slot, then it is possible that only one of them reselects S (S ′)

and all the other k−1 tags reselect S ′ (S), which also generates an expected singleton

slot after slot reselection.

3.4.2 Slot Pairing

In slot paring, every expected collision slot is paired with an expected empty slot.

As there are more expected empty slots than expected collision slots when the frame

size is optimally set (i.e., fi = ni+mi−1), we can assign a pairing empty slot for every

expected collision slot. Note that the number of expected empty slots (fi ∗ e−ni/fi)

is always larger than the number of expected collision slots (fi ∗ (1 − ni

fi
e−ni/fi −

e−ni/fi)) when ni/fi ≤ 1. Meanwhile, when fi ≥ ni, most collisions are two-collisions

[Vogt, 2002] (i.e., exactly two known tags select this slot), in which case two expected

singleton slots could be generated if the two known tags select different slots after

reselection.

We pair the j-th expected collision slot with the j-th expected empty slot. A tag

that originally selects the j-th expected collision slot may reselect the j-th expect

empty slot in the second chance. The challenge is how to inform a tag of the index

of its paired slot in the frame.

In SUIP, we exploit two indicator vectors: the indicator vector vc that is used

to indicate the expected collision slots, and the indicator vector ve that is used to

indicate the expected empty slots. Both vc and ve have f bits. Each bit is associated

with a slot at the same index location in the frame. However, these two indicator

vectors are constructed in different ways:
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• In vc: If the k-th slot is expected to be colliding, vc[k] = ‘1’; otherwise, vc[k] =

‘0’.

• In ve: If the k-th slot is expected to be empty, ve[k] = ‘1’; otherwise, ve[k] =

‘0’.

A tag t mapped to an expected collision slot has two kinds of index values: If (t)

denotes its slot index in the frame, which indicates how many slots there are before

its slot in the frame, and Ic(t) denotes specifically the collision slot index, which

indicates how many expected collision slots there are before its slot in the frame

(i.e., the number of ‘1’s before its corresponding bit in vc). It determines the paired

expected empty slot in two steps:

• First, t examines the collision index Ic(t) of its slot by counting how many ‘1’s

there are before its slot bit in the vector vc.

• Second, t determines the index of its pairing empty slot in the frame by searching

the (Ic(t) + 1)-th ‘1’ in the vector ve. Let the index of the (Ic(t) + 1)-th ‘1’ in

ve be I ′f (t). It then uses the I ′f (t)-th slot as the paired slot.

3.4.3 Protocol Description

The second phase of SUIP is the same as in BUIP, thus we describe only the first

phase.

The known tag deactivation phase consists of multiple rounds. At the beginning of

each round, the reader computers the slot indexes of expected empty slots, expected

singleton slots and expected collision slots in the frame with the known tag IDs, and

then constructs two indicator vectors vc and ve. The reader broadcasts a query<f, r>
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Fig. 3.2: The process of slot paring: (a) before slot reselection (same as BUIP); (b)
slot pairing and reselection; (c) after slot reselection.

and two indicator vectors vc and ve. It also broadcasts another seed r′ for tags to

reselect either of the two pairing slots.

Tags use the received information to determine their transmission slots. Upon

receiving f and r, a tag t first calculates its slot index If (t) = H(ID||r) mod f .

It then checks the bit value vc[If (t)] to determine whether it should perform slot

reselection or not. If vc[If (t)] = ‘0’, the tag responses in the original chosen slot

If (t). If vc[If (t)] = ‘1’, the tag needs to find its paired slot and perform reselec-

tion. Tag t determines its paired slot as previously described and randomly chooses

either slot as its final transmitting slot. The reselection result is controlled by r′: If

H(ID||r′) mod 2 = 0, the tag replies in its original slot; otherwise it replies in the

paired slot.

When receiving the responses from tags, the reader deactivates the known tags in

expected singleton slots and labels unknown tags in expected empty slots, the same
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as in BUIP. Note that with r′ and IDs of known tags, the reader exactly knows all

reselection results of known tags. Thus the reader knows the new expected singleton

slots transformed from the expected collision slots and expected empty slots after

reselection.

Fig. 3.2 illustrates an example of SUIP. We can see that before slot pairing and

reselection (Fig. 3.2(a), actually as same as BUIP), only one known tag (k2) can be

deactivated. In contrast, after slot pairing and reselection, four known tags (k2, k3,

k4, and k5) can be recognized and deactivated. Fig. 3.2 also illustrates the negative

effects of slot pairing on unknown tag recognition. In Fig. 3.2(a) the unknown tag u1

can be recognized. However, after slot pairing and reselection, there are no expected

empty slots and thus no unknown tags can be recognized. As the execution time of

our protocols is mainly affected by the efficiency in deactivating known tags, SUIP

achieves much better overall performance than BUIP.

3.5 MUIP: Multi-Pairing Unknown Tag Identification

Protocol

In this section, we propose a Multi-pairing Unknown tag Identification Protocol

(MUIP) that resolves collision slots with a higher probability and further improves

the efficiency in deactivating known tags.

3.5.1 Protocol Overview

MUIP is similar to SUIP except that it makes two changes to further resolve the

collisions between tags.

First, MUIP provides multiple chances to separate collided known tags between
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pairing slots, which could resolve the expected collision slots with a higher probability.

Reselecting with one seed ri as in SUIP, colliding tags could be separated with a

probability of only about 50%. We observe that a collision slot that cannot be resolved

with ri may be resolved with another seed rj. If the reader sends multiple seeds and

let tags use the most suitable one, more collision slots could be resolved.

Second, in MUIP, unknown tags label themselves without sending responses to

the reader, which avoids collisions between unknown tags and known tags in expected

empty slots after slot reselection. An expected empty slot may be actually non-empty

if some unknown tags hash to it. When a known tag reselects such a non-empty slot,

it would collide with the unknown tags and cannot be deactivated successfully. For

example, as shown in Fig. 3.2, although k1 reselects the expected empty slot 4 which

resolves the collision in slot 5, it collides with u1 and still cannot be deactivated. If we

can guarantee that the paired slots are actually empty, the reader would deactivate

more known tags.

3.5.2 Slot Reselection Using Multiple Seeds

The reader will send h seeds {r1, r2, ..., rh} to provide multiple reselection chances

for known tags that hash to expected collision slots. Then the collided tags have

h possible reselection results by hashing with the h seeds. If one of these results

separates the collided known tags (i.e., at least one expected singleton slots will be

generated with a seed ri), the expected collision slot could be resolved successfully.

Remember that, when reselecting with a seed ri, the tag calculates H(ID||ri) mod 2.

It replies in its original slot if the value equals 0, and replies in the paired slot

otherwise. The process that a tag finds its paired slot is the same as in SUIP.

The reader examines the hash results of the known tags with the h seeds, and
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determines which one should be used for each expected collision slot. The problem is

how to inform different known tags that which seed is the suitable one.

We exploit a seed-selection vector vs to indicate the suitable seed assigned for each

expected collision slot. vs consists of nc elements, where nc is the number of expected

collision slots (i.e., one element for each expected collision slot). The i-th element of

vs is constructed as follows:

• If seed rl+1 (0 ≤ l ≤ h) should be used to conduct reselection by tags mapping

to the i-th collision slot, we set vs[i] as “0 . . . 0︸ ︷︷ ︸
l

1”.

To obtain the assigned seed, a tag t has to find the Ic(t)-th element in vs. When

t finds that it chooses an expected collision slot according to vc, it first obtains the

collision index Ic(t) of its chosen slot. Then it locates the Ic(t)-th ‘1’ in the vector

vs, and counts the number of ‘0’s of Ic(t)-th element in vs (i.e., the number of ‘0’s

between the (Ic(t) − 1)-th ‘1’ and the Ic(t)-th ‘1’). If there are l ‘0’s, then the tag

uses the seed rl+1. If all the h seeds cannot resolve the expected collision slot, the

corresponding element in vs will be set as “1”, which indicates that seed r1 should

be used.

Fig. 3.3 illustrates an example of the construction of the indicator vector vs. We

can see that in vs, each element indicates a seed. The example shows the reselection

of the known tags in the first two expected collision slots. Two tags, k1 and k3, know

that they choose the first expected collision slot after receiving vc and ve. These two

tags find their assigned seed r3 indicated by the first element in vs. Thus k1 and k3

reselect either of the two pairing slots with the hash function H(ID||r3) mod 2. As

the result, k1 chooses the second slot and k3 chooses the third slot, which resolves the

first expected collision slot successfully. The reselection process of k4 and k5 in the
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Fig. 3.3: The process of multiple reselections: Tags mapped to different expected
collision slots use different seeds in slot reselection.

second expected collision slot is similar.

3.5.3 Automatical Unknown Tag Labeling

Except for reselecting with a suitable seed, to successfully deactivate the known

tag in the paired expected empty slot, the other condition is that the slot must be

actually empty (i.e., no known tag chooses the slot). Otherwise, the reselecting known

tag will collide with unknown tags. As shown in Fig. 3.2, the reselecting known tag

k1 still collides with the unknown tag u1. However, in SUIP, the reader needs the

responses of unknown tags in expected empty slots to label them, which consequently

reduces the efficiency of known tag deactivation.

In MUIP, unknown tags label themselves if they choose expected empty slots.

Obviously, if a tag chooses an expected empty slot, it must be an unknown tag. In

this case, the tag could label itself without receiving the NAK from the reader. A

tag could test whether it chooses an expected empty slot by checking corresponding

bit in the indicator vector ve at the location of its slot index. If the bit value is ‘1’, it

labels itself without responding to the reader. Otherwise, it determines its slot and
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responds to the reader in the chosen slot.

3.5.4 MUIP Description

The known tag deactivation phase of MUIP consists of multiple rounds. At the

beginning of each round, the reader broadcasts a query <f, r> and three indicator

vectors vc, ve and vs. It also broadcasts h reselection seeds {r1, r2, ..., rh} for tags

to reselect either of the two pairing slots. Upon receiving these parameters, tags

determine their transmission slots. Assume that tag t originally selects slot k. It

checks the expected status of its chosen slot in both vc and ve:

• If vc[k] = ‘0’ and ve[k] = ‘0’, which indicates that it chooses an expected

singleton slot, the tag responds to the reader in the chosen slot k.

• If vc[k] = ‘0’ and ve[k] = ‘1’, which indicates that it chooses an expected

empty slot, the tag labels itself and keeps silence until receiving the ID-collection

command.

• If vc[k] = ‘1’, which indicates that it chooses an expected collision slot, the tag

needs to reselect its transmission slot. It first examines its paired slot in ve and

then reselects its slot with the assigned seed indicated in vs. The tag responds

to the reader in the reselected slot.

When receiving responses from tags, the reader deactivates known tags in expected

singleton slots and labels unknown tags in expected empty slots as done in SUIP.
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3.6 Analyses of SUIP and MUIP

In this section, we analyze the performance of SUIP and MUIP. As shown in

Section 3.3.4, the average time to deactivate a known tag is inversely proportional to

Pd, thus we mainly focus on analyzing Pd in SUIP and MUIP.

3.6.1 Analysis of SUIP

Without loss of generality, we consider an arbitrary slot in the i-th round. Denote

by PE, PS, PC the probability that this slot is an expected empty slot, an expected

singleton slot, and an expected collision slot, all before slot pairing and reselection,

respectively. Denote by P{D|S} the probability that a known tag is deactivated in an

expected singleton slot. Similarly, denote by P{D|C} and P{D|E} the probability

that a known tag is deactivated in an expected collision and in an expected empty

slot after slot reselection, respectively. Then we have

Pd = PS ∗ P{D|S}+ PC ∗ P{D|C}+ PE ∗ P{D|E}. (3.5)

It is easy to calculate PE, PS and PC as

PE = e−ni/fi , PS =
ni

fi
e−ni/fi , PC = 1− PE − PS,

where f = mi+ni−1. In the following, we discuss how to calculate P{D|S}, P{D|C}
and P{D|E}.

Calculation of P{D|S}: As same as in BUIP, the probability that a known

tag can be deactivated in an expected singleton slot equals the probability that no

unknown tag selects this slot, i.e.,

P{D|S} = (1− 1

fi
)mi ≈ e−mi/fi . (3.6)
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Calculation of P{D|C}: For an expected collision slot, we denote by PC(k1, k2)

the conditional probability that exactly k1 known tags and k2 unknown tags select it.

Because all the ni known tags select replying slot independently, k1 follows a binomial

distribution B(ni, 1/fi) that can be approximated with a Poisson distribution with

parameter λn = ni/fi. Similarly, k2 also follows a Poisson distribution with parameter

λm = mi/fi. Noting λn + λm ≈ 1, we have

PC(k1, k2) =
1

PC

∗ e−λn ∗ λk1
n

k1!
∗ e−λm ∗ λk2

m

k2!

≈ e−1

PC

λk1
n λk2

m

k1!k2!
. (3.7)

Let P{D|k1, k2} be the probability that a known tag is deactivated in this collision

slot after reselection. Then P{D|k1, k2} equals the probability that exactly one of the

k1 known tags selects this slot, and the other k1 − 1 known tag(s) and k2 unknown

tags all select the paired slot after reselection, which is

P{D|k1, k2} = k1 ∗ 1

2
∗ (1− 1

2
)k1+k2−1 = k1 ∗ (1

2
)k1+k2 . (3.8)

Combining equation 3.7 and equation 3.8, we have (the detailed derivation is given

in Appendix)

P{D|C} =

ni∑
k1=2

mi∑
k2=0

PC(k1, k2) ∗ P{D|k1, k2}

≈ e−1/2λn

2 ∗ PC

(1− e−λn/2). (3.9)

Calculation of P{D|E}: An expected empty slot needs to satisfy three conditions

to be able to deactivate a known tag: (1) it is a paired slot of some collision slot; (2)

no unknown tag selects it; and (3) after reselection, only one known tag reselects it.

As there are fi ∗PE expected empty slots and only fi ∗PC expected collision slots, the
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probability for an expected empty slot to satisfy the first condition is (fi ∗ PC)/(fi ∗
PE) = PC/PE. The probability to satisfy the second condition is approximately

e−mi/fi . The probability to satisfy the third condition equals P{D|C}. Thus, we can
calculate P{D|E} as

P{D|E} =
PC

PE

∗ e−mi/fi ∗ P{D|C}. (3.10)

Substituting equations 3.6, 3.9, 3.10 into equation 3.5, we obtain

Pd = λne
−1 +

e−1/2λn

2
(1− e−λn/2)(1 + eλm). (3.11)

Remark 2. In SUIP, Pd is a monotonically decreasing function of λm/λn, and it
achieves maximum value when λn = 1 (i.e., λm = 0), which is

Pmax
d = e−1 + e−1/2(1− e−1/2) ≈ 0.6065. (3.12)

Fig. 3.4 plots Pd in SUIP vs. Pd in BUIP when λm/λn increases from 0 to 1. We

observe significant increase of Pd in SUIP compared with in BUIP: Pd in SUIP is 65

percent higher than that in BUIP when λm/λn = 0 (i.e., there are no unknown tags

in the system), and is 29 percent higher when λm/λn = 1 (i.e., when ni = mi). The

improvement gradually decreases due to interferences caused by unknown tags.

3.6.2 Analysis of MUIP

Impact of h on Pd

In this section we derive Pd(h), the probability that a known tag can be deactivated

in an arbitrary slot when h reselection seeds are used. We denote by Ph{D|C} and

Ph{D|E} the probability that a known tag is deactivated in an expected collision slot

and in an expected empty slot when h seeds are used, respectively. Using the same

notations defined in Section 3.6.1, we have

Pd(h)=PS ∗ P{D|S}+PC ∗ Ph{D|C}+PE ∗ Ph{D|E}. (3.13)
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Recall that the probability of a known tag t can be deactivated in an original

expected collision slot with one seed is P{D|C}. Thus the probability that t cannot

be deactivated with all of the h seeds is (1− P{D|C})h, which leads to

Ph{D|C} = 1− (1− P{D|C})h. (3.14)

As in SUIP, we can calculate Ph{D|E} as

Ph{D|E} =
PC

PE

∗ e−mi/fi ∗ Ph{D|C}. (3.15)

Substituting equations 3.14, 3.15 into equation 3.13, we have

Pd(h) = λne
−1+PC ∗ (1 + e1−λn) ∗Ψ, (3.16)

where

Ψ = 1−
[
1− e−1/2λn

2 ∗ PC

(1− e−λn/2)

]h
. (3.17)

Remark 3. When λm/λn is fixed, Pd(h) is a monotonically increasing function of h.

Proof: From equation 3.17 it is easy to see that Ψ is a monotonically increasing

function of h, which immediately implies Remark 3 according to equation 3.16.
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Table 3.1: Ratio of singleton slots in MUIP and MIC[Chen et al., 2011] with different
h.

h 2 3 4 5 6 7

MIC 0.580 0.696 0.764 0.808 0.839 0.861

MUIP 0.607 0.737 0.809 0.849 0.870 0.881

Fig. 3.5(a) plots Pd(h) for different h when λm/λn varies from 0 to 1. We observe

that when h is small (e.g., when h = 2, 3, 4), increasing h can significantly increase

Pd(h). On the other hand, when h is large enough, increasing h leads only marginal

increase of Pd(h). For example, we can observe that Pd(10) is nearly the same as Pd(7).

Actually, the increase of h cannot arbitrarily increase Pd(h): Because limh→∞ Ψ = 1,

we have

lim
h→∞

Pd(h) = λne
−1+PC ∗ (1 + e1−λn). (3.18)

When simulating MUIP in Section 3.9, we set h = 7.
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Multiple Reselections Technique Efficiency

We compare the performance of our multi-pairing technique with the multiple

hashing approach MIC proposed in [Chen et al., 2011] from two aspects: The proba-

bility of a slot becoming singleton when h seeds are used, and the total length of the

bit vectors sent from the reader to tags.

Table 3.1 lists the ratio of expected singleton slots in MUIP and MIC when differ-

ent number of seeds are used. It shows that MUIP generates more singleton slots than

MIC does with the same number of seeds. In MIC, the colliding tags can reselect any

slot that has not been occupied. With one reselection chance, the probability that a

colliding tag can reselect an expected singleton slot is about 1/e ≈ 0.368. Thus the

efficiency of this technique is affected mainly by the number of reselection chances.

On the other hand, in MUIP, a colliding tag reselects between two paired slots. For a

two-collision slot (i.e. the collision is caused by two tags responding simultaneously),

the slot paring technique has a probability of 0.5 to generate two expected singleton

slots. For a collision slot in which k tags responding, slot pairing can still generate

one expected singleton slot with a probability of k/2k−1. The efficiency of MUIP is

affected mainly by the number of colliding tags in a slot. With the optimal frame

size in both MUIP and MIC, most collisions are two-collisions. As a result, MUIP

performs better than MIC.

In MIC, for every slot the reader broadcasts three bits to represent the seed index

that tags mapped to this slot should use to select replying slot. Thus the total number

of bits broadcasted in MIC is 3 ∗ fi. In contrast, in MUIP the reader broadcasts two

fi-bits long vectors to notify tags which slots are empty and collision. Besides, in

MUIP the reader also broadcasts a seed-selection vector vs for only collision slots.
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Let Lh be the mean length of elements in vs. The total number of bits broadcasted

in MUIP is 2 ∗ fi + fi ∗ PC ∗ Lh, where PC is the probability that a slot is collision.

We derive Lh as follows. Recall that in MUIP if the l-th seed should be used in slot

reselection, the length of corresponding element is l. Denote by Ps(l) the probability

that the l-th seed should be used in slot reselection. Noting that the first seed is used

when none of the h seeds can resolve the collision slot, we can calculate the mean

element length as

Lh = 1 ∗
[
1−

h∑
l=2

Ps(l)

]
+

h∑
l=2

l ∗ Ps(l). (3.19)

Ps(l) equals the probability that the collision slot cannot be resolved by r1, . . . , rl−1

but can be resolved by rl, thus

Ps(l) = (1− P{D|C})l−1 ∗ P{D|C}. (3.20)

Substituting equation 3.20 into equation 3.19, with a given λm/λn, we can calcu-

late Lh for different h. Fig. 3.5(b) plots Lh for different λm/λn when h increases. When

h = 7 and λm/λn = 0, i.e., the scenario that MIC addresses, Lh ≈ 1.6533. Note that

PC = 1−e−ni/fi− ni

fi
e−ni/fi ≤ 1−2∗e−1 ≈ 0.2642 when ni

fi
≤ 1. Thus the total number

of bits broadcasted in MUIP is only 2 ∗ fi + fi ∗PC ∗Lh ≤ (2+ 0.2642 ∗ 1.6533) ∗ fi =
2.4369 ∗ fi, much less than the 3 ∗ fi bits in MIC.

It can also be observed from Fig. 3.5(b) that Lh is always smaller than 2, which

shows that our approach represents seed index more efficiently than MIC does. The

small average length of elements owe to the variable length coding of the seed index:

Most collision slots are resolved by the first or the second seed (see Fig. 3.5(a)), and

when none of the h seeds can resolve the collision slot we just use the first seed.
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3.7 Fault Tolerance

In this section we discuss how to cope with channel errors to enhance the robust-

ness of our protocols.

3.7.1 Reader to Tag Transmission Error

The indicator vector transmitted from the reader to tags might be corrupted due to

channel errors. If the bit corresponding to a tag’s replying slot is incorrectly received

(i.e., the sent bit is “0” but the received bit is “1” or vice versa), the tag might take

incorrect actions. In order to help tags check whether the received information is

correct or not, we can add a cyclic-redundancy check (CRC) code in each segment

when transmitting the indicator vector. For example, we can divide the indicator

vector into 80 bits long segments and add a 16 bits CRC code to each segment. After

receiving the indicator vector, the tag first checks whether its indicator bit is correctly

received. If the segment is correctly received, the tag takes its action according to its

corresponding bit as described in our protocols. Otherwise, it does not participate in

the current round, but will keep active to participate in the next round. For SUIP

and MUIP, a tag participates in the current round only when it correctly receives all

its corresponding bits.

With this mechanism, the correctness of our protocols can be guaranteed even

when transmission error happens. The key point to guarantee the correctness of

our protocols is that the reader have to correctly trace how many known tags have

been deactivated, according to which it determines when to terminate the first phase.

Recall that the reader deactivates known tags only when it receives exact one reply

in expected singleton slots. If a known tag receives corrupted information, it will
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not participate in the current round. However, the other unknown tags selecting the

same slot, if there are some, will also not participate in the current round due to

transmission error. Thus the reader will not receive any response in the slot. If the

reader receives no reply in an expected singleton slot, it skips this slot and does not

count the corresponding known tag as being deactivated. In this way, the reader

can trace the correct number of deactivated known tags, and thus can guarantee the

correctness of the protocols.

The time efficiency of the protocols would degrade slightly when we use this

scheme. The EPC C1G2 specification [EPCglobal, 2008] provides two types of CRC

code: CRC16 that uses 16 bits and CRC5 that uses 5 bits. If we adopt CRC16,

according to the time setting given in the specification [EPCglobal, 2008], in each

round the execution time of BUIP will be increased by

tID ∗ ( fi
80

− fi
96
)

tID ∗ fi
96

+ fi ∗ tl
=

2.4 ∗ ( 1
80

− 1
96
)

2.4 ∗ 1
96

+ 0.44
= 0.0108, (3.21)

which is only about 1.1 percent. Similarly, when CRC16 is used, the execution time

of SUIP and MUIP will be increased by no more than 2 percent and 3 percent,

respectively. If we use the shorter CRC5 code, the execution time will be increased

by only 0.3, 0.6, and 0.8 percent in BUIP, SUIP, and MUIP, respectively.

3.7.2 Tag to Reader Transmission Error

Our protocols can tolerate the tag to reader transmission errors. Note that in

our protocols tags transmit 16-bits long short responses (RN16 ) to the reader rather

than a single bit. The main purpose of the responses is to help the reader differentiate

different status of a slot (e.g., empty, singleton, or collision) to recognize known tags

and unknown tags. The transmission error will not affect the status of a slot, and
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thus will not break the correctness of our protocols.

3.8 Zero-Cost Estimation of Unknown Tags

Our protocols need to know the number of active unknown tags (mi) to set the

optimal frame size. If we use a separate estimation algorithm [Han et al., 2010,

Kodialam and Nandagopal, 2006, Qian et al., 2011, Zheng and Li, 2012] to estimate

mi, it will inevitably increase the execution time. We develop a zero-cost estimation

algorithm to estimate mi by using the information collected in the deactivation phase.

The algorithm is motivated by the observation that the actual status of a slot may

differ from its expected status because of unknown tags’ interference. For example, if

an unknown tag replies in an expected empty (singleton) slot, the actual status of the

slot will be singleton (collision). The ratio of slots whose actual status are different

from their expected status is related to the number of active unknown tags, i.e., mi.

Thus, by counting how many slots change their status in the previous round, we can

estimate mi in the current round.

Our estimation algorithm works as following. Consider the i-round in which there

are ni known tags and mi unknown tags, respectively, and assume that the frame size

is fi. Let RU be the ratio of tags whose actual status differ from expected status.

For slot S, its actual status differs from its expected status if and only if there are at

least one unknown tags select S, with probability

1− (1− 1

fi
)mi ≈ 1− e−mi/fi . (3.22)

If we know RU and fi, we can estimate mi by letting

RU = 1− e−mi/fi , (3.23)
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from which we can derive that

mi = −fi ∗ ln(1−RU). (3.24)

The problem is that fi also depends on mi (recall that fi should be set to ni+mi−
1). To solve this dilemma, we assume m1 = 0 and set f1 = n in the first round. At

the end of the first round, the reader can obtain RU by counting the number of slots

changed from empty to non-empty or from singleton to collision. It then estimates

m1 with equation 3.24. Note that m1 is the number of active unknown tags at the

beginning of this round, but we need to know the number of active known tags at the

end of this round to set the frame size in the next round. Let Δm1 be the number of

labelled unknown tags in the first round, then we have

m2 = m1 −Δm1. (3.25)

We then can use m2 to set frame size in the second round. With this method, we can

estimate mi+1 with the information collected in the i-th round and set the frame size

in the (i+ 1)-th round accordingly.

We estimate the number of the labelled unknown tags in the i-th round, i.e., Δmi,

as following. Let re be the ratio of expected empty slots in the i-th round. Because

unknown tags select their transmission slots uniformly, Δmi can be estimated as

Δmi = mi ∗ re, (3.26)

where re can be calculated as the ratio of the number of expected empty slots Ne to

the total number of slots in the frame, i.e.,

re =
Ne

fi
. (3.27)



53

2000 4000 6000 8000 10000
0.00

0.02

0.04

0.06

0.08

0.10

E
st

im
at

io
n 

er
ro

r 

Total number of unknown tags (m)

Fig. 3.6: Estimation error when m changes (n=10,000).

Fig. 3.6 plots the estimation error of our algorithm when m varies from 500 to

10000 stepped by 500, assuming n = 10000. For each m we plot the estimation error

of our algorithm in 100 independent executions of BUIP. It can be seen that the

estimation error decreases along with the increase of m, and is smaller than 0.05 in

most cases. We point out here that our estimation algorithm incurs no additional

cost to our unknown tag identification protocols, because it utilizes the information

collected in the i-th round to estimate mi+1 in the (i+ 1)-th round.

3.9 Performance Evaluation

3.9.1 Simulation settings

We develop a simulator with JAVA to evaluate the performance of our protocols.

Our protocols are compared with two methods: A Baseline method that collects

IDs of all the tags in the system, and an Ideal method that collects IDs of only

unknown tags. The execution time of the Baseline method is an upper bound on

the time needed to identify all the unknown tags, and the execution time of the

Ideal method represents a lower bound. We also compare our protocols with the CU
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Fig. 3.7: Deactivation time of different protocols: (a) when n changes; (b) when m
changes; (c) Impact of estimation error.

scheme [Sheng et al., 2010], which is the most efficient probabilistic unknown tag

identification algorithm up to now.

We adopt the timing scheme specified for the EPC Global Class 1 Generation 2

UHF tags [EPCglobal, 2008] to compute the execution time of different protocols.

We set the bidirectional transmission rate between the reader and tags at 62.5 Kbps.

With this setting, it takes about 2.4ms to transmit a tag ID and 0.44ms to transmit

a 16-bit short response, i.e., tID = 2.4ms and tl = 0.44ms. An empty slot takes

0.184ms. A slot in CU takes the same time as an empty slot.

The main performance metric is the execution time. We consider two system
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parameters, the number of known tags (n) and the number of unknown tags (m), and

tune their values to study their impacts on the execution time of different protocols.

Their default values are set as n = 10, 000 and m = 2, 000, respectively. For MUIP,

we set the number of reselection seeds at h = 7. For every parameter setting, we run

the considered protocols in 100 independent instances and report the average data.

We use the approach proposed in [Liu et al., 2013] to detect missing tags before

executing our protocols, and add this overhead to the execution time of our protocols

when comparing with other approaches. We implement the DFSA [Lee et al., 2005]

protocol to identify unknown tags in CU and our protocols. When implementing

DFSA, we use the optimal frame size, which is fair to all the considered approaches.

We note that the identification throughput may degrade in real environments [Kang

et al., 2012, Xie et al., 2013]. However, as this will affect the performance of the

considered protocols in the same way, we do not consider this issue in the chapter.

3.9.2 Deactivation Time

We first investigate how the number of known tags (n) and the number of unknown

tags (m) affect the deactivation time (i.e., the execution time of the first phase) in our

protocols. Intuitively, the larger n and m are, the longer time needed to deactivate all

the known tags in the first phase. Fig. 3.7(a) plots the deactivation time of the three

protocols when n changes. We observe that when there are more known tags, the

deactivation time in all the three protocols increases. SUIP and MUIP outperform

BUIP by using slot pairing and multiple reselections, which greatly increases the

probability Pd and consequently decreases the amortized cost to deactivate a known

tag. Compared with BUIP, SUIP and MUIP reduce deactivation time by up to 15

percent and 19 percent, respectively.
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As we have pointed out in the design of our protocols, replies from unknown tags

will disturb the recognition of known tags and thus increase the deactivation time.

Fig. 3.7(b) plots the deactivation time in the three protocols when m increases. In

all the three protocols, the deactivation time increases when m increases. However,

SUIP and MUIP always outperform BUIP due to their ability to deactivate known

tags in the original collision/empty slots by slot pairing. Compared with BUIP,

the deactivation time in SUIP and MUIP is reduced by 12 percent and 19 percent,

respectively.

Fig. 3.7(c) plots the impact of estimation error in the number of unknown tags

(mi) on the deactivation time of MUIP. In this figure, the line marked with MUIP(opt)

demonstrates the performance of MUIP when the value of mi is exactly known, i.e.,

when the estimation ofmi contains no error. It can be seen that the difference between

MUIP and MUIP(opt) is very small. Compared with MUIP(opt), MUIP increases

deactivation time by less than 2 percent.

Table 3.2: Execution Time of MUIP and CU When m Changes(n = 10000).

Total Execution Time (s)
Alg. Name

1k 2k 3k 4k 5k 6k 7k 8k 9k 10k

CU(99%) 35.2 41.3 50.4 59.7 68.8 78.3 87.3 96.6 101.0 109.8

CU(95%) 25.7 30.8 39.15 47.5 55.9 64.3 72.8 81.3 89.8 98.3

CU(90%) 19.2 27.1 35.0 42.9 51.1 59.3 67.3 75.2 83.5 85.9

MUIP 18.7 26.8 34.8 42.7 50.7 58.6 66.5 74.3 82.5 90.6

3.9.3 Total Execution Time

Fig. 3.8(a) plots the total execution time of our three protocols and the Baseline

and the Ideal method when n changes from 1000 to 10,000, assuming that m = 2000.
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As n increases, the execution time of our protocols gradually increases, but increases

much slower than the Baseline method does. When n increases from 1000 to 10,000,

the execution time of the Baseline method increases 66.7s (from 22s to 88.7s). In

contrast, the execution time of BUIP, SUIP, MUIP increases only 12.4s, 11.4s, and

10.1s, respectively. Compared with the Baseline method, our best protocol MUIP

saves time by up to 70 percent and 55 percent in average.

The gaps between our protocols and the Ideal method increase slightly when n

increases. However, when the number of unknown tags is comparable to the number

of known tags, the execution time of our best protocol is only slightly longer than

the Ideal method. For example, when n = 1000, MUIP uses only 2s more time

than the Ideal method (16.7s vs. 14.7s), which accounts for only 12 percent of the

total execution time of MUIP. When there are much more known tags than unknown

tags, our protocols need longer time to deactivate all the known tags. For example,

when n = 10, 000, MUIP uses 26.8s to identify all the unknown tags, while the Ideal

method uses only 14.7s. In this case, the deactivation time accounts for 45 percent of

the total execution time of MUIP. In cases where there are much less unknown tags

than known tags in the system, our best protocol would perform nearly as well as the

Ideal method.

Fig. 3.8(b) plots the execution time of different protocols when m increases from

2000 to 20,000, assuming that n = 10, 000. Compared with the Baseline method,

our best protocol MUIP saves 70 percent time when m = 2000. Even when m is as

large as 20,000, MUIP still saves 24 percent time compared with the Baseline method.

Thus our protocols can effectively reduce identification time even when there are two

times more unknown tags than known tags in the system.
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Fig. 3.8: The total execution time of different protocols: (a) when n changes; (b)
when m changes.

3.9.4 Comparison with CU

The CU scheme proposed in [Sheng et al., 2010] can collect a required fraction of

unknown tags with probability higher than a specified threshold β. We compare the

time needed for CU to collect 90%, 95% and 99% unknown tags (assuming β = 0.95)

with the execution time of MUIP. The parameters in CU are determined by using

the methods given in [Sheng et al., 2010]. Table 3.2 lists the results, where CU(90%),

CU(95%), and CU(99%) mean the time for CU to collect at least 90%, 95%, and 99%

of unknown tags with probability higher than or equal to 0.95, respectively. We can

see that the execution time of MUIP to identify all unknown tags is even almost less

than the execution time of CU to collect only 90% of unknown tags.

MUIP outperforms CU due to the following reasons. First, MUIP runs much

less rounds than CU because it can efficiently deactivate known tags. Recall that

in MUIP known tags can be deactivated with a very high probability in each round

(up to 0.89 when h = 7), while in CU the unknown tags can be collected in each
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round with probability only 1 − e−1/1.443 = 0.5. Second, the length of each round

in MUIP is significantly shorter than that in CU. In each round of CU, the frame

length is 1.443(n +m), where n and m are the total number of known tags and the

total number of unknown tags, respectively. In contrast, in MUIP the frame length is

ni +mi − 1, where ni and mi are the number of known tags and unknown tags in the

current round, respectively. Third, in MUIP ni and mi decreases after every round

because some known tags are deactivated and some unknown tags are labeled. In

contrast, in CU the number of active known tags are unchanged during the execution

because CU does not deactivate known tags.

When m is very large, the execution time of MUIP is dominated by the time

spent in the second phase, in which case CU might use shorter time than MUIP

does because it will leave a significant number of tags unidentified. For example,

as shown in Table 3.2, CU(90%) uses less time than MUIP when m = 10, 000, in

which case it leaves about 1000 unknown tags unidentified. However, even when m

is as large as 16,000, MUIP (122.8s) still uses less time than CU(95%)(128.1s) and

CU(99%)(149.9s) do.

3.10 Summary

Equally important as the missing tag identification, unknown tag identification

deserves more investigation in RFID systems. It is not the reverse way of missing tag

identification to completely identify unknown tags. In this chapter, we propose a series

of protocols to perform fast and complete unknown tag identification in a large RFID

systems. Simulation results show the superior performance of the proposed protocols.

While in an ideal unknown identification protocol the execution time should depend
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on only the number of unknown tags, in the proposed protocols the execution time is

still slightly impacted by known tags to some extent. In the future, we will investigate

how to further reduce the impact of known tags on collecting unknown tags.



Chapter 4

Efficient Tag Searching Protocol in
Large RFID Systems

The RFID technology are greatly revolutionizing applications such as warehouse

management and inventory control in retail industry. Instead of making an inventory

of all the tags in the system, some applications need to quickly search a particular

set of tags (called wanted tags) to confirm which of them are currently present in the

system. Since the system may contain an extremely large number of tags, finding the

result by collecting all the tag IDs and comparing them with the want tag IDs could be

highly time inefficient. In this chapter, we design a novel technique called testing slot

for a reader to quickly figure out which wanted tags are absent from its interrogation

region without tag ID transmissions, which could greatly reduce transmission time

during the searching process. Based on this technique, we propose two protocols

targeting at time-efficient tag searching in practical large RFID systems containing

multiple readers. In our protocols, readers quickly obtain local searching results by

employing testing slots to iteratively eliminate wanted tags that are absent from their

interrogation region. The local searching results of all the readers are then combined

to form the final searching result. Simulation results show that, our best protocol

61
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reduces up to 76 percent time compared with state-of-the-art solutions, and achieves

very high precision.

4.1 Overview

Many modern warehouses and supermarkets install RFID systems to efficiently

manage their products. Since the interrogation region of one reader is usually very

limited, in practice large RFID systems need to deploy multiple readers to cooper-

atively cover all the tags. These readers identify tags by collecting their IDs, which

enables the warehouse to inventory the products automatically.

Instead of making an inventory of all the tags in the system, some applications

require searching a particular set of tags (called wanted tags) with the given tag IDs to

confirm which of them are currently present in the system. Imagine a big warehouse

that stores many kinds of products from different manufacturers. Every manufacturer

wants to inventory only its own products. In this case, a time-efficient tag searching

protocol will be greatly helpful. There are many other important applications of tag

searching, such as frequent inventory of a specified kind of products in a shopping

mall and finding which products contain flaws in order to recall and fix them.

In this chapter, we study the practically important tag searching problem, partic-

ularly in large RFID systems that contain multiple readers. We call the wanted tags

that exist in the system and should be included in the searching result as target tags,

and call the wanted tags that do not exist as nontarget tags. It may appear that we

can collect the IDs of all the tags in the system and find the result by comparing

the collected tag IDs with the wanted tag IDs. The tag collection method, however,

may incur too long time because it wastes time in collecting IDs of non-wanted tags,



63

which usually form the majority of tag population in the system. Another intuitive

method is to broadcast wanted tag IDs and let tags respond to the reader only when

they hear their own IDs. This method’s performance heavily depends on the number

of wanted tags. As a large RFID system usually deploys multiple readers, all the

readers have to broadcast all the wanted tag IDs. When there are many more wanted

tags than tags covered by one reader (every reader covers only a small part of tags

in the system), although not transmitting any non-wanted tag IDs, this broadcast

method may perform even worse than the collection method.

The most related work is the Compact Approximator based Tag Searching (CATS)

protocol proposed by Zheng and Li [Zheng and Li, 2013b], which adopts Bloom filters

to compact the information exchanged between the reader and tags and hence reduces

the searching time. CATS consists of two phases. In the first phase, the reader

constructs a Bloom filter that represents all the wanted tag IDs and broadcasts the

filter to filter part of non-wanted tags in the system. In the second phase, the reader

collects replies from tags and constructs the second Bloom filter, and then filters out

those wanted tags not belonging to this filter. CATS is highly time-efficient when the

number of wanted tags is significantly less than the number of tags in the reader’s

coverage region. CATS may perform well when the number of wanted tags is far

less than the number of tags in one reader’s region. When the number of wanted

tags is comparable to or even larger than the number of tags in one reader’s region,

CATS’s performance degrades greatly and may even perform worse than the collection

method. Furthermore, when there are far more wanted tags than tags in one reader’s

region, CATS may even do not work. Since there usually are far more wanted tags

than tags covered by a single reader, CATS may be inapplicable to solve the tag
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searching problem in multiple reader RFID systems.

It is very challenging to quickly search a group of wanted tags in multiple reader

systems. In practice the system usually does not record which reader covers exactly

which tags, though it may store all the tag IDs in the back-end server. Thus a

reader does not know whether there are any wanted tags in its interrogation region

and how many there are. Each reader needs to quickly distinguish wanted tags from

non-wanted tags. As we have mentioned, collecting all the tag IDs is highly time

inefficient. We need to design new approaches for a reader to quickly differentiate

between wanted tags and non-wanted tags without transmitting tag IDs.

In this chapter, we design a novel technique called testing slot that can quickly

test the existence of wanted tags without ID transmission. Based on this technique,

we propose a Searching by iterative Testing and Eliminating Protocol (STEP), which

can quickly search tags in multiple reader systems with high time efficiency. In STEP,

every reader uses the testing slot to quickly eliminate nontarget tags from the wanted

tag set and obtains the searching result. Analysis shows that the efficiency of STEP

degrades when the ratio of the nontarget tags to the non-wanted tags in the reader’s

region decreases. To further reduce the searching time, we then propose E-STEP

which uses a novel approach to dynamically adjust the ratio of the two types of tags.

The rest of this chapter is organized as follows. In Section 4.2, we give the sys-

tem model and define the problem. In Section 4.3, we describe STEP and analyze

its execution time. In Section 4.4, we propose E-STEP that further improves time

efficiency of STEP. Simulation results are reported in Section 4.5. At last, Section

4.7 concludes the chapter.
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Table 4.1: Notations used in this chapter.
Notation Meaning

R/T Set of readers/tags in the system
ri/S(ri) The i-th reader/The local searching result of ri

X Set of wanted tags
Li The set of local tags of reader ri
Yl The set of candidate target tags in the l-th round
Zl The set of nontarget tags in the l-th round
Nl The number of active local tags in the l-th round
Cl Average time to eliminate a nontarget tag in round l
Nδ The threshold of false positive tags
preq The threshold of precision probability

4.2 Problem Description

In this chapter we describe our system model and define the tag searching problem.

Table 4.1 lists the notations used in this chapter.

4.2.1 System Model

We consider a RFID system that consists of three components: a back-end server,

a set of readers R = {r1, r2, . . . , rM}, and a large number of tags T = {t1, t2, . . . , tN}.
Here M and N are the total number of readers and the total number of tags in the

system, respectively. The server connects the readers via wired or wireless networks,

and issues orders to schedule their working. Every reader covers a part of tags that

are referred to as the reader’s local tags. The local tag set of the reader ri is denoted

as Li, which is a subset of T (i.e., Li ⊆ T ). Multiple readers are deployed to cover all

the tags in the system, i.e., T =
⋃M

i=1 Li.

The system adopts the frame-slotted ALOHA as the basic communication pro-

tocol. In this protocol, when receiving a response successfully, the reader replies an

ACK to acknowledge that tag and prevents it from attending the following process
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until the next protocol execution. Note that, in the rest of the chapter, the local tags

of reader ri denote the active tags in ri’s region that have not been acknowledged. The

setting of the frame size f is critical for the ALOHA-based protocols. To guarantee

the proper ratio of singleton slots and obtain the optimal time efficiency, the frame

size f is usually set according to the number of local tags.

4.2.2 Problem Statement

Given a group of wanted tags X = {w1, w2, . . . , wH}, the tag searching problem is

to quickly determine which tags in X are currently present in the system, i.e., X ∩T .

We call tags in X ∩ T as target tags, and call tags in X − T as nontarget tags and

tags in T −X as non-wanted tags, respectively. The problem has to be cooperatively

solved by multiple readers. The server sends the wanted tag set X to all the readers.

Each reader individually finds out target tags in its local region, i.e., X ∩ Li. By

combining the local results of all the readers, the server can get the final searching

result X ∩ T =
⋃M

i=1(X ∩ Li). Our goal is to find the target tags for an individual

reader ri, i.e., X ∩ Li, as fast as possible.

Our protocols are probabilistic, and thus the searching result may contain some

false positive tags. The objective is to restrict the number of such false positive tags

(i.e., nontarget tags in the searching result) within a small value with high probability.

Denote the local searching result of reader ri as S(ri), we want to guarantee that

Pr{|S(ri)− (X ∩ Li)| ≤ Nδ} ≥ preq, (4.1)

where Nδ is a small constant and preq is a predefined probability threshold. For

example, if Nδ = 1 and preq = 0.95, then our protocols can guarantee that the

probability that the searching result contains at most one false positive tag is at least
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0.95.

We assume that the reader ri knows the rough number of its local tags (Ni) before

executing our protocols. There are many cardinality estimating algorithms that can

quickly estimate the number of a reader’s local tags [Han et al., 2010, Kodialam and

Nandagopal, 2006, Li et al., 2010a, Qian et al., 2008], and the reader can employ

these algorithms to estimate Ni before executing the searching task.

We do not pay much attention to multiple reader scheduling in this chapter, which

has been studied a lot in recent years [Tang et al., 2009, Zhou et al., 2007]. We mainly

focus on designing protocols for a single reader to quickly figure out target tags even

when the number of wanted tags is larger than the number of reader’s local tags,

which is usually the case in practical multiple reader systems. We employ existing

reader scheduling algorithms [Tang et al., 2009, Zhou et al., 2007] to find a feasible

scheduling of readers when implementing our tag searching protocols.

4.2.3 Slot Timing

Since tags choose slots randomly, a slot may turn out to be empty (no tags chooses

it) or non-empty (at least one tags choose it). The duration time of an empty slot

(denoted by te) is less than the duration of a non-empty slot. The duration of a non-

empty slot depends on the type of responses that tags transmit to the reader. A tag

can transmit either its ID or a short response (e.g., a 16-bits random number RN16

in EPC Class 1 Generation 2 (C1G2) standard [EPCglobal, 2008]) to the reader.

We denote by tid and ts the time needed to transmit a tag ID and a RN16 short

response, respectively. The relationship between duration time of different types of

slots is te < ts � tid.
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In this chapter, we set the data rate based on the EPC C1G2 specification [EPC-

global, 2008], by which the data rate between the reader and tags could be set in a

range according to the application environments and physical implementations. The

data rate from tag to reader is either 40Kbps to 640Kbps (FM0 encoding format), or

5kbps to 320kbps (Miller modulated subcarrier encoding format). The data rate from

reader to tag can be set from 26.7Kbps to 128Kbps. In this chapter, the transmission

rate between the reader and tags is set at 62.5Kbps. At this data rate, the duration

time for different slots are tid=2.4ms, ts=0.4ms, and te=0.184ms, respectively. Note

that our protocol can be implemented with different date rate.

4.3 STEP: Searching by Iterative Testing

and Eliminating Protocol

In this section, we first introduce the protocol design guideline, then explain the

main idea of our STEP protocol and give detailed description on its implementation.

After that, we discuss the optimal frame size setting and analyze how to set the

terminal condition. Finally, we discuss some limitations of STEP.

4.3.1 Design Guideline

To reduce the transmission time, our protocol design follows a main guideline:

Avoid the ID transmission during the searching process in which a reader communi-

cates with its local tags and confirms the presence of target tags if any. Recall that

target tags refer to those wanted tags that should be included in the searching result.

We design a novel technique called testing slot for a reader to quickly test the

existence of wanted tags. We call a slot testing slot if at least one wanted tag maps
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to it. In ALOHA-based protocols, with the same hash function H(ID, s) mod f , the

reader could compute which slot a tag will select if it knows the tag’s ID. As the

reader could obtain the IDs of wanted tags in X from the server, it can compute

which slots in the frame are testing slots with tag IDs in X. We leverage the testing

slots to determine which wanted tags are not present in the system: When the reader

receives no response in a testing slot, it knows that the corresponding wanted tags

must be not present in its interrogation region. These tags are nontarget tags and

should be eliminated from the wanted tag set.

During the testing process, the reader cares only the state of the slot, i.e., empty

or non-empty. To do this, we let tags transmit short responses (16 bits), instead of

tag IDs (96 bits), to inform the reader of their presence. This can effectively avoid

tag ID transmissions and thus consequently improves the time efficiency.

4.3.2 Protocol Overview

To obtain the searching result, every reader executes STEP individually to obtain

its local searching result S(ri). Note that the local searching result may contain false

positive tags, i.e., S(ri) ⊇ (X ∩ Li). The back-end server then combines all the local

searching results to obtain the final searching result, i.e., S =
⋃M

i=1 S(ri). Here, we

consider a reader ri without loss of generality.

STEP consists of multiple rounds. In each round, the reader uses testing slots

to find out nontarget tags and eliminates them from the wanted tag set. In the l-th

round, the reader maintains a candidate target tag set Yl that contains all the possible

target tags in its interrogation region. (Note that Y1 = X because all the wanted tags

are possible target tags in the first round.) The reader computers the testing slots

with the tags in Yl. After checking all the testing slots, the reader obtains the updated



70

candidate target tag set Yl+1. It then checks whether the termination condition is

met. If the termination condition is not met, the reader issues a new round to further

eliminate nontarget tags from Yl+1. Otherwise, it treats all the tags in Yl+1 as the

local searching result, i.e., S(ri) = Yl+1, and sends S(ri) to the back-end server to

form the final searching result. We will discuss the termination condition in Section

4.3.5

Non-wanted tags in the reader’s local region may interfere the elimination of non-

target tags from Yl because they may also select testing slots. Note that only when

a testing slot is empty it can help detect and eliminate nontarget tags. If some non-

wanted tags also map to testing slots, their responses may disturb the elimination

of nontarget tags from Yl. To alleviate this problem, we use non-testing slots to

acknowledge non-wanted tags and mitigate their interference. Non-testing slots are

those slots that are not testing slots. Since all the target tags respond in only testing

slots, the responses received in non-testing slots must be from non-wanted tags. When

the reader receives responses in a non-testing slot, it replies an ACK to acknowledge

these non-wanted tags and prevents them from attending the next round, which can

decrease the interference from those tags when testing and eliminating nontarget tags

from the candidate target tag set in the following rounds.

4.3.3 Protocol Description

STEP consists of multiple rounds. In the l-th round, the reader first computes

testing slots and non-testing slots according to the candidate target tag set Yl, then

eliminates nontarget tags from Yl and acknowledges non-wanted tags in the local

region. It repeats the process until the termination condition is met.

At the beginning of the l-th round, the reader broadcasts a query <fl, s> and
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computes testing slots according to current candidate target tag set Yl. After receiving

the query, local tags select their slots with the same hash function used for testing

slots computing, and then transmit short responses to the reader in their selected

slots. The reader scans the frame and eliminates nontarget tags from Yl according to

the actual responses:

• In a testing slot, if the reader receives some responses, it replies a NAK to keep

the tag(s) active. If the reader receives no response, it knows that those wanted

tags selecting this slot are not present and must be nontarget tags, it eliminates

these wanted tags from Yl.

• In a non-testing slot, if the reader receives some responses, which must be non-

wanted tags, it replies an ACK to acknowledge these tag(s) to prevent them

from participating in the following rounds.

At the end of the round, the reader obtains the updated candidate target tag set

Yl+1 and checks whether it should terminate. If it does not satisfy the termination

condition, it will start a new round and repeat the testing and eliminating process.

Fig.4.1 illustrates how STEP works. In this figure, dotted arrows represent the

mapping between candidate target tags and testing slots, and solid arrows represent

the transmissions between local tags and the reader. The initial candidate target tag

set is Y1 = {w1, w2, ..., w6}. There are five local tags, among which w2 and w4 are

target tags. Fig.4.1(a) and Fig.4.1(b) illustrate the first round execution of STEP:

The reader first computes testing slots for tags in Y1 and collects responses from

local tags (Fig.4.1(a)), then eliminates nontarget tags from Y1 and acknowledges non-

wanted tags in the local region(Fig.4.1(b)). The reader replies NAK in testing slots
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tag set Y1

w2 w4

w1 w2 w3 w4 w5 w6 w1 w2 w3 w4 w5 w6
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(a) First round: tags transmit 
to the reader 

(b) First round: the reader 
replies to tags

t1 t2 t3 w2 w4 t1 t2 t3

1 2 3 4

Candidate
tag set Y2

w2 w4

w2 w3 w4 w5 w1 w6

Slots

Local
tags

(c) Second round: tags transmit 
to the reader 

t1 t2 t3

NAK NAK ACK

w2 w4

w2 w3w4 w5 w1 w6

(d) Second round: the reader 
replies to tags

t1 t2 t3

Testing slot Non-testing slot

eliminateeliminate

eliminate

acknowledge

Fig. 4.1: An example of iteratively testing and eliminating nontarget tags from Yl.

1, 3, and 5 in which it receives responses. The testing slot 6 is empty, so the reader

eliminates corresponding nontarget tags w1 and w6 from Y1. Meanwhile, it replies

ACK to acknowledge non-wanted tags t2 and t3 in slot 4. Fig.4.1(c) and Fig.4.1(d)

illustrate the second round execution. The reader re-computes the testing slots with

the updated candidate target tag set Y2 = {w2, w3, w4, w5} and local tags also select

new mapping slots. Similar to the first round, the reader eliminates nontarget tags

w3 and w5 from Y2 which map to testing slot 3, and acknowledges non-wanted local

tag t1 mapping to the non-testing slot 4. If the protocol terminates after the second

round, the local searching result would be S(ri)={w2, w4}.
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4.3.4 Optimal Frame Size Setting

In this section we analyze how to set the frame size to minimize the average time

cost Cl to eliminate a nontarget tag from Yl.

Without loss of generality, we consider the l-th round. Let Nl
1 be the number of

active local tags of the reader ri, and let fl be the frame size. For any slot in the

frame, the probability that it is empty equals the probability that none of local tags

select that slot, which is

pe = (1− 1

fl
)Nl ≈ e−Nl/fl . (4.2)

Obviously, the probability that a slot is non-empty is (1 − pe). The total duration

time of the whole frame is thus

Ttotal = fl ∗ pe ∗ te + fl ∗ (1− pe) ∗ ts
= fl ∗ ts + fl ∗ e−Nl/fl ∗ (te − ts). (4.3)

Note that te is the duration time of an empty slot, and ts is the duration time of a

short response slot.

Let Zl be the set of all the nontarget tags in the l-th round, i.e., Zl = Yl−(X∩Li).

Note that X∩Li is the target tag set of reader ri. So the total number of tags that can

be eliminated from Yl is |Zl|. A tag in Zl will be eliminated if its selected testing slot

is actually empty. Because wanted tags select slots uniformly, the expected number

of eliminated nontarget tags in this round is approximately

Neli ≈ |Zl| ∗ pe. (4.4)

1In the first round, N1 = Ni can be estimated by using estimation algorithms proposed in [Han
et al., 2010, Kodialam and Nandagopal, 2006, Li et al., 2010a, Qian et al., 2008]. In the following
rounds, as the reader has collected the status of all the slots in the frame, it can estimate the
number of acknowledged non-wanted tags as to be discussed in Section 4.3.6 and thus can update
Nl accordingly.
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Fig. 4.2: Optimal load factor (ρ) when te/ts varies.

The average time cost to eliminate one nontarget tag from Yl is

Cl =
Ttotal

Neli

=
ts
|Zl| ∗ fl ∗ e

Nl/fl +
1

|Zl| ∗ fl ∗ (te − ts). (4.5)

To minimize Cl, we let

∂Cl

∂fl
= 0, (4.6)

and know that Cl takes minimum value when

eNl/fl(1− Nl

fl
)− (1− te

ts
) = 0. (4.7)

Define the load factor as ρ = Nl/fl. Then Cl takes the minimum value when the

following equation holds:

eρ(1− ρ)− (1− te
ts
) = 0. (4.8)

We can see that the value of the optimal ρ is solely determined by te/ts. In our system

model (see Section 4.2.3), te = 0.184ms and ts = 0.4ms. In this case, the optimal

value of ρ is 0.7432, and the optimal frame size is fl = Nl/0.7432 = 1.346 ∗Nl.
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Since the transmission rate between readers and tags varies in a range, te and ts

may vary in different applications. Fig. 4.2 plots the optimal value of ρ when the

value of te/ts varies from 0.1 to 1.0.

4.3.5 Termination Condition

We now analyze how to set the termination condition for STEP to achieve the

given precision requirement. Note that we have (X ∩ Li) ⊆ S(ri). The number of

false positive tags is Nδ = |S(ri)|−|X∩Li|. Fig 4.3 illustrates the relationship among

X, Li, and S(ri). Our goal is to guarantee that Nδ does not exceed a threshold with

high probability, i.e.,

P{Nδ ≤ Δ} ≥ preq. (4.9)

For example, if Δ = 2 and preq = 0.95, satisfying Equation 4.9 means that there are

at most two false positive tags in the local searching result with probability higher

than or equal to 0.95.

In STEP, we iteratively eliminate nontarget tags from candidate target tag set

Yl round by round. If in a certain round (e.g., the l-th round) no nontarget tag is

eliminated from Yl and no non-wanted tag is acknowledged, we can speculate that the

number of false positive tags is small. To prove the speculation and guarantee that

the number of false positive tags is within a small value with high probability (i.e.,

satisfying Equation 4.9), we need to observe k consecutive rounds. If there are no

nontarget tags eliminated in all the k rounds, then the reader terminates the protocol.

Otherwise, the reader repeats the searching procedure.

We now analyze how to set k to satisfy Equation 4.9 for given Δ and preq. Denote

by Ek the event that there are no nontarget tags eliminated in all the k consecutive



76

False positive tags (S(ri) - X Li)

XLi

Target tags (X Li)

Wanted tagsLocal tags

Fig. 4.3: The relationship between X, Li, and the searching result S(ri). S(ri) is the
union of target tags (X ∩ Li) and false positive tags (S(ri)−X ∩ Li).

rounds, and denote by Ev the event that there are exactly v false positive tags in the

result. Then we have

P{Nδ ≤ Δ|Ek} =
Δ∑

v=0

P{Ev|Ek}. (4.10)

According to Bayes’ Theorem, the probability P{Ev|Ek} can be calculated as

P{Ev|Ek} =
P{Ek|Ev} ∗ P{Ev}

P{Ek} . (4.11)

From the law of total probability it follows that

P{Ek} =
∞∑
v=0

P{Ek|Ev}P{Ev}. (4.12)

Substituting Equation 4.11, 4.12 into Equation 4.10,we have

P{Nδ ≤ Δ|Ek} = 1−
∑∞

v=Δ+1 P{Ek|Ev}P{Ev}∑∞
v=0 P{Ek|Ev}P{Ev} . (4.13)

P{Ek|Ev} is the probability that there are exactly v false positive tags and none

of them are eliminated in all the k consecutive rounds. We know that a nontarget tag

cannot be eliminated from the candidate target tag set when it maps to a non-empty

testing slot. Thus P{Ek|Ev} equals the probability that all the v false positive tags
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choose non-empty testing slots in all the k consecutive rounds, which is

P{Ek|Ev} = ((1− pe)
v)k = (1− pe)

vk, (4.14)

where (1 − pe) is the probability that a testing slot is non-empty. Since we have

no knowledge of the distribution of v, we can assume that v follows the uniform

distribution2, i.e.,

P{Ev} =

{
1

|S(ri)|+1
, v ≤ |S(ri)|
0, v ≥ |S(ri)|+ 1

. (4.15)

Substituting Equations 4.14 and 4.15 into Equation 4.13, we can derive

P{Nδ ≤ Δ|Ek} = 1−
∑|S(ri)|

v=Δ+1(1− pe)
vk∑|S(ri)|

v=0 (1− pe)vk

≥ 1−
∑∞

v=Δ+1(1− pe)
vk∑∞

v=0(1− pe)vk

= 1− (1− pe)
(Δ+1)k. (4.16)

To satisfy Equation 4.9, we let

1− (1− pe)
(Δ+1)k ≥ preq, (4.17)

from which we have

(Δ + 1)k ≥ log1−pe(1− preq). (4.18)

Then we obtain that k has to satisfy

k ≥ log1−pe(1− preq)

Δ + 1
. (4.19)

As analyzed before, the optimal ρ is 0.7432, with which pe = e−ρ ≈ 0.4756.

Denote by φ = 1 − pe = 0.5244. In Table 4.2 we list the minimal value of k for

different combinations of Δ and preq.

2Actually, v has higher probability to be a small value and has lower probability to be a large value.
However, the uniform distribution assumption makes the estimation of k tacklable and actually
concides well with our simulation results in Section 4.5.
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Table 4.2: The minimum k for different combination of Δ and preq.

Δ=0 1 2 3 4 5

preq = 0.95 5 3 2 2 1 1

preq = 0.99 8 4 3 2 2 2

4.3.6 Discussions

We now discuss how the average time to eliminate a nontarget tag (Cl) varies in

different rounds. By substituting the optimal load factor ρ obtained from Equation

4.8 into Equation 4.5, Cl can be expressed as

Cl =
ts
|Zl| ∗

Nl

ρ
∗ eρ + 1

|Zi| ∗
Nl

ρ
∗ (te − ts)

=
Nl

|Zl|
(
ts ∗ eρ

ρ
+

te − ts
ρ

)
. (4.20)

In our system model, te = 0.184ms, ts = 0.4ms, and ρ = 0.7432. Thus we have

Cl =
0.841 ∗Nl

|Zl| . (4.21)

Obviously, Cl may vary in different rounds because Zl and Nl vary round by round.

The ratio Cl−1/Cl shows the variation trend in two consecutive rounds, which is

Cl−1

Cl

=
Nl−1

Nl

÷ |Zl−1|
|Zl| . (4.22)

|Zl| denotes the number of nontarget tags after some nontarget tags have been elim-

inated from Zl−1 in the (l-1)-th round. Combining Equation 4.2 and Equation 4.4,

we have

|Zl| = |Zl−1| − |Zl−1| ∗ pe
≈ |Zl−1| ∗ (1− e−Nl−1/fl−1). (4.23)
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Following a similar process, we can derive the relationship between Nl and Nl−1.

Different from nontarget tags in Zl−1 that will be eliminated in empty slots with

probability pe, the non-wanted tags would be acknowledged in only non-testing slots,

i.e., the slots wanted tags do not select. Thus the probability of acknowledging a

non-wanted tag is

p′e = (1− 1

fl−1

)|Zl−1| ≈ e−|Zl−1|/fl−1 , (4.24)

by which we have

Nl ≈ Nl−1 ∗ (1− e−|Zl−1|/fl−1). (4.25)

Substituting Equation 4.23 and Equation 4.25 into Equation 4.22, we have

Cl−1

Cl
=

1− e−Nl−1/fl−1

1− e−|Zl−1|/fl−1

= 1 + e−|Zl−1|/fl−1 ∗ 1− e(|Zl−1|−Nl−1)/fl−1

1− e−|Zl−1|/fl−1
. (4.26)

Equation 4.26 shows that Cl−1

Cl
< 1 when |Zl−1| > Nl−1, which indicates that if the

number of nontarget tags in Yl is larger than the number of non-wanted tags, the time

efficiency of STEP decreases. In Fig. 4.4 we plot the value of Cl for the first eight

rounds in 500 independent runs of STEP, when wanted tag number |X| = 5000, local

tag number |L| = 1000, and target tag number |X ∩ L| = 200. Fig. 4.4 shows that

the value of Cl gradually increases along with the increase in rounds, which coincides

well with our analysis. In the first several rounds, tags in Zl are eliminated rapidly.

Because when the nontarget tags in Zl is significantly more than local tags, all the

slots in the frame might be testing slots (Note that the frame size is set by the number

of local tags, i.e., fl = Nl/0.7432 = 1.346 ∗ Nl, which indicates that the nontarget

tags is also significantly more than slot number). When receiving responses from local

tags that select only part of slots, the reader can quickly decrease |Zl| by eliminating
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Fig. 4.4: Cl in different rounds.

some nontarget tags in each empty testing slot. On the other hand, it is hard to

decrease Nl because non-wanted local tags cannot be acknowledged in testing slots.

Since Nl does not decrease a lot, the frame size of the following rounds will be almost

the same as in the current round. With the same frame size and much smaller |Zl|,
the proportion of empty testing slots will decrease. As a result, it becomes harder to

eliminate nontarget tags from Yl because many testing slots will be selected by local

tags. Equation 4.22 indicates that, to keep the tag elimination efficiency high, we

should shrink Nl proportionally when eliminating tags from Zl.

We observe that after the sixth round, Cl might be even longer than the time

needed to broadcast a tag ID. However, the majority of nontarget tags are eliminated

in the first several rounds in which Cl is very small, and this contributes to the high

time-efficiency of STEP. When Cl calculated with Equation 4.21 is longer than the

time needed to broadcast a tag ID, there should be very few nontarget tags remaining

not eliminated. We can further improve the time efficiency by broadcasting remaining

candidate target anted tags in Yl one by one.
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4.4 Enhanced Protocol

In this section, we introduce an enhanced tag searching protocol E-STEP : Enhanced

STEP. This protocol further enhances the time efficiency of STEP by exploiting a

novel technique to automatically acknowledge non-wanted tags in order to shrink Nl

proportionally when eliminating tags from Zl.

4.4.1 Design Guideline

A straightforward method to shrink Nl is to increase the proportion of non-testing

slots in the l-th round, which requires increasing the frame size fl. However, if fl is

longer than the optimal frame size, it will also lead to lower time-efficiency.

To decrease Nl, we use indicator vector [Li et al., 2010b] to suppress non-wanted

tags and prevent them from participating in the following procedure. In the l-th

round, before broadcasting the query < fl, s > and eliminating nontarget tags from

Yl as in STEP, the reader first broadcasts a query <bl, s> and a bl-bit indicator

vector. Each bit in the vector corresponds to a slot in the frame at the same index

location. If the slot is a testing slot, the bit value is ‘1’; otherwise, the bit value is ‘0’.

The reader divides the vector into segments of 96 bits (i.e., equal to the length of a

tag ID) and transmits each segment in the duration of tid. When receiving the query

from the reader, local tags select slots in the frame of bl slots. Then local tags will

check the bit value at the indexes of their selected slots. If the bit value is ‘0’, the

tags suppress themselves and will not participant in the following procedure. Note

that in this phase tags actually do not transmit responses to the reader, they only

receive the indicator vector and suppress themselves accordingly. After broadcasting

the indicator vector to suppress some non-wanted tags, the reader broadcast a new
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query < fl, s > and scans the responses to eliminate nontarget tags from Yl and

acknowledge non-wanted tags as does in STEP.

The transmission of the indicator vector brings extra time cost. For some rounds,

using the indicator vector may not effectively improve the time-efficiency. We have to

determine when we should use an indicator vector, and how to set the optimal length

of the vector if we should use it.

4.4.2 Protocol Overview

We should determine whether to use an indicator vector or not for each individual

round. Consider an arbitrary round l. We analyze whether the vector could decrease

the average time to eliminate a nontarget tag in the l-th round. Our solution is to

analyze the difference ΔC = C1
l − C2

l , where C1
l is the average time to eliminate a

nontarget tag when the indicator vector is not used, and C2
l is the average time when

the indicator vector is used. If ΔC > 0, the reader will broadcast the indicator vector

to suppress non-wanted tags.

For the l-th round, there are two cases:

1) The reader does not broadcast the indicator vector. In this case, with

the optimal frame size fl = Nl/ρ, the average time to eliminate a nontarget tag from

Yl is (Equation 4.20):

C1
l =

Nl

|Zl|
(
ts ∗ eρ

ρ
+

te − ts
ρ

)
. (4.27)

2) The reader broadcasts the indicator vector. In this case, we derive the

average time to eliminate a nontarget tag from Yl into two parts:

• For the first part, the reader uses a bl-bits indicator vector to suppress non-

wanted tags. The time cost of the first part is Tp1 = � bl
96
� ∗ tid. A local tag
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would be suppressed if it maps to a slot whose bit value is ‘0’. The probability

that a local tag maps to a slot whose bit value is ‘0’ equals the probability that

no tags in Yl choose this slot, which is p0 = (1 − 1
bl
)|Yl| ≈ e−|Yl|/bl . Thus the

expected number of suppressed tags is approximately Nl ∗ e−|Yl|/bl .

• For the second part, the reader tests and eliminates nontarget tags from Yl as in

STEP. We can derive that the number of remaining local tags after suppressing

tags with indicator vector would be N ′
l ≈ Nl ∗ (1− e−|Yl|/bl). Thus the optimal

frame size should be fl = N ′
l/ρ. From Equation 4.3, we can derive the time cost

of the second part is Tp2 =
N ′

l

ρ
∗ ts + N ′

l

ρ
∗ e−ρ ∗ (te − ts).

The total time of the two parts is

Ttotal = Tp1 + Tp2 (4.28)

= � bl
96

� ∗ tid + N ′
l

ρ
∗ ts + N ′

l

ρ
∗ e−ρ ∗ (te − ts).

To calculate C2
l , we need to know how many nontarget tags would be eliminated

from Yl when using the indicator vector. As we have pointed out in the analysis for

STEP (refer to Equation 4.3.4), the expected number of nontarget tags that would

be eliminated is

Neli ≈ |Zl| ∗ e−N ′
l/fl = |Zl| ∗ e−ρ, (4.29)

where Zl = Yl − (X ∩Li). In the first several rounds, |Yl| is usually much larger than

|X ∩ Li|, thus we can assume |Zl| ≈ |Yl|.
With Equation 4.28 and Equation 4.29, we can derive the average time to eliminate

a nontarget tag from Yl in the second case, which is
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C2
l =

Ttotal

Neli

=
� bl
96�tid +

N ′
l
ρ ts +

N ′
l
ρ e−ρ ∗ (te − ts)

|Zl|e−ρ

=
1

|Zl|
(
eρ� bl

96
�tid + N ′

l

ρ
tse

ρ +
N ′

l

ρ
(te − ts)

)

≈ 1

|Yl|
(
eρ� bl

96
�tid+(

eρts
ρ

+
te − ts

ρ
)(1−e−|Yl|/bl)Nl

)
.

(4.30)

To compare the time-efficiency in the two cases, we calculate their difference ΔC =

C1
l − C2

l , which is

ΔC =
1

|Yl|
[
(
tse

ρ

ρ
+

te − ts
ρ

)Nle
−|Yl|/bl − eρ� bl

96
�tid

]
. (4.31)

In case of the EPC C1G2 tag specification [EPCglobal, 2008], we have tid = 2.4ms,

te = 0.184ms, and ts = 0.4ms. Meanwhile, as have been derived in the analysis for

STEP, the optimal load factor under this timing scheme is ρ = 0.7432. Thus we have

ΔC =
1

|Yl|
[
0.841 ∗Nl ∗ e−|Yl|/bl − 5.0464 ∗ � bl

96
�
]
. (4.32)

The value of ΔC represents the expected time reduction when we use an indicator

vector. The larger ΔC is, the more time reduced. In l-th round, with the given

number Nl and |Yl|, the value of ΔC depends only on the length of the indicator

vector bl. Let b
∗
l denote the optimal bl that maximizes the value of ΔC, i.e.,

b∗l = argbl maxΔC, (4.33)

and let ΔCmax denote the value of ΔC when bl = b∗l . If ΔCmax is still smaller than

0, which means that using an indicator vector cannot improve the time efficiency, we
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should not use the indicator vector in the l-th round. Otherwise, we should use an

indicator vector of length b∗l to further improve time efficiency.

4.4.3 Protocol Description

E-STEP also consists of multiple rounds. Every round is divided into two phases:

the suppressing phase and the eliminating phase. Consider the l-th round without

loss of generality.

In the suppressing phase, with the number of candidate target tags |Yl| and
the number of local tags Nl, the reader first calculates the value of b∗l and ΔCmax.

• If ΔCmax ≤ 0, the reader does noting, and enters the second phase directly.

• If ΔCmax > 0, the reader broadcasts a query <b∗l , s>, and broadcasts a b∗l -bits

indicator vector. The reader constructs the vector by mapping candidate target

tags in Yl to a frame containing b∗l slots: If a slot is a testing slot, i.e., some

tags in Yl select it, the reader will set the bit at the same index location to ‘1’;

otherwise, it sets the bit to ‘0’.

Tags do not respond to the reader in this phase. When a local tag receives the query

and the vector, it first checks the bit in the indicator vector at the same index location

of its selected slot. If the bit is ‘0’ (i.e., the tag maps to a non-testing slot), the tag

will be suppressed and not participant in the following procedure. If the bit is ‘1’,

the tag will continue to receive the query from the reader in the second phase.

In the eliminating phase, the reader issues a new query <fl, s> and receives

responses from local tags. Note that fl is calculated according to number of remaining

local tags as discussed in the Section 4.4.2. With these responses, the reader eliminates

nontarget tags from Yl and acknowledges non-wanted tags as in STEP.
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Fig. 4.5: Comparison of Cl in STEP and E-STEP in one example run.

At the end of this round, the reader checks whether it should terminate or not. It

starts a new round if the termination condition is not met. The termination condition

of E-STEP is the same as of STEP.

The indicator vector can effectively reduce per tag elimination time in the first

several rounds. Fig. 4.5 plots Cl (the average time cost to eliminate a nontarget tag)

in STEP and E-STEP in the first eight rounds in one random chosen example, when

wanted tag number |X|=5000, local tag number |L|=1000, and target tag number

|X∩L|=200. We observe significant reduction of Cl in E-STEP compared with STEP,

especially in the first several rounds. For example, in rounds 2 to 4, E-STEP reduces

Cl by almost a half. As most nontarget tags are eliminated in the first several rounds,

E-STEP effectively reduces the total execution time.

4.4.4 Fault Tolerance

The indicator vector transmitted from the reader to tags might be corrupted due

to channel errors. In this case, if a tag receives wrong bit, it may take incorrect action.
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Recall that when a tag finds that its corresponding bit is ’0’, it will be suppressed

and will not participate in the following rounds. If the actually sent bit is ’1’ but

the received bit is ’0’, the tag will exit the protocol incorrectly. If this tag is actually

a target tag, then it is possible that this tag is incorrectly eliminated from Yl and

thus will not be included in the searching result, which will affect the correctness of

E-STEP.

To fix this problem, we can add a cyclic-redundancy check (CRC) code in each

segment when transmitting the indicator vector. The tag can thus check whether the

received information is correct or not. If the corresponding bit is correctly received,

the tag takes its action accordingly as described in our protocol. Otherwise, it will

reply to the reader in its selected slot and ignore the corresponding bit in the vector.

For example, if the tag finds that the segment containing its bit is ruined, it will reply

to the reader in the selected slot, even though the corresponding bit is ’0’. With this

mechanism, the correctness of E-STEP can be guaranteed in the meaning that there

will be no false negative results.

The time efficiency of E-STEP would degrade slightly when we use this scheme.

The EPC C1G2 specification [EPCglobal, 2008] provides two types of CRC code:

CRC16 which uses 16 bits and CRC5 which uses 5 bits. If we adopt CRC16, we

need to divide the indicator vector into segments of 80 bits long. If we use CRC5, we

need to divide the indicator vector into segments of 91 bits long. As the time used to

broadcast the indicator vector takes only a small part of the total time in each round,

the execution time of E-STEP will increase only slightly.
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4.5 Performance Evaluation

We developed a simulator with JAVA and implemented five protocols to compare

their performance: STEP, E-STEP, CATS [Zheng and Li, 2013b], ITSP [Chen et al.,

2013], and the baseline Collection solution. Two metrics are used to compare the

performance of different protocols: (a) The execution time measured in seconds, and

(b) the number of false positive tags in the searching result (Nδ). We consider three

parameters that may affect the performance of different protocols: (a) The total

number of wanted tags (|X|), (b) the ratio of target tags to the wanted tags, which

is defined as η = |X⋂
T |/|X|, and (c) the number of readers in the system (M).

For STEP and E-STEP, we also investigate the impact of Δ, i.e., the threshold of

false positive tags, on their performances. For each parameter setting, we run the

considered protocols 100 times and report the average result.

4.5.1 Simulation Scenarios and Time Setting

Simulation scenarios: We consider two different simulation scenarios. The first

scenario is a single reader RFID system, in which 2000 tags are deployed. This sce-

nario is used to investigate how different parameters affect the performance of STEP

and E-STEP, meanwhile compare their execution time and precision with CATS and

the state-of-the-art ITSP protocol. The second scenario considers multiple reader

RFID systems. In default, we deploy 64 readers and 50000 tags in the system. The

readers are deployed in a grid pattern with distance between adjacent readers set at
√
2r, where r is the interrogation radius of a reader. This results in about 1500 local

tags for each reader. The default number of wanted tags (|X|) is set at 10000, and

the default ratio of target tags (η) is set at 0.2. For multiple reader scenarios, we use
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Fig. 4.6: Nδ of E-STEP in 500 runs when Δ changes.

the graph coloring algorithm developed in [Brélaz, 1979] to find a feasible scheduling

of readers.

Time setting: We set the time duration of different slots according to the time

specification of the EPC C1G2 UHF RFID tags [EPCglobal, 2008]. The data rate

between the reader and tags is set at 62.5Kbps. Under this data rate, the time of

different slots are as follows: tid = 2.42ms, te = 0.184ms, and ts = 0.2ms. We note

that when the data rate changes, the absolute metric data might be different, but

similar conclusions could be reached.

4.5.2 Single Reader Scenario

Impact of False Positive Tag Number Threshold

The false positive tag number threshold Δ affects the performance of STEP and

E-STEP. A smaller Δ results less false positive tags in the searching result, but it

also requires the reader to observe more rounds before it terminates and consequently

increases execution time. Fig. 4.6 plots the number of false positive tags of E-STEP



90

in 500 runs when Δ varies from 0 to 5. The results validate the speculation that larger

Δ results in more false positive tags. Meanwhile, the proposed protocol guarantee

the searching precision well. The ratios of runs in which Nδ > Δ to the total runs are

0.972, 0.99, 0.99, 0.996, 0.986, and 0.994 when Δ changes from 0 to 5, respectively,

all larger than the required probability 0.95.

Fig. 4.7 plots the average execution time of E-STEP when Δ changes. The ex-

ecution time decreases when Δ increases, because more false positive tags could be

tolerated when Δ is larger. When Δ increases from 0 to 5, the execution time de-

crease from 1.2s to 0.9s, approximately 25 percent reduction. The execution time of

STEP shows the similar trend. Thus Δ could be used to make tradeoff between time

efficiency and searching precision: If the application prefers high time efficiency and

can tolerate false positive tags, it can set Δ to a relatively large value. In contrast, if

the application requires very precise searching result, it should use a small Δ. In the

following experiments, we set Δ = 0 and preq=0.95, i.e., there are no false positive

tags in the searching result of STEP and E-STEP with a probability no smaller than

0.95.

E-STEP vs. STEP

Fig. 4.8(a) and Fig. 4.8(b) plot the execution time of STEP and E-STEP for

different η when there are 200 and 2000 wanted tags, respectively. Two conclusions

can be drawn. First, E-STEP significantly outperforms STEP when |X| � |T |. When

X is small, most of the reader’s local tags are nontarget tags, which can be quickly

filtered out by the bit vector used in E-STEP. Compared with STEP, E-STEP reduces

execution time by 81% when η=0.1 and 60% when η=0.9, respectively. Second, the

improvement of E-STEP over STEP becomes less significant when either η or the
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wanted tag number (|X|) is large. When η or |X| is large, most of the reader’s local

tags are target tags and cannot be filtered out by the bit vector. When |X|=2000,

E-STEP reduces execution time by 40% and 6% when η=0.1 and η=0.9, respectively.

Comparison with CATS and ITSP

Fig. 4.9(a) plots the execution time of the three protocols in 500 runs when |X| =
200, 2000, and 10000, respectively. For ITSP and CATS, we set the false positive tag

ratio, defined as pf = |S−X
⋂

T |
|X−T | , as 10−3. All the three protocols perform well when

|X| is small, due to the high efficiency of the bit vector in filtering out nontarget tags.

When |X|=200, the average execution time of E-STEP, ITSP, and CATS are 0.213s,

0.305s and 0.295s, respectively. Compared with CATS and ITSP, E-STEP reduces

searching time by 30% and 28%, respectively. When |X| is comparable to |T |, e.g.,
|X| = 2000, E-STEP performs much better than CATS and ITSP, using 47% and

46% less time, respectively.

Both ITSP and E-STEP perform much better than CATS when |X| is much larger
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Fig. 4.8: Execution time of STEP and E-STEP when η changes (|T |=2000): (a) Small
|X|; (b) large |X|.

than |T |. For example, when |X| = 10000, the average execution time of E-STEP,

ITSP, and CATS are 0.639s, 0.656s, and 1.273s, respectively. E-STEP and ITSP use

only about half of searching time of CATS. However, ITSP generates much more false

positive tags than E-STEP does when |X| is large. As shown in Fig. 4.9(b), there

could be up to 20 false positive tags in ITSP. In contrast, the number of false positive

tags of E-STEP is independent to |X| and always smaller than 2. In fact, in most runs

(1470 out of 1500) there are no false positive tags in E-STEP. Fig. 4.9(c) plots the

execution time of E-STEP and ITSP when pf is set at = 10−4 in ITSP, in which case

ITSP can achieve similar searching precision as E-STEP does. In this case, E-STEP

obviously outperforms ITSP and reduces execution time by more than 28%.
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4.5.3 Multiple Reader Scenario

Impact of Wanted Tag Number

Fig. 4.10 plots the execution time of different protocols when the wanted tag num-

ber increases. We have two observations. First, in all the considered protocols (except

Collection), the execution time increases when there are more wanted tags. CATS’s

execution time increases much faster than the other three protocols. It performs even
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Fig. 4.10: Execution time of different protocols when the number of wanted tags
changes: (a) Small |X|; (b) large |X|. 64 readers, |T |=50000, η=0.2.

better than STEP and ITSP when |X| ≤ 400, but performs even worse than Collec-

tion when |X| ≥ 10000. Compared with CATS, STEP and E-STEP reduce execution

time by up to 84% and 87%, respectively. Second, there is a cross point between

STEP’s and ITSP’s execution time: ITSP uses less time than STEP when |X| ≤ 400,

but uses more time than STEP when |X| is large. E-STEP always outperforms STEP

and ITSP. Compared with ITSP and STEP, E-STEP reduces execution time by 60%

and 52% in average, respectively.

Fig. 4.11 plots the number of false positive tags (Nδ) in E-STEP and ITSP 3

3STEP and CATS have the similar false positive tags as E-STEP and ITSP, respectively.
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when |X| increases from 2000 to 20000. In ITSP the false positive tags increase

proportionally to the wanted tags, while in E-STEP the number of false positive tags

is not affected by the wanted tags and is always small. Recall that E-STEP can

guarantee P{Nδ < Δ} ≥ preq. In our simulation setting, the theoretical expected

number of false positive tags in E-STEP is approximately Δ ∗ (1 − preq) ∗ M =

1 ∗ (1− 0.95) ∗ 64=3.2, which well coincides with the simulation results. In contrast,

Nδ increases from 10 to 60 in ITSP. Define the searching precision as the ratio of Nδ to

|X⋂
T |. E-STEP promotes the searching precision by nearly an order of magnitude

with only half searching time.
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Fig. 4.11: Number of false positive tags in E-STEP and ITSP when |X| increases
from 2000 to 20000. 64 readers, |T |=50000, η=0.2.

Impact of Target Tag Ratio

Fig. 4.12(a) plots the execution time of different protocols when η varies from

0.05 to 0.95. While the execution time of STEP, E-STEP, ITSP all increases when

η becomes large, the execution time of CATS is not affected by η. This is because
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Fig. 4.12: Execution time and Nδ in different protocols when η changes: (a) Execution
time; (b) false positive tag number. 64 readers, |T |=50000, |X|=10000.

in CATS the size of the Bloom filter is set according to |X|, which is independent to

η. In contrast, when η increases, there would be more target tags in each reader’s

region, in which case our protocols and ITSP need to run more rounds to meet the

precision requirement. However, STEP and E-STEP always outperform CATS and

ITSP. Compared with CATS and ITSP, E-STEP reduces execution time by up to

86% and 57%, respectively.

Fig. 4.12(b) plots the number of false positive tags in ITSP and E-STEP when η

increases. Along with the increase of η, the number of nontarget tags (i.e., X − T )

becomes smaller, and thus the number of false positive tags in ITSP decreases, as

validated by Fig. 4.12(b). In contrast, the false positive tags in E-STEP are not

affected by η and are always less than that in ITSP.
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Impact of Reader Number

We change the number of readers in the system by varying the size of the de-

ployment region to investigate how the system scale impacts different protocols’ per-

formance. We increase the number of readers (|M |) from 16 to 121 and keeps the

tag density and distance between adjacent readers unchanged. This means that |T |
increases from 12500 (when M=16) to 100000 (when M=121).

Fig. 4.13(a) and Fig. 4.13(b) plot the execution time and the number of false

positive tags in different protocols, respectively. Contrary to the intuition that the

execution time will increase when the system scales up, it is shown in Fig. 4.13(a)

that the execution times in both our protocols and ITSP decrease. The reason is as

follows. Because the number of target tags is fixed, the target tags in each reader’s

interrogation region become less when M increases. This is equivalent to decreasing

η, in which case nontarget tags will be filtered out more efficiently. In contrast, the

execution time of CATS is not affected by η and remains unchanged. Moreover, we

should point out that although the number of readers increases, the total rounds

to schedule all the readers to work does not change. Actually, in all the cases the

readers are scheduled in 4 rounds. In average, compared with CATS and ITSP,

E-STEP reduces execution time by 82 percent and 53 percent, respectively.

The numbers of false positive tags in E-STEP and ITSP when M increases are

plotted in Fig. 4.13(b). In both our protocol and ITSP, Nδ increases when M becomes

larger. However, our protocol achieves much higher searching precision than ITSP

does. The false positive tag number in the searching result of E-STEP is smaller than

5 even when there are more than 100 readers in the system, while the false positive

tag number of ITSP is larger than 50 in the same case.
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Fig. 4.13: Execution time and Nδ in different protocols when M increases: (a) Execu-
tion time, (b) false positive tag number. |T | increases from 12500 (M=16) to 100000
(M=121), |X|=10,000, η=0.2.

4.6 Discussions on Implementation Issues

The STEP protocol could be implemented on current EPC C1G2 EPCglobal [2008]

tags and readers after some slight modifications are made on them. First, the reader

needs to know the hash function that tags use to select transmission slots in order to

calculate the testing slots. To achieve this goal, we can let the readers and tags

use the same hash function to select transmission slots. Second, STEP requires

tags to transmit short responses rather than their IDs when receiving the searching

command. This can be accomplished by adding a new state in the tag-side software

implementation and triggering the short-response mode in this state. Third, the

reader needs to detect the status of each slot and send different acknowledgement

(ACK or NAK ) to tags accordingly. All these modifications are in the software level

and could be accomplished by adding some new states and corresponding transition
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conditions in the software implementation.

E-STEP uses the indicator vector technique that could be implemented on EPC

G1G2 compliant tags by using the method given in Chen et al. [2011]. To broadcast

an indicator vector, the reader first divides the vector into segments of 96 bits and

encapsulates each segment into a tag ID. The segments are broadcasted one after

another. A tag buffers the segment in which its corresponding bit resides in and acts

correspondingly. To further enhance the robustness of the indicator vector, cyclic-

redundancy check (CRC) code could be added into each segment to help tags check

whether the segment is correctly received.

4.7 Summary

Searching a particular set of tags in a multi-reader RFID system is very important

to many RFID applications but has not been thoroughly solved yet. In this chap-

ter, we propose two highly time-efficient tag searching protocols, STEP and E-STEP,

which are applicable to a broad application scenarios. Our protocols iteratively elim-

inate nontarget tags round by round to obtain the searching result, and minimize the

average time to eliminate nontarget tags in every round to achieve high time-efficiency.

Simulation results exhibit the superior performance of our protocols. Compared with

the best existing solutions, our best protocol reduces searching time by at most 76%.

Furthermore, our solution can guarantee that the number of false positive tags is

bounded by a constant threshold.

We observe that there is no solution that always outperforms other solutions in

all scenarios. In the future, we will investigate how to adaptively combine different

solutions according to differen scenarios to further reduce the searching time.
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Chapter 5

Efficient Tag Stocktaking in Highly
Dynamic RFID Systems

An RFID system can greatly improve the efficiency of tagged object inventory

setup and update. It is necessary to periodically take stock of tags and update the

inventory accordingly (i.e., deleting absent tags and adding new tags) in dynamic

scenarios such as warehouses and shopping malls. Fast tag stocktaking is critical

for the dynamic RFID system management. Previous work can take stock of tags

by either collecting IDs of all tags in the system, which is known to be inefficient,

or broadcasting a long indicator vector to save tag identification time, which is not

compatible with current commercial-off-the-shelf (COTS) tags. Although unknown

tag identification protocols can quickly find out the unknown tags in the system,

they will fail if any missing tags in the system as well. In this chapter, we propose

HARN, a protocol that can quickly take stock of tags in dynamic RFID systems but

use only one more hash in the standard EPC C1G2 protocol. HARN leverages a new

hash to generate a 16-bit field to replace the original 16-bit random number. Such

replacement enables the transmitted 16-bit string to contain more information to

identify present tags, which can save the tedious ID transmission from known tags to

101
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readers and greatly improve the inventory process. HARN is compatible with COTS

RFID tags and can be easily applied in a real RFID system. To further improve

the performance of HARN, we also devise an analog network coding (ANC) based

approach to extract useful information from the collided signal when multiple tags

transmit simultaneously. Simulation results demonstrate up to 3.8x (when ANC is

not used) and 18x (when ANC is used) boosts in stocktaking throughput compared

to the state-of-the-art solutions in dynamic RFID systems.

5.1 Overview

Warehouses or shopping malls have to periodically take stock of the products

and accordingly update the inventories stored in the databases (delete the absent

products and add the new products). The RFID technology enables the system to

quickly update the inventory by taking stock of all tags that are attached to prod-

ucts. Obviously, fast tag stocktaking is practically important to efficient warehouse

management.

A common approach for RFID system management is to take stock of tags by

collecting all tag IDs (i.e. tag identification). Tag identification refers to collecting

IDs of all the tags in the reader’s interrogation region, which is the most fundamental

issue in RFID systems. Existing protocols mainly focus on identifying tag IDs with

static methods [Kang et al., 2012, Namboodiri and Gao, 2010, Shahzad and Liu, 2013,

Zhang et al., 2010, Zhen et al., 2005], namely, they always directly collect all tag IDs

even when a large fraction of tags have been previously identified. These protocols

fall into two different categories: Tree-based protocols [Shahzad and Liu, 2013] and

ALOHA-based protocols [Namboodiri and Gao, 2010, Zhen et al., 2005]. Previous
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researches either focus on tuning parameters in ALOHA-based protocols to enhance

the time/energy efficiency, or designing smart tree traversal schemes to reduce time

wasted in visiting collision slots that could not be used to collect tag IDs.

However, tag identification protocols are highly inefficient solutions for tag s-

tocktaking, because they have to unnecessarily re-collect a large number (maybe,

unfortunately, the most) of tags that have already identified before. For example,

assume that there are 1000 tags in the reader’s interrogation region and only 200 of

them are unknown tags, i.e., tags that entered the system after the last identification

operation and have not been identified yet. Only these 200 unknown tags need to

be identified. The other 800 tags whose IDs have already been collected, referred to

as known tags hereinafter, need not to be identified again. Identification protocol-

s designed for static RFID systems cannot recognize which tags are unknown and

which are known, and thus have to identify all the 1000 tags from scratch, resulting

in low time efficiency and consequently low stocktaking throughput with respect to

unknown tags. It seems that the reader could quickly identify all the unknown tags

with unknown tag identification protocols. However, these protocols cannot tolerate

any missing tags in the system, which will cause the failure of finding unknown tags.

Furthermore, these protocols cannot identify missing tags, which is also important

when taking stock of tags. Hence, an efficient tag stocktaking protocol should quickly

identify both unknown tags and missing tags in the system.

An important issue has to be considered is that the designed protocol should

be compatible with current commercial-off-the-shelf (COTS) tags,e.g., EPC Class-1

Generation-2 tags. There are already a few solutions on (unknown) tag identifica-

tion in dynamic RFID systems [Liu et al., 2014a,b, 2012b, 2014c, Sheng et al., 2010].
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They are not compatible with current COTS tag standards. They commonly require

the reader to broadcast a long indicator vector [Chen et al., 2011] to tags to sup-

press responses from known tags. This will inevitably cause three problems. First,

the indicator vector technique is not supported by current COTS tags. Second, it

requires high computation ability at the tag side. Third, such indicator vector-based

approaches usually suffer from the hidden tag problem, i.e., a unknown tag is hidden

by some known tags and cannot be successfully recognized and identified.

In this chapter, we present the design and evaluation of a novel COTS-tag-

compatible stocktaking protocol HARN that achieves superior performance in dy-

namic RFID systems. In HARN, by making the most of a designed RN16 (i.e., a

bit-string used only to resolve contention between tags in the standard EPC C1G2

protocol), the reader could quickly distinguish unknown tags from known tags, which

can save the tedious ID transmission from known tags to readers and greatly improve

the stocktaking process. In summary, we make the following major contributions:

• We propose HARN, a novel tag stocktaking protocol with HAsh-based RN16

generation that exploits previously collected tag information to distinguish

known tags from unknown tags. HARN is compatible with the standard EPC

C1G2 protocol and can greatly boost identification throughput of unknown tags

in dynamic RFID systems.

• We develop an analog network coding (ANC) based approach to extract useful

information from the collided signal when multiple tags transmit simultaneous-

ly, and integrate it with HARN to further promote stocktaking throughput of

HARN.



105

• We conduct extensive simulations to evaluate the performance of HARN. Ex-

perimental results demonstrate up to 3.8x (when ANC is not used) and 18x

(when ANC is used) boosts in stocktaking throughput with respect to unknown

tags when compared with state-of-the-art solutions.

The rest of the chapter is organized as follows. Section 5.2 introduces background

knowledge of EPC C1G2 protocol. Section 5.3 presents the design and analysis of

HARN. The ANC based enhancement and its integration with HARN is described

in Section 5.4. Evaluation results based on simulation experiments are reported in

Section 5.5. Finally, Section 5.6 close this chapter with summary remarks.

5.2 Background

5.2.1 Revisiting EPC C1G2 Protocol

To achieve better time efficiency, we slightly modify the EPC C1G2 protocol and

make the most of RN16 for fast tag stocktaking. In the standard EPC protocol

(Fig. 5.1), the only purpose of RN16 is to contend for channel access. The RN16

field is blindly generated and it is independent of the tag’s ID. Even when the reader

knows IDs of known tags, it has no way to judge whether a received RN16 is from a

known tag or a unknown tag without collecting its ID. In HARN, we design a hash-

based approach to RN16 generation that bridges a tag’s ID and its RN16 field, which

helps distinguish whether a received RN16 is sent by a unknown tag or a known tag,

and then save the tedious ID transmission from known tags to readers and greatly

improve the inventory process.
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Fig. 5.1: Illustration of the standard EPC C1G2 identification protocol.

5.2.2 Extracting Useful Information From Collided Signals

In the standard EPC C1G2 protocol, only singleton slots can be used to collect

tag IDs, which limits its identification throughput. In the past several years, some

signal processing techniques are developed to extract useful information from collided

signals, e.g., analog network coding (ANC) [Gollakota and Katabi, 2008, Katti et al.,

2007, Zhang et al., 2010] and cross correlation-based approaches [Liu et al., 2012a].

Assume that the receiver receives a collided signal mixed by k signals from different

sources. If the receiver knows arbitrary k− 1 out of the k signals contributing to the

collided signal, it could decode the remaining signal by using ANC. In contrast, if the

reader knows that the received signal must be from a signal pool containing a set of

candidate signals, it could use cross correlation technique to detect which candidate

signals are contained in the collided signal, and which are not. We will leverage these

techniques to enhance the performance of our protocol.

5.2.3 Statement of The Problem

We consider a RFID system that consists of N known tags KT = {t1, t2, . . . , tN}
and M unknown tags FT = {u1, u2, . . . , uM}. The reader knows IDs of known tags

and has to collect IDs of unknown tags. Because the system is dynamic, KT might
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change frequently in different identification operations. It is also possible that some

known tags recorded in KT have already left the system after the last identification

operation. These tags are usually termed as missing tags [Li et al., 2013, Luo et al.,

2012, Zheng and Li, 2013a,a]. Different from previous unknown tag identification

protocols that do not allow missing tags [Liu et al., 2014b, 2012b, 2014c, Sheng et al.,

2010], our approach can tolerate the existence of missing tags. That is, our protocol

does not require all the tags recorded in KT are present in the system during the

identification operation.

The problem in the paper is how to quickly take stock of all tags in the system,

with IDs of known tags as a priori. Our aim is to design an efficient tag stocktaking

protocol that is compatible with tags following the EPC C1G2 specification, i.e.,

it relies on only mandatory abilities that must be implemented by current COTS

tags such as hashing and random number generating. Our protocol does not rely on

techniques that are not supported by current COTS tags, e.g., the indicator vector

technique that is the basis of many previous solutions [Liu et al., 2014b, 2012b, 2014c,

Sheng et al., 2010].

The worst and the best solutions An intuitive solution to this problem is to

identify all the tags in the system. We call this solution as the Baseline solution,

and it will have the worst performance because all known tags are unnecessarily re-

identified. In contrast, the ideal solution is to collect the IDs from only the unknown

tags (i.e. tags in FT ), and meanwhile figures out which tags recorded in the database

are missing. We call this solution as the Ideal solution.
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5.3 Design of HARN

In this section, we first present the detailed design of the HARN protocol, then

analyze its performance in identifying unknown tags, and finally discuss its ability to

handle the hidden tag problem.

5.3.1 A Hash-based Approach to Generating RN

In the original EPC C1G2 protocol, tags uses their RNs1 to contend for channel

access. A tag’s RN field is independent of its ID. Thus, the reader cannot differentiate

whether a received RN is from a known tag or from a unknown tag, even in the case

that it knows the IDs of known tags. If the received RN can be used to distinguish

unknown tags from known tags, the reader can identify only unknown tags and avoid

wasteful re-identification of known tags.

Our solution is to generate the RN field for a tag by hashing its ID to a value in

the range [0, 216 − 1]. Tag t’s RN is generated as RNt = H(IDt) mod 216, where

IDt is t’s tag ID and H is a uniform hash function known to both the reader and

the tag. With this method, the reader can predict what RN it will receive if a known

tag transmits. Furthermore, as the value of t’s slot counter is calculated according

to its RN filed [EPCglobal, 2008], the reader can predict in which slot a known tag

will backscatter its RN. Thus, when the reader receives a RN that is different from

corresponding known tag’s RN, it knows that the RN must be from a unknown tag

and can collect its ID immediately.

Besides the RN used to contend for channel access, we introduce a second RN

to help quickly suppress responses from known tags. For tag t, its second RN is

1For clarity in presentation, in the rest of the paper we use RN and RN16 interchangeably.
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Fig. 5.2: Illustration of the HARN protocol.

generated as RN ′
t = H(IDr

t ) mod 216, where IDr
t is the reverse of IDt. As to be

explained in Section 5.3.2, it should be assured that RN ′
t �= RNt to comply with

the standard protocol. If the two generated RNs are equal to each other, we let

RN ′
t = RNt + 1. The reader uses RN ′ to suppress responses from known tags.

5.3.2 Description of The HARN Protocol

HARN consists of multiple frames. The first frame is special: Besides identifying

unknown tags, it suppresses all the known tags to make them enter the acknowledged

state and, meanwhile, identifies missing tags if there are any. After all the known tags

are suppressed, the remaining unknown tags are identified in the following frames.

Before starting the first frame, the reader calculates the expected status of every

slot in the frame according to the IDs of known tags. Recall that the reader knows

which slot a known tag ti will select because it knows ti’s ID. It then predicts what

RNs it will receive from known tags in each slot. As shown in Fig. 5.2, the reader

acts as below in each slot:

• In an expected empty slot, i.e., no known tag will transmit in this slot, if the

reader successfully receives an RN, which must be from a unknown tag, it broad-

casts an ACK command containing the received RN. Otherwise, if the reader
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receives no signal or detects a collision, it broadcasts a QueryRep command to

move to the next slot.

• If at least one known tag should transmit in this slot, in which case the slot is

named as an expected non-empty slot, the reader sends a series of ACK com-

mands to suppress known tags mapped to this slot. Assume that k known tags

{t1, . . . , tk} select this slot. For each tag ti (1 ≤ i ≤ k), the reader broadcasts

an ACK command containing ti’s second random number (RN ′) to suppress

its participation in the current identification operation. Note that a tag will

transmit its ID to the reader when it receives an ACK command containing its

RN. That’s why we require RN �= RN ′ for tags, because otherwise the known

tags will send their IDs to the reader.

Upon receiving the commands from the reader, tags act as below accordingly:

• When tag t receives a Query/QueryRep command and its slot counter equals

zero in response to the received command, it backscatters its RN to the reader.

• If the tag receives an ACK command containing the same RN as its RN, it

transmits its tag ID along with the CRC to the reader and then enters the

acknowledged state.

• If the tag receives an ACK command containing a RN that is equal to its RN ′,

it enters the acknowledged state.

Compatibility Analyses In HARN, the tag may take three different actions in

response to the received commands. The first two actions are exactly the same as

in the standard EPC protocol. For the third case, the tag will keep in the ready
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Fig. 5.3: Identify unknown tags and detect missing tags in HARN.

state and participate in the following frames in the original EPC protocol. HARN

inherits this operation, but adds only an additional branch that makes the tag enter

acknowledged state when the received “suppression” RN matches its RN ′. This does

not change any other logic of the original protocol and complies with the standard

protocol.

Missing Tag Detection In expected non-empty slots, the reader also detects if

there are any missing tags. For each known tag ti selecting this slot, the reader

detects whether ti’ RN signal appears in the received signal by performing a cross

correlation [Liu et al., 2012a] between the received signal and ti’s RN signal, which

could be recorded when identifying ti or be locally generated by using ti’s RN value.

Existence of a peak value means that ti’s signal is in the received signal. Otherwise,

ti must be a missing tag and its ID should be removed from the known tag set KT .

Fig. 5.3 illustrates how HARN identifies unknown tags and detects missing tags

in the first frame.
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5.3.3 Minimizing Per Tag Identification Time

We now discuss how to set the frame length to minimize the average identification

time of unknown tags.

The First Frame

Besides identifying unknown tags, the main purpose of the first frame is to suppress

responses from all the known tags. Assume that the frame size is f . We use Ne to

denote the number of expected empty slots in the frame, and use Ns to denote the

number of slots in which unknown tags are successfully identified. The total duration

of the frame is

T = Tid ∗Ns + Te ∗ (Ne −Ns) +N ∗ Tack + (f −Ne) ∗ Tqrn, (5.1)

where Tid and Te indicate the duration of a single slot and an empty slot, Tack indicates

the time to send an ACK command containing a RN, and Tqrn represents the time

needed to send a Query plus a RN, respectively. The third term in equation (5.1)

indicates the time spent in suppressing known tags by sending ACK commands, and

the fourth term indicates the time spent in receiving RNs transmitted by tags.

As there are N known tags and M unknown tags, Ns and Ne can be calculated

as

Ne = f ∗ (1− 1

f
)N ≈ f ∗ e−N/f (5.2)

and

Ns = f ∗ M

f
(1− 1

f
)M+N−1 ≈ M ∗ e−(M+N)/f . (5.3)

Then the average time to identify a unknown tag is

Tf =
T

Ns
= Tid + Te ∗ (Ne

Ns
− 1) + Tack ∗ N

Ns
+ Tqrn ∗ f −Ne

Ns
. (5.4)
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Fig. 5.4: Optimal ρK in the first frame of HARN for different η.

We define the ratio of unknown tags to known tags as η = M/N , and define the load

factor with respect to known tags as ρK = N/f . Then we have

Tf = Tid + Te(
eηρK

ηρK
− 1) +

Tack

η
e(1+η)ρK + Tqrn

e(1+η)ρK − eηρK

ηρK
(5.5)

To minimize Tf , we let
∂Tf

∂ρK
= 0, and know that the minimum value of Tf is attained

when

Te
eηρK (ηρK − 1)

ηρK
+ Tack

e(1+η)ρK (1 + η)

η
(5.6)

+Tqrn
ρKe

(1+η)ρK + (η − 1)(e(1+η)ρK − eηρK )

ηρ2K
= 0.

Fig. 5.4 plots the optimal ρK to minimize Tf for different η according to the time

specification in the EPC C1G2 standard [EPCglobal, 2008]. It can be observed that

ρK decreases when η increases, which means that a longer frame should be used when

there are more unknown tags in the system.

Fig. 5.5 plots Tf in the first frame of HARN and compares it with the Baseline

and the Ideal solution. It can be observed that Tf decreases when η increases. When

η increases, a longer frame is used as shown in Fig. 5.4, and more unknown tags
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Fig. 5.5: Average time to identify unknown tags in the first frame of HARN.

could be identified in the first frame. This means that the overhead in suppressing

known tags are amortized by more unknown tags, and thus the per unknown tag

identification time is reduced. Compared with the Baseline solution, HARN reduces

per tag identification time by up to 69 percent. We should point out only a small

fraction of unknown tags (e−(1+η)ρK ) are identified in the first frame, and the other

unknown tags are identified without interference from known tags in the following

frames. Thus the per tag identification time averaged over all the unknown tags is

low.

Other Frames

Different from previous schemes that try to maximize the ratio of singleton slots

in the frame, we try to minimize the average time to identify a tag because different

slots have different duration time. We use Tc to denote the duration of a collision
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slot. Let Ne, Ns, and Nc be the number of empty, singleton, and collision slots in

the frame, respectively, and let Ma be the number of remaining active unknown tags.

Then the total duration of the frame is

T = Ne ∗ Te +Ns ∗ Tid +Nc ∗ Tc, (5.7)

where

Ne ≈ f ∗ e−Ma/f , Ns ≈ Ma ∗ e−Ma/f , Nc = f −Ne −Ns. (5.8)

Let ρ = Ma/f . The average time to identify unknown a tag is

T

Ns

= Tid + Te ∗ 1

ρ
+ Tc ∗ eρ − ρ− 1

ρ
, (5.9)

whose minimum values is attained when

eρ(ρ− 1) + 1− Te

Tc

= 0. (5.10)

According to the EPC C1G2 specification, Te/Tc = 0.184/0.44 = 0.4182. Thus the

optimal ρ is 0.7155, in which case the average time to identify a unknown tag is

approximately 2.86 ms. That is, in the Ideal solution, the average time to identify a

unknown tag is 2.86 ms.

5.3.4 Identification Probability of Unknown Tags

It is possible that some unknown tags might be incorrectly suppressed in the first

frame and thus cannot be identified successfully. We call such tags as hidden tags

as they seem to be “hidden” by the protocol. The hidden tag problem is a common

problem that torments all previous protocols targeting unknown tag identification

[Liu et al., 2014a,b,c, Sheng et al., 2010]. We now calculate the probability that a

unknown tag can be successfully identified in HARN.
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In HARN, unknown tags can be hidden in only the first frame. A unknown tag

t is incorrectly suppressed when it meets two conditions: 1) It selects an expected

non-empty slot in the frame, and 2) Among the known tags selecting the same slot of

t, at least one known tag’s RN ′ equals t’s RN ′. We use Ph to denote the probability

that t is incorrectly suppressed, and use Ph|k to denote the conditional probability

that t is suppressed when there are exactly k known tags selecting the same slot of t.

The we have

Ph =
N∑
k=1

Pk ∗ Ph|k, (5.11)

where PK denotes the probability that exactly k known tags select the same slot as

t, which can be calculated as

Pk =

(
N

k

)
(
1

f
)k(1− 1

f
)N−k. (5.12)

To calculate Ph|k, we consider the expected number of distinct RN ′s when k known

tags choose their RN ′s independently in the range [0, 216−1], which is denoted as Ek.

Actually, Ek equals the expected number of non-empty slots in a frame containing

Q = 216 slots when k tags choose their slots independently. It is easy to calculate Ek

as

Ek = Q(1− (1− 1

Q
)k) ≈ Q ∗ (1− e−k/Q). (5.13)

In practice, k is far less than Q, in which case Ek ≈ k. Thus,

Ph|k =
Ek

Q
≈ k

Q
. (5.14)
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Fig. 5.6: Probability of hiding unknown tags in HARN for different η.

Substituting equation (5.12) and equation (5.14) into equation (5.11), we get

Ph =

N∑
k=1

Pk ∗ Ph|k

=
N∑
k=1

N !

k!(N − k)!
(
1

f
)k(1− 1

f
)N−k k

Q

=
N

Q ∗ f
N∑
k=1

(N − 1)!

(k − 1)!(N − k)!
(
1

f
)k−1(1− 1

f
)N−k

≤ N

Q ∗ f = ρK ∗ 1

Q
. (5.15)

As ρK is determined by η, Ph is also determined by η. Fig. 5.6 plots the probability

that unknown tags are hidden in HARN for different η. It shows that Ph decreases

when η increases, and it is always smaller than 10−5. This means that HARN can well

handle the hidden tag problem in real RFID system, even when there are thousands

of unknown tags in the reader’s interrogation region.

5.4 HARN Enhancement

In the first frame of HARN, unknown tags could be identified in only expected

empty slots. In this section, we propose an approach to identifying unknown tags in
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expected non-empty slots based on analog network coding, which further improves

the identification throughput of unknown tags.

5.4.1 Extracting RN in Expected Non-empty Slots

Non-empty slots are not used to identify unknown tags in the first frame of HARN,

which limits its performance. Consider a slot in which a known tag t1 and a unknown

tag u1 backscatter their RNs simultaneously. The reader will receive a collided signal.

However, as the reader knows the signal of t1’s RN2, it can extract u1’s RN by

subtracting t1’s RN signal from the received collided signal, which could be done by

using analog network coding [Katti et al., 2007, Zhang et al., 2010].

We briefly introduce how to separate the unknown tag’s RN field from the collided

signal. More details can be found in [Katti et al., 2007, Zhang et al., 2010]. The signal

of t1’s RN value can be represented as

sk[n] = Ak[n]e
iθ[n], (5.16)

where Ak is the amplitude of the RN signal and θk[n] is the phase of the n-th sample

of the signal. Similarly, the transmitted signal of u1’s RN can be represented as

su[n] = Au[n]e
iφ[n], (5.17)

where Au and φ[n] is the amplitude and the phase of the n-th sample of u1’s RN

signal, respectively.

Due to channel response and phase shift, the received signal of the RNs of t1 and

u1 would be distorted. The received signal can be represented as

yk[n] = hkAke
i(θ[n]+γk), yu[n] = huAue

i(φ[n]+γu), (5.18)

2This signal can be recorded in a server when identifying t1, or can be locally regenerated by the
reader because it knows the value of t1’ RN.
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where hk(hu) is the channel response between t1(u1) and the reader, and γk(γu) is the

phase shift that depends on the distance between the reader and t1(u1).

When t1 and u1 transmit their RNs simultaneously, the received signal is the

mixture of the two signals

y[n] = yk[n] + yu[n]. (5.19)

Because yk is known, the reader can subtract yk from the received signal y to obtain

yu. It can then decode yu to obtain the RN transmitted by the unknown tag. After

the reader obtains the unknown tag’s RN, it broadcasts an ACK command containing

the decoded RN to collect the unknown tag’s ID. The unknown tag’s RN could also be

successfully extracted when more than one known tags transmit their RNs, providing

that the reader knows RN signals of these known tags and the signal to noise ratio

(SNR) of the mixed signal is high enough [Katti et al., 2007, Zhang et al., 2010].

However, as the reader has no way to know whether there are unknown tags

backscattering their RNs, it just blindly separates a RN value and assumes that it is

transmitted by a unknown tag. This may result in some useless RNs. For example,

when more than two unknown tags transmit their RNs in the same slot, the extracted

RN would be incorrect and cannot be used to collect unknown tag’s ID. Another case

is that some known tags are missing and the extracted RN is incorrect even when there

is only one unknown tag transmitting. However, this will not break the correctness

of our protocol, as to be discussed in Section 5.7.

5.4.2 Protocol Description

We name the enhanced HARN protocol as HARN-ANC. In HARN-ANC, tags

act as same as in HARN, while the reader broadcasts an additional ACK command
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Fig. 5.7: Illustration of HARN-ANC.

containing the extracted RN at the end of each expected non-empty slot, after sup-

pressing all the known tags in this slot. For example, as shown in Fig. 5.7, after the

reader receives the signal mixed by RN1 and RN2, it first separates RN2 from the

mixed signal, then suppresses responses from the known tag t1 by broadcasting an

ACK command containing RN1. However, different from in the HARN protocol, in

HARN-ANC the reader broadcasts another ACK command containing the separated

RN2, expecting to identify a unknown tag in this slot. In this example, the reader

correctly separates RN2 and successfully identifies u1.

In order to separate RN2 from the mixed signal, the reader needs to know the

signal of RN2. To do this, the reader records the corresponding RN when it success-

fully receives a tag ID in the slot. In the example given in Fig. 5.7, if the reader

successfully receives u1’s ID, it will record the separated signal into a database and

mark it as u1’s RN signal. In contrast, if the reader does not receive any valid ID in

the slot, which means that the extracted RN is useless, it ignores the responses and

will not record the extracted RN signal into the database. With this method, the

reader can correctly record the received RN signals for known tags.

The useless RN does not affect the correctness of the protocol. First, if u1 re-

ceives a RN different from its own RN value, it will simply ignore this command and
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join the next frame for identification. Second, if there are more than one unknown

tags transmitting their RNs in this slot simultaneously, the extracted RN would be

different from the RNs of the two unknown tags’ RNs3, and they all will ignore the

following ACK command. Thus the correctness of this protocol holds even when a

useless RN is extracted.

5.4.3 Optimal Frame Size Setting

We now discuss how to set the size of the first frame in HARN-ANC to minimize

the average time to identify unknown tags. The second and the following frames in

HARN-ANC use the same frame size setting as in HARN. In the following analyses, we

assume that the RN signal transmitted by a unknown tag could be always successfully

separated from the mixed signal. The impact of failing in separating the signal on

the performance of HARN-ANC is evaluated by simulation in Section 5.5.

Let N f
s be the number of singleton slots with respect to unknown tags in the

frame, and let rfs = N f
s /f be the ratio of such singleton slots in the frame. By using

the notations defined in Section 5.3.3, the total time of the frame can be calculated

as

T = Tid ∗Nf
s +N ∗ Tack +Ne ∗ (1− rfs ) ∗ Te + (f −Ne) ∗ (1− rfs ) ∗ Tack, (5.20)

where the last term indicates the time wasted in broadcasting useless RNs in expected

non-empty slots. rfs and N f
s can be calculated as

rfs =
M

f
(1− 1

f
)M−1 ≈ M

f
e−M/f ,

N f
s = f ∗ rfs ≈ M ∗ e−M/f .

3The extreme scenario is that all the unknown tags selecting the same slot have the same RN, in
which case they all transmit their IDs and a collision would be detected. However, the probability
of this case is smaller than 1

f∗216 where f is the frame size, which could be ignored in practice.
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Fig. 5.8: Optimal ρK for the first frame in HARN-ANC for different η.

The average time to identify a unknown tag is

Tf = Tid + Tack
eηρK

η
+ Te ∗ e(η−1)ρK (1− ηρKe−ηρK )

ηρK

+Tack ∗ (eηρK − e(η−1)ρK )(1− ηρKe
−ηρK )

ηρK
. (5.21)

To minimize Tf , we let
∂Tf

∂ρK
= 0, and finds that the minimum value of Tf is attained

when

Tack ∗ eηρn(1− 1

η2
) +

Te

ηρ2n
[e(η−1)ρn((η − 1)ρn − 1)

+ηρ2ne
−ρn ] +

Tack

ηρ2n
[ρn(ηe

ηρn − (η − 1)e(η−1)ρn)

−(eηρn − e(η−1)ρn)− ηρ2ne
−ρn ] = 0. (5.22)

Fig. 5.8 plots the optimal ρK for the first frame in HARN-ANC for different η. It

shows that ρK first increases when η increases and reaches the largest value when η

is about 1, then it decreases again. ρK is always smaller than 2, guaranteeing that

the probability that unknown tags are hidden is smaller than 10−5 in most cases.

Accordingly, Fig. 5.9 plots the average time used to identify a unknown tag in the

first frame of HARN-ANC for different η. We can see that by exploiting expected
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Fig. 5.9: Average identification time in the first frame for different η.

non-empty slots to identify unknown tags, HARN-ANC effectively reduces per tag

identification time in most cases. However, when η is about 1, there is a sudden

increase in per tag identification time. The reason is that in such cases, only very

few unknown tags can be identified in the first frame as ρK is larger than 1, and

thus each identified unknown tag needs to share more overhead in suppressing the

known tags. However, the per tag identification time in HARN-ANC, when averaged

over all the unknown tags, is still significantly lower than that in HARN, as to be

shown in Section 5.5. As for the first frame, HARN-ANC significantly outperforms

HARN in most cases. Compared with Baseline and HARN, HARN-ANC reduces

per tag identification time by up to 87% and 58%, respectively. Furthermore, when

η is larger than 1, the performance of HARN-ANC is nearly the same as the Ideal

solution, showing its superior performance in identifying unknown tags.
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5.5 Performance Evaluation

We evaluated the performance of HARN and HARN-ANC by using a simulator

developed with Matlab. We compare the performance of our protocols with Baseline

and Ideal, as well as the IFUTI protocol [Liu et al., 2014b] that represents state-of-

the-art solutions based on indicator vector. The execution time of different protocols

are calculated according to the EPC C1G2 UHF tag specification [EPCglobal, 2008]

when the data rate between the reader and tags is set at 62.5 Kbps.

5.5.1 HARN-ANC with Different RN Extraction Ability

In the analyses of HARN-ANC in Section 5.4.3, we assume that the unknown tag’s

RN could be always successfully extracted, no matter how many known tags transmit

their RNs in the same slot. In practice, the RN might not be successfully extracted

when there are too many known tags transmitting simultaneously. Fig. 5.10 plots the

performance of HARN-ANC with different ability in extracting the unknown tag’s,
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where HARN-ANC(k) means that the unknown tag’s RN can be extracted when at

most k known tags transmit in the same slot. It shows that HARN-ANC(2) performs

nearly the same as HARN-ANC, due to the fact that with our frame size setting most

collisions are caused by only two known tags. According to the results reported in

[Zhang et al., 2010] and [Katti et al., 2007], the RN could be separated even when

there are 3 or 4 signals transmitting simultaneously. Thus in practice HARN-ANC

could achieve the performance given by the analyses in Section 5.4.3.

5.5.2 Impact of The Ratio of Unknown Tags

We now investigate how the ratio of unknown tags to known tags, namely η, affects

the performance of HARN and HARN-ANC. Note that the analyses in Section 5.3.3

and Section 5.4.3 only show the per tag identification time in the first frame of

HARN and HARN-ANC, respectively. Only a small fraction of unknown tags are

identified in the first frame; the rest unknown tags are actually identified with the

same performance as in the Ideal solution because all the known tags have been

suppressed in the first frame.

Fig. 5.11 plots the per tag identification time averaged over all the unknown tags

in different protocols. The advantages of HARN and HARN-ANC are significant

when η is small. Compared with Baseline, HARN and HARN-ANC reduces per tag

identification time by at most 79 percent and at most 90 percent, respectively. They

respectively reflect about 3.8x and 11x increases in identification throughput. HARN-

ANC outperforms HARN due to its ability to identify unknown tags in expected

non-empty slots of the first frame. Furthermore, HARN-ANC performs nearly the

same as the Ideal solution when η ≥ 0.7, showing its superior performance in highly

dynamic RFID systems.
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Fig. 5.11: Average identification time for different η.

5.5.3 Comparison with State-of-the-art Solutions

We also compare HARN and HARN-ANC with IFUTI [Liu et al., 2014b], the

state-of-the-art unknown tag identification protocol for dynamic RFID systems that

builds on top of the indicator vector technique. IFUTI is a probabilistic approach

to identifying unknown tags that leverages a filter vector broadcasted by the reader

to suppress responses from known tags. Fig. 5.12(a) plots per tag identification

time in different protocols when η is small, with the identification probability of

IFUTI setting at 0.99. HARN performs only slightly better than IFUTI when η is

small, but significantly outperforms IFUTI when η is large. Compared with IFUTI,

HARN reduces per tag identification time by at least 8% and at most 41%, which

are equivalent to approximately 9% and 70% increases in identification throughput,

respectively. HARN-ANC outperforms IFUTI significantly in all cases. Compared

with IFUTI, HARN-ANC improves identification throughput by up to 3.1x and 1.7x
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Fig. 5.12: Comparison with IFUTI [Liu et al., 2014b].

in average. Furthermore, we can observe that while HARN-ANC performs nearly

the same as the Ideal solution, IFUTI still results in significantly larger per tag

identification time than the Ideal solution even when η is large.

5.6 Summary

This chapter presents the HARN protocol that can boost identification throughput

in dynamic RFID systems. HARN requires only very slight modification of the stan-

dard protocol, making it easy to be implemented with COTS tags. We also exploit

the analog network coding technique to further improve the performance of HARN.

Simulation results demonstrate up to 3.8x increase in identification throughput when

compared with the standard protocol. When the ANC is integrated into HARN, the

throughput increase can be up to 11x. Compared with the state-of-the-art solutions

for unknown tag identification, HARN increases identification throughput by factors

between 9% and 70%, while HARN-ANC improves identification throughput by up
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to 3.1x and 1.7x in average, respectively. In the future, we plan to evaluate the per-

formance of HARN and HARN-ANC by conducting testbed experiments with COTS

tags.



Chapter 6

Conclusion and Future Work

6.1 Conclusions

In the thesis, we have proposed a series of efficient tag scanning protocols for three

important applications in large-scale RFID systems, namely unknown tag identifica-

tion in Chapter 3, tag searching in Chapter 4 and tag stocktaking in Chapter 5. We

try to avoid the unnecessarily ID transmission, to obtain the require information, dur-

ing the scanning operation. Obviously, the shorter signal length to be transmitted,

the more efficiency it promises to large RFID systems.

We first study how to fast and complete unknown tag identification for large RFID

systems. The proposed protocol recognizes known tags without ID transmission and

deactivates them to prohibit their further replies. By employing two novel techniques

slot pairing and multiple reselections to resolve the known tag collision, the enhanced

protocols greatly shorten the time to deactivate the known tags and then quickly

identify unknown tags.

We then propose two highly time-efficient tag searching protocols, STEP and

E-STEP. STEP employs the novel technique testing slot to iteratively eliminate non-

target tags round by round to obtain the searching result. Analysis shows that the

129
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efficiency of STEP degrades when the ratio of the nontarget tags to the non-wanted

tags in the readers region decreases. To further reduce the searching time, E-STEP

uses a novel approach to dynamically adjust the ratio of the two types of tags. Fur-

thermore, our solution can guarantee that the number of false positive tags is bounded

by a constant threshold.

At last we present the HARN protocol that can boost tag stocktaking throughput

in dynamic RFID systems. HARN requires only very slight modification of the stan-

dard protocol, making it easy to be implemented with COTS tags. We also exploit

the analog network coding technique to further improve the performance of HARN.

6.2 Future Work

Future work lies in the following two directions. First, with the widespread of

active tags, the time efficiency is not the only concern for the research of RFID system.

Since the active tags are battery-powered, it is necessary to pay more attention to the

energy efficient protocols of tag scanning. Second, currently evaluating research on

large-scale RFID systems depends primarily on simulation, whose results are usually

blamed for not convincing enough. We plan to evaluate and refine the proposed

protocols in real RFID systems with COTS tags.
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