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ABSTRACT

Accurate tourism demand forecast is the foundation of all tourism-related businesses. As
a particular type of decision support system, forecasting support systems (FSS) have been
widely applied in tourism demand forecasting in recent years. One of the typical
characteristics of existing tourism demand forecasting support systems (TDFSS) is the
combination of statistical and judgmental forecasting techniques. A review of recent
studies in this area shows that most studies on the development of TDFSS focus on the
improvement of statistical forecasting methods. The effectiveness of human participation
in the forecasting process is largely neglected, especially the influence of forecasters’
cognitive bias on forecast accuracy during the judgmental forecasting process when using
TDFSS.

Focusing on three typical cognitive biases (desire bias, anchoring bias, and
overconfidence bias) in the literature of judgmental forecasting, this study represents the
first attempt to identify the influence of these three cognitive biases on the judgmental
forecasting of tourism demand and how they affect forecast accuracy. The second purpose
of this study is to propose a systematic debiasing model that is able to effectively reduce
the forecast error associated with the identified cognitive biases and can be easily
implemented in the design of TDFSS. The proposed debiasing model comprises two parts:
cognitive bias detection and debiasing. In the first part, potential cognitive biases involved
in forecasters’ judgmental forecasts can be detected with a series of post-hoc tests. Based
on the typical design features of FSS, both informative guidance and suggestive guidance

are used as the debiasing strategies in the second part of the model.

To test its effectiveness and related hypotheses, the proposed debiasing model has been
implemented in the design of the Hong Kong tourism demand forecasting support system
(HKTDFS). A two-stage laboratory experiment using HKTDFS and the empirical data of
international tourist arrivals to Hong Kong from 10 destination-origin (D-O) pair markets
was conducted. The experiment proceeded in three sessions and 75 qualified forecasters
agreed to participate. Ultimately, 68 participants provided qualified data for further

analysis.



The results show that 14 of 21 hypotheses are supported, one is partially supported, and
the remaining six are rejected. Generally, the three cognitive biases examined are common
in judgmental forecasting of tourism demand and contribute significantly to forecast error.
Both performance feedback (PF) and system-suggested forecasts are effective in
eliminating the influence of cognitive bias on forecast accuracy. In the design of TDFSS,
these two debiasing strategies should be used in dealing with different cognitive biases.
To be specific, PF should be provided to forecasters when desired outcome-related
cognitive biases are detected; system-suggested forecasts should be recommended to
replace forecasters’ judgmental forecasts when forecasters anchor their judgmental
forecast on the statistical forecast or the latest observation of the forecasting series. In
extreme cases, when system-suggested forecasts are not available, keeping statistical
forecasts unchanged is the backup strategy when forecasters anchor their judgmental
forecasts on statistical forecast; Nawe | forecast is the backup strategy when forecasters
anchor on the latest observation of the forecasting series. These results provide evidence

to further revise the debiasing model in order to improve the design of TDFSS.

Keywords: forecasting support system, tourism demand, judgmental forecasting,

cognitive bias, desire bias, anchoring bias, overconfidence, debiasing, decision guidance
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1 INTRODUCTION

1.1 Background of the study

Tourism demand forecasting is a major research topic in academia and the tourism
industry. From a microeconomic perspective, accurate tourism demand forecasts can help
tourism businesses effectively establish investment and marketing strategies. For example,
forecasts of tourist arrivals are important for hoteliers, tour operators, and airline
companies because of the perishability of tourism products or services such as unused
hotel rooms and unfilled airline seats, which cannot be stockpiled for future use (Archer,
1987). From a macroeconomic perspective, tourism demand forecasting is essential for
the government and the tourism industry in formulating tourism development policies at
the regional, national, or even global level. For example, accurate tourism demand
forecasts can help local or national government to achieve its full tourism potential, as
well as maximize the potential contribution of tourism to employment, small business
development, income, and foreign exchange earnings (Burger, Dohnal, Kathrada, & Law,
2001). As stated by Song, Witt, and Zhang (2008), accurate tourism demand forecasts are

crucial for all practitioners in the tourism industry.

Studies on tourism demand forecasting in recent decades have mainly focused on the
development of quantitative forecasting techniques and their application in practice
(Petropoulos, Patelis, Metaxiotis, Nikolopoulos, & Assimakopoulos, 2003). Numerous
time series and econometric modeling and forecasting methods have been developed,

improved, and tested in the past few decades. A comprehensive literature review

1



conducted by Li, Song, and Witt, (2005) presented about 420 studies on this topic
published between 1960 and 2002. One of the most recent review studies in tourism
demand forecasting was conducted by Song and Li (2008). They reviewed 121 studies on
tourism demand analysis and forecasting techniques published between 2000 and 2006.
All of the reviewed studies focused on methodological developments, forecast
competition, combination, and integration. According to their study, 38 methods covering
time series models, causal econometric models, and other quantitative forecasting models

were applied in tourism demand forecasting.

However, researchers face two problems in tourism demand forecasting: first, selecting
the optimal model among various statistical forecasting methods or combining several of
these methods is a complex task because tourism demand is sensitive to various special
events; and high uncertainty is usually involved in tourism demand forecasting. Second,
tourism demand is highly sensitive to a group of influencing factors, especially to certain
special events (such as financial crises, the World Cup, the Olympic Games, etc.). Some
foreseeable special events contribute to the irregular component of forecasts and cannot
be captured by statistical forecasting methods; nevertheless, they can be captured by
forecasters, who are able to use their knowledge and expertise in the domain (Fildes,
Goodwin, & Lawrence, 2006). To overcome the limitations of statistical forecasting
techniques, researchers have also integrated statistical forecasting techniques with
judgmental forecasting techniques (Mules & McDonald, 1994; Tideswell, Mules, &
Faulkner, 2001). Statistical and judgmental forecasting methods are usually integrated by

adjusting statistical forecasts based on forecasters’ domain knowledge, which has been



proved to effectively improve the accuracy of tourism demand forecast (Baggio &
Corigliano, 2008; Tideswell et al., 2001). With the help of advanced information
technologies, a new research area in the integration of statistical and judgmental
forecasting techniques, the forecasting support system (FSS), has been developed. This
research area has expanded rapidly in recent decades and is expected to satisfy the two
spheres of tourism demand forecasting. As a particular type of decision support system
(DSS), FSS involves the statistical forecasting model and the procedures for forecasters’
judgmental forecasting (Fildes et al., 2006). The adoption of FSS in forecasting tasks aims
to provide forecasters or managers with effective solutions based on accurate forecasts
(Keen & Morton, 1978). Drawing on Armstrong’s (2001) definition, FSS is a set of
procedures (typically computer-based) that allow forecasters to easily access, organize,
and analyze a range of information. It also enables forecasters to incorporate judgmental
adjustment, so that statistical and judgmental forecasting techniques are expected to be
integrated more effectively in FSS. As mentioned by Croce and Wdber (2011), FSS is
particularly meaningful (i) to facilitate access to data that is relevant to the forecast, (ii) to
provide quantitative techniques for forecasting, (iii) to allow the storing of both statistical
and judgmental forecasts, (iv) to provide feedback on forecast accuracy, and (v) to store

information about user behavior in using FSS.

From the perspective of application, FSS can be classified as general system and specific
system (Nikolopoulos & Assimakopoulos, 2003). The former is focused on general
market demand forecasting, which mainly relies on general market research information,

such as macroeconomic statistics; the latter is designed for specific organizations’



forecasting needs. Forecasting using specific FSS mainly relies on organizations’ internal
market information (e.g., internal information for executive boards and customer behavior)
and specific external market information (e.g., markets and environment, competition in
the industry). Therefore, the design features of FSS and the processes of using FSS differ
between these two types of FSS. General FSS can be further categorized according to the
utilization area. For example, some general FSS are designed without any industrial
features; these FSS can be used to forecast market demand in different industries. In
contrast, some FSS are designed with specific industrial features; these FSS can be used
to forecast market demand in certain industries. The current study focuses on general
system development in the area of tourism demand forecasting, so the term “industrial
FSS” is used in this study to reflect industrial-based general FSS in order to avoid

confusion with general systems used without an industrial base.

1.2 Features of typical FSS

In order to identify the features of recently developed industrial FSS in the field of tourism
demand, five of the most up-to-date and widely adopted systems are reviewed in this
section. The first two systems reviewed are general systems that can be used in tourism
demand forecasting: Vokurka, Flores, and Pearce’s (1996) Rule-Based Expert Forecasting
System (RBEFS), and Nikolopoulos and Assimakopoulos’ (2003) Theta Intelligent
Forecasting Information System (TIFIS). The other three systems are industrial FSS
specifically designed for tourism demand forecasting: the web-based Statistical and
Forecasting Tourism Information System (SFTIS), the Tourism Management Information

System (TourMIS), and the Hong Kong Tourism Demand Forecasting System (HKTDFS).



Following Collopy and Armstrong (1992) and Pearce’s (1995) studies, RBEFS contains a
set of automatic functions for statistical modeling and forecasting, including detection and
adjustment of outliers and irrelevant historical data; detection of the functional form and
various statistical characteristics of the target variable; model selection and parameter
estimation. Each function can be automatically processed by the system with pre-defined
rules; then the results are further analyzed and adjusted by forecasters if necessary. If this
Is case, the component of statistical forecasting in RBEFS is entirely automated based on
the characteristics of historical data (Figure 1-1). Empirical studies on the accuracy of data
feature detection have observed differences between RBEFS and human judgment.
Further examination of forecast accuracy was carried out in an experiment using 126
annual time series from the M1-competition datal. The median absolute percentage error
(MdAPE) of the experiment revealed that the forecasts automatically produced by RBEFS
cannot outperform the forecasts produced by the user adjustment process (Vokurka et al.,

1996).

1 The M1-competition compared forecasts from a table of techniques for 1001 real life time series of
economic and financial indicators (micro, macro and demographic), including 181 at the annual frequency,
203 at the quarterly frequency, and 617 at the monthly frequency.
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Figure 1-1 The system architecture of RBEFS

The core parts of TIFIS have been further packaged into four “EXPERTS” (Figure 1-2).
PROCESS EXPERT is designed to maintain the problem solving scheme and controls
other components; “DATA EXPERT” and “THETA EXPERT” are components related
to statistical forecasting, covering database management and statistical forecasting,
respectively. “JUDGMENT EXPERT” is designed to provide judgmental adjustment (Lee

& Yum, 1998). Compared with traditional FSS, the advantage of TIFIS is its adoption of



the Theta method in statistical forecasting, which performs best in M3-competition?
(Makridakis & Hibon, 2000). Furthermore, the statistical forecasting process in TIFIS is
totally automated; judgmental forecasting is also supported by ARBA, a semi-automated
function to automatically identify outliers, level shifts, changes in basic trends, and
unusual latest observations (Adya, Collopy, Armstrong, & Kennedy, 2001). According to
the result of an experiment using 3,003 series from the M3-competition data, TIFIS
performs well in forecasting monthly and microeconomic data (Nikolopoulos &
Assimakopoulos, 2003); and performs comparably to simple exponential smoothing (ES)

with drift in annual time series forecasting (Hyndman & Billah, 2003).

2 M3-competition analyzes 24 forecasting methods based on 3003 real life time series.
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Figure 1-2 The system architecture of TIFIS

SFTIS adopts a five-tier architecture, which contains a Graphical User Interface (GUI)
tier, an application tier, service tier, business tier, and database server (Figure 1-3(a)). Four
general features of FSS have been further divided into specific application components.
These components are deployed in different tiers of the system, while seven core
components of the system are deployed in the application tier (Figure 1-3(b)). The
database manager is the connection between a database and specific applications
requested by the application manager. The statistical manager and modules are in charge

of historical data analysis and statistical modeling; then statistical forecasts are generated
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by the modeling results and historical data in the forecasting manager and modules. As
highlighted by Petropoulos et al. (2003), a two-stage econometric modeling and
forecasting method has been developed and applied to these four components, which is
one of the two characteristics that most distinguish it from traditional FSS. The other is
the design of import manager and module. These two components enable the system to
communicate with external data sources and keep the internal database updated
automatically. An empirical test using Greek inbound tourism data between 1980 and
1999 showed that the system forecast has better forecast accuracy than the four benchmark
methods, including Nawe 1 and 2, ES, and Autoregressive Integrated Moving Average

(ARIMA).
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Figure 1-3 The system architecture of SFTIS
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TourMIS is an industrial FSS designed for Austrian tourism demand forecasting. The first
version of this system was designed in early 1986 (Mazanec, 1986). After several rounds
of updates, the latest version was released in 2011 (Croce & Wdber, 2011). In TourMIS,
four main components are strictly designed to implement the four features of FSS: (i) a
database, supported by a SQL database management system (DBMS); (ii) two statistical
forecasting models (Nawe 2 and Winters’ ES); (iii) components for both pure judgmental
forecasting and judgmental adjustment of statistical forecasts; and (iv) components for
comparing forecasts with real outcomes (Table 1-4). Besides the four main components,
some notable components are also designed to supplement forecasters’ forecasting process.
First of all, the characteristics of data used for forecasting are first clarified in the summary
reports in order to help forecasters better understand the historical data. Second, Delphi
survey technologies have been applied to judgmental forecasting with the aim of reducing
individual forecasting errors. Third, comparing results between forecasts and real
outcomes for each individual forecaster is further quantified as the accuracy of their
adjustments, which are used as weights in forecast aggregation to generate the final
forecasts. According to Wcber (2003), TourMIS is widely used by domestic and foreign
governments, tourism research organizations, accommodation suppliers, tour operators,
travel agencies, restaurants, private persons, and other tourism industry stakeholders.
Unfortunately, the system performance of TourMIS has received only limited research

interest.
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Figure 1-4 The architecture of TourMIS

Another notable FSS in tourism demand forecasting is HKTDFS, which was first released
in 2008 and has been updated several times (www.tourismforecasting.net). This system is
designed with the purpose of forecasting Hong Kong tourism demand, indicated by tourist
arrivals, tourist expenditures, and demand for hotel rooms. The potential users of
HKTDFS include government offices responsible for tourism policymaking, business
executives in tourism-related sectors, planning and marketing agencies, consultancy firms
focused on tourism, and various tourism-specific research/education organizations (Song
et al., 2008). As the latest system in tourism demand forecasting, many advanced
information technologies and forecasting methods are applied in HKTDFS. First of all, it
is a web-based FSS with all functional components deployed in three tiers: client tier,

application tier, and data tier (Figure 1-5). Since all functional components are developed
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in the application tier, users from the client tier will not be bothered by system installation
and updates. Furthermore, advanced econometric modeling techniques are applied in the
statistical forecasting component. The database is able to provide historical data of all
tourism demand indicators, as well as the historical data on the influencing factors of Hong
Kong tourism demand (such as income and price variables), and the information on the
special events that significantly influence the demand for Hong Kong tourism. Based on
the rich database, the system is able to perform complex econometric modeling and
forecasting exercises, such as the Vector-autoregression (VAR) and Autoregressive
Distributed Lag (ADL) models. Finally, HKTDFS is able to provide scenario analysis
based on the estimated parameters in the econometric models. Scenario analysis extends
the forecasting ability of HKTDFS by providing both point and interval forecasts, and
helps forecasters to further predict the potential situation of the tourism market. According
to the report published by HKTDFS in 2011, quarterly forecasts of tourist arrivals to Hong
Kong from 14 main source markets between 2010 quarter 4 and 2011 quarter 2 are fairly
accurate with an average of mean absolute percentage error (MAPE) around 5.21% and
an average Root Mean Square Prediction Error (RMSPE) around 6.40%
(http://www.tourismforecasting.net/  hktdfs/home/project/newsDetail.jsp?id=d6c64bec-

89al-4d54-9aab-3da2d7de0547).
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Figure 1-5 The system architecture of HKTDFS

According to the features of the five FSS reviewed above, it can be suggested that a
general FSS should be structured around four key components: database, statistical
forecasting, judgmental adjustment, and comparison of forecasts and real outcomes at
regular intervals. According to Figure 1-6, the database is used to store all necessary data
for forecasting, including the historical data of the target variables and their influencing
factors, the historical forecasts, and domain knowledge. The database is also the
foundation of the three other key components. In statistical forecasting, historical data is
used to produce forecasts using quantitative forecasting techniques, such as ES techniques
(Hyndman & Khandakar, 2008), ARIMA models, and causal econometric techniques
(Song & Witt, 2000). The results of statistical forecasting provide baseline forecasts for

the next key component of FSS — judgmental adjustment. Compared with statistical
13



forecasting, judgmental adjustment is usually designed as a qualitative forecasting process
that aims to improve forecast accuracy using forecasters’ domain knowledge (Fildes et al.,
2006). According to the forecasting literature, the application of user-system interaction
mainly concentrates on this component (Asimakopoulos, 2008; Fildes et al., 2006). F-R
comparison is used to compare historical forecasts with real outcomes when multi-step
ahead forecast is conducted. This component is developed in FSS to further adjust
forecasts when new real outcomes on the target variable are available (Fildes et al., 2006;

Fildes, Goodwin, Lawrence, & Nikolopoulos, 2009).

- ‘
Statistical .| Judgmental 5| Regular
Database Forecasting - Adjustment - compa rison
J

Figure 1-6 General architecture of FSS

1.3 Problem statement

Overall, the design features of FSS are reflected by its functional components. The
developments of the functional components vary from one FSS to another; a variety of
system architectures have also been proposed, as we can see from the five FSS reviewed.
From developers’ perspective, FSS is an integration of technologies; its functional
components are therefore considered enablers for forecasters’ use (Asimakopoulos & DiX,
2013). In that sense, developers pay much attention to the enhancement of systems’
functionality by adopting various technologies. However, the performance of system
functionality does not only depend on the technology, but also on the process of use in

practice. According to recently developed FSS and related studies, the process of using
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FSS has been neglected or it is simply assumed that an ideal process is used. However,

FSS usage in practice often departs from such ideals (Fildes et al., 2006).

1.3.1 Ideal vs actual use of FSS

Many studies reveal that mismatches always exist between developers’ understanding of
how an FSS should be used and forecasters’ actual use; and these mismatches significantly
influence the implementation of systems’ functionality (Asimakopoulos & Dix, 2013;
Goodwin, Lee, Fildes, Nikolopoulos, & Lawrence, 2007). In statistical forecasting, for
example, some FSS provide a group of models for forecasters to select, or ask forecasters
to define the parameter values of a specific model (Lawrence, Goodwin, & Fildes, 2002;
Wcber, 2003). From FSS developers’ point of view, forecasters’ expertise is valuable for
model selection and parameter identification; therefore, more user participation in
statistical forecasting can benefit forecast accuracy. This understanding depends on the
ideal condition that forecasters are skillful in statistical forecasting. However, empirical
studies have revealed that forecasters, especially those from the industry, always lack
training in forecasting techniques (Fildes & Beard, 1992; Fildes et al., 2006). They often
select the default parameter values or sub-optimal models to produce statistical forecasts,
and make large judgmental adjustments in order to make forecasts more reliable.
Unfortunately, unreliable statistical forecasts with large-scale adjustment usually perform
poorly compared with those produced based on well-fitting statistical forecasts in the first
place (Goodwin, Fildes, Lawrence, & Nikolopoulos, 2007). In addition, judgmental
adjustment would partially duplicate the role of statistical forecasting when forecasters

lack formal training in statistical methods. On the one hand, some FSS adopt econometric
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modeling techniques in statistical forecasting, and the influencing factors involved in the
econometric modeling process have already been counted in statistical forecasting process.
If forecasters have a poor understanding of the econometric modeling procedures, there is
a risk that the influencing factors could be double counted in the judgmental adjustments
(Fildes et al., 2006). On the other hand, the danger of double counted bias also exists when
a regression model is used to produce statistical forecasts. That is, if a certain excluded
variable is collinear with another variable that has been used in the model, the latter would
act as a proxy for the former. This means that, to some extent, the effects of the excluded
variable would already have been taken into account by the regression model and further
adjustment for the effects of the excluded variable would be double counted (Goodwin,

2002).

Besides over-optimism about forecasters’ skills, some studies have also revealed that
existing FSS are designed upon the premise that forecasters play an ideal role in the entire
forecasting process. According to Fildes et al. (2006), a typical demand variable to be
forecast consists of three components: regular patterns based on the historical data or on
its relationships with the influencing factors; irregular components arising from
foreseeable interruptions; and unpredictable noise. Theoretically, statistical modeling and
forecasting techniques should be used to predict the regular patterns. Irregular but
foreseeable interruptions that cannot be captured by statistical methods would be captured
by forecasters using their domain knowledge. It is therefore not necessary for forecasters
to predict regular patterns; instead, they should fully participate in identifying foreseeable

events that significantly influence the target variable. In addition, they should adjust
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forecasts based on reliable information of such interruptions in the judgmental forecasting
process. However, in practice, forecasters always go beyond their ideal role when using
FSS. According to Goodwin and Fildes (1999), forecasters attempt to forecast regular
patterns as well as noise. Lim and O’Connor (1995) and Sanders and Ritzman (2001) also
pointed out that people usually get confused with these two components and make

unnecessary or damaging adjustments to the statistical forecasts.

Furthermore, some characteristics of forecasters also make it difficult to operate FSS in
an ideal way. First, forecasters’ interest is usually confined to a few recent observations,
which are mainly determined by short-term patterns, and some current ongoing or recently
completed events. When forecasters are able to select the statistical model, they attempt
to choose the model that fits well with the short-term trends and ignores the long-term
trends. As explained by Goodwin et al. (2007), recalling many events and circumstances
that shaped history would put too great a load on memory; therefore there would be a
natural bias towards a few recent observations. Lim and O’Connor’s (1995) study further
revealed that such limitation arises from various human information-processing

inadequacies.

Second, forecasters usually use extra-model information in judgmental forecasting
without carefully assessing its reliability. An experiment conducted by Goodwin (2000b)
revealed that adjustments based on untrustworthy information significantly damage
forecast accuracy. According to Goodwin et al. (2007), forecasters in a pharmaceutical
company attempted to make adjustments on statistical forecasts even if they did not

possess any extra information. When unreliable information is available, forecasters
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usually make small changes to statistical forecasts in order to hedge their bets; however,
empirical studies reveal that such small changes damage the accuracy of adjustment in

most cases (Fildes et al., 2006; Fildes et al., 2009).

The third typical characteristic of forecasters (especially the experts in a domain) is that
they are overconfident (Arkes, 2001; Fildes et al., 2006). McNees (1992) examined the
accuracy of economic forecasts made by 22 economists over a period of 11 years. A
summary of the forecast accuracy in previous rounds was given to the economists in each
forecasting round. As a result, these economists were continuously overconfident in their
adjustments, even when warned in advance against overconfidence. In Goodwin and
Fildes® (1999) study, forecasters apparently tended to base the entire forecast on
judgmental forecasts. Statistical forecasts were completely ignored, even when the regular
pattern of the underlying time series was accurately predicted. This tendency is considered
the illusion of control in decision-making literature (Kottemann, Davis, & Remus, 1994).
In Goodwin and colleagues’ (2007) study, for example, forecasters in supply-chain
companies frequently adjusted statistical forecasts in order to establish their ownership of
both the forecasts and the forecasting process. Ashton (1990) explained this flawed
cognitive mechanism as self-efficacy: “a tendency to overestimate one’s own ability and
the poor relation between self-assessments of ability and actual performance could

contribute to subjects’ reluctance to rely heavily on decision aids” (p. 163).

1.3.2 Debiasing
Drawing on the above discussion, the advanced functional capabilities of FSS are usually

used ineffectively in practice because of forecasters’ cognitive bias. Such bias is
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unavoidable in the process of user-system interaction. Therefore, one of the topics in
future study of FSS development should be the improvement of the effectiveness of the
system usage by debiasing forecasts in FSS usage. The term “debiasing” in this sense
refers to a means of systematically overcoming forecasters’ judgmental bias. From this
perspective, there are two major research gaps in improving the effectiveness of FSS,
which have been pointed out by Fildes et al. (2006): when to intervene judgmentally, and
how to carry out such interventions. Fildes et al. (2006) also suggested that, compared
with restrictiveness, decision guidance is a broad approach to effectively calibrate
forecasters’ judgmental bias. Regarding the DSS literature, decision guidance refers to the
degree to which, and the manner in which, the system guides its users in constructing and
executing the decision-making process by assisting them in choosing and using its
operators (Silver, 1991). Guidance can be delivered informatively or suggestively.
Informative guidance enables FSS to provide unbiased and relevant information without
offering suggestions, while suggestive guidance enables FSS to suggest forecasters with

one or several actions to be executed next.

In previous studies, informative guidance has been found to be effective when applied in
decision-making and the design of DSS (Montazemi, Wang, Khalid Nainar, & Bart, 1996;
Singh, 1998). However, informative guidance has only been found to be effective in
statistical model selection (Génil, Onkal, & Lawrence, 2006; Parikh, Fazlollahi, & Verma,
2001); its application in forecast calibration has only been studied twice in the FSS
literature (Goodwin & Fildes, 2001; Goodwin, Fildes, Lawrence, & Stephens, 2011). In

the design of tourism demand FSS, informative guidance is only available in HKTDFS. It

19



Is used to explain the performance of statistical models by displaying core diagnostic
statistics. With this informative guidance, forecasters are able to make decisions on
whether statistical forecasts are reliable. However, there is no study on the effectiveness
of information guidance in debiasing forecasters’ judgmental adjustments to be found in

the literature of tourism demand FSS development.

Similar to information guidance, suggestive guidance has been proved to be effective in
the design of DSS (Montazemi et al., 1996; Singh, 1998). Some studies have also
suggested that integrating informative and suggestive guidance can effectively improve
decision-making, which is better than applying either of them separately (Gregor &
Benbasat, 1999; Kasper, 1996; Singh, 1998). In FSS development, suggestive guidance
was only verified to be effective in statistical model selection (Goodwin et al., 2011;
Parikh et al., 2001). Yet, little study on the application of suggestive guidance in forecast
calibration has been found in the literature. The integration of suggestive and informative

guidance in judgmental adjustment is also left unexplored.

Having identified the limitations of previous research, this study focuses on evolving FSS
design by incorporating the systematic debiasing mechanism in the module of judgmental
forecasting (Figure 1-7). In the context of tourism demand forecasting, this study aims to
enhance forecasters’ ability to find appropriate times to conduct judgmental forecasts
based on their domain knowledge, experience, and other supportive information; and to

apply accurate judgmental interventions when appropriate.
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1.4 Research objectives

The research objectives identified in this study are:

e To identify the most common cognitive biases in judgmental forecasting literature
and their contributions to judgmental forecast error;

e To propose a debiasing model that is able to effectively reduce judgmental forecast
error caused by the common cognitive biases;

e To test the effectiveness of the proposed debiasing model in FSS in the context of

tourism demand forecasting.

In order to achieve the identified research objectives, this study is conducted following a
design science research (DSR) framework that has been widely adopted in the
development of information systems (1S) and DSS (Arnott, 2006; Hevner & Chatterjee,
2010; Vaishnavi & Kuechler, 2004). This framework is based on Takeda, Veerkamp, and
Yoshikawa’s (1990) analysis of the general design cycle (GDC) and has been applied to
DSR by Vaishnavi and Kuechler (2007). In this framework, the research process has been

structured in five steps: awareness of problem, suggestion (solution), development,
21



evaluation, and conclusion. The outputs in each step are proposal, tentative design, artifact,

performance measures, and results, respectively (Figure 1-8).

Awareness of the problem. In the first step of the DSR framework, specific research
problems and the motivation of research should be clarified. The output of this step is a
general proposal with specific problems to be addressed, and the research objectives. It is
also useful to atomize the research problems conceptually so that the solution can easily
capture their complexity (Hevner & Chatterjee, 2010). In this study, awareness of the
problem has already been addressed by the problem statements of recent studies on FSS
development, which focused on the mismatches between the system artifact and the actual
use of the system. Specifically, system developers’ assumption of ideal system usage is
not valid in practice; forecasters’ cognitive bias may significantly affect judgmental
adjustment of statistical forecasts and further damage the accuracy of the final forecast;
and also the recently developed FSS artifacts lack effective debiasing strategies against

forecasters’ cognitive bias when judgmentally adjusting statistical forecasts.
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Figure 1-8 Design Science Research Framework

Suggestion (Solution). The suggestion step aims to propose the solutions that are possible
and feasible to solve the identified problems. The resources required in this step include
knowledge of the state of the problems, rational solutions, and possibly their efficacy
(Hevner & Chatterjee, 2010). The output in the suggestion step, a tentative design, is
constructed upon the newly proposed functionalities and is intimately connected with the
proposal produced in the first step. In the current study, this step starts with a
comprehensive review of the literature relating to the theories of cognitive bias, debiasing,
decision guidance, and background knowledge of tourism demand forecasting. Rational

solutions are then generated from the perspective of these four groups of knowledge. In
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order to avoid any confusion with “suggestive guidance” in the guidance-based forecast

debiasing model, this step is henceforth referred to as “Solution.”

Development. The tentative design is further developed in the Development step and most
of the actual design takes place here. Creativity is required when combining existing
knowledge and well-defined problem definitions into an artifact in order to solve problems.
The generated artifact of DSR may be rather abstract in nature, such as constructs, models,
or methods (March & Smith, 1995). In this study, a conceptual model of guidance-based
forecast debiasing and accompanying hypotheses are developed based on the relevant

theory, research, and the problem domain in the Development step.

Evaluation. Once the artifact is developed, it is necessary to evaluate it according to the
criteria identified in the research objectives. This evaluation is conducted by testing the
hypotheses developed and the conceptual model in order to identify the extent to which
the research objectives are achieved. The results of hypotheses testing reflect the
performance of the artifact and are the output of the Evaluation step. Furthermore,
deviations from expectations, as well as the additional information gained in the
Development step, are used as feedback to revise the tentative design and the artifact.
Depending on the nature of the artifact, evaluation can be carried out in many forms, such
as action research, controlled experiments, simulation, case study, proof, or other
appropriate methods (Hevner & Chatterjee, 2010; Petter, 2007). In the current research,
an experiment is conducted to evaluate the effectiveness of the guidance-based forecast
debiasing model in the context of tourism demand forecasting, due to its high internal

validity and control (Petter, 2007; Whitley, 1996). The Hong Kong tourism market is
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selected as the research context and the tentative model of forecast debiasing is applied to
improve the design of HKTDFS. This step focuses on the examination of the effectiveness
of the proposed conceptual model to reduce forecasters’ cognitive bias when using the

revised HKTDFS for tourism demand forecasting.

Conclusion. The final step of the DSR framework is to summarize the knowledge
developed from the study. In the current study, the conclusion reflects the experiment
results back to the problems and concludes whether the model can effectively reduce
forecasters’ cognitive bias in judgmental forecasting. The deviations from expectations
are used to revise the tentative design and the original debiasing model. The specified

research framework in this study is shown in Figure 1-9.

DSR framework Specified research framework in this study

1. Invalid assumption of ideal circumstance.
2. Cognitive bias exists in judgmental adjustment.
3. Ineffective use of FSS in judgmental adjustment.

Awareness of
problem

Use theories of cognitive bias, debiasing strategy, decision
guidance and the background knowledge of tourism demand
forecasting to reduce the aforementioned problems.

Solution

Propose an conceptual model that using cognitive bias,

Development S o : :
P debiasing, and decision guidance as the main constructs.

Improve HKTDFS according to the proposed model and
evaluate its effectiveness on the research site of Hong Kong
tourism market.

Evaluation

Reflect the experiment results back to the problems to see
whether the model can effectively reduce cognitive bias and in
addition to identify the refinements for this model.

Conclusion

111 11

Figure 1-9 Research framework
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1.5 Significance of the study

1.5.1 Theoretical contribution

Traditional FSS research usually considers FSS as a technological artifact. The
development of FSS mainly focuses on the innovation or the improvement of its functional
capability. For this purpose, a variety of advanced methods in statistical and judgmental
forecasting have been adopted in the design of FSS with the presumption that FSS would
be used in ideal conditions. However, the forecast effectiveness of FSS can be
significantly affected by forecasters’ judgmental bias. Recent studies have highlighted that
the ideal assumption is far from reality, due to the dynamic circumstances and forecasters’
different backgrounds (Asimakopoulos & Dix, 2013; Fildes et al., 2006; Goodwin et al.,
2007; Orlikowski, 2000). Advanced functional capability cannot improve forecast
accuracy if forecasters’ judgmental bias is not calibrated. Therefore, forecast debiasing is
crucial for improving the effectiveness of system usage. This study focuses on improving
the capability of forecast debiasing in FSS development; in particular, to enhance
forecasters’ ability to recognize the appropriate time for adjustment and to conduct

accurate interventions.

Furthermore, decision guidance is one of the general approaches that has the potential to
improve the forecast effectiveness of FSS (Fildes et al., 2006), and to effectively support
users’ decision-making. In FSS development, the usefulness of decision guidance is only
examined in statistical modeling and forecasting; however, there is a lack of recent

literature proposing a systematic approach of decision guidance in forecast debiasing. The
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current study aims to fill this gap by proposing a guidance-based forecast debiasing model

in FSS design.

Finally, the forecast debiasing model is proposed separately from other features of FSS.
Therefore, it can be easily embedded into any existing FSS framework or applied in any

innovative FSS framework in the future.

1.5.2 Practical contribution

The effectiveness of the proposed conceptual model of forecast debiasing in judgmental
forecasting is tested by a FSS prototype, which is developed based on the HKTDFS
platform. The experiment of this study is grounded upon Hong Kong tourism demand
forecasting. Therefore, the verified conceptual model can be used to improve the design
and forecast accuracy of HKTDFS. Furthermore, the guidance-based forecast calibration
model is proposed separately from other features of FSS. The application of this model is
not only limited to the design of tourism demand FSS; it can also be applied in other FSS

developments that contain the feature of judgmental forecasting.

1.6 Structure of this thesis

According to the DSR framework, the structure of this study can be mapped as Figure 1-
10. Chapter 1 introduces the background of tourism demand forecasting and the problems
of previous studies in the design of tourism demand FSS. According to the identified
problems, the research objectives and their potential contributions in this study are further

identified.
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Chapter 2 provides an extensive literature review of understandings and solutions of the
research problems in extant research. It starts from the theory of cognitive bias and those
of its specifications that can significantly influence forecasters’ decision-making in
judgmental forecasting. Then the findings of previous studies about the forms of cognitive
bias and how they occur in the context of tourism demand forecasting are summarized.
Next, the theory and methods of debiasing that focus on the identified cognitive biases are

reviewed, followed by the theory of decision guidance in FSS development.

Chapter 3 describes the conceptual model of forecast debiasing based on the theories and
concepts reviewed from the literature. In order to achieve the research objectives, this
model covers the concepts related to cognitive bias, debiasing, decision guidance, and
tourism demand forecasting. The construction of this model is built upon a series of

hypotheses, which need to be tested.

Chapter 4 is devoted to the methodology of hypotheses testing and the refinement of the
conceptual model. A two-stage laboratory experiment is designed for data collection. The
experiment is focused on Hong Kong tourism demand forecasting and a prototype of FSS
according to the proposed conceptual model is developed using the platform of HKTDFS.
A group of forecasters with experience either in FSS usage or in the area of tourism
demand forecasting are invited to forecast Hong Kong tourism demand using the
prototype. The forecasts and the forecasters’ decisions made in each step of judgmental

forecasting are observed and recorded.

Chapter 5 reveals the results of the hypotheses testing using both parametric and non-

parametric statistical methods. The deviations from the hypotheses indicate invalid parts
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of the debiasing model, which mainly focuses on the hypotheses regarding the debiasing
strategies of desire bias and overconfidence bias. Further discussion based on the testing
results, as well as the revision of the proposed debiasing model, are provided in Chapter

6.

Chapter 7 clarifies the utility and novelty of the final debiasing model, as well as the rigor
of its development. Further study deriving from the conclusion of the current study is also

identified at the end of this chapter.

DSR steps Research Phases
Awareness of problem Chapter 1. Introduction
\ £ \ 4
Solution Chapter 2. Literature review
4 4
Development Chapter 3. Conceptual model

4

Chapter 4. Methodology

4

Evaluation Chapter 5. Experimentation
Conclusion Chapter 6. Model refinement

4

Chapter 7. Conclusions

4

Chapter 8. Future research

Figure 1-10 Research framework
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1.7 Summary

This chapter first explained the background of tourism demand FSS and the features of
five example designs. The problems of the existing FSS were then discussed, followed by
the research gaps identified in the literature. In particular, the lack of a systematic
approach to calibrating forecasters’ judgmental bias was highlighted. Key areas of
research interest fall into proposing a guidance-based forecast debiasing model in order to
improve forecasters’ ability to make accurate adjustment at appropriate times. Three
research objectives were identified and the DSR framework was chosen to structure the
current study. At the end of this chapter, potential contributions of this study were

highlighted, followed by an outline of the structure of the study.
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2 LITERATURE REVIEW

2.1 Description of cognitive bias

Cognitive bias, which is also called judgmental bias or decision bias, is cognitive or mental
behavior that prejudices decision quality (Arnott, 2006). It is commonly viewed as
predictable deviations from rational decision-making in DSS research (Arnott, 1998).
Many cognitive biases have been identified in the literature of decision theory (Arnott,
2006; Ralph, 2011). Some early works, such as Tversky and Kahneman (1974), Remus
and Kottemann (1986), and Hogarth (1987), provide the foundation upon which to identify
cognitive biases, as well as to classify them from the perspectives of human heuristic,
decision-making, and IS development. Based on these early works, recent studies (e.g.,
Arnott, 2006; Carter, Kaufmann, & Michel, 2007; Ralph, 2011) have further

supplemented identification, as well as the taxonomy of cognitive bias.

2.1.1 Cognitive biases in Tversky and Kahneman’s heuristic principles
The first codification of cognitive bias theory was published by Tversky and Kahneman
(1974), who classified 12 cognitive biases according to the judgmental heuristic principles

of availability, anchoring, and representativeness.

2.1.1.1 Availability

The heuristic principle of availability indicates that people evaluate the subjective
probabilities of events by the degree to which similar events or instances are available in
their memory. To illustrate, one can assess the probability of a new couple visiting the

Maldives for their honeymoon by recalling such occurrences among one’s acquaintances.
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Similarly, one can assess the probability that a given tourism destination will move to the
expansion stage in its life cycle by comparing the market share and the amount of visitors
in certain similar destinations in the past (McKercher, 1995). However, availability is
affected by factors other than probability or frequency. One such factor is the retrievability
of instances (Taylor & Thompson, 1982). When the frequencies of several events are
judged by the availability of their instances, the events whose instances are easily retrieved
will appear more numerous than others whose instances are less retrievable. For example,
in Tversky and Kahneman’s (1973) study, four groups of subjects heard different lists of
names of both sexes. The men in two of the lists were relatively more famous than the
women; the opposite was the case in the other two lists. Then the subjects were asked to
judge whether the frequency of male names was higher than that of female names in the
list they heard. The subjects in each group erroneously judged that the sex with more

famous names was the more numerous, even if the actual situation was quite the opposite.

The effectiveness of a search set is another factor that influences the availability heuristic
(Bazerman & Moore, 2008). When judging the probability or the frequency of an event,
people usually judge the frequency of possible circumstances in which such events could
occur. However, search sets differ across different tasks, which may cause serious bias in
judgment. For example, when asked whether there are fewer words starting with “r” than
there are words with “r” as the third letter, people approach such a question by recalling
words with both characteristics and assessing the relative frequency. Since it is relatively

easier to think of words starting with “r,” people usually think that words starting with “r”
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are more numerous. Indeed, the frequency of the possible circumstances in which an event

may happen cannot indicate its frequency.

Sometimes one has to assess the frequency or the probability of an event whose instances
are not in one’s memory but can be imagined according to certain given rules. In this case,
the imaginability of instances influences people’s availability heuristic (Taylor &
Thompson, 1982). Typically, people tend to generate several instances that can be easily
found and assess the frequency or the probability of these instances. However, the ease
with which the instances can be found does not always reflect the actual frequency of the
event. Considering a group of 10 examiners who are qualified to form an examination
committee, the size of which can be either three or eight members. Without computation,
which size of the committee gains the most variety? According to the binomial
coefficients €1 and C3°, any committee of eight members constructs a unique non-
committee of two members, and the correct answer is the committee with three members.
However, without calculation, people can only evaluate the frequency of two kinds of
committee by mentally constructing committees with three and eight members.
Committees with few members are more countable than committees of many members.
So the large committees will appear more numerous than smaller committees if frequency

is assessed by imaginability or accountability (Tversky & Kahneman, 1974).

Correlation between events is another factor that influences the availability heuristic.
According to Tversky and Kahneman (1974), people’s judgment of the frequency at that
two events co-occur is typically based on the strength of the associative bound between

them. One is likely to conclude that the events have been frequently paired if the
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association between them is strong or that strong associates between two events will occur
together frequently. As a result, people have at their disposal the availability heuristic for
estimating the frequency of co-occurrences according to the ease with which the relevant
mental operations of retrieval, construction, or association can be performed. However,
such estimation of correlation results in systematic errors. To illustrate, Chapman and
Chapman’s (1967) experiment provides evidence of the existence of bias when two events
co-occur. They provided a group of subjects with information about several hypothetical
mental patients, including individual clinical diagnosis and a drawing of a person
produced by each patient. Then the subjects were asked to estimate the frequency with
which each diagnosis (e.g., suspiciousness) had been accompanied by various
characteristics of the drawing (e.g., peculiar eyes). The result showed that the subjects
markedly overestimated the co-occurrence of suspiciousness and peculiar eyes. Such an
illusory correlation effect was strongly resistant to contradictory instances, even when the

correlation between symptom and diagnosis was actually negative.

2.1.1.2 Anchoring effect

When making estimates, people usually start from an initial value that can be achieved by
a partial computation or the formulation of the problem. However, different starting points
lead to different estimates, which indicates that adjustments based on initial values are
insufficient (Slovic & Lichtenstein, 1971). Two demonstrations were given by Tversky
and Kahneman (1974). In one, the subjects were asked to estimate the percentage of
African countries in the United Nations by judging and adjusting a randomly selected

starting point. The result showed that the median estimates were 25% and 45% when
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subjects received 10% and 65% as starting points, respectively. Thus, payoffs for accuracy
have nothing to do with the anchoring effect when a starting point is given. Another
interesting demonstration was conducted to illustrate that the anchoring effect also exists
when a starting point is not available. Two groups of high school students were asked to
estimate the results of two numerical expressions within five seconds. One expression was
8*7*6*5*4*3*2*1 and the other was 1*2*3*4*5*6*7*8. Since the time was limited, the
subjects can only perform a few steps of computation, such as the multiplication of first
three or four numbers in the expressions. Then they had to extrapolate and adjust the
incomplete computation. Because the result of the first few numbers of multiplication is
higher in the first expression (descending sequence) than in the second (ascending
sequence), the median estimate for the former and the latter expressions were 2,250 and

512, respectively; the correct answer is 40,320.

Furthermore, the anchoring effect also exists in comparison of conjunctive and disjunctive
events. According to Cohen, Chesnick, and Haran (1972), people tend to overestimate the
probability of conjunctive events and underestimate the probability of disjunctive events.
In Bar-Hillel’s (1973) study, a comparison of simple and conjunctive events, and between
simple and disjunctive events, further verified this conclusion. In her study, a simple event
is designated as drawing a red marble from a bag containing 50% red marbles and 50%
white ones; a conjunctive event is designated as successfully drawing a red marble seven
times with replacement from a bag containing 90% red marbles and 10% white marbles;
a disjunctive event is designated as drawing a red marble at least once in seven successive

tries with replacement from a bag containing 10% red marbles and 90% white marbles.
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The subjects were asked to bet between two comparisons and the result showed that most
subjects bet on the less likely events. The majority of subjects preferred to bet on the
conjunctive event (the probability of which is 0.48) rather than the simple event (the
probability of which is 0.50), and also preferred to bet on the simple event rather than the

disjunctive event (the probability of which is 0.52).

2.1.1.3 Representativeness

People rely on the representativeness heuristic when assessing the degree to which an
event represents a class of events, or the degree to which one event resembles another.
This heuristic process significantly influences the judgment of probability. For example,
when A is similar to B, the probability that A originates from B is considered to be high
and vice versa. However, such a principle leads to serious errors in people’s judgment
because certain factors which have major effects on judgments of probability, but do not
influence judgments of similarity or representativeness, would be ignored under the
representativeness heuristic. One such factor is the prior probability (base-rate frequency)
of outcomes. In Kahneman and Tversky’s (1973) experiment, prior probabilities were
neglected if people evaluated probability by representativeness. People considered prior
probabilities correctly only if they had no information about representativeness, or
valuable information was given; prior probabilities were ignored when a description was
introduced, even when such a description was totally uninformative about the judgment
of probability. In this case, the representativeness heuristic results in a cognitive bias of
insensitivity to the prior probability of outcomes. Besides the insensitivity to base rate

frequency, the factors that may cause cognitive biases from the perspective of judgmental
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heuristics include insensitivity to sample size (Sedimeier & Gigerenzer, 1997),

misconceptions of chance (Wagenaar, 1988), insensitivity to predictability (Joram & Read,

1996), illusion of validity (Kahneman & Tversky, 1973), and misconceptions of

regression (Joyce & Biddle, 1981). Detailed explanation of such factors can be found in

Tversky and Kahneman's (1974) study and the cognitive biases regarding these factors are

briefly described in Table 2-1.

Table 2-1 Tversky and Kahneman’s classification of cognitive biases

Cognitive Biases Heuristic Description

Retrievability of Availability People assess the frequency or the probability of

instances an event by the ease with which instances or
occurrences can be recalled.

Ineffective search set | Availability People assess the frequency or the probabilities of
an event by assessing the frequency of possible
contexts in which such event may occur.

Limited Availability People tends to imagine several instances that can

imaginability be easily found and assess the frequency or the
probability of an event according to their
imagines.

Illusory correlation Availability People estimate the frequency of co-occurrences

Overestimated
conjunctive problems
Underestimated
disjunctive problems
Insensitivity to base
rate frequency
Insensitivity to
sample size
Misconceptions of
chance

Insensitivity to
predictability

The illusion of
validity —
Redundancy
Misconceptions of
regression

Anchoring effect
Anchoring effect
Representativeness
Representativeness

Representativeness

Representativeness

Representativeness

Representativeness

by the ease with which the relevant mental
operations can be performed.

Probability is often overestimated in compound
conjunctive problems.

Probability is often underestimated in compound
disjunctive problems

Prior probability of outcomes tend to be ignored
when other data are available.

The sample size is often ignored when judging its
representative power.

Chance is a process in which deviations are
diluted, rather than a self-correcting process for
restoring the equilibrium.

People’s prediction is both insensitive to the
reliability of the evidence and insensitive to the
expected accuracy of the prediction.

People tends to have great confidence in
forecasting based on redundant input variables.

Events will tend to regress towards the mean on
subsequent trials is often not allowed for in
judgment.
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Tversky and Kahneman’s (1974) study on cognitive biases from the judgmental heuristic
perspective remains influential. However, this study has been criticized for two major
problems. One is the core concept of judgmental heuristics. When cognitive biases can be
experimentally identified, judgmental heuristics as theoretical explanations for people’s
decision-making are actually untestable (Arnott, 1998). The other problem is that the
identification of cognitive biases from judgmental heuristic principles cannot cover all the
cognitive biases identified since 1974, including those identified by Tversky and
Kahneman themselves. On the other hand, some biases (e.g., framing) are likely to span

all three heuristics.

2.1.2 Cognitive biases in Remus and Kottemann’s information system development
Based on Tversky and Kahneman’s (1974) study, Remus and Kottemann (1986) further
extended the study of cognitive bias from an IS perspective. They identified 22 biases and
classified them into three levels. At the highest level, biases are classified in association
with two steps of decision-making: information acquisition and information processing.
In each step, the sources of cognitive biases are further identified as the second level of
classification. The basic level is the specification of cognitive bias regarding the sources

(Table 2-2).

2.1.2.1 Information acquisition biases
Information acquisition indicates the way in which information related to decision-making
is delivered to the user of IS. Sources of cognitive bias in this step are irrelevant

information, information display, selective perception, and frequency.
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Table 2-2, Remus and Kottemann’s classification of cognitive biases

Steps of decision-making
(Level 1)

Source of cognitive biases
(Level 2)

Specified cognitive biases
(Level 3)

Information acquisition

Information processing

Irrelevant information

Information display

Selective perception

Frequency

Heuristics

Misunderstanding of statistical

properties of data

Search strategies
Conservatism

Extrapolation

Irrelevant information

Type

Format

Order and logic
Context

Information filter
Expectation
Confirmation of attitude

Recall

Base rate error
Illusory correlation
Redundancy

Similarity

Rules of thumb

Anchoring and adjustment
Inconsistency
Misunderstanding of change
Small sample

Gambler's fallacy

Search strategies
Conservatism

Extrapolation

Irrelevant information may reduce the quality of decision-making. Koester and Luthans
(1979) found that people who are inexperienced in the use of IS or DSS are more likely
to be influenced by computer-generated information that is irrelevant to their task. In
Collopy and Armstrong’s (1992) study of expert system development, irrelevant early
observations of a timer series were considered to influence the features of data, such as

trends, outliers, and level discontinuity, and to damage the accuracy of data features’
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detection. Ebert (1972) found that, besides the irrelevant early data involved in the target

variable, irrelevant factors that were considered in schedulers’ decision-making

significantly hindered the performance of IS usage. One of the latest studies on the

feedback process (Ernst, 2013) showed that learning from feedback in decision-making

can be impaired when relevant feedback is combined with irrelevant feedback.

Some properties of information display can also cause cognitive biases when decision

makers use IS:

The type of information — the information acquired through the human-system
interaction has more impact on the system user than just the information itself
(Schwenk, 1986). For example, one recent study (Nettelhorst, Brannon, & Trey
Hill, 2013) revealed that over-reliance on case history information or base rate
neglect may bias individuals’ judgment.

The format of display — the format of information displayed to system users affects
the decisions they make. Some empirical studies have revealed that summarized
presentations, such as statistics, tables, and graphs, can effectively reduce
cognitive bias compared with the display of raw data (Benbasat & Dexter, 1985;
Remus, 1984), while the choice of graphical summaries or tabular summaries
depends on the level of environmental stability (Remus & Kottemann, 1986; Tullis,
1981).

The order and logic of display — the order in which information is presented affects
the load of certain information in the decision maker’s judgment. Similarly,
decision makers may neglect alternatives when one set of information seems to
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capture the majority of possibilities. It has been observed in some studies that the
first (primacy effect) and the last (recency effect) pieces of data may be overvalued
in decision-making (Kirs, Pflughoeft, & Kroeck, 2001; Moskowitz, Schaefer, &
Borcherding, 1976).

e Context — when evaluating the variability of information, especially a data series,
decision makers may be biased by the absolute value of the data points and the
sequence in which they are presented. Hogarth and Makridakis’ (1981) study
revealed that cognitive biases involved in people’s judgment are linked with the
environment, including people’s schema, actions, outcomes, as well as the

feedback to the schema.

Selective perception, as the third source of cognitive bias in the information acquisition
step of decision-making, means that people selectively perceive and partially remember
the information they received. First, people filter information according to their
experience (Egeth, 1967). Decision makers tend to pay particular attention to the
information related to the areas in which they have expertise. For example, when applying
DSS in human resource (HR) management, it has been observed that HR managers’
perception of salary increases were biased towards their own single increase experience;
while, the base rate increases provided by the system were ignored (Kydd, 1989). Second,
people’s expectations can bias perceptions (Makridakis, Hibon, & Moser, 1979). When
decision makers are reviewing information, parts of which are contrary to their
expectations, the probability that they remember incongruent pieces of information

inaccurately is increased. Bennett’s (1982) study of college teaching evaluation revealed
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that the evaluations of female instructors were biased in some ways because they failed to
meet students’ gender-appropriate expectations. Third, people seek information that is
consistent with their own attitudes (Batson, 1975). When decision makers have some
prejudices about a problem, they tend to seek information that can be used to confirm their
prejudices. In Brannon, Tagler, and Eagly’s (2007) experiments, the subjects preferred
attitudinally consistent information in their decision-making, and this phenomenon

became more pronounced when certain attitudes were strongly held.

Cognitive biases identified from the source of frequency are the same as defined by
Tversky and Kahneman (1974). Such cognitive biases include: (i) recall (the retrievability
of instances); (ii) base rate error (insensitivity to base rate frequency); (iii) illusory
correlation; and (iv) frequency to imply strength of relationship (redundancy). The

description of these cognitive biases will not be duplicated here.

2.1.2.2 Information processing biases

After the information is obtained, the second step of decision-making is to process the
information in two ways: system data analysis and user’s judgment. From the system
user’s perspective, the sources of cognitive bias involved in this step include heuristics,
misunderstanding of the statistical properties of data, limited search strategies,

conservatism in decision-making, and inability to extrapolate growth processes.

In Remus and Kottemann’s (1986) study, heuristics is considered as a source of cognitive
bias in a specific situation of information overload and the decisions about reducing the
information are made according to three or four crucial factors. Based on those factors,

decisions are made using heuristics; however, some built-in biases come from certain
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heuristics, such as structuring problems based on experience, rules of thumb, anchoring
and adjustment, and inconsistency in the use of heuristics. First, decision makers usually
try to find the best fit between the new problem they face and the old problems they have
solved. Once a match is found, decision makers make decisions by slightly altering the
solution of the old problem without rational evaluation (Kahneman & Tversky, 1972).
Schulster (2004) mentioned in a study of time-critical decision-making in spaceflight
operations that, based on experience and expertise, decision makers try to find the “best
fit” between the new problem and their catalogue of mental models with the main purpose
of avoiding having to analyze each problem from scratch. Second, rules of thumb as a
cognitive bias indicates that a set of rules followed by the decision maker in his/her prior
experience will be used again in solving similar problems since such rules proved
satisfactory the last time. According to Hartvigsen (1992), rules of thumb are widely used
as a financial ratio analysis technique in banking; however, the decision made using this
technique is biased, especially when comparing failed firms with non-failed ones in bank
lending. Third, decision makers’ inconsistent use of heuristics also biases their decision-
making. Some studies have compared people’s judgmental heuristics and heuristics based
on regression (e.g., Fildes et al., 2009; Remus, 1977). The results of these studies show
that people’s judgmental heuristics cannot outperform regression and the main reason for
decision makers’ failure is inconsistency of heuristics. The last cognitive bias arising from
people’s heuristics is anchoring and adjustment, as defined by Tversky and Kahneman

(1974).
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When statistical data analysis is adopted in information processing, four cognitive biases
may arise from misunderstanding of the statistical properties of data. First, people usually
mistake random variations of data for persisting change (Langer, 1977). Observations of
a series of data higher or lower than the mean value may bias decision makers’ judgment
and make them believe that an upward or downward trend is emerging. In two experiments,
Lopes and Oden (1987) showed that naive subjects and statistically sophisticated subjects
have trouble distinguishing between random and non-random events. Furthermore,
sampling is the foundation of reducing the perceived complexity of a task. According to
the law of large numbers, a relatively large sample will be highly representative of the
population from which it is drawn. However, cognitive bias arises when this law is held
for small samples (Tversky & Kahneman, 1971). To illustrate small sample bias, Tversky
and Kahneman (1974) conducted an experiment with two hospitals: one is large, with 45
babies born each day on average; the other is small, with 15 babies born each day on
average. Within a period of one year, the two hospitals recorded the number of days on
which more than 60% of newborn babies were boys. The subjects were asked to vote on
which hospital had more boys. According to sampling theory, the probability of such an
event in a small sample (the small hospital) is much larger than in a large one (the large
hospital). Unfortunately, the majority of the subjects judged the probability of more than
60% of births being boys to be equal in both hospitals. Rabin (2002) further examined the
small sample bias involved in agents’ decision-making in the stock market, and found that
agents tended to overestimate the precision of unreliable signals from small samples.
Third, gambler’s fallacy is identified as a cognitive bias in which peoples’ judgment

regarding future events is based on the occurrence of past events. For example, most
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people erroneously believe that a black on the roulette wheel is due after observing a long
run of reds (Tversky & Kahneman, 1974); or over-estimate the probability of a fair coin
turning a heads when there have been a number of consecutive tails in prior tosses (Rabin,
2002). Their judgments are biased by erroneously believing that gambling or similar
events are self-correcting processes in which a deviation from the mean induces a
regression in order to restore the equilibrium, when the events within such processes are

actually independent.

In Remus and Kottemann’s (1986) study, another three sources of cognitive biases are
search strategies, conservatism, and extrapolation. Search strategies and conservatism
were first identified by Tversky and Kahneman (1974); the bias of extrapolation was
identified for the first time by Remus and Kottemann. Extrapolation bias focuses on a
specific situation in which the problem is that of extrapolating a time series, and
exponential growth is observed in certain series. In this case, people may underestimate
the outcomes of the growth process, regardless of how many data points are presented in
the time series (Timmers & Wagenaar, 1977; Wagenaar & Timmers, 1978). In Levy and
Tasoff’s (2012) experiment, the subjects were asked to estimate the value of two assets
with given interest rates. The result shows that assets were underestimated twice as often

as they were overestimated.

2.1.3 Cognitive biases in Hogarth’s model of judgment
Hogarth (1987) proposed another comprehensive classification in early studies of

cognitive bias according to his model of human judgment (Figure 2-1).
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(3) Information acquisition
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(5) Output
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(6) Action

4

(7) Outcome

Source: Hogarth (1987, p207)
Figure 2-1 Hogarth’s conceptual model of judgment

This model is established upon the relationships between three main entities: the person
who makes the judgment, the task environment, and the actions resulting from the
judgment. A person’s decision-making occurs within a task environment (box 1 in Figure
2-1). When the person is making a decision, he/she is represented by a schema (box 2 in
Figure 2-1) within which the operations of decision-making are decomposed into the three
operations of the decision-making process: information acquisition, information
processing, and output (boxes 3-5 in Figure 2-1). In the conceptual model, output has

been drawn as the interface between the task environment and the schema. In some cases,
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output is considered to be contiguous with action (box 6 in Figure 2-1) which occurs
within the task environment. Subsequently, the action leads to an outcome (box 7 in Figure
2-1) of the persons’ decision-making, and this outcome can further feed back into the
person’s schema, as well as the environment in which the action takes place. For example,
consider that a waiter who provides service to both young and old people in a restaurant
(task environment) and knows from experience that young customers do not tip as
generously as old customers (information acquisition — memory). At a particular point,
there is an age distribution of customers in the restaurant (information acquisition —
features of the task) since the waiter believes that his efforts serving young customers are
unlikely to be rewarded as highly as those serving old customers (schema). After the
information acquired from both memory and the features of the task are processed in the
waiters’ mind, the result of his judgment is the quality of service he gives to customers in
different age groups (output): he devotes much attention to old customers but serves young
customers poorly (action). The outcomes of his action is that the tips given by young
customers are small, which reinforces the waiter’s notion that young customers do not tip
generously (feedback to the schema). The young customers, who received poor service
from the waiter, may not come to the restaurant frequently, therefore affecting the age
distribution of customers (feedback to the task environment). As shown in this example,
cognitive biases first occur in the acquisition of information from both the task
characteristics and memory. Then the rules a person chooses for information processing
can induce biases. Third, the manner in which the judgment or the choice is expressed can
be biased. Finally, the interpretation of the significance of outcomes, as well as the

learning relations for predictive activity, can induce biases. In addition, biases can also
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occur as a result of interactions between the different stages of decision-making (Table 2-

3).

Table 2-3 Hogarth’s cognitive bias

Main entities of decision-
making

Source of bias

Cognitive bias

Information presentation

Information processing

Output
Feedback

Memory

Task characteristics

Interaction of memory
and task characteristics

Memory
Task characteristics

Probability estimation
Learning

Limited recall from memory
Limited ability on prediction
Order effects

Availability heuristic

Selective perception

Form of information presentation
Confirmation of expectation

Ignorance of base-rate information

Biased causal framework

Habit of judgment

Availability of experience
Effects of task variables
Inconsistent criteria of judgment
Sensitive to the scale

Muisinterpretation of chance and
cause
Gambler's fallacy

Illusory of correlation
Hindsight
Misplaced confidence

2.1.3.1 Information acquisition

In Hogarth’s (1987) model of judgment, there are two sources of information that can be

accessed by decision makers: memory and task characteristics. Therefore, the cognitive

biases in information acquisition can be identified according to the two sources of

information and their interactions.
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Cognitive biases as the functions of memory include the ease with which information is
recalled from memory and people’s limited ability to make predictions. Bias of recall is
the same as identified in Remus and Kottemann’s (1986) study, which indicates that
people use recall to predict the frequency of an event according to the extent to which the
event is well publicized. Concrete information is considered to be more salient in memory
than abstract information. In a vividness study, Taylor and Thompson (1982) revealed that
vividly presented information was more persuasive and had greater impact on judgments
than non-vividly presented information. An experiment (Hogarth, 1987) tested people’s
intuitions of the relative frequency of causes of death. The report showed that well-
publicized causes, like homicide, cancer, and tornado, were overestimated, while asthma
and diabetes were underestimated. Furthermore, the bias of people’s predictive ability
means that people tend to judge the probability of an event by its frequency rather than its
relative frequency. Given two companies, for example, one of which has successfully
marketed 10 innovations in the past five years while the other has successfully marketed
six, some people may believe that the former company has been more successful without
consideration of how many innovations both companies have attempted in total (Remus

& Kottemann, 1986).

Cognitive biases as the functions of task characteristics include: (i) order effects, (ii)
availability heuristic, (iii) selective perception, and (iv) the form of information
presentation. The bias of order effects indicates that the first or the last in a series of items
dominates people’s judgment. It is similar to the bias of order and logic of display defined

in Remus and Kottemann’s (1986) study. Furthermore, the availability heuristic focuses
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on identifying the bias induced by limited information about task characteristics, and the
definition of this bias aims to avoid any confusion with limited recall from memory. A
classic example of this bias is the “Eureka” effect: the understanding of a problem appears
suddenly and its solution seems to be smoothly processed. Thus, the person experiencing
such a “Eureka” moment is convinced that the solution is true, even if it is actually based

on only partial understanding of the problem (Topolinski & Reber, 2010).

The bias of selective perception is similar to the bias of information filter in Remus and
Kottemann’s (1986) study. The adoption of a particular background can determine which
part of a reference is to be considered in decision-making; therefore, the selection of
particular information can exert important influences on people’s choices. Keil, Depledge,
and Rai (2007) developed and tested an escalation decision model that incorporates
problem recognition, escalation of commitment of failing courses of action, and the
cognitive bias of selective perception. Their result revealed that selective perception
significantly affects both problem recognition and escalation. In addition, the form of
information presentation can also affect people’s judgment. It covers five cognitive biases
in Tversky and Kahneman (1974) and Remus and Kottemann’s (1986) studies: the manner
and order of presentation, context effects, the logic of data display, information overload,

and redundant information display.

The interaction of memory and task characteristics can also bias people’s judgment. First,
dysfunctional judgment can be caused by taking expectations for reality. Expectations
usually come from a summary of information from one’s memory. Such as the example

of the restaurant waiter who expects high rewards (tips) from old customers and low

50



rewards from young customers because of his memory of previous experience. Based on
expectations, people tend to seek information from the task environment that is consistent
with those expectations, rather than seek conflicting evidence. So, the waiter will seek out
old customers in the restaurant and put more effort into serving them in order to make the
reality conform with their expectations (Remus & Kottemann, 1986). Second, the base
rate bias is the same as defined in Tversky and Kahneman (1974) and Remus and
Kottemann (1986), which reflects that people ignore the base rate information when
specific information is presented and becomes salient in people’s judgment. Third,
people’s causal framework for thinking about the current situation of a task guides their
interpretation of information. If the framework is biased, the acquisition of particular
information is also biased. The first empirical evidence for the framing bias in decision-
making is Tversky and Kahneman’s (1981) study of Asian disease problems. More
evidence has been found to confirm the existence of framing bias and its negative effect
on the quality of decision-making (Camerer, Babcock, Loewenstein, & Thaler, 1997,

Camerer, Loewenstein, & Rabin, 2004; McNeil, Pauker, Sox Jr, & Tversky, 1982).

2.1.3.2 Information processing

As cognitive biases arise from information acquisition, biases in information processing
are also classified by memory and task characteristics. Memory biases in processing
include people’s habit of judgment and the availability of experience. The habit in
decision-making is the same as the rule of thumb in Remus and Kottemann’s (1986) study,
which indicates a set of rules followed by the decision maker in his/her prior experience

that will be used again to solve similar problems. However, a previous decision or a rule
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to guide towards a decision carries no guarantee of future success, even if successful in
the past. Plenty of empirical studies in the field of finance and economics have revealed
that people’s habitual frames contribute to the underestimation of risks in the financial
markets (Ferguson, 2008; Fisher & Malde, 2011). Furthermore, habit also affects the
choice of decision rules. That is, specific personal experience can make specific rules
more available to one person than to others who do not have such experience. However,
as Remus and Kottemann (1986) emphasized, one’s expertise cannot be generalized if it

is influenced by other factors or the circumstances of the problem change.

The cognitive biases resulting from task characteristics in information processing include
the effects of task variables and inconsistent criteria of judgment. The variables that can
bias information processing are various, such as the amount of information available
(Gelardi, 2010), time pressures (Perrin, Barnett, & Walrath, 1993), and inconsistent or
missing information (Perrin, Barnett, Walrath, & Grossman, 2001). The major bias in
information processing is the lack of consistency in people’s judgment. First, the criteria
or rules that people follow in their judgments may be inconsistent. Remus and Kottemann
(1986) found that this is so across a series of cases. The validity of judgments based on
such fallibility is debatable. Sjcherg (1982) found that people become increasingly
inconsistent as the amount of information increases, which results in unreliable confidence
in establishing the quality of decision-making. Second, people’s decisions may also be
inconsistent with their criteria. Some studies (e.g., Armstrong, 2001; Armstrong &
Collopy, 1994) have revealed that the inconsistency between people’s decisions and their

criteria depends on the way in which information is presented.
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2.1.3.3 Output

Output biases are triggered by the way that people express their judgment. Hogarth (1987)
did not develop a classification of cognitive biases arising from output, but offered an
example of such bias. Considering probability estimation, the scale used to measure
people’s responses is of great importance in probability assessment. The type of scale,
such as relative or absolute scales, linear or logarithmic scales, can significantly influence
people’s judgment. Therefore, cognitive bias may arise from the output if the scale of
measurement is not properly designed. A special case study of scale bias was conducted
by Hageman (2010), which focused on examining people’s confidence when using tax
DSS. The result showed that participants were overconfident in their operations when a
large scale of response was designed (e.g., five or more errors), and that cognitive bias

was significantly decreased when a 100-point scale measurement was used.

2.1.3.4 Feedback

The last component of Hogarth’s judgmental model is feedback, which supports people’s
learning from the outcome of their judgment. Thus, the cognitive bias arising from
feedback mainly focuses on the effects on learning. Feedback biases are mainly caused by
the unobservable outcomes associated with the total range of options. In addition, delayed
feedback and specific events that significantly affect outcomes can also bias people’s
judgment. Five general biases caused in the feedback of judgment have been identified in
Hogarth’s judgmental model. The first is misinterpretation of “chance” and “cause.”
According to Hogarth’s (1987) definition, “cause” specifically indicates that an event is

persistently changed by the effect of a factor (e.g., a sales increase is the result of a special
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advertising effort); “chance” refers to a combination of unidentifiable or random factors
(e.g., a sales increase is the result of a combination of several unstable circumstances).
The cognitive bias caused by misinterpretation of chance and cause arises when people
mistake an unidentifiable or random process for a persisting change, which leads to
erroneous causal attributions. A typical instance of this bias is the failure to understand
the effects of regression (Einhorn & Hogarth, 1981; Joyce & Biddle, 1981). Furthermore,
when “cause” is reflected by a person’s skill and the task involves both skill and chance,
people tend to attribute good outcomes to skill and bad outcomes to chance (Hogarth,
1987). When a poor decision leads to a good outcome, a false feeling of control over the
judgment situation arises, though the outcomes probably result from chance. In Langer’s

(1975) study, such cognitive bias is named “the illusion of control.”

The second and third biases of learning are gambler’s fallacy and illusory correlation,
which are defined by Remus and Kottemann (1986). When estimating probabilities,
people tend to confuse random events with independent events. When two events have
co-occurred several times in the past, the probability of them occurring together in the

future can be overestimated even if the circumstances of one event change.

Hindsight bias is the fourth cognitive bias arising from learning, which happens in
retrospect and leads to overestimation of the probability that an event will happen. For
example, an IS produces an estimation and the system user claims “I predicted this.”
However, Remus and Kottemann (1986) mentioned that people have short memories
concerning their prior uncertainties, which limits their ability to imagine alternative

explanatory schemes for the past. Indeed, hindsight bias reduces people’s ability to learn
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from past events. Ofir and Mazursky (1997) examined people’s learning from surprising
outcomes and concluded that hindsight bias exists and significantly influences people’s
judgment and that such bias is diminished only if an outcome highly surprised the

participants.

Misplaced confidence is the last cognitive bias arising from people’s learning and should
be identified from both overconfidence and lack of confidence. Overconfidence indicates
that people often overestimate their ability to solve difficult or novel problems. Both
empirical and experimental evidence have revealed that substantial overconfidence is
common in decision-making (Arnott, 1998; Yates, Lee, & Shinotsuka, 1996). However,
some studies have also revealed that experts usually show less overconfidence than na'we
subjects (e.g., Bazerman & Moore, 2008; Camerer & Johnson, 1997). In Onkal, Yates,
Simga-Mugan, and Oztin’s (2003) study of foreign exchange rate forecasting, for example,
experts tended to underestimate the accuracy of their forecasts. The main reason for
misplaced confidence is that people interpret outcomes without fully understanding the
characteristics of the task structure. Many studies have also suggested that misplaced
confidence (usually overconfidence) is a complex human behavior caused by several other
cognitive biases, including adjustment, confirmation, hindsight, recall and similarity

biases (Keren, 1997; Russo & Schoemaker, 1992; Yates et al., 1996).

2.1.4 Recent studies of cognitive biases
Many studies have been conducted based on the abovementioned research in cognitive
bias identification, and can be classified in two groups. The first group of studies aims to

extend the identification of cognitive bias in human decision-making from the
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perspectives of economics, psychology, and organizational behavior. For example,
Bazerman (1998) proposed a new cognitive bias, escalation of commitment, in judgmental
decision-making, according to which decision makers tend to increase the commitment of
resources to a decision even it is known to have been incorrect in the past. Such a bias
may be caused by competition, and a desire to win the competition, and make decision
makers feel that they are close to the attainment of their goals. Tversky and Kahneman
(1982) further extended their study of judgmental bias in the judgment of probability and
identified subset bias, which acts contrary to conjunction bias. With subset bias, people
tend to judge that a conjunction or subset is more probable than any of its sets when, in
reality, the opposite is true according to probability theory (Briggs & Krantz, 1992).
Samuelson and Zeckhauser (1988) identified status quo bias in a series of experiments.
When participants were facing important real decisions (e.g., to keep or change a health
plan or a retirement program), they disproportionately stuck with the status quo regardless
of its relative superiority or inferiority to other options. Todd and Gigerenzer (2007) also
identified this bias and named it default bias in their study. In psychology research,
VandenBos (2007) also considered bandwagon effect a type of cognitive bias, which
describes individuals’ tendency to align themselves or their stated options with the
majority opinions they perceive in social or political situations. Carter et al. (2007) further
extended Arnott’s study by systematically reviewing studies in the fields of economics,
psychology, and managerial decision-making published between 1933 and 2006. Their
study collected 76 cognitive biases and has been considered the most comprehensive

collection of cognitive biases up to the present.
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Given the large number of cognitive biases identified in the literature, the relationships
between them are quite complex, some of them overlap (e.g., success bias is related to
illusory control), while causal relationships also exist between them (e.g., overconfidence
is a complex bias arising from anchoring and adjustment, confirmation, hindsight, recall,
and similarity biases). A problem therefore arises in using cognitive bias theory in the
development of DSS: how to mutual-exclusively and exhaustively identify the presence
of cognitive biases according to a given decision-making task? To solve this problem,
some studies have also focused on the taxonomy of cognitive bias. Indeed, the cognitive
biases identified in early studies (Hogarth, 1987; Remus & Kottemann, 1986; Tversky &
Kahneman, 1974) have been categorized from different perspectives. Several other studies
have provided other categorizations (Bazerman, 1998; Keren, 1990; Ralph, 2011).
However, these classifications are mainly based on subjective groupings and inevitably
suffer from two weaknesses: a lack of systematic methodologies in creating the
categorizations, and a lack of mutual exclusivity and exhaustiveness (Arnott, 1998; Carter
et al., 2007). For example, Tversky and Kahneman (1974) classified 12 biases according
to three judgmental heuristic principles they proposed, which are not comprehensive since
some major biases (e.g., biases regarding persistence) are missing. Hogarth (1987)
classified 19 biases according to his model of human judgment; however, some biases can
be found to straddle multiple steps of human decision-making (e.g., recall bias in both
information acquisition and information processing). Some of the most recent studies on
the taxonomy of cognitive bias were conducted by Arnott (1998, 2006). According to an
exhaustive review of the literature, Arnott identified 37 cognitive biases in human

decision-making, and proposed a six-group taxonomy, which is considered the most
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mutually-exclusive and exhaustive classification of cognitive biases. Arnott’s taxonomy

is thus adopted in the current research:

1)

2)

3)

4)

5)

Memory biases. This group of biases covers those occurring in the storage and
recall of information stage, so they can be regarded as the lowest or the deepest
level of cognitive biases. The cognitive biases involved in this group include
hindsight, imaginability, recall, search, similarity, and testimony.

Statistical biases. This group of biases is concerned with the general human
tendency to process information contrary to the normative principles of statistics
and probability theory. They include biases of base rate, chance, conjunction,
correlation, disjunction, sample, and subset.

Confidence biases. This group of biases acts to influence decision makers’
confidence. The consequence of confidence biases in judgmental decision-making
is the curtailing of the search for new information related to the task. The cognitive
biases in this group include completeness, control, confirmation, desired outcome,
overconfidence, redundancy, selectivity, success, and test.

Adjustment biases. This group of biases align with Kahneman, Slovic, and
Tversky’s (1982) definition of anchoring and adjustment heuristics, which include
anchoring, conservatism, reference, and regression.

Presentation biases. This group of biases should not be simply considered as
produced by the display of data. Regarding Hogarth’s (1987) model of human
judgment, presentation biases are observed to arise from both output and feedback

of information processing, and include framing, linear, mode, order, and scale.
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6) Situation biases. This group of biases are produced by the way in which people
respond to the general decision situation; they are considered to represent the
highest level of bias abstraction. The cognitive biases involved in this group

include attenuation, complexity, escalation, habit, inconsistency, and rule.

2.2 Empirical studies of cognitive biases

Based on Arnott’s (2006) taxonomy of cognitive bias, a further literature review focuses
on identifying the common cognitive biases in people’s judgmental forecasting. Three
leading databases were used in this study: Science Direct, EBSCOhost, and Google
Scholar. The following features of the reviewed studies were collected in order to fully

describe the cognitive biases occurring in practice:

e Whether the forecasting task is time series forecasting or not;

e Whether the forecasters are experts, non-experts, or a mixed group of both;

e Description of forecasters’ cognition that biases their judgments;

e Specific cognitive biases and their classification according to Arnott’s taxonomy;

e Debiasing strategy and the objectives of debiasing.

The preliminary search was based on various combinations of the key words “judgmental
forecasting,” “judgmental adjustment,” “cognitive biases,” and “cognitive error.” Studies
that either clearly identified cognitive biases according to Arnott’s taxonomy, or identified
cognitive biases that have the same meaning as found in Arnott’s taxonomy, were further
filtered. The search of the preliminary key words yielded 145 relevant articles, of which

55 were qualified for review. These studies were all published between 1977 and 2013.
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Thirty-nine of them identified cognitive biases in time series forecasting and the other 16
focused on probability forecasting. In terms of participants, 16 studies examined experts’
cognitive bias; another 33 focused on non-experienced forecasters; and six studies were
conducted with the purpose of comparing experienced and inexperienced forecasters’
cognitive behaviors. In terms of the research fields and the data used for forecasting, 16
studies were found in the fields of finance and economics; another 16 were related to
business and marketing; four focused on supply chain management; and eight covered
other research areas, including education, health care, sports, and weather forecasting. The
other 11 studies were experimental, using artificial data or data relating to general
knowledge. Most of the studies reviewed only identified cognitive biases; 15 proposed or
examined particular debiasing strategies after cognitive biases were identified. Further

details on the articles reviewed are shown in Table 2-4.

Table 2-4 Cognitive biases in judgmental forecasting research

Studies Topic Time Participants Performance Cognitive =~ Taxonomy  Debiasing Debiasing
series Sources Strategy objectives

Andersson, | Sport No Both Soccer experts were Control Confidence  N/A N/A

Edman and overconfident, because

Ekman their extensive knowledge

(2005) of soccer would make

them sensing a certain

degree of control and thus

they overestimated their

forecasting ability.

Andreassen | Stock Price Yes Non-experts Forecasters consider Regression  Adjustment  N/A N/A
(1990) factors that altered the

salience of the price

change information from

low to high.
Andreassen | Judgmental Yes Non-experts Censorship may have Regression  Adjustment  N/A N/A
and Kraus extrapolation dampened the predicted
(1990) pattern by making the

tracking scores less
positive rather than less
negative;

The high regressive
forecasts implied that
rises usually lead to
increased initiation of sell
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Studies

Topic

Time
series

Participants

Performance

Cognitive
Sources

Taxonomy

Debiasing
Strategy

Debiasing
objectives

Aukutsionek
and
Belianin
(2001)

Ayton, Pott
and
Elwakili
(2007)

Batchelor
(2007)

Batchelor
and Dua
(1992)

Benson and
Onkal
(1992)

Bolger and
Onkal-Atay
(2004)

Buehler,
Messervey
and Griffin
(2005)

Marketing;
Human
Resource
Management

Investment

Human
Behavior

Economics

Economics

Feedback &
Training

Stock Price

Collaborativ
e Planning

No

Yes

Yes

No

No

No

Experts

Non-experts

Experts

Experts

Non-experts

Non-experts

Non-experts

trades, which are likely to
dampen the previous
positive change.

Leaving aside investment
forecasts, all but one point
for all indicators fell
outside the allowed
rectangles, which
indicating bad calibration
and significant
overconfidence.

People over-predicted the
impact of events on their
emotions, in particular
they believed that events
will have an impact for a
longer interval than they
actually do;

They overestimated the
impact of negative events
and hence the durability
bias in affective
forecasting results.

A bias towards optimism
in the consensus forecast
was inevitable as rational
forecasters learn about the
new trend;

Biases toward optimism
and pessimism were
presented at both long and
short horizons.

When revising forecasts,
forecasters gave too much
weights to their own past
forecasts.

Overforecast exists in
both control and
experiment group;

The provision of only
outcome, covariance and
resolution feedback was
not sufficient to improve
forecasting performance;
The provision of
calibration feedback
resulted in improved
forecasting performance.
Results showed that
forecasts were initially
overconfident but
improved significantly
after receiving feedback;
Interval forecasts were
initially manifested
overconfidence, which
was significantly reduced
after forecasters received
feedback about their
performance.

Predictions generated
through group discussion
were more optimistic than
those generated
individually;

Group discussion
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Overconfi
dence

Overconfi
dence,
Desired
Outcome

Herding

Conservati
sm,
Overconfi
dence
Habit

Overconfi
dence

Overconfi
dence,
Herding

Confidence

Confidence

Confidence
, Group
forecasting

Adjustment

Confidence

Situation

Confidence

Confidence
, Group
forecasting

N/A

N/A

N/A

N/A

Feedback

Performanc
e feedback

N/A

N/A

N/A

N/A

N/A

Habit

Overconfid
ence

N/A



Studies

Topic

Time
series

Participants

Performance Cognitive
Sources

Taxonomy

Debiasing
Strategy

Debiasing
objectives

De Bondt
(1993)

Du and
Budescu
(2007)

Eggleton
(1982)

Eroglu and
Croxton
(2010)

Fildes
(1991)

Stock Price;
Exchange
Rates

Stock Price

Costs of
product

Sales of
product

Economics

Yes

Yes

Yes

Yes

Yes

Both

Non-experts

Non-experts

Both

Experts

heightened participants’

tendency to focus

primarily on factors

promoting successful task

completion, and to

enhance their optimistic

outlook.

Forecasters were Underconf
optimistic in bull markets idence,
and pessimistic in bear Desired
markets; Outcome,
If a large price increase is  Regression
predicted, the subjective

probability distribution of

future prices is left-

skewed, recognizing a

possible decline; and vice

Versa;

After an ‘up’ week in a

bear market, the subjects

were more willing to see a

turnaround than after a

‘down’ week.

Participants showed Overconfi
underconfidence at 50% dence,
confidence level, but Underconf
overconfidence at 90% idence
confidence level;

Participants raised

(lowered) the point

estimates but biased their

confidence intervals

downward (upward) to

hedge the potential for

price declines (rises).

Forecasts for independent  Selectivity
series have been found to ,

lie between the meanand  Anchoring
the last data point;

Forecasts for untrended

series are too high.

The level of optimism Desire,
bias decreased with Anchoring
greater variability in ,

statistical forecast errors Overconfi
and increased with age; dence
Openness to experience

increased optimism bias,

whereas agreeableness

decreased it;

Individuals who were

high in conscientiousness

and agreeableness and

low on extraversion were

more prone to anchoring

bias;

The level of overreaction

bias is significantly

affected by a forecaster’s

education level.

Individuals restricted their ~ Selectivity
attention to only one or

two sources which are

thought to be more

relevant to the task.
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Bias in

judgmental
forecasting,
Confidence

Adjustment

Confidence
, Biasin

judgmental
forecasting

Confidence

Adjustment

Confidence

Adjustment

Confidence

N/A

N/A

N/A

N/A

Optimally
process
information
sources

N/A

N/A

N/A

N/A

Selectivity



Studies Topic Time Participants Performance Cognitive Taxonomy Debiasing Debiasing
series Sources Strategy objectives
Fildesetal. | Supply Yes Experts The retailer’s positive Conservati  Confidence  Theresults  Conservatis
(2009) Chain adjustments that applied sm, , of m, Desired
Management to system forecasts are too  Desired Adjustment  Blattberg— Outcome
high, which indicated an Outcome Hoch
optimism bias; approach
The smaller adjustments and error
often damaged accuracy; bootstrappi
Positive adjustments were ng,
much less likely to Avoiding
improve accuracy; small
Wrong direction adjustments
adjustment suggesting a , Avoiding
general bias towards wrong-
optimism; sided
adjustments
)
Glaser, Stock Price Yes Non-experts Practical expertise made Overconfi ~ Confidence  N/A N/A
Langer, practitioners dence, ,
Reynders overconfident or made Framing, Presentatio
and Weber them behave as if they Regression  n,
(2007) were overconfident due to Adjustment
institutional reasons;
Framing effect is
significant in the
experiment and even
stronger when participants
did not receive additional
return information;
The degree of mean
reverting expectations is
always higher in the price
forecast mode.
Goldfarb, Economics Yes Experts Representative forecasters ~ Desired Confidence  N/A N/A
Stekler and were more optimistic than ~ Outcome, , Memory
David FED's analysis of the Overconfi
(2005) economic forecasting; dence,
The use of the 1973-1974  Similarity
experience as the basis for
the later forecasts
contributed to their
inaccuracy.
Goodwin Forecast Yes Both There was nothing to be Chance Statistical Correct Chance
(2000a ) combination gained by combining than
judgment with statistical combine
forecasts.
Goodwin Sales of Yes Non-experts Individuals tended to Chance, Confidence  Making Chance
(2000b) product overreact to random Overconfi , Statistical ~ statistical
movements in the data. dence forecasts as
default,
Reason of
adjustment
Goodwin et | Marketing Yes Non-experts Forecasters tended to Control, Confidence  Training, Control,
al. (2007) examine a small number Test best fit Overconfid
of forecasting methods statistical ence, Test
and often miss the method model to
that provided the best fit past data,
to past data; avoiding
Forecasters who missed making
the well-fitting statistical substantial
method tended to make adjustments
large judgmental
adjustments and further
damaged the forecast
accuracy.
Goodwin et | Economics Yes Non-experts The participants tended to  Base rate, Statistical, N/A N/A
al. (2013) narrow the provided Chance, Confidence
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Studies

Topic

Time
series

Participants

Performance

Cognitive
Sources

Taxonomy Debiasing

Strategy

Debiasing
objectives

Gu and Xue
(2007)

Harvey
(1995)

Harvey and
Bolger
(1996)

Stock Price
& Earning

Sales of
product

Sales of
product

Yes

Yes

Yes

Experts

Non-experts

Non-experts

intervals, demonstrating
overconfidence;

They rarely placed total
trust in the forecasts
provided by the system;
Forecasters had a
tendency to perceive each
new period as a special
case, and hence, to
consider it as unrelated to
the base-rates provided;
When people had the
option of following
optimal advice, they
performed a simulated
intensive care of control
even if they were assured
to be the best possible
advice available.
Forecast errors were
always negative on

average but more negative

at the extreme ends
(especially the lower end)
of earning changes,
suggesting systematic
forecast optimism;
Forecast errors that
increased for the lower
quartile and decreased for
the upper quartile
suggested underreaction
to extreme bad news and
overreaction to extreme
good news.

Subjects tended to
underestimate the trends
of time series;

Casual adjustments with
the aim of compensating
for omitted variables in
statistical model were
prone to a double-
counting bias in practice.
The negative constant
error values with both
presentation formats
indicate the presence of
an overforecasting bias in
both the experiments;
Forecasters made
forecasts for trended
series by anchoring on the
last data point and then
making an adjustment
away from it to take the
trend into account;
Trend-damping was much
greater when data were
presented in tabular
format;

The inconsistency effect
for untrended series was
greater with a graphical
presentation.
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Control,
Overconfi
dence

Confidence  N/A
, Statistical

Desired
Outcome,
Chance

Desired Confidence  N/A
Outcome,
Redundan

cy

Anchoring
, Desired ,
Outcome, Presentatio
Mode, n,
Inconsiste  Confidence
ncy , Situation

Adjustment  N/A

N/A

N/A

N/A



Studies

Topic

Time
series

Participants

Performance

Cognitive
Sources

Taxonomy Debiasing

Strategy

Debiasing
objectives

Harvey and
Harries
(2004)

Jain,
Bearden
and
Filipowicz
(2013)

Koriat,
Lichtenstein
and
Fischhoff
(1980)

Lawrence
and
O’Connor
(1992)

Lawrence,
O’Connor
and
Edmundson
(2000)

Sales of
product

Sport

General
Knowledge

Business

Marketing

Yes

No

No

Yes

Yes

Non-experts

Non-experts

Non-experts

Non-experts

Both

People put too much
weights on their own
initial opinions and not
enough on the new
opinions provided by their
advisors.

The poorer performance
of the depressed
participants associated
with the later forecasting
stages was related to their
greater tendency to
neglect base rates;

When people were asked
to make predictions on
political or social issues,
their predictions were
often coincided with their
own preferences;
Depressed participants
paid more attention to
cues which were not
predictive of the situation;
or found the task
overwhelmingly more
difficult than did the
nondepressed, such that
they could not use the
truly predictive cues
appropriately (which then
led to overestimation).
There is a tendency to
disregard evidence
inconsistent with
(contradictory to) the
chosen answer;

Asking subjects to write a
supporting reason did not
affect their calibration
(presumably because they
were already thinking of
these reasons), whereas
asking them to write a
contradicting reason did.
More information would
lead not to a better but to
a worse forecast;
Forecasters failed to
estimate the amount of
adjustment when the
adjustment direction was
correct according to the
slope of time series;

Most of the errors in the
judgemental forecasts
were caused by human
inconsistency rather than
from a systematic bias.
Graph is more accurate
than table in the short-
term, but table is more
accurate than graph in the
long-term.
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Conservati
sm

Base Rate,
Desired
Outcome,
Test

Selectivity

Anchoring

Redundan
cy,
Inconsiste
ncy

Mode

Adjustment  N/A

Statistical, N/A
Confidence

Confidence  Supporting
and(or)
contradictio

n reasons

Situation, N/A
Confidence

1

Adjustment

Presentatio ~ Combinatio

n n method
using graph
for the
short-term
and table
for the
long-term.

N/A

N/A

Desired
Outcome

N/A

Mode



Studies

Time
series

Topic

Participants

Performance

Cognitive
Sources

Taxonomy Debiasing

Strategy

Debiasing
objectives

Lawrence et
al. (1985)

Lee,
Goodwin,
Fildes,
Nikolopoul
os and
Lawrence
(2007)

Lim and

O’Connor
(1994)

Lim and
O’Connor

(1996)

Ldfler
(1998)

Mathews
and
Diamantop
oulous
(1990)

Sales of Yes
product

Marketing Yes

Sales of Yes
product

Sales of Yes
product

Stock Price Yes
& Earning

Sales of Yes
product

Experts

Non-experts

Non-experts

Non-experts

Experts

Experts

Differences between over-
stocking costs and under-
stocking costs may lead to
forecast bias, though the
direction seemed to
depend on the
organisational
circumstances.

Human memory
limitations leads to the
fact that only a small
sample of past cases may
be recalled; while, the
details of the cases were
usually recalled
incorrectly;

The more ‘unusual’ the
case was, the more likely
people were to remember
it and to recall; some
unsuitable cases recalled
in such manner may
hamper the recollection of
other more suitable cases.
The weighting people
placed on high reliable
reference cues was far
from optimal, but
favouring their own initial
judgement.

Subjects' adjustment
strategy was to anchor on
their initial forecast with a
weight of about 2/3 and
then to adjust according to
their perception of
reliability of the reference
forecast provided.

People relied too heavily
on their initial forecasts
compared with the
optimal model, and did
not seem to learn over
time to modify their
conservative behaviour.
Information contained in
the lagged consensus was
systematically neglected,
which could be explained
either by rational boasting
or overconfidence;
Analysts were too
conservative when
revising their estimates
due either to rational
stubbornness or to
underreact to new
information.

The forecasters had a
direct interest in the
outcome and hence
preferred some outcomes
to others, which lead to
optimism biases.
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Complexit
y

Recall,
Testimony
, Search

Conservati
sm,
Anchoring

Conservati
sm

Overconfi
dence,
Conservati
sm

Desired
Outcome

Situation N/A

Memory+Si
milarity+A
daptation
support

Memory

Confidence  N/A

Adjustment

Adjustment  N/A

Confidence  N/A

1

Adjustment

Confidence  N/A

N/A

Recall,
Testimony,
Search

N/A

N/A

N/A

N/A



Studies Topic Time Participants Performance Cognitive Taxonomy Debiasing Debiasing
series Sources Strategy objectives

Murphy and | Weather No Non-experts Overforecasting, suchasa  Chance Statistical Feedback Chance
Daan Forecasting strong tendency for
(1984) forecast probabilities to

exceed observed relative

frequencies, for all events,

periods and forecasters

was observed in the

experiment;

Overforecasting was

reflected in a rapid

deterioration in the skill

of the forecasts as a

function of lead time.
O’Connor, Sales of Yes Non-experts The subjects tended to Chance, Statistical, N/A N/A
Remus and product focus only on the position ~ Anchoring  Adjustment
Griggs of the last data point on
(1993) the series in relation to

their last forecast;

The subjects were trying

to read too many signals

into a series as it changed,;

as a consequence, they

overreacted to each new

value of the series as it

was revealed to them.
O’Connor, Time Series Yes Non-experts People tended to damp Conservati ~ Adjustment  Trainingon  Conservatis
Remus and Forecasting trends and underestimate sm trial series, m
Griggs the steepness of trends in Feedback
(1997) noisy series.

Little or no dampening for

flat series,

underforecasting for up

series and overforecasting

for down series were

identified.
O’Connor, Judgmental Yes Non-experts People generally Underconf  Biasin N/A N/A
Remus and Confidence estimated asymmetric idence judgmental
Griggs confidence intervals forecasting
(2001) where the point forecast

was not the midpoint of

the estimated interval, and

that many of these

intervals were grossly

skewed.
Onkal, Economics Yes Both On average, the Overconfi Confidence  N/A N/A
Yates, differences between dence, ,
Simga- expectations and actual Underconf  Presentatio
Mugan and matches strongly idence, n
Oztin implicated a particular Mode
(2003) kind of overconfidence;

There was a tendency for
forecasts to be slightly
underconfident when the
professionals were
making one-day-ahead
predictions;

Apparent overconfidence
could transform itself into
underconfidence
depending on when and
how forecasters must
articulate their
confidence;

Data formats can greatly
affect how accurately
forecasters make their
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Studies

Time
series

Topic

Participants

Performance

Cognitive
Sources

Taxonomy

Debiasing
Strategy

Debiasing
objectives

Reimers
and Harvey
(2011)

Russo and
Schoemaker
(1992)

Schnaars
and Topol
(1987)

Schustack
and
Sternberg
(1981)

Soll and
Mannes
(2011)

Song,
Boulier and
Stekler
(2007)

Sales of Yes
product

General No
Knowledge

Sales of Yes
product

General No
Knowledge

Sport No

Sport No

Non-experts

Experts

Both

Non-experts

Non-experts

Experts

predictions and the
processes by which they
arrive at those predictions.
Participants’ forecasts
were significantly higher
when the series were
described as profits than
when they were described
as losses;

The participants’
estimates were biased
towards the final
observation;

People brought to their
judgments an inherent
bias towards forecasting
assuming a moderate
degree of positive
autocorrelation.

Of the 2,000-plus
individuals to whom a
ten-question quiz was
given out using 90 percent
confidence intervals, less
than 1 percent were not
overconfident.

Scenarios did not reduce
confidence in the
forecasts but had the
oppositive effect;
Scenario adjustments on
stable series were
generally more inaccurate
than the adjustments
without scenarios.

The subjects favored
confirming information
over disconfirming
information;

They undervalued
evidence presented in a
negative form relative to
information in a positive
form;

They ignored the base
rates of occurrence of
outcomes;

They were insensitive to
notions of sample size and
proportionality.

The subjects weighted an
opinion about 20
percentage points higher
when it was their own,
controlling for beliefs and
confidence.

Addition information
provided to experts
decreased the forecast
accuracy.
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Framing,
Anchoring

Correlatio
n

Anchoring

Hindsight,
Imaginabil
ity,
Confirmati
on,
Overconfi
dence

Overconfi
dence

Confirmati
on,
Framing,
Desired
Outcome,
Base rate,
Sample

Conservati

sm

Complexit
y

Adjustment
Presentatio
n
Statistical

Memory,
Confidence

Adjustment

Confidence

Confidence

Presentatio
n,
Statistical

Conservatis

m

Situation

N/A

Accelerated
feedback,
Counter
argumentati
on, Paths to
trouble,
Paths to the
future
(Scenario
analysis),
Awareness
alone

N/A

N/A

N/A

N/A

N/A

Overconfid
ence

N/A

N/A

N/A

N/A



Studies

Topic Time
series

Participants

Performance

Cognitive
Sources

Taxonomy

Debiasing
Strategy

Debiasing
objectives

Sterman
(1988)

Timmers
and
Wagenaar
(1977)

Tyebjee
(1987)

Welch,
Bretschneid
er and
Rohrbaugh
(1998)

Wilkie and
Pollock
(1996)

Yaniv
(2004)

Energy Yes

Time Series Yes
Forecasting

Sales of No
product

Time Series Yes
Forecasting

Economics Yes

General No
Knowledge

Experts

Non-experts

Experts

Non-experts

Non-experts

Non-experts

Conservatism appeared
for the more distant
forecast horizon.

When the trend was not
linear, judgmental
extrapolations became
significantly biased due to
different beliefs about the
nature of the series being
forecast.

People who were more
deeply involved in a
planning exercise were
more optimistic about the
outcome of the plan than
those who were less
involved;

After engaging in
planning activities, the
planners considered the
uncontrollable
environment to be more
favorable than before they
began the planning task;
The bias was resulted
from a regression-to-the-
mean phenomenon in
which low values never
have the chance to regress
upwards.

Over 20% of the
individual participants
were identified as
producing a cue weighted
at least 0.15 on the last
available data point
(Mean 50.10) with a
sizable recency effect;
Participants in the
experimental condition
lacking explicit statistical
information did not
receive a precise
indication of periodic
growth from a graphic
display of time series
data;

The poor performance of
participants' forecasts
linked to their
inconsistency and
incorrect use of cues.

The subjects gave a fairly
low mean response, which
indicated the
underconfidence shown in
the performance.

The weights on advice
were too low, suggesting
that respondents’
evaluations of their own
knowledge were
exaggerated overall;

The weight of advice
decreased as its distance
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Conservati
sm

Selectivity

Overconfi
dence,
Control,
Regression

Order,
Mode,
Inconsiste
ncy

Underconf
idence

Desired
Outcome,
Anchoring

Adjustment

Confidence

Confidence

Adjustment

Presentatio
n, Situation

Confidence

Confidence

Adjustment

N/A

N/A

N/A

Statistical
information
about long-
term levels
and trends

N/A

Suggestive
feedback,

group
forecasting

N/A

N/A

N/A

Order,
Mode,
Inconsisten

cy

N/A

Overconfid
ence,
Anchoring



Studies

Topic Time Participants Performance Cognitive Taxonomy Debiasing Debiasing
series Sources Strategy objectives

Yaniv
(2011)

Zhang
(2006)

from the initial opinion
increased.

Education No Non-experts The framing effect was Framing Presentatio ~ N/A N/A
evident in the overall n
individual responses, as
well as in the
homogeneous and
heterogeneous groups;

Homogeneous groups
enhanced the framing
effect, whereas
heterogeneous groups
lowered it.

Business Yes Experts The negative forecast Overconfi Confidence  N/A N/A
error is consistent with the  dence, ,
prior literature and Conservati  Adjustment
suggests optimism in the sm
overall sample;

A negative (positive)
forecast error in the bad-
news (good-news)
subsample indicated that
the analyst underreact to
the new information due
to a conservatism bias.

A summary of the identified cognitive biases and their frequency of occurrence in the
articles reviewed is shown in Table 2-5. As a result, a new cognitive bias — Herding —
which differs from Arnott’s taxonomy, has been observed in some reviewed studies.
Furthermore, two commonly identified confidence biases and another two commonly
identified adjustment biases have been identified: overconfidence, desired outcomes,

anchoring, and conservatism.

2.2.1 Herding bias

Herding indicates that some forecasters give too much weight to the forecasts generated
by other forecasters, leading to excessive concentration of forecasts in group forecasting
(Batchelor, 2007; Buehler, Messervey, & Griffin, 2005). Herding is considered a separate

bias in the new category of cognitive bias, named group forecasting bias.
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Table 2-5 Summary of cognitive biases

No. of Studies %
Reviewed studies 55 (total) 100%
Confidence biases 36 65%
Overconfidence 18 33%
Desired Outcome 7 13%
Adjustment biases 20 36%
Conservatism 11 20%
Anchoring 8 15%
Statistical biases 9 16%
Presentation biases 8 15%
Situation biases 6 11%
Memory biases 3 5%
Group Forecasting bias (Herding) 2 4%

“_” indicates the most identified cognitive biases in the category.

Batchelor (2007) found that institutions that made macroeconomic forecasts showed
significant bias towards optimism in consensus forecast. He concluded that herding bias
Is inevitable in group forecasting because rational forecasters learn the new trend of others’
opinions. However, herding bias is not the same as anchoring bias. The latter explains that
forecasters tend to adjust their decision based on an initial position, which could be the
forecasts published by other forecasters or certain baseline forecasts (e.g., statistical
forecasts). Herding bias focuses on a forecaster’s attitude to accept others’ forecasts
without forming his/her own opinion. Information cascade theory can explain how herding
bias arises when forecasts are made sequentially by different forecasters. According to

Easley and Kleinberg (2010), people tend to abandon their own opinion in favor of
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inferences based on earlier people’s actions. Each published forecast becomes part of the

next forecaster’s information set; later forecasts are biased towards the early forecasts.

Another theory to explain herding bias is incentive concavity theory, which assumes that
the rewards for making accurate but bold forecasts are smaller than the penalties for
making inaccurate but bold forecasts. Therefore, herding bias is highly associated with the
rewards of accurate forecast and the penalties of inaccurate forecast in the situation of
group forecasting with less experienced forecasters involved in the forecasting task.
Lamont (2002) assumed that less experienced forecasts herd more than experienced
forecasts. His assumption is supported by analyzing the GNP forecasts published by a
group of US forecasters in several issues of BusinessWeek: less experienced forecasters
do produce fewer extreme predictions. Buehler and colleagues’ (2005) experiments in
project planning prediction made by non-experienced forecasters revealed that predictions
generated by the collaborative forecasting approach were more over-optimistic than those
generated by individuals. They concluded that collaborative forecasting heightened non-
experts’ tendency to focus primarily on factors promoting successful task completion, and
enhanced their optimistic outlook. Since the background theory of herding bias differs
from those of other biases in Arnott’s taxonomy, it has been identified as a separate

cognitive bias in this study.

Group forecasting is widely adopted as a qualitative forecasting method in the tourism
demand forecasting literature. Some existing TDFSS also provide group forecasting
functions (Song, Gao, & Lin, 2013; Wcber, 2003). One of the mainstream uses of group

forecasting is to combine the forecasting opinions from different sectors related to the
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tourism industry. Kibedi’s (1981) study investigated a group of experts including both
academic researchers and practitioners in the tourism industry to predict the relationships
between various environments, economic development, and tourism demand. The result
shows a general agreement on the influence of various tourism-related environments on
tourism demand, as well as the significant contribution of tourism on the economic
development of most countries. To forecast Hawaii’s visitor arrivals and maximum visitor
accommodation, Liu (1988) invited experts from two different sectors to participate in a
group forecasting, including both local experts and experts from major overseas suppliers.
Their results show a high forecast reliability because of a general consistency between
two sectors’ opinions. The other mainstream uses of group forecasting is to supplement
quantitative forecasts. Tideswell et al. (2001), for example, proposed an integrative
approach to combine statistical forecasts with group adjustments. In their study, a group
forecasting (a quasi-Delphi survey) process was conducted to further adjust the statistical
forecasts generated by timer series models. The empirical results showed that this
approach performed well for the South Australia’s international markets. However, there
is a lack of further investigation about whether, or to what extent, group forecasting

participants’ opinions are biased by herd effect in tourism demand forecasting.

2.2.2 Commonly identified confidence biases

Overconfidence and desire bias are the most commonly identified confidence biases,
occurring in almost half of the reviewed studies. According to Arnott’s (1998) definition,
overconfidence bias indicates decision makers’ overestimation of their ability to solve

difficult problems.
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In judgmental forecasting, overconfidence bias indicates forecasters’ irrational confidence
in their forecast accuracy. Three features of overconfidence bias in judgmental forecasting
can be identified. First, forecasters who exhibit overconfidence usually over rely on new
cues about the factors which can significantly influence the forecasting task. Ayton, Pott,
and Elwakili (2007) examined the influence of upcoming events on people’s emotions,
showing that people always overestimate the impact of events on their emotions,
especially when they believe that events will have an impact for a longer period than they
actually do. New information in a forecasting task usually helps forecasters construct
scenarios, the paths of which the forecasting series might take. In an ideal situation,
scenarios can help forecasters better understand the possible outcomes and improve their
decision quality. However, Schnaars and Topol (1987) revealed that forecasters always
focus on a single, favored scenario instead of the entire set. As the available information
is always limited, it is impossible for forecasters to collect complete information about a
forecasting task. Any new information received by forecasters would lead to inexplicable
overweighting and, at the same time, underweighting the unavailable information. Second,
overconfidence is also commonly observed when the participants are asked to make
interval forecasts. Forecasters prefer to narrow the intervals in which forecasts might fall
when they feel overconfident. In Goodwin, Sinan Géndl, and Onkal’s (2013) study,
participants tended to narrow both upper and lower limits of forecasts for flat series, and
to raise the lower limit for downward trending series. A wider verification of
overconfidence bias in interval forecasts was conducted by Russo and Schoemaker (1992),
who examined over 2,000 individuals’ cognitive behavior and found that more than 99%

of forecasters were overconfident. Moreover, if forecasters are asked to evaluate their
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confidence intervals at different levels (e.g., to evaluate their confidence at the 50% and
90% confidence intervals), forecasters’ confidence positively correlates to the level of
confidence interval. Du and Budescu (2007) revealed that the smaller the confidence
interval forecasters are asked to predict (e.g., 90%), the higher the overconfidence bias
they express. Third, the seriousness of the impact of overconfidence bias on judgmental
forecast accuracy is negatively correlated to forecasters’ experience and education level.
Overconfidence bias is more frequently observed among non-experts or inexperienced
forecasters (e.g., Aukutsionek & Belianin, 2001; Bolger & Onkal-Atay, 2004). Eroglu and
Croxton’s (2010) research further revealed that an individual with a college education or

a postgraduate degree is less likely to present overconfidence bias.

Desire bias indicates that the probability of a desired outcome being irrationally increased.
Forecasters with rich forecasting experience are more likely to establish an expectation
before judgmental forecasting. This expectation usually comes from previous forecasting
experience and will bias judgments because the forecaster ignores the differences between
the previous experience and the forecasting task. Goldfarb, Stekler, and David (2005)
revealed that the use of forecasters’ previous forecasting experience as the basis for later
forecasts results in inaccuracy in economic forecasting. When judging the probability of
an event’s occurrence, people tend to judge the availability of event contexts or the class
of the event in their memory. The search set of event contexts and classes of event
significantly influences this heuristic process, thus biasing judgmental forecasts with
inefficient search sets (Tversky & Kahneman, 1974). Desired outcome is also affected by

forecasters’ expectations. For example, Mathews and Diamantopoulous (1990) found that
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sales forecasters who have a direct interest in a certain outcome always prefer that
outcome to others, which leads to optimism adjustments. Fildes and colleagues (2009)
also revealed that experienced retailers’ sales forecasts were biased by their desired sales
targets, which were always set too high and frequently caused wrong-direction
adjustments. From the point of view of the availability heuristic, people tend to estimate
event probability using their imagination when they cannot find the relevant class of event
in their memory (Tversky & Kahneman, 1974). However, human imagination is always
restricted. The occurrence of an event will be judged more probable if it is easily imagined.
Thus, any cue that constructs forecasters’ expectations will bias their judgment towards a

desired outcome.

Although overconfidence and desired outcome have been mentioned in the literature of
tourism demand forecasting, they are not considered to be specific cognitive biases and
have not attracted enough attention from researchers. De Menezes and Vieira (2008)
conducted a series of interviews to predict passengers’ willingness to pay extra to avoid
penalties when changing tickets. They found that the willingness to pay is quite low
comparing with their real payment decision, which further reveals that people are prone
to overestimate their own ability in a number of settings due to overconfidence. In their
study of travel demand, Hubers and Lyons (2013) concluded that forecasters had a
tendency to presume that certain development outcomes are more likely than others; but
they did not discuss further the influence of such desired outcomes on forecasters’

judgment.
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2.2.3 Commonly identified adjustment biases

Conservatism and anchoring bias are the most frequently identified adjustment biases, in
one-third of the studies reviewed. Conservatism indicates that forecasters tend to
overweight their own forecasts and prefer to keep their initial forecasts unchanged, even
when significant new cues are available. In the studies reviewed, conservatism bias is
exhibited by both experienced and non-experienced forecasters. For example, Batchelor
and Dua (1992) examined the judgmental forecasts produced by a number of US
institutional forecasters. They measured forecasters’ conservatism by a statistical method
and concluded that the participants gave too much weight to their own past forecasts,
ignoring new information. Harvey and Harries’ (2004) study of non-experienced students
generated similar findings. Participants gave more weight to their own forecasts than the
opinions of advisers. Conservatism bias also seems more significant in time series
forecasting, because nine out of 10 reviewed studies identifying conservatism bias were
based on time series variables. According to the representativeness heuristic, forecasters
always believe that events will tend to regress towards the mean in the forecasting period.
So they prefer to dampen the trend of the historical data. However, the illusion of
regression may bias forecasts when the trend of a time series is significant but difficult to

observe (Harvey & Bolger, 1996).

Furthermore, a common pattern in judgmental forecasting is to begin with an initial
position and then adjust based on it. In such a pattern, forecasts may be biased by the
anchoring effect (anchoring bias), which indicates that the adjustments from an initial

point of forecast are usually in the right direction but insufficient (Arnott, 2006). Most of
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the time, forecasters have one anchor in their judgments, which is usually the last data
point of the forecasting series. The reviewed studies with anchoring bias show that many
forecasters only focus on, or at least overweight, the last data point (O’Connor, Remus, &
Griggs, 1993; Reimers & Harvey, 2011). Harvey and Bolger (1996) further revealed that
when the forecasting series are trended, people with anchoring bias prefer to anchor on
the last data point before taking the trend into account. Sometimes, forecasters have more
than one anchor and their adjustments are usually positioned between anchors. In
Eggleton’s (1982) experiment, participants express anchoring bias towards the mean value
of the series and the last data point, and their forecasts have been found to lie between
these two anchors. Adjustment and anchoring heuristics can be an appropriate forecasting
strategy only if continuous feedback is available; otherwise, the amount of adjustment is
usually insufficient. Some studies also identified that forecasts are anchored on forecasters’
initial opinions (Lim & O’Connor, 1994; Russo & Schoemaker, 1992; Yaniv, 2004). In
this case, the effects of anchoring bias are the same as the effects of conservatism bias. So
forecasts biased by anchoring on forecasters’ initial opinions are classified as displaying

conservatism bias in this study.

Adjustment biases are not widely observed in the literature of tourism demand forecasting.
One of the few studies regarding conservatism bias was conducted by Hubers and Lyons
(2013). Some of their participants’ judgmental forecasts for travel demand were primarily
based on their past experience, which biased their understanding of the available
information. Another interesting study regarding anchoring bias was conducted by

Ankomah and Crompton (1992). They investigated the cognitive distances of several
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airlines, asking a group of forecasters to use judgmental forecasts to predict the distance.
The result shows that some forecasters overestimated the length of airlines by misplacing
their mental markers at the point where the slant of the line departs from the horizontal,

resulting in a cognitive lengthening of the target lines.

As a result, the research gaps identified from the empirical studies about cognitive bias

can be summarized as below:

1. Group forecasting method has been widely applied in tourism demand forecasting
and the design of TDFSS. However, herding bias and its influence on forecast
accuracy have not been examined fully; and no effective strategy has been
developed to successfully detect herding bias.

2. Overconfidence and desired outcome have been mentioned in tourism demand
forecasting studies but have not attracted enough attention from researchers. There
is a lack of study of the situations in which these two cognitive biases occur.

3. Studies about the impact of conservatism and anchoring effects on tourism demand
forecasting are quite limited; and no function in the design of TDFSS has been

developed to detect these two adjustment biases.

2.3 Empirical studies on debiasing strategies

Besides the commonly identified cognitive biases, some of the reviewed studies also
proposed debiasing strategies to reduce the forecasting errors caused by forecasters’
irrational cognition (Table 2-4). Generally, the Delphi method is considered an effective

strategy to reduce herding bias; the reviewed studies offer three other debiasing strategies
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to reduce the influence of the four commonly identified cognitive biases on forecast

accuracy: optimal forecasting process, training, and feedback.

2.3.1 The Delphi method

The Delphi method is usually conducted through several rounds of survey. In the first
round, the panel members in a Delphi survey need to provide independent responses to
the forecasting task. In the following rounds, participants are asked to further revise their
forecasts according to a summary of all responses collected from the previous round. The
participants never meet or communicate with each other during the entire process,
guaranteeing their anonymity. The Delphi method is better than traditional group
forecasting techniques at avoiding the problems of specious persuasion, undue influence
of recognized experts, unwillingness to abandon publicly expressed views, and the
bandwagon effect whereby participants are reluctant to state views at odds with a
developing consensus (Frechtling, 2012). Herding bias is thus effectively reduced. Early
studies of tourism demand forecasting using the Delphi method focused on judgmental
forecast of the growth of air traffic and visitor arrivals (English & Kernan, 1976; Liu,
1988). Recently, the application of the Delphi method in this field has been extended to
predict tourist expenditure (Landeta, 2006), hotel room demand (Y Cksel, 2007), and the
impacts of natural and anthropogenic catastrophic events on the tourism industry (Cunliffe,

2002).

2.3.2 Optimal forecasting process
Optimally designed forecasting processes can effectively reduce the occurrence of desired

outcome and conservatism biases in judgmental forecasting. Both the tourism demand
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forecasting and general forecasting literatures suggest that the combination of statistical
and judgmental forecasting methods can generally improve forecast performance by
reducing the risk of complete forecast failure (Armstrong, 2001; Song & Li, 2008). Based
on this principle, a group of studies have compared the cognitive biases occurring in
different combination strategies and proposed optimal forecasting processes. Goodwin
(2000a) compared three forecast combination methods: (i) statistical correction of
judgmental biases; (ii) simple average of judgmental and statistical forecasts; and (iii)
correction of judgmental biases followed by combination. Goodwin’s result shows the
robustness of correcting judgmental bias using Theil’s optimal linear correction in
reducing forecast error. Error bootstrapping is also suitable for correcting judgmental
forecasts biased by forecasters’ cognition (Fildes et al., 2009). In another study, Goodwin
(2000b) proposed an approach that takes statistical forecast as a starting point and asks the
reason for adjustment. This has been verified to be a good way to reduce forecast error
caused by overconfidence bias. Taking statistical forecasts as a default aims to remind
forecasters of the base rate forecasts and to help them avoid overreaction when new
information is available. Asking the reason for adjustments can help forecasters examine
their necessity and avoid unnecessary adjustments. Furthermore, small and wrong-side
adjustment is usually caused by forecasters” irrational cognition, which should be avoided

in the forecasting process (Fildes et al., 2009).

As aresult, an optimal forecasting process as a debiasing strategy involves both the order
of forecasting (e.g., statistical correction of judgmental biases, and taking statistical

forecasts as a default) and the restrictiveness of forecasters’ judgmental behaviors (e.g.,

81



asking the reason for adjustments, and avoiding small and wrong-side adjustments). The
application of an optimal forecasting process in the literature of tourism demand
forecasting can be widely identified, especially when statistical and judgmental
forecasting processes are combined in the forecasting task (Song & Li, 2008; Witt & Witt,
1995). The general order of forecasting is to produce statistical forecasts of tourism

demand, followed by judgmental adjustments using statistical forecasts as a default.

However, a default forecast given to forecasters can also be considered an anchor to bias
forecasters’ judgment. Statistical forecasts are usually produced either by time series
models or by econometric models based on a long-term sample of the historical data.
Statistical forecasts thus mainly reflect long-term trends and the seasonal pattern of the
forecasting task, as well as its sensitivity to changes in the influencing factors during the
forecasting period. Meanwhile, the short-term trends and the potential influence of special
events in the forecasting period cannot be captured by statistical forecasting methods
(Eroglu & Croxton, 2010; Fildes et al., 2006). Anchoring on statistical forecasts may
therefore cause insufficient adjustment. One of the characteristics of tourism demand is
its high sensitivity to a variety of special events, including mega activities (such as the
Olympic Games and the World Cup), disasters (such as bird flu, earthquake, and tsunami),
and terrorist attack (such as 9/11), etc. However, such special events and the sensitivity of
tourism demand to such events in the forecasting period cannot be captured by statistical
forecasts. Insufficient adjustment caused by anchoring bias may therefore lead to severe
error in tourism demand forecasting. In that case, the barrier to using statistical forecasts

as the default in the design of TDFSS is the question of how to detect the potential bias of
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anchoring and how to reduce such bias during the adjustment process. Furthermore, as
Goodwin (2000a) suggested, statistical methods can be used to correct forecasters’
judgmental bias, but the empirical research on statistical correction of judgmental biases

in the area of tourism demand forecasting is quite limited.

Considering the restrictiveness of forecasters’ judgmental behaviors, some studies have
adopted or suggested scenario analysis as a judgmental forecasting strategy to forecast
tourism demand (Prideaux, Laws, & Faulkner, 2003; Yeoman & McMahon-Beattie, 2005).
As Hubers and Lyons (2013) emphasized, tourism demand comprises high uncertainty
and scenario analysis embraces rather than conceals uncertainty in the prediction of
tourism demand. Using scenario analysis, different or even contrasting depictions of
possible futures can be fairly judged according to identified principal drivers of scenarios.
In the design of TDFSS, scenario analysis is widely adopted as a judgmental forecasting
strategy. For example, scenario analysis functions are developed in the HKTDFS in order
to help system users fully recognize the uncertainty caused by the changes of several

drivers of tourism demand in both the short and long term (Song et al., 2008, 2013).

Another suggestion to restrict forecasters’ behavior in judgmental forecasting is to avoid
adjustment in the wrong direction (Fildes et al., 2009). The direction of adjustment
depends on the position of statistical forecasts, judgmental adjustments, and the real
outcomes. The right direction of adjustment is identified when the adjustment and the real
outcome are on the same side of the statistical forecast; wrong-direction adjustment occurs
when judgmental adjustment and the real outcome are located on the opposite sides of the

statistical forecast. The direction of adjustment must be captured by ex-post evaluation
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when the real outcomes of the forecasting task are available. In the design of TDFSS,
however, debiasing strategies are designed with the aim of reducing forecasters’ cognitive
bias during their judgmental forecasting processes; the right (or wrong) direction of
adjustment must be detected before the real outcome is available. A key problem is how
to detect the right (or wrong) direction of adjustment during the use of TDFSS.
Experimental evidence suggests that, when forecasters’ adjustments are made on the basis
of events, the accuracy of adjustment is improved only if the information about the event
is reliable (Goodwin & Fildes, 1999; Lim & O’Connor, 1996). Fildes et al. (2009) tried to
eliminate potential wrong-side adjustments in their experiment using an FSS; the result
improved by 50%. However, the generalizability and effectiveness of such a method in
the design of TDFSS has not been tested. Furthermore, forecasters’ forecasting habits may
also influence the direction of adjustment. If a forecaster always expressed optimism in
the previous forecasting exercises, for example, the probability that he/she makes
adjustment in the wrong direction is increased even if negative but reliable information is
available. For individual use of TDFSS, is it reasonable to estimate the wrong direction of
adjustment based on one’s previous forecasting exercises? In group forecasting, is it
reasonable to use the direction of mean (or median) adjustments, or the majority
adjustment direction, as the right direction? Further empirical studies are necessary in

order to provide reliable answers to these questions.

2.3.3 Training
Among the reviewed studies, two articles proposed that training can also reduce the biases

of overconfidence and conservatism (Goodwin et al., 2007; O’Connor, Remus, & Griggs,
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1997). This is therefore considered the second debiasing strategy and is normally used
with the third debiasing strategy, “feedback™ in judgmental forecasting. Training means
conducting trial forecasts using artificial data before the real forecasting task. The main
purpose of training is to support forecasters’ learning about the forecasting process and
data features. For example, the two studies mentioned used artificial data in both trial and
real forecasts. In each study, artificial data for the training and the real forecasting task
were generated following the same rules. Features of trial time series that forecasters
learned in the training can be directly applied in the real forecasting task in order to reduce
cognitive bias. Goodwin and colleagues (2007) used an FSS to support participants’
judgmental forecasting, and proposed training in order to reduce cognitive bias by
familiarization with the system. However, the application of training in tourism demand
forecasting, as well as the influence of training using artificial data before the real

forecasting task, have not been found in recent literature.

One of the features of the studies using training as a debiasing strategy is that the series
used for both training and real forecasting are all artificial data with similar features of
trend, seasonality, variation, and inflation (Goodwin et al., 2007; O’Connor et al., 1997).
Trial forecasting using artificial data can thus help forecasters better understand the
features of the data used in real forecasting and finally reduce the cognitive biases in their
judgments. In real forecasting tasks, however, the features of real time series may not be
well simulated by artificial data. In tourism demand forecasting especially, the features of
tourism demand are usually unpredictable because of their high sensitiveness to special

events. If the features identified from the artificial data differ from real tourism demand,
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learning from training may seriously bias forecasters’ judgment. Therefore, training based
on artificial data may not be as helpful as expected in real tourism demand forecasting.
Indeed, another source of information that can also help forecasters better understand the
features of forecasting tasks, or help forecasters familiar with the FSS, is forecasting
performance in the previous forecasting seasons (Fildes et al., 2009); unfortunately, the
benefits of forecasters’ previous forecasting performance to forecast accuracy in tourism

demand forecasting and the design of TDFSS have not been widely studied.

2.3.4 Feedback

Feedback, the third debiasing strategy, is widely suggested with the intention of fostering
learning. More than half of the reviewed studies that proposed debiasing strategies
suggested using feedback to reduce conservatism, overconfidence, and desired outcome.
Regarding content, feedback can be classified as outcome feedback, task feedback,
process feedback, and performance feedback (Balzer, Doherty, & O’Connor, 1989;
Benson & Onkal, 1992). With the exception of task feedback, these feedback types are

widely adopted in the judgmental forecasting literature.

Outcome feedback refers to simple information about the latest outcome of the forecasting
task or the realization of a previously predicted event. In the probability forecasting
literature, outcome feedback has been proven ineffective in forecast calibration because
of the limited information it provides (Benson & Onkal, 1992). Also, because outcome
feedback cannot provide information about the key relationships in the environment, it is
not suggested for use in probability forecasting (Fischer, 1982). In the time series

forecasting literature, outcome feedback is considered the historical data of a forecasting
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series, and the effectiveness of outcome feedback dependents on the mode of data display
(Lawrence, 1983). For example, Lawrence, Edmundson, and O’Connor (1985) showed
that graphical display is more helpful in the short term because it clearly reflects the
influence of short-term interruptions; tabular display is more helpful in the long term
because it concentrates attention on long-term trends. One strategy to provide outcome
feedback is to combine these two modes of display and highlight their usefulness in
different durations. Therefore, outcome feedback is more useful in reducing mode bias

than reducing the four commonly identified cognitive biases in judgmental forecasting.

Process feedback can be evidence perceived by the forecaster, the appropriate forecasting
strategy, or information about the forecasts themselves. Yaniv (2004) conducted a series
of experiments to evaluate the effects of process feedback on forecast accuracy, one of
which is to evaluate the accuracy improvements when forecasters receive feedback about
appropriate forecasting strategy (advisor’s forecasts) and their initial forecasts. The results
show that forecasters learned from this feedback and their adjustments generally resulted
in 20% improvement of forecast accuracy compared with their initial forecasts. Lee,
Goodwin, Fildes, Nikolopoulos, and Lawrence (2007) examined the contribution of three
process feedbacks in time series forecasting, including cases similar to the forecasting task
(memory support), similarity evaluation of the retrieved cases (similarity support), and the
estimated changes of independent variables (adaptation support). They proved that
providing the conjunctive support of these three feedback types significantly improved
forecast accuracy in some conditions and at least had no harmful effect on forecasting

accuracy in other conditions.
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PF is information about performance in forecasters’ previous forecast exercises, which
normally relates to their previous forecast accuracy. In the studies reviewed, PF is the
main feedback debiasing strategy. Simply providing the forecast error of one’s previous
forecasting exercises in later forecasting tasks is the main application. In Murphy and
Daan’s (1984) study on weather forecasting, participants’ forecasts in the first year were
compared with the real outcomes; the forecast accuracy was used as PF for forecasters’
second-year forecasting. Both the accuracy and the reliability of forecasts improved in the
second year. Bolger and Onkal-Atay (2004) studied the benefits of PF in interval
forecasting. The forecasters who expressed overconfidence in their earlier forecasting
exercise reduced their cognitive bias based on feedback about their performance, and later
forecasts were significantly more accurate. Besides previous forecast error, some studies
have also suggested statistical methods for PF. Fildes et al. (2009), for example, used both
the forecasts and the forecast errors of forecasters’ previous forecasting exercises to
regress the real outcome by an error bootstrapping method. Then an optimal forecast based
on the estimated relationship between forecast, forecast error, and real outcome was
provided as PF intended to minimize forecasters’ cognitive bias. PF is usually applied
with the training strategy. O’Connor et al. (1997) revealed that providing forecast error in

the trial forecast can effectively diminish forecasters’ cognitive bias in the real forecast.

PF is the most popular form of feedback provided in the application of the Delphi method
in tourism demand forecasting (Garrod & Fyall, 2005; Sheldon & Var, 1985). In order to
present the general consensus and the range of participants’ opinions, PF in a Delphi

survey focuses on the summary of forecasts from all participants rather than any individual.
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Moreover, the content of the feedback does not reflect forecast accuracy but certain
descriptive statistics, such as the mean, median, standard deviation, skewness, and kurtosis
of participants’ forecasts in the previous round. The provision of well-organized PF after
each round usually shortens the process, which is controlled within four to six rounds of
survey before a convergence of group opinion is achieved. Many studies in tourism
demand forecasting have highlighted that the success of Delphi forecasting comes from
effective PF provided in each survey round (Lee & King, 2009; Liu, 1988; Spenceley,
2008; Yong, Keng, & Leng, 1989). The first application of PF in the design of TDFSS
was TourMIS (Croce & Wcber, 2011; Wdber, 2003). Since the year 2000, the system has
provided statistical forecasts for the Austrian tourism market with experts’ adjustment for
system users’ consideration. For the first time, a standard online Delphi survey for tourism
demand forecasting was developed as a function in HKTDFS. PF on forecasters’
adjustments in each round of survey was available during the whole survey session.
Besides PF, HKTDFS also provides process feedback for system users’ reference in their
judgmental forecasting processes, which include the goodness of fit, the statistical
significance of coefficients in the statistical forecasting model, and other key statistics of
economic modeling. However, there is a lack of further investigation of the influence of

PF on forecast accuracy in existing TDFSS.

As a result, the research gaps identified from the empirical studies on debiasing strategies

can be summarized as below:

1. Regarding the forecasting process that uses statistical forecasts as a default,

forecaster may anchor on statistical forecasts and underweight the influence of
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short-term trends and special events when forecasting tourism demand. However,
few studies have focused on how to detect the anchoring bias and how to reduce
such bias in forecasters’ judgmental forecasting process.

. Judgmental adjustment based on statistical forecasts is widely adopted as the
optimal forecasting process in the tourism demand forecasting literature;
nonetheless, this process cannot effectively reduce forecasters’ anchoring bias in
the stage of judgmental adjustment. Statistical correction of cognitive bias after
forecasters’ judgmental forecasting has not been thoroughly researched in the
areas of tourism demand forecasting and the design of TDFSS.

. As a strategy to restrict forecasters’ judgmental adjustment based on statistical
forecasts, it is suggested to avoid wrong-side adjustment. However, it is difficult
to detect whether the direction of adjustment is right or wrong before the real
outcome is available. In tourism demand forecasting and the design of TDFSS,
how to detect the right (or wrong) direction of adjustment is little explored.
Training based on artificial data may not be helpful, and may even generate a
negative influence on forecast accuracy in real forecasting tasks. Forecasting
performance (e.g., forecast error) in previous forecasting sessions is made valuable
with the aim of better understanding the features of the forecasting task, or the aim
of becoming familiar with the FSS, but this practice has not been widely studied.
PF is a widely adopted debiasing strategy in tourism demand forecasting and the
design of TDFSS. However, there is a lack of study of whether, or to what extent,

it contributes as a debiasing strategy.

90



2.4 Summary

Following the review of cognitive bias theory, the current study adopts Arnott’s (2006)
taxonomy of cognitive bias, which classified 37 cognitive biases in six categories. Further
review of empirical studies in judgmental forecasting, tourism demand forecasting, and
the design of TDFSS identifies three research gaps in cognitive bias identification and five
research gaps in debiasing strategy development. In the next chapter, the conceptual model

and research hypotheses are developed based on the identified research gaps.
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3 CONCEPTUAL FRAMEWORK

Research hypotheses are now developed in response to the research gaps identified in the
literature review chapter. A conceptual debiasing framework in the design of TDFSS is

created to guide the rest of this study.

3.1 Research hypotheses

Among the three research gaps relating to cognitive bias identification, herding bias is the
only one connected to group cognition; the other two research gaps focus on individual
cognitions. The methods used to investigate group cognition and individual cognition are
quite different. Generally, investigating group cognition is much more difficult than
investigating individual cognition, for two reasons. First, individual cognition can be
identified by investigating single forecasts; the unit of investigation is therefore individual.
Group cognition is identified from group decision-making and the research unit is
therefore group, rather than individual. Large research samples and a complex
investigation process are therefore required. In Buehler et al. (2005), for example, a class
of undergraduate students were invited to conduct group decisions. The data about group
cognition were collected through two independent experiments and at least two stages
(sessions) of investigations were designed in each experiment. In Batchelor’s (2007) study,
the herding bias was identified by investigating a group of institutions, such as
international or national banks, business corporations, trade associations, or research
institutes. In each of the investigated institutions, 40-60 professional forecasters were
involved, representing a huge sample target. Second, much more time is spent
investigating group cognition than individual cognition. Buehler et al. (2005) spent a

92



semester (four months) identifying the features of group cognition; Batchelor’s (2007)
study ran “over a number of years.” As a result, investigation of group cognition requires
a complex research design with a large number of participants, and also needs to be
conducted over a long time period. In order to maximize the contribution of this study
with limited resources, it is reasonable to focus on the identified research gaps relating to

individual cognition rather than group cognition.

Conservatism bias, one of the most widely identified individual cognitive biases in the
literature, has been widely identified in probability estimation (DuCharme, 1970; Harvey
& Harries, 2004; Soll & Mannes, 2011; Yaniv, 2004). In judgmental forecasting of time
series data, Poulton (1994) argued that conservatism is just an example of under-
adjustment from forecasters’ mental anchor; so anchoring bias is a more general account
that subsumes the expression of conservatism. According to the theory of behavioral
decision-making, some other studies have also argued that it is difficult to distinguish
anchoring, conservatism, and egocentrism in people’s decision-making (Harvey, 2007,
Krueger, 2003; Svenson, 1981). Tourism demand forecasting mainly uses time series data.
The current study focuses on investigating the occurrence of commonly identified
cognitive biases in tourism demand forecasting, as well as proposing systematic debiasing
strategies for TDFSS development; it is not the purpose of this study to investigate
controversial cognitive biases in time series forecasting from other cognitive or heuristic
behaviors. Therefore, the current study will not investigate conservatism bias or
corresponding debiasing strategies. As a result, the current study focuses on filling the

research gaps relating to overconfidence bias, desire bias, and anchoring bias, as well as

93



relevant debiasing strategies, in the design of TDFSS. Generally, cognitive biases in the

use of TDFSS should be reduced in two stages: cognitive bias detection and debiasing.

3.1.1 Stage I: cognitive bias detection
As reviewed in the literature, the error of tourism demand forecasting can be generally

described as:
Err = f(S,D,A,0)

where Err indicates the error of tourism demand forecasting; S indicates statistical forecast;
D indicates the forecaster’s desired outcome; A indicates the anchoring bias; and O
indicates the forecaster’s confidence in his/her adjustment. Therefore, the forecast error

of judgmental adjustment can be divided into five components:

where a is a constant term; £, S indicates the component of statistical forecast bias in the
final percentage error of forecast (Err); 8,D, B,A, and 8,0 indicate the components of
desired outcome error, anchoring error, and overconfidence error, respectively; and p is
the error term, which is assumed to be a white noise series. In order to keep the measures
of forecast errors and cognitive biases on the same level, percentage error (PE) or

percentage change (PC) are usually adopted.

Based on the above forecast error equation, four sets of hypotheses can be developed as

below.

1) According to Equation (3.3), statistical forecast bias S is measured by
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2)

Q —SF
S =g —*100%

where Q and SF indicate the real outcome of tourist arrivals and the statistical forecast,
respectively. According to Fildes et al. (2006), statistical forecast is robust to estimate
regular patterns of time series, such as long-term trends, seasonality, and stable
relationships with explanatory variables, while S is mainly caused by short-term trends
or the influence of special events that have not been considered in statistical
forecasting methods. In such a case, statistical forecast would be biased and statistical
forecast error is unavoidable. Ideally, forecasters’ expertise and domain knowledge
contribute to the identification of such interruptions in judgmental forecasting.
Therefore, this component of forecast error should be removed from the adjusted
forecasts and not be incorporated into the model of cognitive bias detection. In other
words, St should not significantly influence the final forecast error after judgmental
forecasting. Thus, it is assumed that:

H1. Statistical forecast bias has no influence on the final forecast error after

judgmental forecasting.

Desire bias reflects forecasters’ wishful thinking and the importance of the desired
outcome to the forecaster. According to the review of empirical studies, desired
outcome is usually generated based on forecasters’ expectations without influence
from other available information (Arnott, 2006; Hogarth, 1987; Olsen, 1997).

Therefore, desire bias (D) can be measured as:

Q — DO
D = 0 * 100%
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3)

where Q denotes the real outcome of tourist arrivals and DO denotes the desired
outcome.

As a common identified cognitive bias in judgmental forecasting literature, desire bias
IS expected to be observed in tourism demand forecasting. Such a bias also contributes
to the final forecast error. Thus,

H2a. Desire bias exists in forecasters’ judgmental forecasting.

H2b. Desire bias contributes to the final forecast error.

As a common judgment pattern, anchoring bias usually occurs when an initial position
is given, even if the initial position (anchor) is wrongly determined and forecasters are
aware of this (Arnott, 1998). According to the literature, the most popular anchors in
judgmental forecasting are the statistical forecast and the latest observation of the task
time series (Eggleton, 1982; Eroglu & Croxton, 2010; O’Connor et al., 1993).
Therefore, it is believed that the adjustments based on the statistical forecast and the
historical data of tourism demand may cause anchoring bias in forecasters’ judgmental
forecasts when the latest data is provided. Furthermore, desire bias is one of the
cognitive biases to be investigated in this study. The identification of one’s desired
outcome is driven by one’s domain knowledge and expertise, instead of any mental
anchor. However, once the desired outcome is provided, it is easily used as an initial
value for further adjustments, and further adjustments may be biased by the desired
outcome as an anchor. Therefore, it is believed that anchoring bias may occur
regarding the availability of the statistical forecast, the last outcome of the historical

data, and the desired outcome in tourism demand forecasting. Following the method
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of measuring anchoring bias in Eroglu and Croxton’s (2010) study, three types of

anchoring bias can be measured as:

F-SF
SF

(45
-DO
Ya, =22 32)
L4

F-LO
where Ag, Ap, and A; denote the biases anchoring on the statistical forecast, the

LO

desired outcome, and the latest observation of tourism demand, respectively; F
denotes the judgmental forecast of tourism demand; and SF and LO denote the
statistical forecast and the latest observation of the historical data, respectively.

In order to incorporate these three types of anchoring bias into Equation (3.1), three

dummy variables are developed:

. _ (Lif min([F = SF|,|F = DO|, |F — LO|) = |F — SF|
S 710, otherwise
. _ (Lif min([F = SF|,|F = DO, |F = LO|) = |F = DO|
D710, otherwise
o _ (Lif min(|F — SF|,[F = DOL,|F — LO]) = |F - L0
L=0, otherwise

where Is, Ip, and 1. denote the occurrence of anchoring bias on the statistical forecast,
the desired outcome, and the latest observation, respectively. Therefore, Equation (3.1)
can be further revised by:

Err = a + B1S + BoD + BslsAg + BalpAp + Bsl AL + B0 + 1 (3.3)
When the judgmental forecast of tourism demand for one tourism market is made by
a forecaster, only one type of anchoring bias would normally be identified with one

exception that the judgmental forecast is located at the middle point of two starting
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4)

points (e.g., F = #). In that occasion, both statistical forecast anchor and latest

observation anchor are identified (I = I, = 1). Three types of anchoring bias are
expected to be observed in tourism demand forecasting and can contribute to the final
forecast error. Therefore,

H3a. Anchoring bias in statistical forecast is unavoidable in forecasters’ judgmental

forecasting.

H3b. Anchoring bias in desired outcome is unavoidable in forecasters’ judgmental

forecasting.

H3c. Anchoring bias in the latest observation is unavoidable in forecasters’

judgmental forecasting.

H3d. Anchoring bias in statistical forecast contributes to the final forecast error.

H3e. Anchoring bias in desired outcome contributes to the final forecast error.

H3f. Anchoring bias in the latest observation contributes to the final forecast error.

Overconfidence bias indicates that “the ability to answer difficult or novel questions
is often over-estimated” (Arnott, 2006). In the reviewed empirical studies,
overconfidence bias can be measured by the difference between (i) the confidence
level given by a forecaster after his/her adjustment is made and (ii) the percentage of
correct adjustment (Bolger & Onkal-Atay, 2004). In practice, confidence level can be
measured by five-point Likert scales and then transformed into the form of a
percentage of confidence (confidence score divided by five). The percentage of correct
adjustment is reflected by the proportion of adjusted forecasts that are more accurate

than statistical forecasts. Therefore, overconfidence bias (0) is measured as:

_ - L%l _ [Liflpe(FyI<|pe(SF)|
0, = Confidence, — ==t 1 = {yiflbeC0ibeCio) (3.4)
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where Confidence; indicates the forecaster’s confidence percentage about his/her
adjustment of the forecast of tourism demand series i; m indicates the number of
tourism demand series to be forecast in a forecasting season; I indicates the amount of
correct adjustments; pe(F;) indicates the percentage error of adjustment; and pe(S;)
indicates the percentage error of statistical forecast.

As a commonly identified cognitive bias in the judgmental forecasting literature,
overconfidence bias is expected to be observed in tourism demand forecasting and to
contribute to the final forecast error. Thus,

H4a. Overconfidence is unavoidable in forecasters’ judgmental forecasting.
H4b. Overconfidence bias contributes to the final forecast error.

3.1.2 Stage Il: anchoring bias reduction

According to Equation (3.3) and the hypotheses developed in the stage of cognitive bias
detection, forecast error can be decomposed into different components, each of which is
driven by a cognitive bias or statistical forecast bias. Assuming that forecasters’ cognitive
behavior will remain unchanged between two closed forecasting seasons, the detected
cognitive errors made by the forecaster, as well as the statistical forecast bias, in the
previous forecasting season can be used to indicate the forecaster’s cognitive bias in the
next forecasting season. Fildes et al. (2006) emphasized that two general strategies can be
applied for debiasing in the design of FSS: informative guidance and suggestive guidance.
An FSS could provide the system user different kinds of information relating to the
forecasting task, including one’s forecasting performance using the system in the past (PF),
as informative guidance. In this study, the information about forecasters’ cognitive bias

detected in the previous forecasting season can be provided as PF to forecasters in the
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form of mean forecast error. The revised forecasts based on such performance guidance
are expected to be more accurate since the error of related cognitive bias should be
excluded from the revised forecasts. Suggestive guidance means that the FSS
automatically produces the suggested forecasts and directly provides them to forecasters
for their decision-making. When a forecaster’s judgmental forecasts in the previous
forecasting season and the real outcomes of tourist arrivals are available, the system can
calculate his/her cognitive biases following a set of pre-defined algorithms. Based on the
assumption that a forecaster’s cognitive behavior would not present significant changes
between two closed forecasting seasons, the system would combine the detected cognitive
bias with the forecaster’s new judgmental forecasts in the following forecasting season.
In this study, three sets of algorithms are proposed to reduce each kind of cognitive bias
in tourism demand forecasters’ judgmental forecasting process. The accuracy of the
suggested forecasts produced by such algorithms are compared with forecasters’ non-
aided judgments, and their revisions according to the PF. System-suggested forecasts are
expected to perform better than forecasters’ judgmental forecasts. Regarding these two

debiasing strategies, three sets of hypotheses can be developed in Stage 1.

5) According to the desire bias detected in the previous forecasting season, the extent to
which such bias influences the adjustment can be measured by the corresponding
forecast error. Therefore, the mean forecast error caused by a forecaster’s desired
outcome, or so-called desire error, in the previous forecasting season is expected to be
used as PF in the following forecasting season. According to Equation (3.3), the

percentage error caused by a forecaster’s desired outcome is measured by the
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component 3, D; therefore, the mean desire error in one’s previous forecasting season

can be calculated according to the following equation:
Mean(Desire Error) = % M B.D; x Q; (3.5)

Thus,

H5a. Feedback of the mean desire error in a forecaster’s previous forecasting season

reduces desire bias in the following forecasting season.

Desire error (Errp), the difference between the real outcome and the desired outcome,
is calculated as:

Errp =Q — DO
If Erry, is predictable, the ideal forecast of Q should be:

Q = DO + Errp
Based on the assumption of unchanged cognitive behavior in two closed forecasting
seasons, Erry, can be estimated by the mean of desire error produced by a forecaster
in his/her previous forecasting season:

Qit+1 = DOiey1 + Errp, ., = DO iy + Mean(Errp,)

where i indicates the tourism demand series to be forecast. According to Equation
(3.5), the system-suggested forecasts regarding a forecaster’s desire bias (D), which
is actually the ideal forecast of Q; .., with desire error eliminated, can be further

specified as:
~ 1
th+1 =Qit+1 =DO0jt4q + ;2?21 B2Di¢ * Qi (3.6)

The hypothesis related to this suggestive guidance is developed as:
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|
\

Mean(4,) = ! >

H5b. Suggested forecast with desire error correction is the most accurate adjustment,
better than a forecaster’s unaided adjustment and the adjustment based on the

corresponding PF.

According to the three types of anchoring bias detected in the previous forecasting
season, the extent to which such bias influences the adjustment can be measured by
the corresponding forecast error. Therefore, the mean forecast error caused by a
forecaster’s anchoring bias, or so-called anchoring error, in the previous forecasting
season is expected to be used as PF in the following forecasting season. The mean
anchoring error in a forecaster’s previous forecasting season can be calculated

according to the following equation:

Mean(Ag) = —~— 3" Anchoring Errors, = 1L yNUsi=) BslsAs; * Qi

N(Is;=1) =1=1 N(Is;=1) “i=1

Mean(Ap) = — yNUpi=1) Anchoring Errory, = 1 yNUp=1) Balp Ap; * Qi¢

N(ip;=1) “i=1 N(ip;=1) “i=1
N(I;=1

N(ILi=1) i=1

)Anchoring Error,; = o 1_1) z:Iiv=(iu=1)
Li—

ﬁsILl-ALi * Qpe

(3.7)
where N(I; = 1), N(IDL. =1),and N(I,; = 1) indicate the number of a forecaster’s
adjustments to all tourism demand series that close to the statistical forecast, the

desired outcome, and the latest observation, respectively. Thus:

H6a. Feedback of the mean anchoring error in the statistical forecast in the previous

forecasting season reduces anchoring bias in the following forecasting season.

H6b. Feedback of the mean anchoring error in the desired outcome in the previous

forecasting season reduces anchoring bias in the following forecasting season.

H6c. Feedback of the mean anchoring error in the latest observation in the previous

forecasting season reduces anchoring bias in the following forecasting season.
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After Equation (3.3) is estimated using the forecaster’s judgmental forecasts and the
real outcomes of tourist arrivals in the previous forecasting season, the estimated
coefficients are also valid to estimate the influence of statistical forecast error (,),
desire bias (5,), three types of anchoring bias (8,, 8,,85), and overconfidence bias
(B,) on the final forecast error in the following forecasting season. Therefore,
Ertiter = a + B1Sits1 + B2Digsa + ﬁ3ISASi‘t+1 + ﬁ4IDADi‘t+1 + ﬁSILALi,t_H
tB60it+1 + Ui+ (3.8)
The percentage error associated with three anchors can be extracted from Equation 3.8
as below:
Erties1(A) = B3lsAs; oy + BalpAp; g + BsliAr; iy
As suggestive guidance to eliminate anchoring bias, the system-suggested forecasts in
this situation should ideally be given with no percentage error associated with
anchoring bias (Err:..,(4) =0). Therefore, the percentage error of (system-suggested)
forecasts with anchoring bias eliminated should be given as:
Err{i1 = @+ BiSite1 + B2Dips1 + BeOirs1 + Hirs1 (3.9)
The following equation is a combination of Equation (3.8) and Equation (3.9):
Erripsr —Erripy, = BalsAs; y + BalpAp;pyy + BsliAL; 4y
(3.10)

Also because

S S
v Qies1 = Fiesr Qierr = F A% F AV — Fien
Erriper —ETTipeq = - =

Qit+1 Qit+1 Qit+1
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where F; ;.1 indicates forecasters’ unaided judgmental forecast of series i at time t+1;

F_A7,,, indicates system-suggested forecasts with anchoring bias eliminated.

Equation (3.10) can be further transferred into the following form:

S

F-AL t+1_Fi,t+1
Qiren = BalsAs;pyq T BalpAp; g + BsliArpyg =
i , ) )
Fiey1=SFiry1 .
—_ I . — 1
! ﬁg SFi't+1 ’ f S"'t+1
Firy1—=D0jry1 .
—_ I . — 1
'84 DOj 41 ’ f Dir+1
Fity1=L0jrt1 . _
Ps if ILi,t+1 =1

LOi,t+1

Also because the system-suggested forecasts are considered as ideal forecasts of Q; ;41

with anchoring error eliminated, F_A$, ., can be calculated as below:

s _A _
F_ A7 11 = Qite1 =

Fits1
1-B Fit+1=SFit+1?
3 sFieq

( if ISi,t+1 =1

Fit+1
1-B Fie41-D0e417
4 DOy

if Ipjeeq =1 (3.11)

Fit+1

1-B Fit+1-L0jt41 7
\ > 1041

if I =

The hypotheses related to this suggestive guidance are developed below:

H6d. System-suggested forecast with statistical forecast anchor correction is the most

accurate forecast, better than unaided forecast and adjustment based on the

corresponding PF.
H6e.

System-suggested forecast with desire anchor correction is the most accurate

forecast, better than unaided forecast and adjustment based on the corresponding

PF.
Hef.

System-suggested forecast with latest observation anchor correction is the most

accurate forecast, better than unaided forecast and adjustment based on the

corresponding PF.
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7) According to the overconfidence bias detected in the previous forecasting season, the
extent to which such bias influences the adjustment can be measured by the
corresponding forecast error. Therefore, the mean forecast error caused by forecasters’
overconfidence, or so-called overconfidence error, in the previous forecasting season
is expected to be used as PF in the following forecasting season. The mean
overconfidence error in the previous forecasting season can be calculated according

to the following equation:
Mean(0) = %2}11 Overconfidence Error; = % B30 % Qi (3.12)

Thus,

H7a. Feedback of the mean overconfidence error in the previous forecasting season

reduces overconfidence bias in the following forecasting season.

According to Equation (3.8), the percentage error associated with overconfidence bias
can be extracted as:

Er7it41(OVE) = B60; 41 = Pe * (Confidence; 1 — Mean(0)¢y4) (3.13)
As suggestive guidance to eliminate overconfidence bias, the system-suggested
forecasts in this situation should ideally be given with no percentage error of
Err;1+1(OVE). Therefore, Err; .1 (OVE) should be equal to zero and the percentage
error of system-suggested forecasts regarding the elimination of overconfidence bias
should be:

Erriter = a+ PiSierr + BaDicsr + BalsAs; g + BalpAp oy + BsliAL; g +

Hit+1 (3.14)

105



Combing Equation (3.8) with Equation (3.14) we can see that
Ertiiiq — Erri,,;r+1 = L6041 (3.15)
Also,

S S
Err Err! _ Qi,t+1 - CFi,t+1 Qi,t+1 - F_Oi,t+1 _ F—Oi,t+1 - CFi,t+1
iLt+1 — Lt+1 — - -

Qi,t+1 Qi,t+1 Qi,t+1

where CF; ., indicates the forecaster’s judgmental forecast of tourism demand series
I at time t+1 with desire bias and anchoring bias corrected but overconfidence bias still
involved; F_Oft +1 Indicates system-suggested forecasts with overconfidence bias
eliminated. Equation (3.15) can therefore be transferred as

S _CFE:
PR — B0, 141 = Bo * (Confidence; sy — Mean(0)ryy)  (3.16)

Qit+1
Based on the assumption that a forecaster’s cognitive behavior in the closed two
forecasting season is not significantly different, his/her mean overconfidence bias in
the current forecasting season can be estimated by his/her mean overconfidence bias
in the previous forecasting season. Therefore,
m
~ 1
Mean(O)t+1 = Mean (0),; = EZ Ii¢
i=1
F_Oft +1 is produced as an ideal forecast of Q;.,, with overconfidence error

eliminated. Therefore, F_0;,, can be calculated as:

CFit41

- T
1-PBe(Confidence;ry1—7 Tl I

F 0741 = Qirsr = (3.17)

The hypothesis related to this suggestive guidance is developed as:

H7b. System-suggested forecast with overconfidence error corrected is the most

accurate forecast, better than comparing the statistical forecast, unaided forecast,
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and the adjustment based on the PF of the mean overconfidence error in the

previous forecasting season.

3.2 A conceptual debiasing framework

According to the hypotheses developed in the previous section, a conceptual debiasing
framework is proposed with the aim of improving the accuracy of judgmental forecasting

in the design of TDFSS (Figure 3-1).

The left side of this framework describes the source of cognitive bias. In judgmental
forecasting, cognitive bias is mainly produced by the historical data of tourist arrivals,
statistical forecasts at the forecasting point, forecasters’ expectations or desired outcome
for the market, and their confidence in judgmental forecasts. The middle part represents
the leading indicators of five cognitive biases. To test the existence of statistical forecast
error after judgmental forecasting, the forecast error associated with statistical forecast is
also identified in this part. For each kind of cognitive bias, forecasters’ unaided
judgmental forecast, the PF-based revision, and system-suggested forecast are identified.
Hypotheses developed in the processes of cognitive bias detection and debiasing construct

the relationships between each component of the framework.
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Figure 3-1 A conceptual debiasing framework in the design of TDFSS

3.3 Summary

This chapter has focused on the development of hypotheses regarding cognitive bias and
debiasing strategies in the design of TDFSS. As a result, 21 hypotheses in seven groups
have been developed to be tested in this study. The first hypothesis is about the influence
of statistical forecast bias on the final forecast error, which has nothing to do with

cognitive bias. However, it is the foundation upon which to construct the model of
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cognitive bias detection. It is therefore proposed as the first hypothesis to be tested before
others. The following 10 hypotheses are about cognitive bias detection and the last 10 are

about the effectiveness of the proposed debiasing strategies.

Based upon the hypotheses developed, a conceptual debiasing framework in the design of
TDFSS was proposed at the end of this chapter. To verify the proposed conceptual

framework, the rest of this study focuses on testing the proposed hypotheses.
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4 EXPERIMENT DESIGN

The hypotheses and the conceptual framework developed in the previous chapter focus on
how to reduce forecasters’ cognitive bias in the use of TDFSS. This study aims to test the
developed hypotheses and to verify the proposed conceptual framework. Generally, a
research method can proceed following two approaches: an inductive approach or a
deductive approach (Haag, H&gman, & Mattsson, 2010). In an inductive approach, the
research starts with the collection of empirical data without any expectations and ends
with conclusions and theories drawn from the findings. Following a deductive approach,
the research starts from specific theories and concludes with empirical data. In other words,
a deductive approach starts by creating expectations, then proceeds with the collection of
empirical data and verification of whether the empirical data support the expectations
(Jacobsen, 2002). In a deductive approach, the expectations are expressed by hypotheses,
which can be empirically tested in specific cases (Patel & Davidson, 2003). A deductive

research approach is adopted in this study.

The selection of a qualitative or quantitative research method also depends on the nature
of the study and the results expected (Patel & Davidson, 2003). According to the proposed
conceptual debiasing framework for TDFSS development, this study has to generate a
conclusion on whether the methods of cognitive bias detection and debiasing can
effectively reduce forecasters’ cognitive bias in their use of TDFSS. The performance of
judgmental forecasting with and without debiasing needs to be compared and analyzed.

Therefore, a quantitative approach based on a series of experiments is deemed the most
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appropriate way to fulfill the research purpose because the hypotheses developed in this

model can be judged from the differences between aided and unaided adjustments.

Based on the above, the data for hypotheses testing in this study is appropriate for
collection from experiment. In this study, the experiment simulates regular tourism
demand forecasting tasks in reality. Because the influence of conservatism bias on tourism
demand forecasting is not investigated in this study, the experiment focuses on one-step-
ahead forecasting of tourism demand. Therefore, Equation (3.3) can be further specified

as:

Ei,j = aj + BljSi,j + BZjDi,j + .BBJ'ISL-JASL'J + .B4jIDi’jADi’j + ﬁSjILi’jALi’j + :86j0i,j +

p (4.1)

where the subscripts i € (1, m) and j € (1, n) denote the tourism demand series to be
forecast and the invited forecaster in this study, respectively; m is the number of tourism
demand series to be forecast in the experiment; n is the number of forecasters participating
in the experiment. Seven components located on the right side of the equation denote the
decomposed forecast errors that are driven by statistical forecast bias, desire bias, three

types of anchoring bias, and overconfidence bias.

Based on Equation (4.1), forecast errors generated by aided and unaided adjustments using

TDFSS need to be collected in a two-round experiment according to the following steps:

Round I:
Step 1. Desired Outcome

Step 2. Judgmental Forecasting
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Step 3. Confidence Level in Forecasting
Round II:

Step 1. Desired Outcome

Step 2. Correction of Desired Outcome

Step 3. Judgmental Forecasting

Step 4. Correction of Judgmental Forecasting

Step 5. Confidence Level in Forecasting

Step 6. Correction of Forecasting Regarding Confidence Level

In the first round of forecasting, three sets of data regarding forecasters’ judgmental
forecasts are collected from three steps. First, forecasters’ desired outcome without any
decision-making aids are collected as the first set of data. In the second step, forecasters
are asked to make their adjustment according to the one-step-ahead statistical forecasts
and the real outcomes of tourist arrivals in the history; then the adjustments are collected
as the second set of data. Finally, forecasters rate their confidence in their adjustments,
which information is collected as the third set of data. According to the data collected
from the first round of forecasting, Equation (4.1) can be estimated and the leading
indicators of desire, anchoring, and overconfidence biases can be identified. PF and
suggestive guidance regarding these leading indicators are available for forecasters’

reference in the second round of forecasting.

In the second round of forecasting, the first, third, and fifth steps of adjustment are
conducted following the same process in the first round of forecasting; the difference

between these two rounds of adjustment is that the follow up adjustments are conducted
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with PF provided after each of these three steps of adjustment. There are thus six steps to
judgmentally forecasting tourism demand in the second round; ultimately, six sets of data

about forecasters’ adjustment are collected.

4.1 Participants

In order to collect sufficient data for hypotheses testing, it is anticipated to invite at least
60 professional forecasters to participate in the experiment (n>60), who meet any of the

following requirements:

e Postgraduate students or students in the same level who are studying tourism and
hospitality;

e Currently working in supply chain management, marketing, or business planning
in the tourism and hospitality industry for at least three months;

e Familiar with tourism demand forecasting and its characteristics;

e Currently using or have experience in using FSS or software in tourism demand
forecasting; and

e Possessing expertise in quantitative forecasting methods.

Before the experiment, participants are informed of the confidentiality of their responses,
and that all of their forecasts and adjustments are reported anonymously. Each participant

is informed that he/she is free to withdraw from the study at any time.

4.2 Empirical data

In the experiment, real data about international tourist arrivals are used as the indicator of
tourism demand. The level of forecasting is specific D-O pairs. As shown in Table 4-1,
there are 10 D-O pairs of tourist arrivals to be forecast in the experiment. The data of real

tourist arrivals for these 10 D-O pair markets are collected from the World Tourism
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Organization (UNWTO) database. Since this experiment focuses on the identification and
debiasing of three cognitive bias (desire, anchoring, and overconfidence), two strategies
are adopted when preparing the empirical data in order to avoid influences from other
biases. First, professional forecasters may have a strong memory about the latest real
outcomes of tourist arrivals for a specific D-O pair. If the forecast period covers the recent
years of tourist arrivals, forecasters’ judgmental forecasting behavior could be seriously
biased by their memory. Therefore, the years 2006 and 2007 are defined as forecasting
periods for all D-O pairs in this experiment. Second, previous studies revealed that when
an event occurred in certain circumstances, the likelihood of such an event happening in
the same circumstances will be overestimated; this is called similarity bias (Arnott, 2006;
Joram & Read, 1996). In tourism demand forecasting, it is reasonable to believe that
people tend to overestimate the similarity of the features of different tourism demand
series; however, similarity bias is not one of the target cognitive biases investigated in this
study. To avoid the potential influence of similarity bias in the experiment, the time period
of historical data and the forecast period are different in each of the tourism demand series.
For example, the historical data on tourist arrivals from Chinese Taipei to the Hong Kong
SAR were collected for the period 1995-2005, while tourist arrivals from China to Japan
were collected for 1997-2005. As a result, the upper limit of parameter i in Equation (4.1)

is 10 (m=10).
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Table 4-1 Historical data

Destination Top 5 Market Origin Historical Data
Australia China 2002-2008
Hong Kong SAR Chinese Taipei 1995-2009
Hong Kong SAR Japan 1995-2008
Hong Kong SAR Macau SAR 1995-2005
Japan Chinese Taipei 1997-2008
Japan China 1997-2007
Japan Hong Kong SAR 1997-2005
Chinese Taipei Japan 1997-2009
Chinese Taipei USA 1997-2008
Chinese Taipei Korea (ROK) 1997-2005

4.3 Statistical forecasting

According to the forecasting process followed in this study, statistical forecasts are
provided in the first place, which mainly reflect the long-term trends, seasonality, and
other regular patterns of tourism demand. Therefore, the time series forecasting method
was adopted to produce statistical forecasts. One of the most recent innovations in time
series forecasting is Hyndman and Khandakar’s (2008) state space exponential smoothing
(ETS) approach. As an automatic time series modeling and forecasting approach, ETS is
also appropriate for the development of FSS. Considering the advantages and its
suitability to being adopted in the design of TDFSS, the ETS approach is adopted in this

study to produce statistical forecasts.

4.3.1 Exponential smoothing
According to Hyndman and Khandakar (2008), a time series can be decomposed into two
components regarding the characteristics of seasonality and trend. For seasonality, a time

series may contain an additive pattern, a multiplicative pattern, or no seasonal pattern; for
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trend, a time series may contain an additive pattern, a multiplicative pattern, a damped
trend of these two patterns, or no trend pattern. Traditional ES methods to forecast time
series have 15 variations, the different combinations of a time series’ seasonality and trend

patterns determining which is used (Table 4-2).

Table 4-2 Traditional exponential smoothing methods

Seasonal pattern

Trend pattern

None (N) Additive (A) Multiplicative (M)
None (N) TS(N,N) TS(N,A) TS(N,M)
Additive (A) TS(A,N) TS(A,A) TS(A,M)
Multiplicative (M) TS(M,N) TS(M,A) TS(M,M)
Additive damped (Ad) TS(Ad,N) TS(Ad,A) TS(Ad,M)
Multiplicative damped (Md)  TS(Md,N) TS(Md,A) TS(Md,M)

Using the ES method for additive trend pattern and additive seasonal pattern (Holt-
Winter’s additive method) for illustration, the time series forecast using ES can be

generated with the following equation:
?t+h|t =l +bh + St—-m+h},
where

ly = a(Yy = Se—m) + (1 — a)(le—1 + be—y)
by =Bl —li—1) + (1 — B)bt—q
Se =YY —lia = b)) + (A = ¥)Seem

?t+h|t denotes the h-steps ahead forecast; [, denotes the level of the series; b, denotes the

trend pattern; s; denotes the seasonal pattern; m indicates the length of seasonality; and

hi, = [(h — 1) mod m] + 1. Normally, the initial data of l,, by, and sg, ... , S;_;, are

116



directly collected from the observed data. A comprehensive description of all variations

of ES can be found in Hyndman and Khandakar (2008).

4.3.2 Innovations state space models of exponential smoothing

Based on the traditional exponential methods, Hyndman, Koehler, Ord, and Snyder (2008)
argued that forecast error term should be considered the third pattern of the time series in
ES besides seasonal and trend patterns. Following this idea, they proposed two possible
innovations state space models for each of the methods in Table 4-2. One contains additive
errors of time series forecasting and the other contains multiplicative errors. Therefore,

the variations of ES have been extended to 30, as shown in Table 4-3.

Table 4-3 Innovations state space exponential smoothing models

Seasonal pattern

Error pattern  Trend pattern N A M
N ETS(A,N,N) ETS(A,N,A) ETS(A,N,M)
A ETS(A,A,N) ETS(A,AA) ETS(A,A,M)
A M ETS(A,M,N) ETS(A,M,A) ETS(A,M,M)
Ad ETS(A,Ad,N) ETS(A,Ad,A) ETS(A,Ad,M)
Md ETS(A,Md,N) ETS(A,Md,A) ETS(A,Md,M)
N ETS(M,N,N) ETS(M,N,A) ETS(M,N,M)
A ETS(M,A,N) ETS(M,A,A) ETS(M,A,M)
M M ETS(M,M,N) ETS(M,M,A) ETS(M,M,M)
Ad ETS(M,Ad,N) ETS(M,Ad,A) ETS(M,Ad,M)
Md ETS(M,Md,N) ETS(M,Md,A) ETS(M,Md,M)

Note: The triplet ETS(., ., .) refers to: error, trend and seasonality, respectively; N=none,
A=Additive, M=Multiplicative, Ad=Additive damped, and Md=Multiplicative damped.

Using the initial letters of error, trend, and seasonality, innovations state space ES is

denoted ETS. Thirty variations of ETS can be drawn in the following equation:
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{Yt =w(xe—q) +r(xe1)e; 4.2)

Xe = f(xp—1) + g(xe-1) &

where x; = (I, bt, St St—1, - »St—m+1) » & 1S @ Gaussian white noise process, &; €
N(0,0?). Let u, = w(x;_1), r(x._,) for the models with additive errors be equal to 1; so
Ye = Ue + &, While the multiplicative error models has r(x;_1) = ps S0 ¥ = e (1 + &),

Therefore, &, = (y: — ue) /1 indicates the relative error for multiplicative models.

In order to use the state space models for forecasting, the values of x, and the parameters
a, 5, and y need to be estimated in the first place. According to Ord, Koehler, and Snyder
(1997), maximum likelihood estimates of the state space model (4.2) can be obtained as

below:

n n
L(6,x,) = nlog (z stz) + 2 Z log |7 (x;—1)|
t=1 t=1

where 8 = (a, B,y, ®)". These parameters and initial states of x, can be estimated by
minimizing L. After the initial states of x, have been estimated, the seasonal indices are
added to zero for additive seasonality (s; + S;—1 + -+ S;—ms+1 = 0) and to m for

multiplicative seasonality (s; + S;—1 + *** + St—ma1 = M).

Furthermore, the various ES models can be interpreted as weighted averages in traditional

approaches, thus:

0<a<l,
{0</3<a,

O0<y<1l-—aqg,
k0<(p<1,
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According to Hyndman, Akram, and Archibald’s (2008) study, however, the above

restrictions are not necessary in ETS models.

4.3.3 Model selection and automatic forecasting

For a specific time series of data, the general principle is to select the most appropriate
form of ETS models from Table 4-3, which contains two steps. The first step is to model
the series using all 30 forms of ES; the second step is to compare the measure of forecast
accuracy of all 30 models and select the model with minimum forecast error. In order to
improve the reliability of model selection, Akaike’s Information Criterion (AIC) is used

to measure the forecast error of ETS models:
AIC =L(6,%,) + 2q

where 8 and %, denote the estimates of # and x,, respectively, and q is the number of
parameters in @ plus the number of free states in x,. The specific ETS model with the

smallest AIC value is considered the most appropriate for the specific time series data.

Based on the model selection criteria, an automatic and robust forecasting algorithm can

be developed in four steps:

1. Optimization of 8 and x, of all ETSs on the time series to be forecast;
2. Selection of the best ETS model according to the AIC indicator;

3. Production of forecasts in the forecast horizon using the best ETS model.

The statistical forecasts are listed in Table 4-4 along with corresponding forecast errors.
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Table 4-4 Statistical forecasts using ETS modeling approaches

Year  Source Market Destination Q SF PE(%)
2006 Australia China 308,452 273,623 11.29
2006 Hong Kong SAR Chinese Taipei 2,177,232 2,140,643 1.68
2006 Hong Kong SAR Japan 1,311,111 1,229,066 6.26
2006 Hong Kong SAR Macau SAR 577,792 492,344 14.79
2006 Japan Chinese Taipei 1,309,121 1,497,451 -14.39
2006 Japan China 811,675 732,598 9.74
2006 Japan Hong Kong SAR 352,265 296,101 15.94
2006 Chinese Taipei Japan 1,161,489 1,200,861 -3.39
2006 Chinese Taipei USA 394,802 373,461 541
2006 Chinese Taipei Korea ROK 196,260 191,558 2.40
2007 Australia China 357,524 325,397 8.99
2007 Hong Kong SAR Chinese Taipei 2,238,731 2,165,315 3.28
2007 Hong Kong SAR Japan 1,324,336 1,341,103 -1.27
2007 Hong Kong SAR Macau SAR 626,103 561,641 10.30
2007 Japan Chinese Taipei 1,385,255 1,374,354 0.79
2007 Japan China 942,439 891,250 5.43
2007 Japan Hong Kong SAR 432,042 340,301 21.23
2007 Chinese Taipei Japan 1,166,380 1,243,145 -6.58
2007 Chinese Taipei USA 397,965 381,534 4.13
2007 Chinese Taipei Korea ROK 225,814 200,878 11.04

4.4 Experimental procedure

Based on the statistical forecasts produced by ETS, judgmental forecasts by forecasters
are made through two rounds of adjustment. The whole process of judgmental forecasting
is conducted using a set of demo webpages that simulate the use of a real TDFSS. The
demo pages are designed based on HKTDFS, and the data storage also relies on the
HKTDFS database. The empirical data of tourism demand to be forecast are first stored
in the HKTDFS database. Forecasters are then invited to conduct two-round online
judgmental forecasting using the webpages. Finally, forecasters’ adjustments are stored in

the HKTDFS database for further analysis. In order to avoid any judgmental bias caused
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by confusion, instructions in both English and Chinese on how to produce a judgmental

forecast in the experiment are provided to participants (see Appendix 1 and 2).

4.4.1 The first round of judgmental forecasting
The first round of judgmental forecasting aims to collect forecasters’ judgmental forecast
without any PF. The forecasting process in this round involves three steps and the

corresponding adjustments made by forecasters are collected at the end of each step.

4.4.1.1 Step 1: desired outcome

In the first step, forecasters are asked to provide their desired outcome, if they have one,
for the forecasting of all tourism demand series in question. To make sure that forecasters
have a correct understanding of desire outcome, the definition of desired outcome is
shown in the instruction of experiment (Appendix 1 and 2). In addition, some examples
of how to identify and measure desired outcome with related examples are given during
the experiment and also when related questions are pointed out by forecasters. Using the
same labeling as in Equation (4.1), the desired outcomes of forecaster j for the one-step-
ahead forecast of tourism demand series i in Step 1 of the first round adjustment is labeled

DO, n+1- Then the percentage error of the desired outcome is calculated by comparing

the one-step-ahead forecast with the real outcome:

Desire Error  Qip4+1 — DO jpi1

D\ = =
LIR+1 T Real Outcome Qin+1

where h denotes the length of the historical data of tourism demand series I, and Qin+1
indicates the real outcome of the first point on the one-step-ahead forecast (h+1) for

tourism demand series i.
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4.4.1.2 Step 2: judgmental forecasting

In the second step, forecasters need to provide their judgmental adjustment based on the
statistical forecasts, the desired outcome, and the historical data for all tourism demand
series. The statistical forecast error can then be measured by the difference between the
statistical forecast and the real outcome. The statistical forecast error, which is labeled
Sit+1 In this step, can thus be measured by the percentage error of the one-step-ahead

statistical forecast with the real outcome:

_ Qin+1—=SFin+1
Sin+1 = I (4.3)

where SF; 1 indicates the one-step-ahead statistical forecast of tourism demand series i.

Judgmental forecast in this step is labeled F;;,,, . According to Equation (3.2),

percentage change on the statistical forecast, the desired outcome, and the latest

observation are calculated as:

_ Fijh+1=SFip41

As. . =
Sijh+1 SFit41
Fijn+1—DO0jjh+1
A . — L, ']
Di,jh+1 DO jh+1 (4-4)
__ Fijn+1—LOjptq
AL. . — T ———
Ljh+1 LOjht1

Furthermore, three dummy variables (lIs, Ip, and I.) were developed to identify the
occurrence of different anchoring biases in Equation (3.3). In the experiment, these

dummy variables are calculated as:

L, . .. = {1' if min(|Fy jpe1 — SFinsals |Fijner — DOy jpsal |Fijner — LOinsal) = |Fijner — SFineal
LIR+L 0, otherwise
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_ {1» if min(|F; jne1 — SFinsals |Fijner — DOy jnaal |Fijner — LOipsal) = |Fijner — DOy jpaal

I, .
L+l 0, otherwise

_ {1: if min(|F;jne1 = SFineil |Fijner = DOyjnaals |Fijner = LOineal) = |Fijner = LOjnaal

I .
Lih+1 0, otherwise

4.4.1.3 Step 3: confidence level of forecasting

After the judgmental forecasts in this round are made, forecasters need to rate their
confidence in the forecasts. Forecasters’ confidence level in this step is measured on a 5-
point Likert scale and is labeled Conf; ; 1. Then the confidence level is transformed into
a percentage and the overconfidence error is calculated by comparing the one-step-ahead

forecast confidence and the percentage of the correct adjustment:

Z?:lﬂi.j.hﬂ (4 5)

Opjper = Confijper — =

where I; ; 1 is @ dummy variable that denotes the occurrence of correct adjustments of

the one-step-ahead forecast of tourism demand series i given by forecaster j. This is
achieved by comparing the absolute percentage error (APE) of adjustment (|peaij ha 1|)

and the APE of statistical forecast (|pes; i1 ):

1,if |peai_j_h+1| < |peSi,j,h+1|
Lijhe1 =

)

0,if |peai,j,h+1| = |peSi,j.h+1|

_ Qi,h+1 B SFi,h+1

Pes;ijn+1 =
where I Qi,h+1
. _ Qiny1 —ReFijpiq
kp GLphtt T Qin+1
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4.4.1.4 Hypotheses testing and leading indicators
According to the data collected from the first round of forecasting, Equation (4.1) can be

further specified as:

Eijne1 =0 +B1 ;Sijner t B2 Dijner + B3 ilsijneals i jnea

t B jID i,j,h+1AD i,j,h+1

+hs jIL i,j,h+1AL i,j,h+1 + B jOi,j,h+1 + Ujne1 (4.6)

where h+1 denotes the point on the forecast horizon for each tourism demand series. The
seven components from Equation (4.6) can be estimated using the ordinary least squares

(OLS) method.

For each forecaster j, the mean value of D; ; ,.; and its significance among all of his/her
adjustments reflects whether there is desire bias in the judgmental forecasting process.
Therefore, the mean values of D; ; ,,, among all forecasters and all of their forecasts
reflect a general conclusion on whether there is desire bias in the judgmental forecasting

of tourism demand (H2a). Furthermore, the mean value of £, ].Dl-_j,h+1 * Q; p41 reflects

the general influence of desire bias on final forecast error. S, jDi,j,h+1 * Qipt1 IS
therefore considered the leading indicator of a forecaster’s desire bias. According to this
leading indicator, PF and suggestive guidance can be provided in the next round of
forecasting. Testing the significance of S, ].Di_j_h+1 * Q; n+1 @among all forecasters and

their judgmental forecasts by one-sample t-test provides evidence about the contribution

of desire bias to final forecast error. Therefore, H2b is supported if such a leading indicator
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is significantly unequal to zero among the forecasters who expressed desired outcomes;

otherwise this hypothesis is rejected.

Following the same methods of hypotheses testing and leading indicator identification,

the mean values of Isl.].h+1 and 0 j 41, @S

As i,j,h+1’ Ip i,j,h+1AD i,j,h+1’ I i,j,h+1AL i,jh+1’
well as their significance, among all forecasters and all of their forecasts, reflect whether

overconfidence bias and any of the three anchoring biases exist in judgmental forecasting

of tourism demand (H3a, H3b, H3c, and H4a). For forecaster j, 5, ].Sl-,j,h+1 * Qi ht1

Ps 1sijnenAs i jner * Qiner B jIp i jnsaAp i jnes * Qiner » B il ijneade e *
Qi n+1, and S ].Oi,j,th1 * Q; n+1 1IN Equation (4.6) are considered the leading indicators of

his/her overconfidence bias, anchoring bias, and statistical forecast bias, respectively;
which constructs the PF and the suggestive guidance that can be provided in the future.
The significance of these leading indicators reflects the contribution of statistical forecast
bias, overconfidence bias, and anchoring bias to final forecast error (H1, H3d, H3e, H3f,

and H4b).

4.4.2 The second round of judgmental forecasting
The second round of judgmental forecasting is conducted by completing the following

three tasks:

e First, collecting data about forecasters’ unaided adjustments on all tourism demand
series for h+2, the process for which is the same as in the first round of forecasting.

e Second, collecting data about forecasters’ revised adjustment when PF is given.

e Third, collecting data about the suggested adjustments on all tourism demand
series for h+2.
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In order to accomplish these three tasks, the second round of forecasting is designed in six
steps. Steps 1, 3, and 5 proceed in the same way as in the first round of forecasting; the
data collected from these three steps accomplish the first task. In Steps 2, 4, and 6, the
system provides PF about desire bias, anchoring bias, and overconfidence bias in each
step in order to help forecasters correct their adjustments. At the end of these three steps,
a set of forecasters’ revised adjustments, and a set of system-suggested adjustments, are

collected in order to accomplish the second and the third tasks.

4.4.2.1 Step 1: desired outcome
Following the same process as in Step 1 of the first round of forecasting, the desired
outcomes given by forecaster j on the one-step-ahead forecast of tourism demand series i

are labeled DO, j 4. After forecasters® desired outcomes are collected, the percentage

error of desired outcome is calculated as:

Desire Error  Qipy2 —DOjjpar

D;iney = =
LIRt2 T Real Outcome Qinsz

4.4.2.2 Step 2: correction of desired outcome
In Step 2, the mean forecasting error, associated with desire bias of each forecaster in the

first round of forecasting, is provided as PF after desired outcome (DO; j n+.,) is provided.
According to Equation (3.5), the mean desire error of DO;;,, for forecaster j is

calculated as:

1

m
DES; = —Z Bz Dijn+1 * Qijn+
m L
=
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Based on the PF of the mean desire error, forecasters’ revision of their desired outcome

(DO/; 4, Where p indicates correction of adjustment based on PF) is collected.

In addition, another set of forecasts that needs to be collected at the end of the second step
is that of system-suggested adjustments regarding forecasters’ desire error in the previous
round of forecasting. This set of forecasts does not need forecasters’ input; it can be
calculated by the system itself. According to Equation (3.6), the suggested forecasts can

be calculated by the following equation:

1 m
S —_
DO;jpi2 = DO jpiz + EZ B2;Dijn+1 * Qinsr
i=1

where DO;; ., indicates the suggested forecasts of tourism demand series i for forecaster

j in this step of forecasting.

4.4.2.3 Step 3: judgmental forecasting

In this step, both the statistical forecasts and forecasters’ unaided forecasts for point h+2
on each of the tourism demand series are collected following the same process as in Step
2 of the first round adjustment. Then the percentage error of statistical forecast in the

second round is calculated as:

Statistical Forecast Error  Qipi2 — SF;p42

S. =
Lh+2 Real Outcome Qin+2

Based on the statistical forecasts, desired outcomes, and the latest real outcomes of tourist

arrivals, forecasters’ one-step-ahead forecast for each tourism demand series in this step
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is labeled F; 4, . According to Equation (3.2), three types of anchor measured by

percentage change are calculated as:

( A _ Fijns2 — SFint2
Stph+2 SFit+2
lap, . = Fijns2 = DO0ijnya
Rtz DO;jn+2
4, = Fijn+2 — LOipyo
\ e LOip+2

In order to specify three types of anchoring error for each forecaster, the dummy variables

ISi,j,h+2’ IDi,j,h+2’

and In; i nea need to be identified following the same approach as in the

first round of forecasting.

4.4.2.4 Step 4: correction of judgmental forecasting

In this step, the mean anchoring error that forecasters made in their first round of

forecasting is provided as PF to help them further correct their judgmental forecasts.

Accordin

‘

\

g to Equation (3.7), the mean anchoring error for forecaster j is calculated as:

Nj(Is;jpe1=1

1
ASTAT; = Nj(ISijh+1 =1) Z 'B3j15i,j,h+1A5i,j,h+1 * Qinea
') 1=
Nj(Ip;jpe1=1)
1
ADES; = Nj(IDith =1) 21 ﬁ4jIDi,j,h+1ADi,j,h+1 * Qint
) l:
Nj(ILijpe=1)
1
A_LAS; = Nj(ILijh+1 =1) Z 'B5jILi,j,h+1ALi,j.h+1 * Qint1
1) l:

For the forecast of tourism demand series i at point h+2, A_STAT; will be provided if

forecaste

r j’s adjustment is close to the statistical forecast (Isl.thr2 = 1). Similarly,
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A_DES; or A_LAS; will be provided if forecaster j’s adjustment is close to the desired
outcome or the latest observation, respectively. Based on the PF of anchoring bias,

forecasters’ revised adjustments (F_A? jn+2) are collected.

System-suggested forecasts regarding forecasters’ anchoring error in the previous round
of forecasting also need to be collected at the end of this step. According to Equation
(3.11), system-suggested forecasts regarding the influence of anchoring bias on statistical
forecast, desired outcome, and the latest observation in the first round of forecasting are

calculated as:

( F',',h 2
L,j,h+ 1

) Lf Is. . =
1 Fijni2 = SFini2 Lpht2
— b SF;
i,h+2
Fijne2

if Ipijniz =1

s _
F_A7j he2 = o 1 Fijh+2 = DO;jny2’
— By DO,
i,h+2

Fijh+2 i B

L. . —
1-p Fijntz = LOjpyp" " Fiih+2
\ > LO;p+r

1

4.4.2.5 Step 5: confidence level of forecasting

In Step 4, the impact of forecasters’ overconfidence bias on the forecast of point h+2 on
the forecast horizon for all tourism demand series (Conf; j ) is identified following the
same process as in the first round of forecasting. Following Equation (4.5), forecasters’
confidence in their adjustment is transformed into a percentage and the overconfidence
error is calculated as:

m
Yiz1lijne2

Oijhz = Confijnsz — =
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where

(
| .
B 4 1if |peai,j,h+2| < IpeSi.J’.h+2|

Lijne2 _ -
LO' if |peai,j,h+2| = |peSi,j.h+2|

)

I{pe _ Qin+z = SFip+s
where 4 e Cunsz
L Peay nis = Qin+2 — CFijny2
I Qin+2

The new collected data about forecasters’ overconfidence bias can be used to further test

hypotheses H1a and H1b in order to enhance the reliability of the results.

4.4.2.6 Step 6: correction of forecasting regarding confidence level

In order to correct forecaster’s overconfidence bias, the mean overconfidence error of
0, j n+1 that each forecaster made in the first round of forecasting is provided as PF to help
him/her further revise his/her judgmental forecasts. According to Equation (3.12), the

mean overconfidence error is calculated as:
m
£ 1
OVE; = az Be,0ijn+1 * Qips1
i=1

Based on the PF of overconfidence bias, forecasters’ revised adjustments (F_Of”j’h +p) are

collected.

After forecasters’ revised forecasts are collected, the last set of forecasts to be collected
in this step is the system-suggested forecasts regarding forecasters’ overconfidence error.

According to Equation (3.17), F_Og‘fj,h+2 is calculated as:
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CFijntz

1
1- :86]'(Confi']"h+2 - m2ﬁ1 Ii,j,h+1)

s _
F_O7jne2 =

4.4.2.7 Hypotheses testing and leading indicators

In order to test hypotheses H1-4b, Equation (4.1) can be further specified as:

Eijniz =08 +P1 ;Sijhezt B2 Dijnezt B3 i1sijne2s i j 2

+ Pa jID i,j,h+2AD i,j,h+2
tPs L ;i ni2AL i jnea T Be jOijnez T Enez (4.7)

According to the assumption that forecasters’ cognitive behavior presents no significant
change between two close forecasting seasons, coefficients @;, By, B2, B3, B, Bs, and B
in Equation (4.7) are estimated in the same way as in Equation (4.6). The mean values of

ISi,j,h+zAS i,j,h+2"' Ip i,j,h+2AD i,j,h+2" Iy i,j,h+2AL i,j,h+2" and 0i,j,h+2’ as well as their

significance, among all forecasters and all of their forecasts reflect general conclusions
regarding whether desire bias, any of the three types of anchoring bias, and the
overconfidence bias exist in the judgmental forecasting of tourism demand (H3a, H3b,

H3c, and H4a).

Paired-sample t-test also needs to be conducted to evaluate the effectiveness of PF. First,

Qin+2—Dijh+2

comparison of the APE between unaided forecasts (| |) and revised forecasts

Qi,h+2_DiI,)j,h+2 . - , . .
( Q—|) provides evidence of whether PF of forecasters’ desire bias from the
i,h+2

previous forecasting season can improve judgmental forecast accuracy. H5a would be
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supported if the forecast error of revised desired outcome were significantly smaller than

the unrevised desired outcome; otherwise H5b would be rejected. In the same way,

p
Qin+2—Fijh+2 | and | Qiht2=F Ajjpis

comparison of | | in three conditions (Isl.thr2 =1,

ih+2 Qin+2

Ip;jny, =1 and 1 ;. = 1) provides evidence of whether PF of forecasters” anchoring

bias from the previous forecasting season can improve judgmental forecast accuracy (H6a,

@ pP
Qih+2—ReF;jni2 | and |Ql,h+2 F Opnsr

H6b, and H6c); comparison of | | provides evidence

Qin+2 Qin+2
of whether PF of forecasters’ overconfidence bias from the previous forecasting season

can improve judgmental forecast accuracy (H7a).

To evaluate the effectiveness of suggestive guidance, a series analysis of variance
(ANOVA) needs to be conducted among the APEs of forecasters’ unaided judgmental
forecast, revised forecast regarding PF, and system-suggested forecasts. First of all, the
distribution of three APE series, as well as the assumption of equal variance among them,
is tested. If the distribution of three series is normally distributed and no significant
difference in variance has been found among them, then parametric ANOVA is conducted
to investigate the difference of forecast error between these three forecasting methods.
Otherwise, comparison of forecast error between the three methods is conducted by a non-
parametric approach if any of the assumptions about normal distribution and the
assumption of equal variance is not valid. Since the APEs of participants’ unaided
judgmental forecasts and the revised forecasts based on the corresponding PF are given
by the same group of people, and the calculation of system-suggested forecasts are also

based on the unaided judgmental forecasts, these three APEs are considered to be related
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series. Therefore, the Friedman ANOVA test is appropriate for testing the differences
between these three types of APE. Wilcoxon signed-rank tests are also conducted after the
Friedman ANOVA test in order to compare the differences between the three APEs.
Additional attention should be paid to the significance level. In most of the hypotheses
testing approaches in this study, the level of significance is defined as a = 0.05.
According to the principle of Bonferroni correction (Field, 2013), the level of significance
changes to 0.05/the number of comparisons in Wilcoxon signed-rank tests, which is

0.05/3 ~ 0.017.

Considering the PF and system-suggested forecast regarding desire bias, the APE of (i)
forecasters’ unrevised desired outcome, (ii) their revised desired outcome regarding the
PF of desire error in the previous round of forecasting, and (iii) the system-suggested
revision of desired outcome are compared through parametric ANOVA or Friedman
ANOVA. The selection of the ANOVA method depends on the distribution and variance
of these three variables. If the APE of system-suggested desired outcome is significantly
smaller than other two forecast errors, it is supposed that the system-suggested forecast
regarding forecasters’ desire bias performs better in reducing cognitive bias in judgmental
forecasting of tourism demand (H5b). Similarly, another three sets of ANOVA or
Friedman ANOVA tests need to be conducted in order to examine the accuracy of system-
suggested adjustments regarding forecasters’ anchoring bias. If the suggested forecasts
regarding the three types of anchoring bias are generally more accurate than forecasters’
unrevised forecasts and their revised forecasts regarding the corresponding PF, it is proven

that the system-suggested forecasts regarding forecasters’ anchoring bias perform better
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in reducing forecasters’ cognitive bias in the judgmental forecasting of tourism demand
(H6d, H6e, and H6f). Finally, the accuracy of system-suggested adjustments regarding
forecasters’ overconfidence bias, forecasters’ unrevised forecasts, and their revised
adjustment regarding the PF of overconfidence error in the previous round of forecasting
need to be compared. If the APE of system-suggested adjustments is significantly smaller
than the other two APEs, it is supposed that the system-suggested forecasts regarding
forecasters’ overconfidence bias perform better in reducing forecasters’ cognitive bias in
judgmental forecasting of tourism demand (H7b). Details of the (Friedman) ANOVA

analysis are listed in Table 4-4, above.

Table 4-5 The effectiveness of suggestive guidance — (Friedman) ANOVA analysis

(Friedman) Hvbothesis
ANOVA Required Variables Conditions P
Analysis to be Tested

D s ie(1,m)

1 D0i1j1h+2' Di,j,h+2' i,j,h+2 je(1,n) H5b
14 s _

2 Fi,j,h+2, F_Ai,j,h+2, F_Ai,]-,h+2 ISi_j,h+2 =1 Héd
P s _

3 Fi.]',h+2' F—Ai,j,h+2' F—Ai,j,h+2 IDi,j,h+2 =1 Hee
P s _

4 Fi,j,h+2r F_Ai’j’,H_Z, F—Ai,j,h+2 ILL.’].’h+2 = H6f
P S ie(l,m)

5 CFi,j,h+2r F—Oi,j,h+2' F—Oi,j,h+2 e () H7b

4.5 Design of judgmental forecasting process

The two-round judgmental forecasting process is implemented with an online forecasting
survey. At the beginning of the survey, an attitude statement is given, as below, to explain

the environment that the experiment is going to simulate:
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1)

2)

The online survey includes two sessions simulating the two consecutive years,
2006 and 2007. In the first session, imagine that you are a manager in a company’s
marketing department at the beginning of 2006. Based on the historical data of
tourism demand and your own judgment, you need to predict the tourism demand
for specific D-O pairs for the coming year, 2006 (one-step-ahead forecast). In this
survey, tourism demand is measured by total tourist arrivals, and overall there are
10 D-O pairs for which the tourism demand needs to be forecast. For each D-O
pair, the historical data of tourist arrivals is collected from the World Tourism
Organization (UNWTO). The length of the historical data varies among D-O pairs,
dependent upon the availability of data. For example, historical data on tourist
arrivals from Chinese Taipei to the Hong Kong SAR were collected for the period
1995-2005, while historical data on tourist arrivals from China to Japan were
collected for 1997—2005. The process of judgmental forecasting in the first session
is conducted in three steps. The historical data of tourist arrivals for each D-O

pair and statistical forecasts are the only references provided for your information.

In the second session, imagine that the year 2006 has passed and it is the beginning
of 2007. The real outcome of tourist arrivals in 2006 for each D-O pair is now
available and becomes the latest observation of the historical series of tourist
arrivals. You are asked to judgmentally forecast the tourist arrivals of the same 10
D-O pairs for 2007 (one-step-ahead forecast). In the second session, the
judgmental forecast is conducted in six steps with three types of information

provided: the updated historical data on tourist arrivals for each D-O pair, the
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statistical forecast, and suggestive information based on your forecasting

performance from the previous session.

For the first round of the experiment, three webpages (p1_1, p1 2, and p1_3) are designed
to process the three steps of judgmental forecasting for the 10 D-O pairs of tourist arrivals.
Participants are asked to provide their desired outcomes in p1_1 (Figure 4-1); to provide
their judgmental adjustments based on the historical data and statistical forecasts in p1_2

(Figure 4-2); and to rate their confidence in their forecasts in p1_3 (Figure 4-3).

Destination Origin Forecast Year Desired Outcome

Australia China 2006 W | 10,000
Japan 2006 W | 20,000

Chinese Taipei  Korea ROK 2006 ¥ | 30,000
Usa 2006 W | 40,000
Chinese Taipei 2006 L]

Hong Kong SAR | Japan 2006 L]
Macau SAR 2006 W 50,000
China 2006 L]

Japan Chinese Taipei 2006 W 60,000
Hong Kong SAR 2006 ¥ | 70,000

[
NEXT »

Figure 4-1 Participants’ desired outcomes (pl1_1)
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Destination Origin Forecast Year  Click to view the historical Judgmental

data and statistical forecast Adjustment

Australia China 2006 - : : 300,000

Japan 2006 ;i i : 1,000,000
Chinese Taipei Korea ROK 2006

USA 2006

Chinese Taipei 2006
Hong Kong SAR | Japan 2006

Macau SAR 2006

China 2006
Japan Chinese Taipei 2006

Hong Kong SAR 2006

NEXT »
Chinese Taipei (D) —- Japan (0)

1,500,000
Historical Data (1997-
o 2005) Judgmental
ear
1,250,000 & Statistical Forecast Adjustment
(2006)
1997 905,527
1,000,000
,./"""{——‘ AN 1098 826,632
1\\ - \\
Te——— \ 1999 826,222
750,000 o
\ 2000 916,301
2001 971,190
500,000
2002 908,407
2003 657,053
250,000
2004 887,311
2005 1,124,334
g 2006 1,200,861 1,000,000
1998 2000 2002 2004 2006

-0~ Historical Data -#- Statistical Forecast % Judgmental Adjustment

DONE

Figure 4-2 b'él;ii"(':ipa_ri_t_s’ judgmental forecasting (p1_2)
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Destination Origin Forecast Year Click to view the historical Judgmental Adjustment Confidence Level
data and statistical forecast

Australia China 2006 300,000
Japan 2006 1,000,000
Chinese Taipel | Korea ROK 2006 150,000
USA 2006 400,000
Chinese Taipei 2006 2,500,000
Hong Kong SAR  Japan 2006 1,000,000
Macau SAR 2006 520,000
China 2006 700,000
Japan Chinese Taipei 2006 1,200,000
Hong Kong SAR 2006 310,000
NEXT

Figure 4-3 Participants’ confidence in their forecasts (p1_3)

These three pages are also used in the second round of experiment for the same purposes.
Another three pages are also designed to provide performance feedback, and to capture
forecasters’ revisions of their forecasts. Figure 4-4 is presented after participants provide
their desired outcomes. In this case, the system shows that the participants’ desired
outcomes in the previous round of forecasting were, on average, 2,116 persons lower than
the real tourist arrivals. The participants can further revise their desired outcomes of

forecast in the second round based on this feedback.
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Session 1 (1) | Session 1(2) | Session 1(3) | Session 2 (1) Session 2 (2) Session 2 (3) Session 2 (4) Session 2 (5) Session 2 (&)

Session 2 (2)
Please further revise your desired outcome for the following destination-origin paired tourism demand:

Destination Origin Forecast Desired Outcome Motice! Desired Outcome
Year (revised)
Australia China 2007 ] 700,000
Japan 2007
Chinese
L Korea ROK 2007 td 700,000
Taipei
usa 2007
Chinese A i ) i W
: 2007 7 000000 ccording to your dgswed outcomes fron.w the previous
Hang Kong Taipei round of forecasting, your expectations are, on
SAR Japan 2007 average, 2,116 persons lower than the real tourist
Macau SAR 2007 7| 30,000,000 arrivals. Please further revise your desired outcomes
China 5007 according to this information.
Chinese
X 2007 | 1,000,000
Japan Taipei
Hon Kon
g g 2007
SAR

Figure 4-4 Performance feedback and the revision of desired outcomes (p2_2)

Similarly, another page is designed to provide performance feedback after participants
provide their judgmental forecasts (Figure 4-5). In this page, forecasters’ adjustments are
first grouped by the detected anchoring bias; then the system provides feedback of forecast
errors associated with the three types of anchoring bias in the previous round of
forecasting. The participants can then further revise their judgmental forecasts accordingly.
The performance feedback on the detected anchoring bias is displayed in two columns.
The mean forecast errors, associated with different anchoring biases that are identified
from judgmental forecasts in the first forecasting season, are displayed in the first column;
the type of potential anchoring biases detected from participants’ second forecasting
season are listed in the second column. In the second column, SF indicates the statistical
forecast anchor; DO indicates the desire anchor; and LO indicates the latest observation
anchor. If no anchoring bias is detected from the forecast of a specific D-O pair, the

corresponding cell in the second column is blank (Figure 4-5).
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Destination Origin Forecast Year Click to view the Judgmental Notice! Judgmental

historical data and Adjustment 5 Adjustment
Mean Anchoring Error | Anchor on:

statistical forecast (revised)
Australia China 2007 —e 350,000 According - to - your SF 200,000
¥ judgmental adjustment
Japan 2007 — 1,000,000 N the previous round of Lo 1,050,000
. forecasting, the mean
Chinese Taipei | Korea ROK 2007 ey 230,000 anchoring errors of your SF 150,000
| adjustment are listed as
usa 2007 EEIEE 100,000 | below: 1
X — 1. Anchor on Statistical
Chinese Taipei 2007 . ; 2,500,000 | Forecast (SF):-200,067 LO 3,000,000
; ——— 2. Anchoring on  the
Hong Kong SAR | Japan 2007 - S 1,100,000  latest outcome (LO): LG 1,150,000
— 51,485
Macau SAR 2007 g i 600,000  The potential anchoring LO 550,000
i —— bias of your adjustments
China 2007 - 900,000 | in this round are listed in SF 700,000
i next  column, please
Japan Chinese Taipei 2007 - 1,500,000 further revise your SF 1,300,000
: adjustment for this round
Hong Kong SAR 2007 i35} EELRUILpe—— SF 150,000
NEXT }

Figure 4-5 Performance feedback and the revision of judgmental forecasts (p2_4)

Finally, the system provides feedback about the forecast error associated with participants’
overconfidence/lack of confidence in the first round of the experiment; it also asks

participants to revise their forecast in response to the informed forecast error (Figure 4-6).

Session 2 (6)
Please further revise your adjustment according to your confidence error:

Destination Origin Forecast Year Click to view the Judgmental Confidence Notice! Judgmental
historical data and Adjustment Level Adjustment
statistical forecast (revised)

A A -
Australia China 2007 - 360,000 YWV L0 L0 | According to your | |
| _i_ | judgmental adjustment
Japan 2007 - 1,500,000 | WMWY [from  the  previous ]
Chinese Taipei | Korea ROK 2007 — 702,000 YOI round of forecasting, [
_ ] A your levels of
usa 2007 ] 430,000 TR confidence have l:l
h o AL A
Chinese Taipei 2007 — 2,500,000 | YW LT LT | resulted your [ ]
— A__A_ Judgmental forecasts,
Hong Kong SAR  Japan 2007 SEEIRE 1,500,000 | BB | oy average, l:l
Macau SAR 2007 — 30,002,100 | S S0 S| 30,489 persons lower
- — 5 than the real tourist
China 2007 sEEERL 930,000 | PO arrivals. Please further
A ;
Japan Chinese Taipei 2007 - 1,500,000 | 000 Ly | revise your judgmental
——————— forecasts according to
HongKong SAR 2007 ] 370,000 | W | this information. L 1]
NEXT »

Figure 4-6 Performance feedback and the revision of forecasts regarding
confidence (p2_6)
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4.6 A preliminary test

To assess the clarity and content validity of the online survey, the online webpages were
tested before the main experiment. Eight research students from Master’s and Doctoral
degrees in the School of Hotel and Tourism Management, Hong Kong Polytechnic
University, were invited to participate in this test. All of these students were studying in
the research area of tourism and hospitality management. They were first required to
complete the survey questionnaire and then to assess whether the whole survey process
was easily understood, and whether the information presented on the webpages was

correctly worded.

Invitations were emailed to participants. Two students responded with concerns about
their contribution in the preliminary test since they were not familiar with tourism demand
forecasting and might bias the test result. These two students were not involved in the test.
Another student only finished the first session of the experiment due to a failure to save
the forecasting results in one step of the first session. As a result, no feedback could be
produced in the second session and the student’s survey was terminated. Ultimately, five
students completed the survey and provided comments and suggestions on the webpages.
The test results and the participants’ comments revealed some problems with the survey,

summarized in Table 4-6.

First, performance feedback could not be produced if nonstandard inputs were given by
participants. One student mentioned that “the forecast error given by the system in the
second session of the experiment are all zero, so the notices are actually meaningless for

me in the revision of my judgmental forecast.” According to the records of his forecasts
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stored in the database, it was found that this student had committed a typographic error:
the letter “t” was inputted after one of his judgmental forecasts in the first session of
experiment and rendered the forecast unrecognizable by the system. As a result, seven
coefficients in Equation (4.6) could not be produced, and so the system’s feedback
provided “0” as the forecast error in the second session of the experiment. The same
problem could also occur when participants inputted other non-integer letters, symbols, or
blank spaces as part of their judgmental forecasts. Furthermore, the system could produce
inaccurate feedback if no input was given by a participant. For example, one student did
not want to judgmentally adjust the forecasts based on the historical data and the statistical
forecasts in the second step of the first forecasting season, so she left the cells of
judgmental adjustment blank for all D-O pairs. In that case, “null” values for this set of
data were delivered to the system and “null” values of coefficients 51, 2, and B2 in
Equation (4.6) were produced; and finally the performance feedback of anchoring bias in
the second forecasting season was zero. However, when a participant provides nothing in
judgmental adjustment, it does not mean his/her adjustments are equal to zero; it means
that he/she does not want to make any change based on the statistical forecasts. Therefore,
statistical forecasts had to be considered for further analysis in the same way as judgmental

adjustments.

In order to solve this problem, two sets of input checking functions were developed for
the purpose of helping forecasters correct typos and produce correct performance
feedback information. These two sets of checking function include holistic input checking

and specific input checking:
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Q) Holistic input checking: all inputs had to be integers only. No letter, symbol, or
blank space could be accepted as forecasts and no decimal was required for input.
This set of input checking was applied to all pages of the online survey. When
participants finished inputting one page, all inputs were checked by this function
before moving to the next page. The system would alert participant with detailed
information if any judgmental forecast did not pass the input checking.

(i) Specific input checking: for pl_2, statistical forecast would be considered as
judgmental forecasts if no adjustment had been made by participants for any D-O
pair. For pl_3, it was compulsory to evaluate participants’ confidence level in
forecasts for all D-O pairs. For p2_2, if participants did not revise his/her desired
outcome for a specific D-O pair market in response to the performance feedback,
his/her desired outcomes provided in p2_1 would be used as the final desired

outcome; the same input checking principle was applied in p2_4 and p2_6.

Table 4-6 Results of preliminary test

Problem Solution

1 When a participant move from one Input checking functions were
page to another without inputting any designed, including:
valugs on judgmental adjustment or (i) Holistic input checking: and
confidence level, the forecast error - o )
associated ~ with  anchoring  and (if) Specific input checking.
overconfidence  bias cannot be
generated.

2 The classification of the three types of The table in p2-4 was redesigned
anchoring bias in p2-4 was difficult to with all D-O pairs grouped by the
be understood. identified anchoring bias.

3 Some participants were not clear about A verbal guidance would be

what they were going to do in the
experiment, even an attitude statement
and an instruction were given before
the survey.

delivered in the main
experiment.
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Second, the performance feedback shown in the table of p2_4, regarding the three types
of anchoring bias, was difficult to understand and some participants were confused about
which forecasts should be revised in this step. One student was confused about the types
of potential anchoring bias, especially when there were blank cells. He said that “there
seem to be three types of anchoring error identified, but only two were observed. It might
be caused by space limitation.” Indeed, the omitted type of anchoring bias in this case was
the one that had not been detected from his forecasts in the first forecasting season; the
blank cell indicated that no anchoring bias had been detected from the forecast of the
corresponding D-O pair in the second forecasting season. Furthermore, in some cases, the
participants struggled to revise their judgmental forecasts according to the detected
anchoring bias. One student mentioned in his comments that “It’s a bit difficult to revise
the judgmental forecasts with identified anchoring bias since people have to match the
potential anchoring bias with the corresponding forecast error one by one. In that case,
about 30 (three types of anchoring bias * 10 D-O pairs) matches would need to be checked

in this process!”
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Session 1 (1) Session 1 (2) Session 1 (3) | Session 2 (1) Session 2 (2) Session 2 (3) Session 2 (4) Session 2 (5)

Session 2 (4)

Please further revise your judgmental adjustment:

Destination

Chinese Taipei

Hong Kong SAR

Chinese Taipei

Hong Kong SAR

Japan

Australia

Chinese Taipei

Hong Kong SAR

Japan

Japan

In order to solve these problems, the table on p2_4 was redesigned (Figure 4-7) with the

Origin

Korea ROK

Macau SAR

UsA

Chinese Taipei

Hong Kong SAR

China

Japan

Japan

China

Chinese Taipei

following features:

(i)

to the potential anchoring biases detected in his/her judgmental forecasts on p2_3.
For each group of forecasts, the system provided feedback about the mean forecast
error associated with the corresponding anchoring bias detected from the first

forecasting season. Therefore, only one column of performance feedback was

Forecast Year

2007

2007

2007

2007

2007

2007

2007

2007

2007

2007

Click to view
historical data
statistical forecast

the  Judgmental
and  Adjustment

703,000

30,002,100

430,000

2,500,000

370,000

360,000

1,500,000

1,500,000

930,000

1,500,000

EXT»

Notice!

These forecasts are close to your
expectations (desired outcomes).
According to your judgmental
adjustment from the previous round of
forecasting, your judgmental forecasts
which are close to your expectations

are, on average, 10,000 persons lower

than the real tourist arrivals. Please
further revise your judgmental
forecasts according to this information.
These forecasts are close to the
number of tourist arrivals in the
previous year. According to your
judgmental adjustment fram the
previous round of forecasting, your
judgmental forecasts which are close
to the number of tourist arrivals in the
previous year are, on average,
17,338 persons higher than the real
tourist arrivals. Please further revise
vour judgmental forecasts according to
this information.

These forecasts are close to the
statistical forecasts. According to your
judgmental adjustment from the
previous round of forecasting, your
judgmental forecasts which are close
to the statistical forecasts are, on
average, 280,782 persons higher than
the real tourist arrivals. Please further
revise your judgmental forecasts
according to this information.

Figure 4-7 Redesigned Page 2 4
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Session 2 (6)

Judgmental
Adjustment
(revised)

For each participant, the 10 D-O pairs of tourism market were grouped according



provided and participants did not have to match the potential anchoring bias with
the corresponding forecast error.

(i) For the forecasts of D-O pairs with no anchoring bias detected, no revision should
be made in this step, so they were automatically hidden in the redesigned table.
Therefore, blank cells in the column of system notice would not be displayed and
participants would be clearer and focused on which forecasts should be revised in

this step.

One participant commented that “This is the first time | have done this kind of judgmental
forecasting and | am not sure whether my understanding of the experiment is correct.” In
order to make sure that participants fully understood the experiment, verbal guidance was
provided as a supplementary instruction and an attitude statement was made during the

main experiment.

4.7 Main experiment design

The main experiment was conducted in the period August 13-September 20, 2014. To
meet the requirements for participants, three groups of part-time master (MSc) and
doctoral (DHTM) students in the School of Hotel and Tourism Management (SHTM),
Hong Kong Polytechnic University, were invited to participate. All of these students had
a background in hotel and tourism education. The majority were working at the time for a
variety of stakeholders in the tourism and hospitality industry, like travel, hotel, catering,
retail, and other tourism-related sectors; planning and marketing agencies/departments of

various tourism sectors; and education and research establishments focusing on tourism
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and hospitality. Their work or research area was to some extent related to the field of

tourism demand forecasting, so they were qualified to participate in the main experiment.

Verbal guidance during the experiment was required; however, it was impossible to
deliver verbal guidance individually to each participant. All the participants were part-
time students working in different locations; the majority were located in Mainland China,
Hong Kong, Chinese Taipei, Singapore, and other Asia Pacific countries/regions.
Therefore, it was necessary to find a time to call participants together for the experiment
and to offer the verbal guidance. Due to this condition, the experiment was conducted at
the beginning or the end of three MSc/DHTM classes in different locations at different

times (Table 4-7).

Table 4-7 Three sessions of the experiment for data collection

No. Date Location No. of participants Student Level Length of experiments
1 13-Aug, 2014 Hong Kong 22 Doctoral 45 minutes
2 16-Sep, 2014  Hangzhou 37 Master 55 minutes
3 20-Sep, 2014  Hangzhou 31 Master 50 minutes

4.7.1 The first session of the experiment

The first session was conducted in Hong Kong on August 13, 2014. At that time, 22
DHTM students from different Asia Pacific areas were taking a course in the School of
Hotel and Tourism Management. These students were invited based on the principle of
voluntary participation. In order to encourage their participation, all students were told
that participation would be anonymous. Also, a lucky draw session to win a portable cell

phone charger was held at the end of the experiment as an incentive to complete the
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experiment. As a result, all 22 DHTM students were willing to participate in this session

of the experiment.

Each participant needed a computer with the most up-to-date version of Internet Explorer
(IE) installed, so this session of the experiment was held in a well-established computer
library in the School of Hotel and Tourism Management, with laptops provided to all
participants. To ensure that the experiment would not be interrupted by any technical
issues, all the laptops were checked before the experiment and confirmed to be in good
condition to use. In addition, the experiment was arranged before classes started in order
to ensure that participants’ judgmental forecasts would not be influenced by any

unexpected interruptions.

In the first five minutes of the experiment, the attitude statement was delivered in both
hard copy and verbally. Participants were then asked to visit the webpages for the
experiment through IE and individually complete the two-round judgmental forecasting
process following the researcher’s verbal guidance. Instructions for the experiment were
also provided in hard copy to each participant for reference. During the experiment,
participants were free to raise their hands and ask questions in any step of the forecasting
process if there was any unclear statement or misunderstanding. The researcher would
respond in detail to solve participants’ problems, allowing them to move on to the next
step. When a participant completed the two-round judgmental forecasting process, the
webpage for the lucky draw opened automatically on his/her web browser. The participant

could then choose to participate in the online lucky draw.
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After each step of the forecasting, participants’ input was stored in a HKTDFS database
when they clicked “NEXT” on each page. When a participant completed the three steps
in the first round of forecasting, the system automatically calculated the leading indicators
of his/her cognitive bias, which were then used as PF in the second round of forecasting.
When participants completed the second (p2_2), the fourth (p2_4), and the sixth step
(p2_6) of the second round of forecasting, the system produced system-suggested

forecasts and stored them in the database.

The whole experiment lasted 45 minutes; two participants gave up in the middle of the
experiment because of personal issues. The other 20 participants completed the whole
experiment and moved on to the lucky draw session. Ultimately, 20 sets of data were
stored in the database after the first session of the experiment. Valid answers would be
further analyzed by standard data screening processes after all experimental data were

collected.

4.7.2 The second session of the experiment

The second session of the experiment was conducted in Hangzhou on September 16, 2014.
Forty-five MSc students from different areas of Mainland China taking the course
Managing Human Resources in the Hotel and Tourism Industry in the joint education
center of Zhejiang University were invited to be voluntary participants. Again, they were
told that their participation would be anonymous, and a lucky draw for portable chargers
as incentives was arranged to encourage participation in the experiment. Since public
computers were not available in the education center, the students who did not bring their

personal computer or other electronic devices to the class were not able to process
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judgmental forecasting through web browsers. As a result, only 37 MSc students in that

class were able to join the experiment.

Unlike the first session of experiment, this session was held at the end of the class. In
order to ensure good condition for the participants to conduct judgmental forecasting, a
15-minute tea break between the class and the experiment was held. After the tea break,

all eligible participants expressed that they were refreshed and ready for the experiment.

Following the same process as in the first session, a five minutes attitude statement was
delivered before the two-round judgmental forecasting process. Verbal guidance was
provided by the researcher throughout the whole experiment and help was provided to
participants who had any problem regarding the forecasting process. The process of
storing forecasters’ input, as well as system-suggested forecasts, was the same as in the

first session.

The judgmental forecasting process took longer than in the first session because more
students asked questions regarding forecasting techniques. For example, many were not
clear about the process by which statistical forecasts were generated and the influencing
factors that had been considered in generating the statistical forecasts, even though they
were clearly stated in the instructions. The researcher was also asked to explain the theory
of cognitive bias (especially anchoring bias) before the participants conducted the
corresponding steps of judgmental forecasting. The whole experiment therefore lasted

about 55 minutes.
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During the experiment, the majority of the 37 participants used their personal laptops;
some tried to complete the judgmental forecasting process using tablets. The webpages
for this experiment were designed specifically for computer use; thus, some of the
tables/figures were not properly displayed on other electronic devices. Because of this,
some participants using tablets were not able to complete the forecasting process.
Ultimately, 29 participants successfully completed the two-round judgmental forecasting

process and stored their inputs in the database.

4.7.3 The third session of the experiment

The third session of the experiment was conducted on September 20, 2014 at the same
place as the second session; the students were second-year part-time MSc students. There
were 45 students in the class; 14 of them had no personal computer or other electronic

device with them. Therefore, the number of participants in this session was 31.

Similar to the second session, this session was held at the end of the class and a tea break
was organized in order to refresh participants before the experiment. The experimental
process was the same as that followed in the second session; it was completed within 50

minutes.

Device support was again an issue: five participants who browsed the experiment
webpages using tablets were not able to proceed beyond the second step of the first round
of forecasting. Therefore, their inputs were not considered valid data. Besides these, 26

complete data sets were stored in the database for further data screening and analysis.
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4.8 Summary

This chapter has elaborated the research methodology. It first discussed the
appropriateness of testing the hypotheses using a judgmental forecasting experiment,
followed by the qualification of participants to be invited, as well as the empirical data to
be used. To support the experiment, statistical forecasts were produced by a state space
ES approach. The method of automatic model selection for ES was also explained in detail.
Specifically, the experiment involved two-round judgmental forecasting. The first round
of forecasting aimed to detect forecasters’ cognitive bias; the second aimed to help
forecasters correct their cognitive bias using two debiasing strategies: PF and suggestive
guidance. Methods of hypotheses testing were further discussed based on the information

collected from each step of the experiment.

This chapter also describes the design of the preliminary test and the main experiment.
The preliminary test was conducted with six research students in SHTM. According to the
results of the preliminary test, further revisions were made to the webpages designed for
the experiment and the instruction. The data of the main experiment were collected from
three forecasting sessions at different times and in more than one location. Participants in

the main experiment were all part-time MSc and DHTM students.
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5 HYPOTHESES TEST RESULTS

5.1 Data screening

Table 5-1 Main series to describe the data set

Series Description

Raw Data Real_1 Real outcome of tourist arrivals for a specific D-O pair in 2006
SF_1 Statistical forecast of tourist arrivals for a specific D-O pair in 2006
Des_1 Desired outcome in the first round of forecasting
Adj 1 Judgmental forecast in the first round of forecasting
Conf_1 Confidence of forecast in the first round of forecasting
Real 2 Real outcome of tourist arrivals for a specific D-O pair in 2007
SF_2 Statistical forecast of tourist arrivals for a specific D-O pair in 2007
Des_2 Desired outcome in the second round of forecasting
Des_2_P  Revised desired outcome based on the performance feedback of

desire bias

Adj 2 Judgmental forecast in the second round of forecasting

Adj_2_p  Revised judgmental forecast based on the performance feedback of
anchoring bias

Conf 2 Confidence of forecast in the second round of forecasting

Conf_2_p Revised judgmental forecast based on the performance feedback of
overconfidence bias

Coefficients f3; statistical forecast error
B desire error
B3 anchoring error on statistical forecast
Ba anchoring error on desired outcome
Bs anchoring error on the latest observation
Bs overconfidence error
Leading DES potential forecast error associated with desire bias
Indicator A_STAT potential forecast error associated with anchoring bias on statistical
forecast
A_DES potential forecast error associated with anchoring bias on desired
outcome
A_LAS potential forecast error associated with anchoring bias on the latest
observation
OVE potential forecast error associated with overconfidence bias

Seventy-five participants’ forecasting data (750 cases) were successfully collected from
the main experiment. Table 5-1 lists the main variables to describe the whole dataset,

which can be further classified into three groups: items of raw data, coefficients, and
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leading indicators. For data screening, missing data and outliers were identified in the raw

data.

5.1.1 Missing data

The handling of missing data is important because it is the main source of bias in statistical
results (Hair, Tatham, Anderson, & Black, 2006). A variety of methods are proposed in
the literature to deal with missing data: direct maximum likelihood, multiple imputation,
maximum likelihood listwise deletion, arithmetic mean imputation, stochastic regression
imputation, pairwise deletion, and similar response pattern imputation (Enders, 2006;
Olinsky, Chen, & Harlow, 2003). Among all these well-developed methods, listwise
deletion is the most commonly used (Enders, 2006; Gilley & Leone, 1991). This method
is based on the assumptions that the sample is large enough for reliable statistical analysis
and that missing values represent less than 10% of the whole dataset. When the
assumptions are valid, listwise deletion is more robust than other sophisticated methods
(Allison, 2001). In the current study, 75 participants completed their judgmental
adjustments in the experiment, so the sample for hypotheses testing is 750 (10 D-O pair
forecasts for each participant), which is large enough to carry out statistical tests.
Therefore, the listwise deletion method is appropriate for use in this study, which means

removing cases with missing values before statistical analysis.

Identification of missing values using the listwise deletion method is conducted by
comparing participants’ inputs and the system-generated leading indicators. When
checking participants’ inputs, blank inputs are considered missing values, with one

exception: if a participant did not provide the desired outcome for a particular D-O pair,
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it indicates that he/she did not have any expected tourism demand in certain markets. Such
cases are considered as normal inputs rather than missing values. Furthermore, the leading
indicators automatically calculated by the system may be equal to zero for two possible
reasons. First, the coefficients (a, 8;) estimated by the OLS method may be zero if the
corresponding independent variable is not significant in the cognitive bias detection model.
Second, for anchoring bias, leading indicator(s) regarding one or two types of anchor are
not detected from a participant’s judgmental forecasting in the second round of forecasting.
In the first case, it is possible that all the coefficients estimated by OLS are equal to zero,
which means that the independent variables in the cognitive bias detection model are all
insignificant. This happens when participants provide extreme values of judgmental
forecasts, probably caused by typos or mistakes regarding the unit of forecasts. This either
means that the participant’s judgmental forecasts in the second round were not guided by
any PF information and there would thus be no difference between the system-suggested
forecasts and the participant’s unaided judgmental forecasts; or it can be assumed that a
debiasing strategy has been applied to the participant’s decision-making. Therefore, such
cases are also considered as missing values. Details about the participants and valid

answers are listed in Table 5-2.

In the first session of the experiment, 20 participants successfully submitted their
judgmental forecasts and no missing values were detected from the first round of
forecasting; two participants did not complete their second round of forecasting. Because
no extreme scenario was discovered in leading indicators production, 18 valid answers

were given by participants in the first session of the experiment, which indicates that 180
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valid cases were collected. In the second session, 29 participants completed the first round
of forecasting and successfully stored their judgmental forecasts in the database. One
participant did not complete the second round of forecasting, so 28 valid answers were
obtained from the two rounds of forecasting in the second session. However, there were
some participants whose leading indicators were all equaled to zero. The cases given by
certain participants are considered as missing values even they have completed two rounds
of forecasting. Ultimately, 27 valid answers (270 valid cases) were collected from the
second session. Twenty-six participants provided valid answers in the first round of
forecasting in the third session, but three participants did not complete the second round,;
and no extreme scenarios were observed in the leading indicators. Therefore, 23 valid
answers (230 valid cases) were collected from the final session of the experiment. After
the missing data was extracted, valid cases amounted to 680 and the missing values only
represented 9.3% of the whole dataset.

Table 5-2 Participants and valid answers
1%t session 2" session 3 session

(13 Aug) (16 Sep) (20 Sep) Total
Participants in Round_1 (Valid) 20 (20) 29 (29) 26 (26) 75 (75)
Participants in Round_2 (Valid) 20 (18) 29 (28) 24 (23) 73 (69)
Total Participants (Valid) 20 (18) 29 (27) 26 (23) 75 (68)

5.1.2 Outliers

Outliers are defined as observations substantially different from the majority of
observations regarding one or more characteristic (Hair et al., 2006). Like missing values,
outliers also bias the mean of the data characteristics and influence the data distribution

(Field & Hole, 2003). According to the literature, boxplot is the most widely adopted
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method to identify outliers (Hoaglin & Iglewicz, 1987; Hoaglin, Iglewicz, & Tukey, 1986;
Tukey, 1977). A boxplot derives its name from the rectangular box with two whiskers
located at the top and the bottom of the box. For a particular batch of data, a traditional

boxplot displays four features:

The center of the boxplot is usually the sample median, which is identified as a

line across the box;

e The upper and bottom line of the box is constructed by the sample quartiles or the
fourths, which locate the middle half of the data;

e From the top and bottom of the box, dashed lines extend outward to the two
adjacent values, the whiskers of the boxplot, which covers the outermost
observations that are not extreme enough to be flagged as outliers by an
exploratory rule of thumb.

e Extreme values, which are labeled as the stars beyond the ends of the whiskers,

are considered as potential outliers and need to be further examined.

The quartiles are the basis of the fences for flagging real outliers. Let Q, and Q5 indicate
the lower and upper quartile, respectively; the fences therefore lie at Q; — k(Q3 — Q4)
and Q; + k(Q; — Q). A change in the value of k can have a great impact on the
identification of outliers. In previous studies, several values of k have been recommended
for the use of flagging observations as outliers, which include k = 1.0 (McNeil, 1977),
k = 1.5 and 3.0 (Tukey, 1977), and k = 2.0 (Ingelfinger, Mosteller, Thibodeau, & Ware,
1987). Hoaglin et al. (1986) examined the performance of these values by Gaussian

samples and revealed that “the main resistant rule” (k = 1.5) has a number of advantages
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when the sample size is small (less than 20) and k = 2.0 performs better for larger
samples. The rule based on k = 3.0 is extremely conservative. Based on these findings,
another study by Hoaglin and Iglewicz (1987) recommended that k ~ 2.2 is a robust
criterion to identify fences and outliers. Therefore, the outliers of the raw data collected
from the experiment are identified using the boxplot method with the rule k = 2.2. The

results of outlier identification are shown in Table 5-2.

Table 5-3 Outliers identified using boxplot (k=2.2)

Ql Median Q3 Fence Outliers
Des_1 100000 220369 900000 1760000 44
Adj_1 296101 500000 1229066 2052523 2
Conf_1 3 4 5 4.4 0
Des_2 200000 400000 1000000 1760000 28
Des_2_ P 196227.5 350000 1000000 1768299.5 27
Adj_2 315000 587000 1299250 2165350 13
Adj_2_p 340301 580000 1330000 2177337.8 4
Conf_2 3 4 5 4.4 0
Conf 2 p 340000 564731.5 1330000 2178000 8

5.2 Profile of participants

Table 5-4 presents the demographic characteristics of the participants in the main
experiment. Among the 68 participants, 55.41% were male and 45.59% female. The age
group 36-45 provided the largest numbers, followed by the group aged 26-35. These two
groups represented the majority of participants (82.36%). No participant was over 55. In
terms of education background, 35.29% participants were college/university graduates or
held a degree of the same level; 64.71% were postgraduates. No participant had any other
educational background, which indicates that all were relatively highly educated.

Furthermore, three-quarters were in tourism and hospitality-related industrial professions,
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and academic researchers in this area only represented 25%. This sample distribution
shows that the majority of the participants had rich working experience in the industry and
that their judgmental forecasting would have shared a variety of cognitive features. Also
because of this sample distribution, the results of the current study say more about the real
judgmental forecasting features of tourism demand in the industry. The debiasing

strategies proposed in this study can be easily applied in tourism-related sectors.

Table 5-4 Profile of participants in the main experiment (N=68)

Characteristics Valid N Percentage

Gender

Male 37 54.41%

Female 31 45.59%
Age

16-25 2 2.94%

26-35 26 38.24%

36-45 30 44.12%

46-55 10 14.71%
Education

College/university 24 35.29%

Postgraduate 44 64.71%
Field

Tourism and hospitality industrial profession 51 75.00%

Tourism and hospitality academic researcher 17 25.00%

5.3 Hypotheses testing

5.3.1 Descriptive analysis of cognitive biases

The features of five cognitive bias identified in participants’ unaided judgmental
forecasting process (the first round of experiment) were analyzed before testing the
hypotheses. First, the number of each cognitive bias observed in the experiment (N) were
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counted, and the proportions of them in the entire judgmental forecasts (%) were
calculated. Furthermore, the measures of each cognitive bias were produced according to
the methods developed in Chapter 3; and the mean, minimum, and maximum values of
each measure were also analyzed. Regarding participants’ demographical characteristics,
such as gender and age group, the features of cognitive biases were further categorized as

shown in Table 5-5.

Regarding the desire bias, participants performed too optimistic in their expectation
because the desired outcomes were generally higher than the real outcome in a large scale
(MPE=-0.58). Furthermore, male participants’ desire bias was almost twice as female
participants’. Regarding the mean percentage change and standard deviation of three
anchoring bias, the percentage changes on statistical forecast anchor is relatively smaller
than the percentage changes on desire anchor and latest observation anchor. Specifically,
female participants performed more conservatively than male participants; and so did the
younger participants comparing with older participants. Different from the measures of
previous four cognitive biases, overconfidence bias was measured by the difference
between participants’ own confidence evaluation and their real performance — the
proportion of correct adjustment from the baseline forecasts. As shown in Table 5-5,
participants were generally overconfident on their judgmental forecasts (Mean=0.24), and
such phenomenon was consistent between male and female participants, as well as among

the participants in different age groups.
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Table 5-5 Indicators of cognitive biases

N % Mea Min. Max. Sd.
Desire Bias
Total 401 5897 -0.58 -1.00 1.00 0.41
Gender
Male | 241 3544 _044 -079 100 0.73
Female | 160 23.53 -0.22 -1.00 1.00 0.76
Age
16-25 1 015 087 0.87 0.87
26-35| 132 1941 013 -079 1.00 0.36
36-45| 189 27.79 061 -1.00 1.00 0.86
46-55 79 1162 081 -043 100 0.38
Statistical Forecast Anchor  Total 461 67.79 0.04 -0.28 0.41 0.02
Gender
Male | 246 36.18 (007 -0.28 041 0.61
Female | 215 3162 0.01 -0.22 025 0.05
Age
16-25 16 235 0.01 -020 0.15 0.07
26-35| 175 2574 001 -0.22 0.25 0.05
36-45 | 204 30 0.03 -027 0.64 0.10
46-55 66 971 0.16 -028 041 0.16
Desire Anchor Total 57 8.38 0.57 -0.90 1.03 0.44
Gender
Male 27 397 0.37 -0.89 095 0.76
Female 30 441 075 -0.90 1.03 0.85
Age
16-25 0 0
26-35 18 265 072 -079 072 034
36-45 31 456 001 -090 098 051
46-55 8 118 054 -040 1.03 0.48
Latest Observation Anchor  Total 154 22.65 0.12 -045 0.41 0.06
Gender
Male 92 1353 0.19 -045 041 0.45
Female 62 912 0.01 -0.29 028 0.07
Age
16-25 4 059 0.02 0.00 005 0.02
26-35 61 897 005 -029 031 034
36-45 63 926 023 -0.07 041 0.09
46-55 26 382 0.00 -0.45 0.28 0.15
Overconfidence Bias Total 680 100 0.24 -050 0.90 0.01
Gender
Male | 370 5441 026 -050 0.90 0.29
Female | 310 4559 022 -050 0.90 0.25
Age
16-25 20 294 005 -0.20 0.40 0.16
26-35| 260 3824 026 -050 090 0.27
36-45| 300 4412 022 -050 0.80 0.28
46-55 | 100 1471 032 -0.30 090 0.24
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Table 5-6 Cognitive Errors

N % Mean Min. Max. Sd.
Desire Bias Total 401 58.97 -1470190 -147603780 1957232 554876
Gender
Male | 241 35.44 -2472375 -147603780 394415 14254279
Female | 160 23.53 39352 -1726377 1957232 298236
Age
16-25 1 0.15 73461 73461 73461
26-35 | 132 19.41 9286 -474603 394415 84619
36-45 | 189 27.79 -3133603 -147603780 1957232 16044231
46-55 79 11.62 17793 -316445 343473 79046
Statistical Total 287 42.21 -88215 -11294791 130340 40058
Forecast Anchor Gender
Male | 171 25.15 -114988 -11294791 130340 866332
Female | 116 17.06 -48749 -1819208 128591 182183
Age
16-25 6 0.88 -44315 -88797 -2064 36346
26-35 | 105 15.44 -28982 -370618 128591 69890
36-45 | 130 19.12 -73635 -1819208 130340 191202
46-55 46 6.76 -270355 -11294791 89232 1663638
Desire Anchor Total 33 4.85 389350 -1151996 1915556 128929
Gender
Male 23 3.38 370804 -176789 1863225 618491
Female 10 1.47 432005 -1151996 1915556 1006186
Age
16-25 0 0
26-35 9 1.32 336735 -113 1863225 690378
36-45 18 2.65 289092 -1151996 1915556 741883
46-55 6 0.88 769048 -19275 1872847 814003
Latest Total 153 225 -24581 -4314209 457206 29587
Observation Gender
Anchor Male | 92 1353  -53208 -4314209 457089 465683
Female 61 8.97 18593 -139996 457206 85180
Age
16-25 4 0.59 -16088 -27409 -2375 10417
26-35 61 8.97 16387 -364553 457206 96438
36-45 62 9.12 -99024 -4314209 143243 552008
46-55 26 3.82 55511 -98438 457089 154904
Overconfidence  Total 533 78.38 74594 -307896 3593477 14797
Bias Gender
Male | 287 42.21 53622 -307896 3098867 296043
Female | 246 36.18 99061 -184491 3593477 387275
Age
16-25 18 2.65 -274 -5280 3180 1924
26-35 | 194 28.53 167769 -236278 3593477 534765
36-45 | 236 34.71 16585 -307896 596728 88135
46-55 85 12.5 38853 -200212 1191850 168264
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Table 5-6 summarizes the forecast errors associated with different cognitive biases.
Generally, desire bias led to negative forecast error among male participants but such bias
had opposite effect on female participants. Desire bias generated huge negative forecast
error from the participants aged between 36 and 45, but such effect was relatively smaller
and positive among the participants in other age groups. Regarding the three variations of
anchoring bias, statistical forecast anchor led to negative forecast errors and desire anchor
led to positive forecast errors. Such effect was consistent among all gender and age groups.
Latest observation anchor led to negative forecast errors for male participants but positive
forecast errors for female participants. Except participants in the age group of 16-25,

overconfidence bias led to positive forecast errors.

5.3.2 Detection of statistical forecast bias (H1)

The influence of statistical forecast bias on final forecast error is not the main focus of this
study; however, the validity of the cognitive bias detection model greatly depends on the
significance of the decomposed forecast error associated with statistical forecast bias.
Therefore, it is necessary to test whether statistical forecast bias contributes significantly
to forecast error after judgmental forecasting. According to the hypothesis testing method
in Section 4.4.1.4, the series used to test the significance of statistical forecast bias were
the real outcome, statistical forecast of tourist arrivals for all D-O pair markets in 2006,
and the system-generated coefficient 5, ;. Using these three series, the decomposed
forecast error associated with statistical forecast bias in participants’ first round of

forecasting (ST AT, is calculated with the following equation:
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. — SF.
STAT, 5006 = ,31]- . Qi2006 1,2006

* Qi,2006
Qi2006

The result of one-sample t-test on STAT; ; is shown in Table 5-7.

Table 5-7 Result of hypothesis testing (H1)

Test Value=0
Variable
N Mean SD df t Sig.
STAT;006 680 9148 96297 679 2.477 0.013

Forecast errors associated with statistical forecast bias for all participants are statistically
significant (M=9148, SD=96297, 1(679)=2.477, p=0.013). Therefore, H1 is rejected:
statistical forecast bias has a significant influence on final forecast error after judgmental
forecasting. This result provides evidence that, when developing the cognitive bias
detection model, it is valid to incorporate the component of statistical forecast bias in order
to achieve a better fit with the real data, even if this component is not a part of cognitive

bias.

5.3.3 Detection of desire bias

5.3.3.1 Desire bias (H2a)
To test the existence of desire bias, two series of data must be further analyzed, including
the real outcome and participants’ desired outcome of tourist arrivals for all D-O pair

markets in 2006. The percentage error of desired outcome (PE_D 0,¢) is calculated as:

Qi,2006 - DOi,j,ZOOG

PE_DOi,j,2006 = 0
i,2006
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Some participants did not have a desired outcome for all D-O pair markets in the
experiment; desire bias cannot be reflected in such cases. Therefore, the cases with no
desired outcome were excluded from this part of the analysis. Furthermore, the variable
PE_DO also contains some outliers that may bias statistical analysis. Following the same
approach to detecting outliers in the raw data, 34 outliers were also identified from PE_DO.

As aresult, PE_DO, ; was developed with 327 valid cases. The result of one-sample t-test

on PE_DO is shown in Table 5-8.

Table 5-8 Result of hypothesis testing (H2a)

Test Value=0
Variable
N Mean SD df t Sig.
PE_DO0yq06 327 0.566 0.481 326 21.268  <0.001

Among the participants who provided desired outcomes, desire error is significant
(M=0.566, SD=0.481, t(326)=21.268, p<0.001). Therefore, H2a is supported. A positive
value of mean percentage error (MPE=0.566) reveals that, when participants had a desired
outcome of tourist arrivals for a particular D-O pair market, such expectations were
generally lower than the real outcome. In other words, participants showed conservatism

(or pessimism) bias in their desired outcomes.

5.3.3.2 The contribution of desire bias to final forecast error (H2b)

Besides the real outcome and participants’ desired outcome of tourist arrivals for all D-O
pair markets in 2006, the system-generated coefficient 5, is also required to test the
contribution of desire bias to final forecast error. The decomposed forecast error

associated with desire bias in participants’ first round of forecasting (DE S¢06), Which is
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also defined as the leading indicator of desire bias, is calculated with the following

equation:

DES _ Qi2006 — DO0; 2006
i,j,2006 — /32]- * * (i,2006
Qi2006

Following the same method of extracting irrelevant data from the variable PE_DO, ;, the
cases with no desired outcome were excluded from this part of the analysis. The outliers
of PE_DO were also detected and removed from the series using the boxplot method. As

a result, DES; ; with 397 valid cases was developed. The result of one-sample t-test on

DES; j is shown in Table 5-9.

Table 5-9 Result of hypothesis testing (H2b)

Test Value=0
Variable
N Mean SD df t Sig.
DE52006 397 -467473 402151 396 -2.316 0.021

Forecast errors associated with desire bias among all participants were statistically
significant (M=-467473, SD=402151, t(396)=-2.316, p=0.021). Therefore, H2b is

supported; desire bias significantly contributes to final forecast error.

5.3.4 Detection of anchoring bias

The way to test the existence of anchoring bias in people’s judgmental forecasting differs
from the methods in previous hypotheses testing. Considering the fact that the anchoring
effect exists when judgmental forecasting begins with an initial position and gives
forecasts around it, anchoring bias is observed if the judgmental forecasts are lacking

adjustment. Therefore, judgmental forecasts with anchoring bias should be normally
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distributed with a mean value equal to the value of the anchor (e.g., statistical forecast,
desired outcome, or latest observation). With a concern that the judgmental forecasts and
the real outcomes of tourist arrivals for 10 D-O pairs were in different scales (e.g., the
tourist arrivals from Mainland China to Hong Kong in 2006 were up to 2,177,232; while
those from Korea ROK to Chinese Taipei were only 196,260), standardized distance
between judgmental forecast and the anchoring would be appropriate to measure
anchoring bias. Therefore, percentage change on detected anchors was adopted as the

indicator of anchoring bias in this study.

5.3.4.1 Anchoring bias on statistical forecast (H3a)

To test the existence of anchoring bias on statistical forecast, four series of data were
extracted from the dataset, including participants’ judgmental forecasts and the statistical
forecasts of tourist arrivals for all D-O pair markets in 2006 and 2007. When participants’
judgmental forecast anchored on statistical forecast, the percentage change was calculated

as:

{A _ Fi,j,2006 - SFi,2006
! 51,/,2006 SFi,2006
Fi, 1,2007 — SFi,2007
A _tbj
L 51,j,2007 SFi,2007

Considering the valid cases of AS” and ASL.].2007 in this part of the analysis, only

, 2006

cases whose statistical forecast anchor was detected in the two rounds of forecasting were

collected as valid cases (Isij2006 =1 and Isij2007 = 1). Outlier checking was also

conducted on variables ASij and ASij Finally, these two variables were

, 2006 ,2007 °
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developed with 461 and 293 valid cases, respectively. The results of one-sample t-tests on
Asi’j’2006 and Asi‘j’zow, as well as the combination of these two series, are shown in Table

5-10.

Table 5-10 Result of hypothesis testing (H3a)

Variab| Test Value =0
ariable
N Mean SD df t Sig.
As,o06 461 0.043 0.445 460 2.090 0.037
As,007 293 0.081 0.736 292 1.892 0.060
As.u 754 0.058 0.575 753 2.771 0.006

The percentage changes on statistical forecast in the first round of forecasting were
significantly larger than zero (M=0.043, SD=0.481, t(460)=2.090, p=0.037), but not
significant in the second round of forecasting (M=0.081, SD=0.736, t(292)=1.892,
p=0.060). Further investigation of all judgmental forecasts with detected statistical
forecast anchors reveals that the percentage change was significantly larger than zero
(M=0.058, SD=0.575, t(753)=2.771, p=0.006). Therefore, H3a is rejected, indicating that
anchoring bias in statistical forecast is not significant when participants’ forecasts are
close to the statistical forecasts. Positive values of mean percentage change reveal that, in
this scenario, participants’ forecasts were always larger than the statistical forecasts,

which shows optimism bias in judgmental forecasting.

Fildes et al. (2009) investigated people’s optimism bias in two judgmental forecasting
situations: judgmental adjustment in the right direction and in the wrong direction. They
identified significant differences of optimism bias in these two situations. Their study
inspired the current study to investigate whether significant differences in anchoring bias
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can be identified in these two situations. Specifically, right direction of adjustment in the
condition of the statistical forecast anchor detected means that participants’ judgmental
forecast and the real outcome of tourist arrivals are both either larger or smaller than the
statistical forecast; wrong direction of adjustment in the same condition means that the
statistical forecast is located between participants’ judgmental forecast and the real
outcome. Regarding the direction of adjustment, the cases of judgmental forecast with the
statistical forecast anchor detected are further classified and Table 5-11 shows the valid

number of cases in each group:

Table 5-11 Sample size grouped by forecasting round and direction of adjustment

A52006 A52007 ASall
Right direction (R) 136 97 233
Wrong direction (W) 325 196 521

Further investigation of the significance of ASl.j2006 amd Asl.j2007 was conducted by a

series of one-sample t-tests. AS shown in Table 5-12, the percentage change on statistical
forecast was significantly larger than zero in both rounds of forecasting when adjustment
was in the right direction; the same indicator was not significantly different from zero
when participants made adjustment in the wrong direction. As a result, H3a is partially
supported. Anchoring bias on the statistical forecast is significant in the judgmental
forecasting of tourism demand when participants made adjustment in the wrong direction.
However, such anchoring bias was not significant when participants made adjustment in
the right direction. In this situation, the anchoring effect is mainly accompanied by
optimism bias since the mean percentage change is positive, which may be the main cause

of such a conclusion.
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Table 5-12 Result of hypothesis testing (H3a additional)

Test Value=0
Variable N Mean SD df t Sig.
A§2006 136 0.074 0.111 135 7.855 <0.001
A§2007 97 0.411 0.779 96 5.194 <0.001
Aﬁa” 233 0.214 0.535 232 6.124 <0.001
Aglzooe 325 0.030 0.524 324 1.040 0.299
A?/2007 196 -0.082 0.656 195 -1.743 0.083
A?/a” 521 -0.012 0.580 520 -0.468 0.640

* AR indicates adjustments in the right direction; A% indicates adjustments in the wrong direction.

5.3.4.2 Anchoring bias on desired outcome (H3b)

Participants’ judgmental forecasts and their desired outcomes of tourist arrivals for all D-
O pair markets in 2006 and 2007 were extracted from the data set to test the existence of
anchoring bias on the desired outcome. When participants’ judgmental forecasts were

anchored on desired outcome, the percentage change is calculated as:

I(A _ Fij2006 = DO j 2006
Di,j,2006 — DO; 5006

A _ Fij2007 = DO j 2007
D. . —

k £J,2007 DOi,j,2007

The valid cases for A,

,],2006 and Ap; ;2007 1N this part of the analysis were extracted in

three steps. In the first step, the cases with desired outcome provided in both rounds of
forecasting were selected. Then the cases in which the desire anchor was detected were

further collected as valid cases (IDL.].2006 =1 and ID”.2007 = 1). In the last step, outlier

checking was conducted to finalize the valid cases for these two variables. Through these

three steps, ADL.].2006 and AD”.2007 were developed with 57 and 87 valid cases,
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respectively. The results of one-sample t-tests on these two variables, as well as their

combination, are shown in Table 5-13.

Table 5-13 Result of hypothesis testing (H3b)

) Test Value =0
Variable N Mean SD df t Sig.
Ap o006 57 0.571 3.352 56 1.285 0.204
Ap o007 87 -1.493 7.920 86 -1.758 0.082
ADa” 144 -0.676 6.569 143 -1.235 0.219

The percentage changes on desired outcome in the experiment were not significantly
different from zero (M=-0.676, SD=6.569, t(143)=-1.235, p=0.219). This conclusion is
consistent among the subsamples of the first round of forecasting (M=0.571, SD=3.352,
t(56)=1.285, p=0.204) and the second round of forecasting (M=-1.493, SD=7.920, t(87)=-
1.758, p=0.082). Therefore, H3b is supported: anchoring bias on desired outcome exists
in participants’ judgmental forecasting. The value of mean percentage change and the
standard deviation reveals that participants made dramatic changes to their desired
outcomes. According to the PE of desired outcome (Table 5-8), the error of participants’
desired outcome is also significantly large. As a result, participants’ desired outcome
usually performed very poorly and they made larger changes to it when new and reliable

information was provided.

5.3.4.3 Anchoring bias on the latest observation (H3c)
Similar to the means of testing anchoring biases on statistical forecast and desired outcome,
four series were required to test the existence of anchoring bias on the latest observation,

including participants’ judgmental forecasts and the latest observation for all D-O pair
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markets in 2006 and 2007. In the first round of forecasting, participants were asked to
forecast tourist arrivals in 2006; the latest observation in the first round of forecast was
thus the real outcome of tourist arrivals in 2005; in the second round, the target year was
2007, so the tourist arrivals in 2006 became the latest observation. Therefore, the
percentage change in participants’ judgmental forecast anchoring on the latest observation

Is calculated according to the following equations:

I{A _ Fij2006 — Qi2005
4 Lij,2006 —

LALi,j,zow =

The valid cases for ALU.2006 and ALU.2007 in this part of the analysis were extracted in

Qi,ZOOS
Fi,j,2007 - Qi,2006

Qi,2006

the same way as in the construction of ASU. and ASij . only the cases with the

,2006 ,2007°

latest observation anchor detected in both rounds of forecasting were collected as valid

cases (ILl.j2006 =1 and IL”.2007 = 1). After outlier checking, 154 and 300 cases were
extracted for the two developed variables Agi’j’zo06 and Asi,j,2007’ respectively. The
results of one-sample t-tests on ALi'j'2006 and ALl.J.'ZOW, as well as the combination of

these two series, are shown in Table 5-14.

Table 5-14 Result of hypothesis testing (H3c)

Variable Test Value=0
N Mean SD df t Sig.
AL2006 154 0.115 0.736 153 1.946 0.053
AL2007 300 -0.357 4.480 299 -1.381 0.168
ALa” 454 -0.197 3.672 453 -1.142 0.254

According to the testing result, the percentage changes on the latest observation in the

experiment are not significantly different from zero (M=-0.197, SD=3.672, t(453)=-1.142,
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p=0.254). This conclusion is consistent with the subsamples of the first round of
forecasting (M=0.115, SD=0.736, t(153)=1.946, p=0.053) and the second round of
forecasting (M=-0.357, SD=4.080, t(299)=-1.381, p=0.168). Therefore, H3c is supported,
anchoring bias on the latest observation exists in participants’ judgmental forecasting. The
negative value of mean percentage change (-0.197) further reveals that, when participants
anchored their judgmental forecast on the latest observation of tourist arrivals, the
adjustments were generally lower than the latest observations. In other words, participants

expressed conservative (or pessimism bias) in their adjustment in this situation.

5.3.4.4 The contribution of the statistical forecast anchor to final forecast error (H3d)
Regarding the statistical forecast anchor, the contribution of anchoring bias to the final
forecast error is measured by the leading indicator A_ST AT, Which is the decomposed
forecast error associated with the statistical forecast anchor. Based on the percentage
change on statistical forecast (As) and the system-generated coefficient 85, A_STAT,406

can be calculated as:
A_STAT; j 2006 = ,33]- * Asi,j,zo% * Qi 2006

Considering the valid cases of A_STAT; ; 006, ONly the cases with the statistical forecast
anchor detected in the first round of forecasting are extracted (Isi,].,200 ¢ = 1). Inaddition,
some participants’ ,83]. were equal to zero, which indicates that the relationships between
these participants’ statistical anchor and the final forecast error were not significant.
Therefore, the cases with 33]. = 0 were excluded from the valid cases of A_STAT; j ;006-
Outlier checking was also conducted to remove the cases with extreme values in the series.
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Finally, STAT; j 2006 Was developed with 287 valid cases. The result of one-sample t-test

on STAT; ; is shown in Table 5-15.

Table 5-15 Result of hypothesis testing (H3d)

Test Value=0
Variable
N Mean SD df t Sig.
A_STAT;006 287 -88215 678621 286 -2.202 0.028

The decomposed forecast errors associated with the statistical forecast anchor among all
participants were statistically significant (M=-88215, SD=678621, t(286)=-2.202,
p=0.028). Thus, H3d is supported, anchoring bias on statistical forecast significantly

contributes to the final forecast error.

5.3.4.5 The contribution of the desire anchor to final forecast error (H3e)

Regarding the desire anchor, the contribution of anchoring bias to the final forecast error
is measured by the leading indicator A_DES, 0, Which is the decomposed forecast error
associated with the desire anchor. Using the percentage change on desired outcome (4p)
and the system-generated coefficient 5,, A_DES,0¢ Can be calculated according to the

following equation:
A_DES; j 2006 = ﬁ4j * ADi,j,2006 * Q;2006

Following the same method to extract irrelevant data of variable A_STAT; 5006, the cases
with no anchoring bias on desired outcome in the first round of forecasting were not

considered as valid cases and deleted from the series. In addition, [34]. for some

participants was equal to zero, which indicates that the relationship between the statistical
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anchor and the final forecast error were not significant for these participants. Therefore,

the cases with ﬁ4j = 0 were also excluded from the series. After the outlier checking, 33

valid cases were collected for variable A_DES; ; ;006- The result of one-sample t-test on

A_DES,; ; is shown in Table 5-16.

Table 5-16 Result of hypothesis testing (H3e)

Test Value=0
Variable
N Mean SD df t Sig.
A_DES5h06 33 389350 740639 32 3.020 0.005

The decomposed forecast errors associated with the desire anchor among all participants
were statistically significant (M=-389350, SD=740639, t(32)=3.020, p=0.005). Thus, H3e
is supported, anchoring bias on desired outcome significantly contributes to the final
forecast error. However, it is noted that the sample used to test H3e is relatively small;
only 33 valid cases were collected from the data set. The first reason for limited number
of available cases is that many participants did not have any expectations for specific D-
O pair markets in the first round of forecasting, so they did not provide desired outcomes
of tourist arrivals for these markets. As a result, 41% of the cases did not contain desired
outcome data. Second, among the 59% cases in which participants provided desired
outcomes, only 14% are identified with the desire anchor. As a result, less than 5% of the

cases were kept after outlier checking.

5.3.4.6 The contribution of the latest observation anchor to final forecast error (H3f)
Regarding the anchor of latest real outcome of tourist arrivals, the contribution of
anchoring bias to the final forecast error is measured by the leading indicator A_LAS;e,
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which is the decomposed forecast error associated with the latest observation anchor.
Using the percentage change on the latest observation (4;) and the system-generated

coefficient S5, A_LAS,406 Can be calculated as:
A_LAS; j 2006 = .35]- * ALi‘j‘2006 * Qi 2006

Considering the valid cases of A_LAS; j 006, ONly the cases with the latest observation

anchor detected in the first round of forecasting were extracted (ILl., 72006 = 1). For a
particular participant j, ﬁ5j = 0 indicates that the relationship between the participant’s
latest observation anchor and the final forecast error is not significant; cases with ,85]. =0

were thus considered invalid and removed from the series. Outlier checking was also

conducted to extract cases with extreme values. Finally, A_LAS; ; 5906 Was developed with

153 valid cases. The result of one-sample t-test on A_LAS; ; 5006 IS Shown in Table 5-17.

Table 5-17 Result of hypothesis testing (H3f)

Test Value=0
Variable
N Mean SD df t Sig.
A_LAS5406 153 -24581 365977 152 -0.831 0.407

The decomposed forecast errors associated with the latest observation anchor among all
participants were not statistically significant (M=-24581, SD=365977, t(152)=-0.831,
p=0.407). Thus, H3f is rejected: the contribution of anchoring bias to final forecast error

was not significant regarding the anchor of the latest observation.
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5.3.5 Detection of overconfidence bias

Unlike forecast-related variables, the method used to measure participants’ confidence in
their judgmental forecast was a 5-point Likert scale. Overconfidence indicates that a
forecaster’s confidence in a specific forecast exceeds the average level of correct forecasts.
Correct forecast means that the judgmental forecast is closer to the real outcome than the
baseline (statistical) forecast. Overconfidence is measured by the difference between
confidence in a certain forecast and the percentage of correct forecasts. Lack of confidence

is identified when confidence in a forecast is lower than the percentage of correct forecasts.

5.3.5.1 Overconfidence bias (H4a)

To test the existence of overconfidence bias, participants’ judgmental forecasts and their
evaluations of confidence in those forecasts, as well as the real outcome of tourist arrivals
for all D-O pair markets in 2006 and 2007, were selected. First, the series of participants’
confidence was transformed into a standardized variable on a 01 scale by dividing by the
maximum evaluation of confidence (5 points). Second, the judgmental forecast error and
the baseline forecast error were compared and cases with smaller judgmental forecast error
were labeled as correct forecasts. For each participant, the number of correct forecasts was
counted and divided by the total number of his/her forecasts (10), which gives a percentage

of correct forecasts. Therefore,

, 21'121 li j 2006 1, if|pe(Fi,j,2006)| < |pe(SFi,j,2006)|
0; 2006 = Confldencel-_jlz(,% ———hn  lij2006 =

10 0, if|Pe(Fi,j,2006)| > |pe(SF;j 2006l
Yi21 11 j,2007 _ {1: if [pe(Fy 2007 | < IPe(SFij2007)]
— a0 lij2007 =

0; ; = Confidence; ; —
b:2007 / L2007 10 0, if|Pe(Fi,j,2007)| > |Pe(SFi,j,2007)|
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Since all participants provided their confidence in the judgmental forecasts and no outlier
was identified using the boxplot method, all cases were valid for use in this part of the
analysis. The results of one-sample t-test on 0; ;006 and 0; 2007, as Well as their

combination, are shown in Table 5-18.

Table 5-18 Result of hypothesis testing (H4a)

Test Value=0
Variable
N Mean SD df t Sig.
02006 680 0.244 0.271 679  23.478  <0.001
02007 680 0.074 0.381 679 5.034 <0.001
Oun 1360 0.159 0.341 1359 17.168 <0.001

Participants’ expressed overconfidence was significant (M=0.159, SD=0.341,
t(1359)=17.168, p<0.001). Such a conclusion is consistent within the subsamples of the
first round of forecasting (M=0.244, SD=0.271, t(679)=23.478, p<0.001) and the second
round of forecasting (M=0.074, SD=0.381, t(679)=5.034, p<0.001). Therefore, H4a is
supported: overconfidence bias was significant in participants’ judgmental forecasting.
According to Table 5-18, the mean value of 0,006 Was 0.244. This means that
participants’ confidence in their judgmental forecasts was, on average, 24.4% higher than
their real performance, which further indicates a high level of overconfidence observed in
the first round of forecasting. In the second round, the mean value of 0; ; ;007 Was smaller
than the mean value of 0; ; 596. A paired-sample t-test on overconfidence in the first and
second rounds of forecasting (Table 5-19) also revealed that participants’ overconfidence
bias was significantly reduced in the second round (M=0.171, SD=0.359, t(679)=12.410,

p<0.001).
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Table 5-19 Mean difference of overconfidence in two rounds of forecasting

Test Value=0
Variable
N Mean SD df t Sig.
Diff O* 680 0.171 0.359 679 12.410 <0.001

* Diff_O indicates the difference of overconfidence between the 15t and the 2™ round of forecasting.

5.3.5.2 The contribution of overconfidence bias to final forecast error (H4b)

The contribution of overconfidence bias to final forecast error is measured by the leading
indicator OV E, 06, Which is actually the decomposed forecast error on overconfidence.
This part of the analysis uses three variables, including the real outcome of tourist arrivals
for all D-O pair markets in 2006, the system-generated coefficient ¢, and the newly
generated measurement of overconfidence (0,06)- OV E5g06 Can be calculated with the

following equation:
OVE; j 2006 = ﬁsj * 0;j 2006 * Qi 2006

Some participants’ ,86]. was equal to zero, which indicates that the relationships between

these participants’ overconfidence bias and the final forecast error were not significant.

Considering the valid cases of OVE; j 5006, SUch cases with ,86j = 0 were excluded. Also,

because no outlier was detected in O; ; 506, there were 560 valid cases for OVE; ;. The

result of one-sample t-test on OVE; ; 5006 is shown in Table 5-20.

Table 5-20 Result of hypothesis testing (H4b)

Test Value=0
Variable
N Mean SD df t Sig.
OVE5006 560 70998 333646 559 5.036 <0.001
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The decomposed forecast errors associated with overconfidence bias among all
participants were statistically significant (M=70988, SD=333646, t(559)=5.036, p<0.001).
Therefore, H4b is supported: overconfidence bias contributes significantly to the final

forecast error.
5.3.6 Debiasing of desire bias

5.3.6.1 Performance feedback of desire bias (H5a)

To test whether PF, which is the leading indicator of desire bias in the first round of
forecasting, can effectively improve judgmental forecasting in the second round of
forecasting, the APEs of unaided desired outcomes and the PF-based revisions in the
second round of forecasting had to be compared. Three series from the dataset had to be
used, including the real outcome of tourist arrivals, participants’ unaided desired outcome,
and participants’ revised desired outcome based on the PF of their desire bias for all D-O

pair markets in 2007. Let D; ;007 and Di’,’j,2007 denote the APEs of unaided desired

outcome and the PF-based revision, respectively, calculated as:

( _ Qi2007 = DO; j 2007
!Di,j,2007 =| Orro0m |
p
P Qi,2007 - DOi,j,2007
LDi,j,2007 = Qi2007 |

The valid cases for these two developed variables depend on the availability of desired
outcome and outlier checking. Since some participants did not have desired outcomes for
some D-O pair markets in the second round of forecasting, the cases with no desired

outcome were excluded. Through outlier checking, 274 valid cases were finally selected
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for D; j 2007 and ij‘zom. Both unaided desired outcome and PF-based revision were

given by the same group of participants; therefore, a paired-sample t-test was conducted
on these two variables to test whether forecast accuracy differed significantly. The result

is shown in Table 5-21.

Table 5-21 Result of hypothesis testing (H5a)

Variable N Mean SD df t Sig.
D j2007 274 0.442 0.306
D} 2007 274  0.424  0.279
D; j 2007 = Dfj 2007 274 0.018 0.149 273 2.005 0.046

There was significant difference in the APEs of the unaided desired outcome (M=0.442,
SD=0.306) and the PF-based revisions (M=0.424, SD=0.279); t(273)=2.005, p=0.046) of
the participants who provided a desired outcome in the second round of forecasting. A

positive value of mean difference (0.018) between D; j 5407 and Dl-’,’ 72007 Feveals that the

APE of PF-based revision of desired outcome was smaller than unaided desired outcome.
Therefore, H5a is supported. This suggests that PF of a participant’s desire bias in the
previous forecasting season significantly reduced the desire bias in his/her following
forecasting season. However, the extent of improvement in forecast accuracy was
relatively small: on average, APE of 1.8% was observed. There was still a large forecast
error in participants’ desired outcome, which would seriously bias subsequent judgmental

forecasting if participants were anchoring on their desired outcome.

5.3.6.2 System-suggested forecasts regarding desire bias (H5b)
As an example of suggestive guidance, system-suggested forecasts regarding desire bias

is not achieved from participants’ input, but is automatically calculated by TDFSS with
181



Equation (3.6). Therefore, five series are required: participants’ unaided desired outcome,
PF-based revision, system-suggested desired outcome, and the real outcome of tourist

arrivals for all D-O pair markets in 2007, as well as the system-generated coefficient 3, ;
for all participants. Let DO;; 507 denote the system-suggested desired outcome, which is

calculated with the following equation:

1 10
S —
DOi,j,2007 = D0 2007 + Ez ﬁszi,j,zooe * Q2006

=1

Then the APE of DO} ,4,- can be calculated following the same method used to calculate
D; j 2007 @nd Df; 2007- Let D;; 5007 denote the APE of DO} 540,; further analysis will
focus on the three APEs in order to test whether D 50 is significantly smaller than the

other two.

Considering the valid cases of these three APEs, the cases with desired outcome provided

by forecasters in the second round of forecasting are selected. Since S, ; indicates the
relationship between participant’s desire bias and the final forecast error, when g, ; is
equal to zero that relationship is not significant; the cases of D;; o0, With 8, ; = 0 are not
valid. Therefore, the cases with 8, ; = 0 are considered invalid. Based on these two
criteria, as well as the outlier checking of the three APEs, 183 valid cases for D; j 5007,
D{; 2007 and D 5007 Were finally collected. Table 5-22 shows the result of the normality

test of the three APEs; and Figure 5-1 offers a visual description of the series distribution,

the Normal Q-Q plots of three APEs.
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Table 5-22 Normality tests of D;; 2007, D{; 2007, @nd D§; 2007

_ Shapiro-Wilk
Variable N . .
Statistic df Sig.
D j 2007 182 0.875 182 <0.001
D 2007 182 0.941 182 <0.001
S
D} 2007 182 0.854 182 <0.001
Normal Q-Q Plot of |[D_2007| Normal Q-Q Plot of D_P_2007
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Figure 5-1 Normal Q-Q Plot of D; 2007, Dfj 2007, and D 2097

According to the results, all three APE series were significantly non-normal. Therefore,

non-parametric tests are appropriate for the comparison of D; 5007, Dl{’ 2007, @nd D7’ 5507.
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Considering that DO, j 5007 and DO{J’L2007 were given by the same group of people and
that DO; ; 5007 is calculated based on DO; ; 5007, these three series of desired outcomes are

related; so the APEs calculated based on the three sets of forecasts are also related.
Therefore, the Friedman ANOVA test is the appropriate non-parametric method to test
the differences between the three APEs. Table 5-23 shows the result of the Friedman

Table 5-23 Result of hypothesis testing (H5b)

Variable N Mean SD  Mean Rank Friedman Test

D; j 2007 182 0.329 0.259 1.978 | Chi-Square  5.150
ij,zom 182 0.302 0.198 1.901 | df 2
D} 2007 182 0.391 0.321 2.121 | Asymp. Sig.  0.076

Among the three sets of desired outcome, PF-based revision of desired outcome had the
lowest MAPE, and the lowest standard deviation (M=0.302, SD=0.198), followed by
participants’ unaided desired outcome (M=0.329, SD=0.259). System-suggested forecasts
had the highest MAPE and the biggest standard deviation (M=0.391, SD=0.321). However,
the differences between the three APEs are not statistically significant (x2?(2) =
5.150,p = 0.076). Therefore, H5b is rejected: system-suggested forecast with desire
error correction did not outperform participants’ unaided desired outcome and PF-based
revisions. Wilcoxon tests were also used to follow up this result. According to the
principle of Bonferroni correction, all effects were reported at a significance level of 0.017.

It appears that D;;,o0, Was significantly larger than ij,zom (Z2=-3.282, p<0.001),

likewise the difference between D;; 5007 and D j 2007 (Z=-2.847, p=0.004); while, the
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difference between Di’,’j,2007 and D; j 2007 Was not significant (Z=-0.892, p=0.372). We can
conclude that, in terms of desire bias, PF-based revision performs significantly more
accurately than system-suggested desired outcome. PF-based revision also outperforms

participants’ unaided desired outcome but is not statistically significant.
5.3.7 Debiasing of anchoring bias

5.3.7.1 Performance feedback of anchoring bias on statistical forecast (H6a)

To test whether the PF of a forecaster’s anchoring bias in the statistical forecast in the first
round of forecasting can effectively improve his/her judgmental forecasting in the
following round, the APEs of unaided judgmental forecasts and the PF-based revisions
must be compared. Therefore, (i) the real outcome of tourist arrivals, (ii) participants’
unaided judgmental forecast, and (iii) participants’ revised forecasts based on the PF of
their statistical forecast anchor for all D-O pair markets in 2007 need to be used. Let

AS; 2007 and ASi‘f 72007 denote the APEs of unaided judgmental forecast and the PF-based

revision, respectively, when the statistical forecast anchor is detected; they are calculated

as:

Qi2007 — Fij 2007

ASi,j,2007 = | 0
i,2007

—_ D
Qi,2007 FAl"j’2007

P _
kASi,j,zom = | |

Qi,2007

The valid cases for these two APEs were extracted in three steps. First, cases with the
statistical forecast anchor detected in the second round of forecasting were selected

(Is; 12007 = 1). Then the cases with f; ; equal to zero were removed because they indicate
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that the relationship between the statistical forecast anchor and the final forecast error is
not significant. Finally, 12 outliers were identified and removed from the series. Following
these three steps, 201 valid cases were collected for AS; ;007 and AS{’ 72007+ Since
unaided judgmental forecast and PF-based revision were given by the same group of
participants, a paired-sample t-test was conducted on these two variables to test whether
their effect on forecast accuracy was significantly different. Table 5-24 shows the result

of the hypothesis testing.

Table 5-24 Result of hypothesis testing (H6a)

Variable N Mean SD df t Sig.
ASi 2007 201 0306 0.387
AS]; 2007 201 0093 0.127
AS; ;2007 — AS 2007 201 0.213  0.375 200 8.049 <0.001

Among the forecasts with a statistical forecast anchor detected from the second round of
forecasting, there was a significant difference in the APEs of unaided judgmental forecasts
(M=0.306, SD=0.387) and PF-based revisions (M=0.093, SD=0.127); t(200)=8.049,

p<0.001. A positive value of mean difference (0.213) between AS; ; ,07 and AS{’ 72007

reveals that the APE of PF-based revision of anchoring bias was smaller than unaided
judgmental forecast when statistical forecast anchor was detected. Thus, H6a is
supported, suggesting that the PF of participants’ anchoring bias in statistical forecast in
the previous forecasting season can significantly reduce such anchoring bias in their
following forecasting season. In addition, the mean difference of two APEs was 21.3%
and the MAPE of PF-based revision was less than 10%, which indicates that PF produces

a dramatic improvement in forecast accuracy.
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5.3.7.2 Performance feedback of anchoring bias on desired outcome (H6b)

To test whether the PF of one’s anchoring bias on desired outcome in the first round of
forecasting can effectively improve judgmental forecasting in the second round, the APEs
of unaided desired outcomes and the PF-based revisions in the second round of forecasting
need to be compared. Three series need to be used: the real outcome of tourist arrivals,
participants’ unaided judgmental forecast, and participants’ revised forecasts based on the
PF of their anchoring bias for all D-O pair markets in 2007. Let AD; ; 5007 and AD{,’J-,2007
denote the APEs of unaided judgmental forecast and PF-based revision, respectively;
these two variables are calculated in the same way as AS; ;007 and ASf 2007+ 1he
difference is that these two groups of variables contain different cases extracted from the

dataset.

First of all, the cases with the desire anchor detected in the second round of forecasting

were selected (IDL.]. = 1). Then the cases with 8, ; = 0 need to be removed; however,

,2007

the result shows that no case with f3, ; equal to zero was identified among the cases with
the desire anchor detected. After that, outlier checking was conducted among the
remaining cases and 33 valid cases were collected for AD; ; 5407 and Aij,zoor Following

the same method used to test H5a and H6a, a paired-sample t-test was conducted on these
two variables in order to test whether they produced a significant difference in forecast

accuracy. The result is shown in Table 5-25.
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Table 5-25 Result of hypothesis testing (H6b)

Variable N Mean SD df t Sig.
ADi,j,2007 33 1.246 1.771
ADiI,Jj,2007 33 0.429 0.496
AD; 2007 = AD{} 2007 33 0817 1.884 32 2490 0.018

Among the forecasts with the desire anchor detected from the second round of forecasting,
there was a significant difference in the APEs of unaided judgmental forecasts (M=1.246,
SD=1.771) and PF-based revisions (M=0.429, SD=0.496); t(32)=2.490, p=0.018. A
positive value of mean difference (0.817) between |AD; j ;07| and |AD§ i2007] reveals
that the APE of PF-based revision of anchoring bias was smaller than unaided judgmental
forecast when the desire anchor was detected. Therefore, H6b is supported. This suggests
that the PF of participants’ anchoring bias on the desired outcome in the previous
forecasting season can significantly reduce such anchoring bias in the following
forecasting season. Furthermore, it appears that the APE of participants’ forecast

improved by 81.7% with the help of PF.

5.3.7.3 Performance feedback of anchoring bias on the latest observation (H6c)

To test whether the PE of one’s anchoring bias on the latest observation in the first round
of forecasting can effectively improve judgmental forecasting in the following round, the
APEs of unaided judgmental forecasts and the PF-based revisions need to be compared.
Therefore, (i) the real outcome of tourist arrivals, (ii) participants’ unaided judgmental
forecasts, and (iii) participants’ revised forecasts based on the PF of their latest
observation anchor for all D-O pair markets in 2007 need to be used. Let AL; ;5007 and

ALY ; 5007 denote the APEs of unaided judgmental forecast and the PF-based revision
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when the latest observation anchor is detected, respectively; these two variables are
calculated in the same way as AD; j ;07 and Aij,zow; the difference here is the

extraction of valid cases.

First, the cases with the latest observation anchor detected in the second round of
forecasting were selected (ILi’ 72007 = 1). Then the cases with Bs ; equal to zero were
identified and removed from the series because such cases indicate that the relationship
between the latest observation anchor and the final forecast error is not significant. After
that, outlier checking of the remaining cases was conducted using the boxplot method. As
a result, 141 valid cases were collected for AL; j 5007 and AL’i’_ 72007+ The result of paired-

sample t-test is shown in Table 5-26.

Table 5-26 Result of hypothesis testing (H6c)

Variable N Mean SD df t Sig.
AL; 2007 141 0.186 0.170
AL ;2007 141 0.084 0.069
AL; j 2007 — ALY j 2007 141 0.102 0.174 140 6.927 <0.001

Among the forecasts with the latest observation anchor detected from the second round of
forecasting, there is a significant difference in the APEs of unaided judgmental forecasts
(M=0.186, SD=0.170) and PF-based revisions (M=0.084, SD=0.069); t(140)=6.927,
p<0.001. The positive value of the mean difference (0.102) between the two APESs reveals
that the APE of PF-based revision of anchoring bias is smaller than that of unaided
judgmental forecast when the latest observation anchor is detected. Thus, H6c is

supported: the PF of participants’ anchoring bias on the latest observation in the previous

189



forecasting season can significantly reduce such anchoring bias in the following
- - P
forecasting season. Moreover, the mean difference between AD; j 5007 and AD; ; 5997 Was

10.2% and the MAPE of PF-based revision was less than 10%, which indicates that PF

dramatically improves forecast accuracy.

5.3.7.4 System-suggested forecasts regarding the statistical forecast anchor (H6d)

Unlike participants’ unaided judgmental forecast and PF-based revisions, system-
suggested forecasts regarding anchoring bias were not given by participants, but
calculated by TDFSS with Equation (3.11). Five series were used to test the performance
of system-suggested forecasts: participants’ unaided judgmental forecast, PF-based
revision, system-suggested forecast, the real outcome of tourist arrivals for all D-O pair

markets in 2007, and the system-generated coefficient f5; for all participants. Let
F_AL-SJ-,ZOO7 denote the system-suggested forecast regarding the anchoring bias on

statistical forecast, which is calculated as:

Fi i 2007

1 Fi 2007 — SFi2007
— b SF,
i,2007

Let AS}; 5007 denote the APE of F_AS}; ,0,7; the calculation of AS};,q,; follows the
same method as the calculation of AS; ; 5097 and AS?); 507 Further analysis focuses on the
comparison of these three APEs in order to see whether AS;’; , o is significantly smaller

than the other two.

The first criterion for selecting valid cases of AS}; 4o, wWas whether anchoring bias on

statistical forecast was detected in the second round of forecasting (Isl.]. 2007 = 1)- Since
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p5,; indicates the relationship between a participant’s anchoring bias (statistical forecast
anchor) and final forecast error, 5 ; = 0 indicates that this relationship is not significant.
Therefore, cases with 5 ; equal to zero were not valid. Fourteen outliers were identified
and removed from the series and finally |AS}; 507 | Was developed with 199 valid cases.

Table 5-27 shows the result of the normality test on the three APEs, and the Normal Q-Q

plots of the three APEs’ distribution are shown in Figure 5-27.

Table 5-27 Normality tests of AS; 2007, ASt; 2007, and AS§; 2007

Shapiro-Wilk
Variable N
Statistic df Sig.
AS; ;2007 199 0.714 199 <0.001
ASL; 5007 199 0.608 199 <0.001
AS} 2007 199 0.728 199 <0.001
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Figure 5-2 Normal Q-Q Plot of AS; 2007, AS}j 2007, and AS§; 2007
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According to the results, AS; 2007, AS{; 2007, @nd ASF; ;007 Were significantly non-

normal. Thus, the parametric ANOVA test was not appropriate in this part of the analysis.

Instead, the Friedman ANOVA test was appropriate for comparing the three APEs. Table

5-28 shows the result of the Friedman ANOVA test on AS; ; 2007, AS?j 2007, @nd AS7 5007-

Table 5-28 Result of hypothesis testing (H6d)

N Mean SD  Mean Rank Friedman Test
ASi‘j,2007 199 0.299 0.383 2.563 | Chi-Square  128.681
ASfj,zom 199 0.088  0.112 1.942 | df 2
AS} ;i 5007 199 0.056 0.136 1.495 | Asymp. Sig.  <0.001
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Among the three sets of forecast errors, system-suggested forecast had the lowest MAPE
(M=0.056, SD=0.136), followed by the PF-based revision of anchoring bias (M=0.088,
SD=0.112); participants’ unaided judgmental forecast had the highest MAPE and the
largest standard deviation (M=0.299, SD=0.383). The result of the Friedman test reveals
that the differences between the three APEs were statistically significant (x2(2) =
128.618,p < 0.001). Therefore, H6d is supported: system-suggested forecast with
statistical forecast anchor correction is significantly more accurate than unaided
judgmental forecast and revision based on PF. Therefore, three Wilcoxon tests were
conducted as post-hoc tests to investigate the differences between the three APEs. Using
a significance level of 0.017, the result shows that the three APEs were significantly
different. Specifically, AS;;,,0; Was significantly smaller than AS{,’]-,2007 (Z=-5.697,
p<0.001) and significantly smaller than AS; ; 5907 (£=-9.925, p<0.001). According to the
MAPE of three sets of forecasts, the forecast accuracy has been improved 21% with the
help of PF, and it would be improved a further 3.2% if system-suggested forecast was
adopted as the final forecast. Therefore, we can conclude that, regarding anchoring bias
on statistical forecast, both PF-based revision and system-suggested forecast significantly
outperform unaided judgmental forecast, while system-suggested forecast gives the best

performance in this scenario.

5.3.7.5 System-suggested forecasts regarding the desire anchor (H6e)
System-suggested forecasts regarding the desire anchor were generated with Equation
(3.11). In order to compare participants’ unaided judgmental forecasts, PF-based revisions

and system-suggested forecasts when the desire anchor is detected in the second round of
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forecasting, five series from the dataset are required. Four series of raw data were selected
as in the test of H6d; the fifth series used in this part of the analysis was the system-
generated coefficient g, ; for all participants. Let F_ADl-'fj’2007 denote the system-
suggested forecast concerning the anchoring bias on desired outcome; F_Aij,2007 was

calculated using the equation below:

Fi j 2007

F_AD?. =
— ,J,2007 . _
b Fi j2007 — DOj2007

1-5,.
ﬁ4f DO 2007

Let AD;; 507 denote the APE of F_AijJZOW; AD;} 5007 is calculated in the same way as
AD; j 2007 and AD{f 2007 - Further analysis focused on a comparison of AD; ;g0 ,
AD{; 7007 @nd AD; 5007 and identifying whether AD;; 50, Was the smallest, as well as

its significance.

Considering the valid cases of these three APEs, the cases with the desire anchor detected

in the second round of forecasting were first selected (IDl.j2007 = 1). Since ﬁ4j reflects

the relationship between participants’ anchoring bias (desire anchor) and the final forecast

error, ,84]. equal to zero indicates that this relationship is not significant. Therefore, the
cases with ﬁ4j = 0 were considered invalid and removed from the series. Although no

outlier was identified among the remaining cases, there were only 29 valid cases for the
three APES, which is almost the minimum requirement for sample size. Table 5-29 shows
the result of the normality test on these three APEs and the normal Q-Q plots of the three

series’ distribution are shown in Figure 5-3.
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Table 5-29 Normality tests of AD; 2007, AD}; 2007, and ADf; 2997

) Shapiro-Wilk
Variable N — -

Statistic df Sig.
AD; j 2007 29 0.549 29 <0.001
AD{ 5007 29 0.771 29 <0.001
AD;}; 2007 29 0.704 29 <0.001

Normal Q-Q Plot of |AD_2007| Normal Q-Q Plot of JAD_P_2007|
' ’ Observed V:Iue ’ - - " - D:::erved V:Iﬁue - b b

Normal Q-Q Plot of [AD_S_2007|

Expected Normal

T T T T T T
-3 -2 -1 o 1 2

Observed Value

Figure 5-3 Normal Q-Q Plot of AD; 2997, AD}} 2007, and AD3; 5007

According to the results, all three APEs were significantly non-normal. Therefore, the
Friedman ANOVA test was appropriate to conduct the comparison of AD; ;407

P N
ADjj 5007, and AD; ;5007
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Table 5-30 Result of hypothesis testing (H6e)

N Mean SD Mean Rank Friedman Test
AD; j 2007 29 1280  1.890 2.345 | Chi-Square 6.276
ADf; 5007 29 0373  0.380 1.966 | df 2
AD}} 5007 29 0.454  0.725 1.690 | Asymp. Sig.  0.043

According to Table 5-30, PF-based revision of anchoring bias had the lowest MAPE, and
the lowest standard deviation (M=0.373, SD=0.380), followed by system-suggested
forecasts (M=0.454, SD=0.725); participants’ unaided judgmental forecast had the highest
MAPE and the biggest standard deviation (M=1.280, SD=1.890). The result of the

Friedman test shows that the differences between AD; ; 5007, AD{ i2007, and AD;; 5007

were statistically significant (x2(2) = 6.276,p = 0.043). Therefore, H6e is rejected.
Although the accuracy of three types of forecast were significantly different, system-
suggested forecast with the desire anchor correction was not the most accurate; instead,
PF-based revision outperforms participant’s unaided judgmental forecast and system-
suggested forecast in this situation. Moreover, Wilcoxon tests were conducted to further
investigate the differences between three types of forecast. With a significance level of

0.017, it appears that both AD] 72007 (£=-2.908, p=0.004) and AD;; 407 (£=-2.670,
p=0.008) were significantly smaller than AD; ; ,007. The mean value of AD}E,’]-,2007 was
slightly smaller than AD 2007; however, the difference between them was not statistically

significant (Z=-0.897, p=0.370). Therefore, we can conclude that, regarding anchoring
bias on desired outcome, both PF-based revision and system-suggested forecast

significantly outperform unaided judgmental forecast. It seems that PF-based revision
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performs the best, but the difference between the latter and system-suggested forecast was

not statistically significant.

5.3.7.6 System-suggested forecasts regarding the latest observation anchor (H6f)

System-suggested forecasts regarding the latest observation anchor can be generated
following the same method as the suggested forecasts covering other two types of
anchoring bias. To compare participants’ unaided judgmental forecasts, PF-based
revisions, and system-suggested forecasting when latest outcome anchor was detected in
the second round of forecasting, five series from the dataset were needed: four of them
were the raw data, the same data used in the tests for H6d and H6e; the fifth series was
the system-generated coefficient g5 ; for all participants. Let F_AL{ 72007 denote the
system-suggested forecast regarding the anchoring bias on the latest observation;

F_ALfJ-'2007 is calculated as below:

Fij 2007

1-8 Fi j 2007 — LO;2007

> LO; 2007
Let AL; ; 500 denotes the APE of F_AL; 72007+ ALj j 2007 Was calculated in the same way
as AL; j 2007 and AL‘Z j2007- Further analysis focused on comparison of these APEs and

identifying whether AL; ; 5,0, could outperform the other two.

Considering the valid cases of AL; ; 2007, AL} 5007, and AL} ; 5007, the cases with the latest
observation anchor detected in the second round of forecasting were selected (ILl.]. 2007 =
1). Since the value of ,85j reflects the relationship between a participant’s anchoring bias

(latest observation anchor) and the final forecast error, ﬂsj = 0 indicates that this
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relationship is not significant. Therefore, the cases with ,85]. = 0 were considered invalid.
Twenty-three outliers were identified as invalid cases and removed from the series;
ultimately, 141 cases were collected for AL; j 007, AL’ZLZOW, and AL; ; 5007 Table 5-31

shows the normality test results on these three APES; their Normal Q-Q plots are shown

in Figure 5-4.

Table 5-31 Normality tests of AL; 2007, Aij72007 ,and AL;; 5007

) Shapiro-Wilk
Variable N
Statistic df Sig.
AL; ;2007 141 0.887 141 <0.001
ALY 5007 141 0.893 141 <0.001
AL 2007 141 0.316 141 <0.001
Normal Q-Q Plot of |AL_2007] Normal Q-Q Plot of APE_AL_P

Expected Normal
b
Expected Normal
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Figure 5-4 Normal Q-Q Plot of AL; 2007, AL{;j 2007, and AL 2007
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According to the results, the three APEs were significantly non-normal. Thus, the
Friedman ANOVA test was appropriate for the comparison of the three APEs. Table 5-32

shows the result of the Friedman ANOVA test.

Table 5-32 Result of hypothesis testing (H6f)

N  Mean SD  Mean Rank Friedman Test
ALi,j,2007 141 0.186 0.170 2.333 | Chi-Square 32.128
ALY 5007 141 0084 0.069 2.007 | df 2
AL?,j,2007 141 0.042 0.861 1.660 | Asymp. Sig.  <0.001

Among the three sets of forecasts, system-suggested forecast had the lowest MAPE
(M=0.042, SD=0.861), followed by the PF-based revision of anchoring bias (M=0.084,
SD=0.069); participants’ unaided judgmental forecast had the highest MAPE (M=0.186,
SD=0.170). The result of the Friedman test shows that the differences between the three
APEs were statistically significant (x2(2) = 32.128,p < 0.001). Therefore, H6f is
supported: system-suggested forecast with the latest observation anchor correction is
significantly the most accurate forecast method. Based on the Friedman ANOVA test
result, three Wilcoxon tests were conducted as post-hoc tests to further identify the
differences between the three APEs. With a significance level of 0.017, the three APEs
were significantly different. In particular, AL; ; 540, Was significantly smaller than both
AL‘l-’J-,ZO07 (Z=-3.901, p<0.001) and AL; ;007 (£=-6.017, p<0.001). According to the
MAPE of the three sets of forecasts, PF helped participants improve their forecast

accuracy by 10.2%, and system-suggested forecast performed 14.4% more accurately than

participants’ unaided judgmental forecast. Therefore, it can be concluded that, regarding
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anchoring bias on the latest observation, both PF-based revision and system-suggested
forecast are significantly more accurate than participants’ unaided judgmental forecast,

and system-suggested forecast also significantly outperforms PE-based revision.
5.3.8 Debiasing of overconfidence bias

5.3.8.1 Performance feedback of overconfidence bias (H7a)

To test whether the PF of participants’ overconfidence bias in the first round of forecasting
can effectively improve the accuracy of their judgmental forecast in the second round of
forecasting, the APEs of corrected judgmental forecast (CF) and the PF-based revision
regarding overconfidence bias in the second round of forecasting had to be compared.
Here, CF is the one forecast method with desire bias and anchoring bias removed, but still
contains overconfidence bias. Therefore, CF is similar to the PF-based revision with
anchoring bias eliminated. Three series from the dataset had to be used for this part of the
analysis: (i) the real outcome of tourist arrivals, (ii) participants’ CF, and (iii) participants’
revised forecast based on the PF of their overconfidence bias for all D-O pair markets in

2007. Let OV; j 5007 and OVif’j,2007 denote the APEs of CF and the PF-based revision when

overconfidence bias is detected; the calculation of these two variables are:

( _Qiz007 = CFij 2007
J OV 2007 = |

Qi,2007

— p
Qi,2007 Foi,j,2007

P _
LOVi,j,zow = | |

Qi,2007

Since all participants were required to rate their confidence in the CF of each D-O pair

markets, the whole sample was used as the basic sample for this part of the analysis.
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Thirteen outliers were identified and removed from the series. Thus, the two APEs were
developed with 667 valid cases. A paired-sample t-test was conducted on these two

variables and the result is shown in Table 5-33.

Table 5-33 Result of hypothesis testing (H7a)

Variable N Mean SD df t Sig.
OV j 2007 667 0.112 0.172
OV 2007 667 0.135 0.198
OV; ;2007 = OV 2007 667 -0.023 0.113 666 -5.244 <0.001

According to the result, the difference between OV; ; ;007 and OVl-f’j,2007 was statistically
significant (M=-0.023, SD=0.113; t(666)=-5.244, p<0.001), and the APE of participants’
CF (M=0.112, SD=0.172) was slightly smaller than the PF-based revisions (M=0.135,
SD=0.198). Therefore, H7a is rejected: the PF of participants’ overconfidence bias in the
previous forecasting season does not help participants to reduce their overconfidence bias

in the following forecasting season.

5.3.8.2 System-suggested forecasts regarding overconfidence bias (H7b)

System-suggested forecasts regarding overconfidence bias were produced with Equation
(3.17). Five series from the dataset were required to test whether system-suggested
forecast performs best in terms of forecast accuracy: participants’ CF, PF-based revision,
system-suggested forecast, the real outcome of tourist arrivals for all D-O pair markets in

2007, and the system-generated coefficient ﬁéj for all participants. Let F_Of 2007 denote

the system-suggested forecast regarding the overconfidence bias; it is calculated using the

following equation:
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CFij2007

1
1- BG(Confi7j72007 - EZ?; Ii,j,2006)

S _
F—Oi,j,2007 =

Let OV;; 2007 denote the APE of F_07; ,007; OV 2007 is calculated the same way as
OV j 2007 and 0Vf},zoo7- Further analysis focused on comparison of the three APEs in
order to see whether OV;’; 50, Was significantly smaller than the other two, and identify

its significance.

Considering the valid cases of these three APEs, cases with ,86j = 0 were eliminated as

invalid because an insignificant relationship between overconfidence bias and the final
forecast error was identified for these cases and thus system-suggested forecasts cannot
be properly calculated. According to this criterion, and following outlier checking, 421
valid cases were collected for OV; j 5007, OV 2007, @nd OV, 5007 Table 5-34 shows the
results of the normality test on these three APEs, and their normal Q-Q plots are shown in

Figure 5-5.

Table 5-34 Normality tests of OV ; 2007, OV7; 2007, and OV, 5047

Shapiro-Wilk
Variable N
Statistic df Sig.
OVi'j,2007 421 0.403 421 <0.001
P
OVL-J-,2007 421 0.504 421 <0.001
ifj,zom 421 0.504 421 <0.001
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Figure 5-5 Normal Q-Q Plot of OV 5097, OV} 2007, and OV} 5097

All three APEs are significantly non-normal. Therefore, the Friedman ANOVA test was
appropriate for the comparison of OV ; 5407, 0Vi5‘,2007a and OV} 5007~ Table 5-35 shows

the result of the Friedman ANOVA test.

Table 5-35 Result of hypothesis testing (H7b)

N Mean SD Mean Rank Friedman Test
OV j 2007 421 0.116  0.227 1.885 | Chi-Square  10.802
OV 2007 421 0.149  0.257 2.070 | df 2
OV 2007 421 0.141  0.235 2.045 | Asymp.Sig.  0.005
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Among the three sets of forecasts, participants’ CF had the lowest MAPE and the lowest
standard deviation (M=0.116, SD=0.227), followed by system-suggested forecasts
(M=0.141, SD=0.235); PF-based revision had the highest MAPE and the biggest standard
deviation (M=0.149, SD=0.257). The result of the Friedman test shows that the differences
between OV; ;2007 OVi; 2007, and OVF; 500, Were statistically significant (x2(2) =
10.802,p = 0.005). Therefore, H7b is rejected. Although the accuracy of the three types
of forecast was significantly different, system-suggested forecast with overconfidence
bias correction cannot outperform participants’ forecast. Wilcoxon tests were also
conducted to further identify the differences between them. With a significance level of
0.017, OV; 2007 Was significantly smaller than OVi’,’j,2007 (Z=-5.635, p<0.001) and
OV, 2007 (Z=-3.657, p<0.001), while the difference between OV, ;007 and OV;’; 540, Was
not statistically significant (Z=-0.159, p=0.874). Therefore, it is concluded that, regarding
overconfidence bias, there is no significant difference in forecast accuracy between PF-
based revision and system suggest forecast; neither can outperform forecasters’ own

judgment.

5.4 Summary

This chapter has presented the results of the main experiment, including data screening,
profile of participants, and hypotheses testing. It started with checks for missing data and
outliers in the raw data. As a result of these steps, 680 valid cases were retained. Then the
profile of the participants was discussed. In the hypotheses testing, both parametric and

non-parametric statistics were adopted for statistical analysis; data normality tests were
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also conducted to determine whether non-parametric approaches should be conducted in

the hypothesis testing.

According to the results of the hypotheses tests, 14 of 21 hypotheses are supported; the
hypothesis regarding the existence of a statistical anchor is partially supported when
participants’ judgmental forecast falls in the wrong direction of adjustment of the baseline
forecast (statistical forecast); six hypotheses were rejected. Two rejected hypotheses
related to desired outcome (desire bias and desire anchor), showing that PF is more
effective than system-suggested forecast in participants’ judgmental forecasting; another
two rejected hypotheses related to overconfidence bias, revealing that neither PF nor

system-suggested forecast is effective in helping participants reduce their forecast error.
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6 FINDINGS AND DISCUSSION
According to the results of the data analysis, 14 of 21 hypotheses are supported by the

data; six are rejected; and the hypothesis regarding whether there is anchoring bias on

statistical forecast is partially supported when participants’ adjustments were in the wrong

direction. A summary of the hypotheses test results is shown in Table 6-1.

Table 6-1 Summary of hypotheses test results

Hypotheses N Indicator STAT Result
H1.  Statistical forecast 670 M(STAT;qq¢) = 9148 t=2.477* Reject
bias has no influence on the
final forecast error after
judgmental forecasting.
H2a. Desire biasexistsin = 327 M(PE_DO,y06) =0.566 t=21.268** Support
forecasters’  judgmental
forecasting.
H2b. Desire bias 397 M (DESyqp¢) = -467473  t=-2.316* Support
contributes to the final
forecast error.
H3a. Anchoring bias in 461 M(a;, ) =0.043 t=2.090* Partially
statistical forecast is _ N Support
unavoidable in forecasters’ 293 M(A5zuu?) =0.081 t=1.892
judgmental forecasting. 754 M(a,_)=0.058 t=2 771%**

Judgmental 136 M(Agzm) =0.074 t=7.855** (Reject)

adjustment in the right _ _ .

direction 97 M(Agzuur) =0.411 t=5.194

233 M(az_)=0214 t=6.124**

Judgmental 325 M(ay, )=0.030 t=1.040 (Support)

adjustment in the

wrong direction 196 M(ay, )=-0.082 t=-1.743

521 M(ay ) =-0.012 t=-0.468

H3b. Anchoring bias in 57 M(4,,,,) =0571 t=1.285 Support
desired outcome is _
unavoidable in forecasters’ 87 M(Aﬂzuuv) =-1.493 t=-1.758
judgmental forecasting. 144 M(a,,,) = -0.676 t=-1.235
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Hypotheses N Indicator STAT Result
H3c. Anchoring bias in 154 M(A, ) = 0.115 t=1.946 Support
the latest observation is _ _
unavoidable in forecasters’ 300 M(AL,g0,) =-0.357 t=-1.381
judgmental forecasting. 454 M(4,,,) =-0.197 t=-1.142
H3d. Anchoring bias in 287 M( A_STAT,y0s ) =- t=-2.202* Support
statistical forecast 88215
contributes to the final
forecast error.
H3e. Anchoring bias in 33 M( A_DES;50¢ ) = 1=3.020** Support
desired outcome 389350
contributes to the final
forecast error.
H3f. Anchoring bias in 153 M(A_LAS,q¢) =-24581 1=-0.831 Reject
the latest observation
contributes to the final
forecast error.
H4a. Overconfidence is 680 M(0,00¢) = 0.244 t=23.478** Support
unavoidable in forecasters’ _ _ ox
judgmental forecasting. 680 M(0z007) =-0.074 t=5.034
1360 M(0g,;;) =0.159 t=17.168**
H4b. Overconfidence 560 M(OVE,q06) = 70998 t=5.036** Support
bias contributes to the final
forecast error.
H5a. Feedback of the 274 MD=0.018 t=2.005* Support
mean desire error in a
forecaster’s previous
forecasting season reduces
desire bias in the following
forecasting season.
H5b. Suggested forecast 182 M(|D; j20071) = 0.329 x%=5.150 Reject

with desire error correction
is the most accurate
adjustment, better than a
forecaster’s unaided
adjustment and the
adjustment based on the
corresponding PF.

M(IDf} 20071) = 0.302
M(ID3; 20071) = 0.391
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Hypotheses

Indicator

STAT

Result

H6a. Feedback of the
mean anchoring error in the
statistical forecast in the
previous forecasting
season reduces anchoring
bias in the following
forecasting season.

201

MD =0.213

t=8.049**

Support

H6b. Feedback of the
mean anchoring error in the
desired outcome in the
previous forecasting
season reduces anchoring
bias in the following
forecasting season.

33

MD =0.817

t=2.490*

Support

H6c. Feedback of the
mean anchoring error in the
latest observation in the
previous forecasting
season reduces anchoring
bias in the following
forecasting season.

141

MD =0.102

t=6.927**

Support

H6d. System-suggested
forecast with statistical
forecast anchor correction
is the most accurate
forecast, better than
unaided  forecast and
adjustment based on the
corresponding PF.

199

M(|AS; j,20071)=0.299
M(I4S) 20071)=0.088
M(IAS;} 20071)=0.056

x%=128.681**

Support

H6e. System-suggested
forecast with desire anchor
correction is the most
accurate forecast, better
than unaided forecast and
adjustment based on the
corresponding PF.

29

M(|AD; j20071)=1.280
M(IAD} 20071)=0.373
M(JADJ; 20071)=0.454

x%=6.276

Reject

H6f.  System-suggested

forecast with latest
observation anchor
correction is the most
accurate forecast, better

141

M(|AL;;20071)=0.186
M(JALS; 50071)=0.084
M(|AL?,]',2007|):0-042

x%=32.128**

Support

208



Hypotheses

N Indicator STAT

Result

than unaided forecast and
adjustment based on the
corresponding PF.

H7a. Feedback of the
mean overconfidence error
in the previous forecasting
season reduces
overconfidence bias in the
following forecasting
season.

667 MD =-0.023 t=-5.244**

Reject

H7b. System-suggested
forecast with
overconfidence error
corrected is the most
accurate forecast, better
than comparing  the
statistical forecast, unaided
forecast, and the
adjustment based on the PF
of the mean
overconfidence error in the
previous forecasting
season.

421 M(|OVj;20071)=0.116 x%=10.802**
M(] OVil,3j,2007 )=0.149
M(|OVE; 2007 1)=0.141

Reject

M: mean value; MD: mean difference; *: 5% significance level; **: 1% significance level,

Unfortunately, the debiasing strategies related to overconfidence bias are all rejected,

which indicates that the two debiasing strategies (PF and system-suggested forecast)

proposed in this study are not effective in reducing overconfidence bias in judgmental

forecasting. Therefore, these two strategies should not be applied in the design of TDFSS.

Further discussion of the hypotheses test results are presented in the following sections.
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6.1 Modeling cognitive bias with statistical forecast error

As mentioned in the reviewed literature of time series forecasting, the tourism demand of
a specific D-O pair market can be decomposed into two components named regular and
irregular patterns (Fildes et al., 2006). Regular patterns (e.g., trend, seasonality, and
relationships with the main influencing factors) can be well captured by statistical
modeling techniques; therefore, this component of tourism demand can be well predicted
by statistical forecasting methods. However, tourism demand has features that are highly
sensitive to special events and high uncertainty, which means that a large proportion of
tourism demand presents irregular patterns (Zhang, Song, & Huang, 2009). Therefore, the
application of statistical methods to tourism demand forecasting, which focuses on the
accurate prediction of regular patterns, is far from sufficient to generate accurate forecasts.
Effective prediction of irregular patterns in tourism demand is as important as effective

prediction of regular patterns (Song & Li, 2008; Witt & Witt, 1995).

Professional forecasters in this area can effectively estimate the influence of special events
on tourism demand and accurately predict the irregular patterns based on their domain
knowledge, expertise, and working experience. It is reasonable that judgmental
forecasting performs better than statistical techniques in estimating the influence of
irregular interruptions on tourism demand. In fact, many studies have revealed that a
combination of statistical forecast and judgmental forecast performs extremely well and
better than the application of any individual method in tourism demand forecasting (Oh
& Morzuch, 2005; Song & Li, 2008). Statistical forecast error in tourism demand

forecasting is considered to be the bias caused by the irregular patterns. Judgmental
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adjustment of statistical forecast is expected to be more accurate with the elimination
statistical forecast bias; hence, the results of judgmental adjustments should ideally be free
of such bias. In other words, in an ideal situation, the forecast error of judgmental forecast
based on statistical forecast should have no significant relationship with statistical forecast

error.

Since it has been the focus of many studies in tourism demand forecasting (e.g., Tideswell
etal., 2001; Wong, Song, Witt, & Wu, 2007), the existence of statistical forecast error and
whether it biases the forecast accuracy is not repeatedly examined in this study. Regarding
the expected power of judgmental forecasting, this study focused on testing whether
judgmental adjustment of statistical forecast plays an ideal role as discussed. Investigation

of statistical forecast error reveals that the mean percentage error of statistical forecast

(Ziz006=5Fiz006) s significantly positive (M=0.050, SD=0.086, t(679)=14.918, p<0.001),

Qi2006
which indicates that tourism demand in the D-O markets is generally underestimated by
the ES method. Specifically, 5% of forecast error is caused by such conservatism biasing
of statistical forecasts. This result is consistent with some studies of tourism demand
forecasting computation. For example, Coshall’s (2009) study about international tourists
to the United Kingdom revealed that ES forecasts are generally lower than the real
outcomes in all three forecast horizons. Another forecast computation conducted by
Athanasopoulos, Hyndman, Song, and Wu (2011) provided a more general conclusion on
this phenomenon. They found that, based on over 1,300 series of tourism demand, the ES

and Forecast Pro methods generally underestimated both point forecasts and interval
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forecasts of tourist arrivals. As a result, conservatism is widely observed in the statistical

forecasting of tourism demand.

The result of the test of H1 provides further evidence supporting this conclusion: the
decomposed error of forecasters’ unaided forecasts associated with statistical forecast
error is significantly different from zero (M=9148, SD=96297, t(679)=2.477, p=0.013),
which reveals that the existence of statistical forecast bias is significant even when
judgmental adjustment is conducted. Therefore, modeling the relationships between
forecasters’ unaided judgmental forecast and cognitive bias should incorporate statistical
forecast error in order to accurately estimate the influence of cognitive bias on forecast
error. A review of the coefficients estimated by OLS for all participants after the first

round of forecasting provides evidence of this conclusion: 67 out of 68 ﬁlj were
statistically significant. A positive mean value of ﬁ1j (M=0.538, SD=1.098, 1(68)=12.688,

p<0.001) indicates that the relationship between statistical forecast error and the error of
forecasters’ unaided judgmental forecast is generally positive: the more seriously tourism
demand is underestimated by statistical forecasting techniques, the greater the forecast

errors of forecasters’ judgmental forecast obtained.

6.2 Cognitive bias in judgmental forecasting of tourism demand

According to the hypotheses test results, all the hypotheses about the existence of
cognitive bias in judgmental forecasting are supported (H2a, H3b, H3c, and H4a) or
partially supported (H3a). These results show that the desire bias, overconfidence bias,
and three types of anchoring bias studied are commonly found in the judgmental

forecasting of tourism demand. Furthermore, the results of the tests of hypotheses
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regarding the contribution of cognitive bias to judgmental forecast error reveal that
cognitive bias caused by desired outcome, statistical forecast anchor, desire anchor, and
overconfidence contribute significantly to the error of judgmental forecast (H2b, H3d,
H3e, and H4b), while the contribution of anchoring bias on the latest observation anchor

to judgmental forecast error is relatively small and insignificant (H3f).

6.2.1 Desire bias

In Arnott’s (2006) study, desire bias is considered one of the main cognitive biases; it is
also the foundation of anchoring bias on desired outcome. In this study, participants
provided their desired outcome for tourist arrivals for 58.97% of all D-O pair markets in
the first round of forecasting, based on which significant desire bias was observed
(M=0.566, SD=0.481, t(326)=21.268, p<0.001). This conclusion further confirms that
desire bias is one of the main cognitive biases and is commonly found in the judgmental
forecasting of tourism demand. Furthermore, a positive MPE of participants’ desired
outcome indicates that forecasters’ desired outcomes are generally conservative. This
conclusion differs from previous studies in other research areas. For example, Mathews
and Diamantopoulous (1990) provided evidence that managers of a health products
company usually provided judgmental forecasts with an optimism bias. Fildes et al. (2009)
conducted a broader investigation of the features of judgmental forecasting based on
forecasters from four supply-chain companies in different industries and over 60,000
demand forecasts. One of their findings was a general bias towards optimism. From the
perspective of cognitive bias, these studies provide evidence that desire bias always occurs

in tandem with optimism bias. Two studies from the perspective of predictive psychology
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have provided some clues to explain this phenomenon. First, Armor and Taylor’s (2002)
explanation is that people tend to “infer the likelihood of different outcomes on the basis
of case-specific plans or scenarios about how the future will unfold” and “the very
processes of constructing and considering these scenarios tend to render people prone to
bias” (Armor & Taylor, 2002, p. 342). However, this does not explain why desire bias
comes with optimism bias, rather than with conservatism. Massey, Simmons, and Armor
(2011) further explained that people’s expectations are often over-optimistic because
“they frequently believe that their preferred outcomes are more likely than is merited”
(Massey et al., 2011, p. 274). Massey and colleagues’ study on professional football
predictions also provided evidence that optimism is driven by desire. On the other hand,
a few studies argue that there are links between desire bias and conservatism (Eroglu,
2006; Van Den Boom, 2009). Incentive concavity theory may give a reasonable
explanation of the joint cognitive bias of desire and conservatism: the rewards of making
bold but probably accurate forecasts are smaller than the penalties of making bold but
probably inaccurate forecasts (Lamont, 2002). In forecasting decision-making, forecasters
have to balance the probability of a forecast being more accurate and its rewards/penalties.
When the forecasting circumstances are uncertain and complex, conservative forecast is
the optimal choice following the risk-averse principle. In this case, positive influence on
forecast would be decreased and negative influence would be increased, which leads to a
lower level of desired outcome. Therefore, the uncertainty and complexity of a forecasting
task are the key factors leading to the joint cognitive bias of desire and conservatism. As
mentioned earlier, high uncertainty is a typical feature of tourism demand, which

encourages forecasters to follow the incentive concavity theory in their cognitive behavior.
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In addition, the contribution of desire bias to final forecast error is measured by the
decomposed forecast error associated with desire bias. The testing of H2b indicates that
desire bias causes forecast error of over 460,000 units on average. However, the mean
forecast error of participants’ unaided judgmental forecast was only 44,275. It is surprising
that the forecast errors associated with desire bias are much larger than the final forecast
errors, and that the errors are in different directions (-467,343 vs 44,275). The only
explanation for this is that some participants had very poor desired outcomes, which were
revised on an even larger scale after additional information (statistical forecasts and
historical data of tourist arrivals) was available. Further evidence of this conclusion is

collected from the estimated coefficient /)’2]-. It is shown that 22 of 58 participants’ ,82].
were negative (/32]. = 0 for 10 participants and they are not counted in this part of the

discussion), which indicates that when large desire errors were made by these participants,
they tended to make even larger revisions in the opposite direction. According to the
literature, such revision of judgmental forecast may lead to two different results. Some
studies have revealed that large revisions cause overreaction most of the time (Fildes et
al., 2006; Goodwin & Fildes, 2001; Lawrence et al., 2002). When forecasters recognized
the shortcomings of their forecasting ability, they attempted to make up for them by
making large judgmental adjustments; certainly, these adjustments were poor substitutes.
On the other hand, some studies have revealed that large revisions usually depend on
reliable information, which leads to necessary adjustments; in contrast, small revisions are
usually based on unreliable information and the adjustments based on unreliable
information are usually unnecessary and damage forecast accuracy (Fildes et al., 2009).

Therefore, they argued that large-scale revision of judgmental forecasts always produces
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better performance than small amendments. A comparison of the final forecast error and
the error associated with desire bias reveals that final forecast error is significantly smaller
(M=-423198, SD=4083739, t(396)=-2.497, p=0.013), which supports the second

argument.

6.2.2 Anchoring bias

The anchoring effect is one of the most robust cognitive heuristics in the judgmental
forecasting literature (Clements & Hendry, 2008; Furnham & Boo, 2011). Anchoring bias
in this study has been further categorized according to different anchors, including the
statistical forecast anchor, the desire anchor, and the latest observation anchor. According
to the judgmental forecasts collected in the two-round experiment, anchoring bias was
detected in 1,352 of 1,360 forecasts. Furthermore, 55.77% of these were anchored on the
statistical forecasts; 33.58% were anchored on the latest observations; forecasts anchored

on desired outcome were the least frequently identified, representing 10.65% of cases.

6.2.2.1 Statistical forecast anchor

With a powerful prediction of trend, seasonality, the long-term relationship with its
influence factors, and other regular patterns of timer series, statistical forecast is
considered one of the main references in judgmental forecasting; its importance has been
widely examined (Eroglu, 2006; Goodwin, 2005; Goodwin & Fildes, 1999; Sanders &
Ritzman, 2001; Song, Gao, & Lin, 2012). However, the shortcomings of statistical
forecast in predicting the irregular patterns of timer series are usually neglected by

forecasters.
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The test of H3a shows that anchoring bias on statistical forecast is significantly right
skewed. A follow-up examination reveals that this phenomenon is significant when
forecasters’ judgmental forecast is in the right direction; judgmental forecasts in the wrong
direction were given with a center equal to the statistical forecast. As a result, anchoring
bias on statistical forecast was significant when forecasters made adjustments in the wrong
direction; such anchoring bias is insignificant when forecasters’ adjustments are in the
right direction. The distribution of percentage change when adjustment is in the right
direction shows that optimism bias occurred in this situation. A joint effect of optimism
bias and anchoring bias on forecast error is why participants’ adjustments were not
distributed with a mean value equal to the statistical forecast anchor when forecasts were
adjusted in the right direction. When using mean PC to indicate the general magnitude of
PC on the statistical forecast, the mean PC of right-direction adjustments (0.214) is

relatively larger than the mean PC of wrong-direction adjustments (-0.012).

Furthermore, some studies in the judgmental forecasting literature have provided evidence
that judgmental forecasts perform differently depending on the direction of adjustment.
For example, Trapero, Fildes, and Davydenko (2011) and Fildes et al. (2009) concluded
that forecast accuracy is significantly different when forecasters make right/wrong
direction of adjustment. Both studies also concluded that adjustments in the right direction
perform more accurately than adjustments in the wrong direction since optimism bias was
frequently observed within the wrong-side adjustments. In this study, judgmental
forecasts with anchoring bias on statistical forecast are further grouped according to the

direction of adjustment. A comparison of the APE of these two groups of forecasts reveals
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that adjustment in the right direction is significantly more accurate than adjustment in the
wrong direction (M=0.068, M=0.105, SD=0.08, p<0.001). Generally, participants’ right-
direction adjustments with the statistical forecast anchor are 3.71% more accurate than
wrong-direction adjustments with the same anchor. Also, it has been found that adjustment
in the right direction is relatively larger than adjustment in the wrong direction, which also
indicates that larger adjustments are relatively more accurate than smaller adjustments.
Therefore, this finding further supports the conclusions in Trapero et al. (2011) and Fildes
et al. (2009) that large-scale adjustments are more accurate than small adjustments, and

that wrong-side adjustments should be avoided.

In addition, the test of H3d shows a significant negative forecast error associated with the
statistical forecast anchor (M=-88215, SD=678621, t(286)=-2.202, p=0.028). In other
words, participants’ judgmental forecasts are always too high when the statistical forecast

anchor is detected.

6.2.2.2 Desire anchor

Desire bias in judgmental forecasting has been widely studied (Arnott, 2006; Fildes et al.,
2009; Goldfarb et al., 2005; Mathews & Diamantopoulos, 1989); however, the anchoring
effect on desired outcome is not widely explored, though there are a few exceptions.
Blackley and DeBoer’s (1993) study of the revenue and budget of the United States
government revealed that the forecasters of outlays and the deficit budget in the
Republican administration’s Office of Management and Budget (OMB) continuously
proposed biased proposals of total outlays and the budget deficit. Since the budget is used

as a tactical negotiating tool, it seems that the forecasters in the Republican OMB always
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anchor their predictions on expectations of lower total outlays with lower domestic
spending and higher defense spending. In Shavelson, Cadwell, and Izu’s (1977) study of
teachers’ pedagogical decision-making, teachers’ prior information (experience) about
students guides their expectations of students, which may serve to anchor teachers’
subsequent estimates of students’ aptitudes. Erroneous estimates would be made by

teachers if such prior information contained errors or was misrepresented.

In the current study, 807 desired outcomes were collected from two rounds of judgmental
forecasting; however, only 144 forecasts with anchoring bias on the desired outcome were
detected in the judgmental adjustments. This shows that participants had desired outcomes
for tourist arrivals in 59.34% of the D-O pair markets, but that only 17.84% of judgmental
forecasts “stuck’ on the desired outcome after judgmental forecasting. This result further
reveals that participants made dramatic changes to their decisions when they received new
and reliable information (statistical forecasts and historical data of tourist arrivals); only a
few forecasts still relied on the desired outcome, and the desire anchor was detected.
According to the test of H3b, significant anchoring bias on desired outcome was observed
(M=0.571, SD=3.352, t(56)=1.285, p=0.204). Although the cases with desire anchor
detected were relatively few (144 cases), they were normally distributed with a mean value
equal to the desired outcome. This result supports the conclusion of the few previous
studies that considered desired outcome to be an anchor biasing forecasters’ judgmental

forecasting.

Furthermore, since no significant evidence has been found that adjustments with the desire

anchor are skewed from the desired outcome, the standard deviation of PC is used to
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describe the magnitude of changes on desired outcomes. The standard deviation of
changes in the second round of forecasting (7.920) was twice that of the changes in the
first round (3.352). This result indicates that, when using the desire anchor in judgmental
forecasts, participants made larger adjustments to their desired outcomes in the second
round of forecasting. A possible reason for this phenomenon is that participants learned
from the first round that the reliability of their desired outcome was low and increased the
uncertainty of their forecast, leading to larger variations on their desired outcome in the

second round, even though they still relied on their expectations of tourism demand.

In addition, the test of H3e reveals that the forecast error associated with the desire anchor
is larger than the components of forecast errors associated with the statistical forecast
anchor and the latest observation anchor (M=-389350, SD=740639, t(32)=3.020, p=0.008).
Regarding this finding and previous findings related to desired outcomes (H2a, H3b), it is
concluded that participants’ desired outcome, as well as further adjustments based on it,

make the most inaccurate judgmental forecasts.

6.2.2.3 Latest observation anchor

The latest observation anchor is the last type of anchoring bias examined in this study. As
stated by Harvey and Bolger (1996), people sometimes put more weight on the latest data
point of the forecasting series than trends, even if the series is significantly trended.
Therefore, the anchoring bias on the latest observation of a forecasting series would be as
significant as the anchoring bias on statistical forecast or desired outcome. According to
the test of H3c, anchoring bias on the latest observation is observed with a mean value

equal to the latest observations of each D-O pair markets (M=-0.197, SD=3.672, t(453)=-
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1.142, p=0.254). Like statistical forecast and desired outcome, the latest observation of a
forecasting series is also considered a significant anchor in judgmental forecasting. In
cases where latest observation anchor was detected, participants attempted to make
adjustments around the latest observations of the forecasting series and no significant

optimism or pessimism adjustment was identified based on that.

Considering the different number of forecasts with anchoring biases detected in the two
rounds of forecasting, forecasts with the statistical forecast anchor decreased by 36.44%;
forecasts with the desire anchor increased by 52.63%; and the number of forecasts with
the latest observation anchor detected in the second round of forecasting (300) was almost
double that in the first round (154), with the highest increase of 94.81%. It seems that,
when forecasting experience increased, participants preferred to anchor their judgmental
forecasts on the latest observation rather than on other anchors like statistical forecast and
desired outcome. In other words, participants put more weight on the latest observations
as they became more experienced in the forecasting tasks. This strategy of judgmental
forecasting looks similar to the Nawe | method, which simply uses the latest observation
of the time series as the forecast (Brodie & De Kluyver, 1987). Some review studies in
tourism demand forecasting concluded that Na'we forecasts are more accurate than other
forecasting techniques for annual forecasts (Athanasopoulos et al., 2011; Witt & Witt,
1995). Therefore, it is expected that, as forecasting experience increases, participants’
forecasts anchoring on the latest observation become more accurate than forecasts
anchoring on statistical forecast and desired outcome. However, a comparison of forecasts

with the three anchors in the second round of forecasting reveals that forecasts with the
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statistical forecast anchor were significantly more accurate than the forecasts with the two

other types of anchor (M1=0.320, M»=1.448, M3=0.536, W(2,271)=4.798, p=0.009).

Furthermore, the test of the MAPE of forecasts with the latest observation anchor in the
first round reveals significant forecast error (M=0.167, SD=0.626, t(153)=3.326, p=0.001).
However, the test of H3f indicates that the errors of forecasts associated with anchoring
bias on the latest observation were smaller than the errors of forecasts associated with the
two other types of anchoring bias; and they were not statistically significant (M=-24581,
SD=365977, t(152)=-0.831, p=0.407). These findings indicate that, although significant
forecast error (in absolute value) using the latest observation anchor was observed in the
experiment, the contribution of the latest observation anchor to the judgmental forecast
error was insignificant when the direction (positive or negative) of adjustment is

considered.

6.2.3 Overconfidence bias

Unlike desire bias and anchoring bias, overconfidence bias cannot be measured by PE or
PC. In this study, it is measured by the percentage of inefficient adjustment based on the
baseline forecasts ( |pe(Fi_ j,2006)| < |pe(SF;j2006)| ). Therefore, the evaluations of
overconfidence bias for a participant are the same for his/her forecasts of all D-O pair
markets but differ from one participant to the next. In two rounds of forecasting,
participants’ mean confidence was about 3.8 out of 5, which indicates that participants

generally felt confident in their judgmental forecasts.

Previous studies have indicated that overconfidence bias is frequently observed among

non-experts but is not significant among experienced forecasters (Aukutsionek & Belianin,
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2001; Bolger & Onkal-Atay, 2004; Eroglu & Croxton, 2010). However, the test of H4a
shows that significant overconfidence bias was observed among the experienced
forecasters in this experiment (M=0.159, SD=0.341, t(1359)=17.168, p<0.001). This
shows that participants’ confidence in their judgmental forecasts was, on average, 15.9%
higher than the forecasts’ real performance. As a result, overconfidence bias is not a
characteristic limited to non-expert forecasters but is also widely observed among

forecasters experienced in tourism demand forecasting.

Further investigation of two rounds of forecasting revealed that participants’
overconfidence bias in the first round was significantly greater than in the second round
(MD=0.178, SD=0.017, t(1227)=9.527, p<0.001). To be specific, participants’ confidence
in the accuracy of their judgmental forecasts was generally 24.4% higher than their real
performance in the first round of forecasting, but this overconfidence bias dropped
significantly to 7.35% in the second round. This result indicates that participants are able
to better understand their forecasting ability as their forecasting experience increases. As
a result, the findings related to overconfidence bias in this study partially support the
conclusions of previous studies: although overconfidence bias is significant among
professional tourism demand forecasters, the seriousness of overconfidence bias is

negatively correlated to forecasters’ experience.

In addition, the test of H4b shows significant forecast errors associated with
overconfidence bias in participants’ judgmental forecasts (M=70988, SD=333646,
t(559)=5.036, p<0.001). The mean forecast error associated with overconfidence bias

reveals that, besides the insignificant forecast error associated with the latest observation
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anchor, forecast error associated with overconfidence bias is smaller than the other
cognitive biases. A correlation test on the APEs of judgmental forecasts and participants’
overconfidence also confirms that forecast error is positively correlated to overconfidence
bias; however, this correlation is quite weak (r=0.095, p<0.001). Therefore, the
contribution of overconfidence bias to the final forecast error is the lowest but statistically

significant.

6.3 Debiasing strategies in judgmental forecasting of tourism demand

In this study, two debiasing strategies are proposed with the aim of reducing forecasters’
cognitive bias in judgmental forecasting. One strategy is PF: giving forecasters
information about their cognitive biases detected in the forecasting process, as well as the
forecast errors associated with such cognitive biases detected in the previous forecasting
season. According to the literature, PF is widely recommended as a type of informative
guidance (Balzer et al., 1989; Benson & Onkal, 1992; Fildes et al., 2006). The other
strategy is system-suggested forecasts: a kind of suggestive guidance that not only
provides information but also directly suggests courses of action to forecasters. As
mentioned in Fildes et al. (2006), system-suggested forecast can also be used to challenge
forecasters’ positions and assumptions in judgmental forecasting. Based on the hypotheses
test results, the effectiveness of these two strategies in judgmental forecasting is further

discussed below.

6.3.1 Effectiveness of performance feedback
Previous studies revealed that informative guidance is effective when applied to decision-

making that is unrelated to forecasting (Fildes et al., 2006; Montazemi et al., 1996; Singh,
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1998). This study provides supplements to the research of informative guidance in
judgmental forecasting. PF as one type of informative guidance was provided to the
participants in the experiment with expectations of reducing their cognitive bias and
improving forecast accuracy. However, PF only takes the role of supportive information
and no specific action was suggested to forecasters, who had to make the forecast
decisions by themselves. Therefore, the effectiveness of PF was measured by the
improvement in forecast errors before and after forecasters received PF; specifically, it
was measured by the improvement of MAPE. The results support four out of five
hypotheses (H5a, H6a—c), but not the hypothesis about participants’ overconfidence bias
(H7a). The effectiveness of PF regarding five types of cognitive bias is summarized in

Table 6-2.

Table 6-2 Effectiveness of performance feedback

Cognitive Bias Reduced Forecast Error
Effective

Desire Bias 1.8% *

Anchoring Bias on Statistical Forecast 21.3%**

Anchoring Bias on Desired Outcome 81.7% *

Anchoring Bias on Latest Observation 10.2%**
Ineffective

Overconfidence Bias -2.3%**

*: 5% significance level; **: 1% significance level.

The differences of forecast error before and after PF was provided were all significant,
including the ineffective PF regarding overconfidence bias. The most significant
improvement was achieved with PF regarding anchoring bias on desired outcome, which
improved by 81.7% on the mean forecast accuracy. As examined in previous hypotheses,

desired outcome produces less accurate forecasts than statistical forecast and judgmental
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adjustments. The second and third most significant improvements in forecast accuracy
were also produced by PF of anchoring bias, 21.3% and 10.2% improvement regarding
the statistical forecast anchor and the latest observation anchor, respectively. Although the
effectiveness of PF regarding desire bias is relatively small, with only 1.8% improvement
in the mean forecast accuracy, this improvement is statistically significant. PF has been
proved to be ineffective only when it reports participants’ overconfidence bias; a decrease
of 2.3% in the mean forecast accuracy was observed after the relevant PF was provided.
In summary, PF is an effective debiasing strategy to reduce desire bias and anchoring bias,
especially the three types of anchoring bias; however, it is proved to be ineffective in

reducing overconfidence bias.

These three findings are also of interest based on the above summary. First, both desire
bias and desire anchor are based on participants’ desired outcome, but the effectiveness
of PF on these two desired outcome-related cognitive biases differs. When participants
have a pre-established expectation of the tourism demand, it seems difficult to change
their mind even if reliable information about their desire bias is provided. However, a 1.8%
improvement of forecast accuracy is better than nothing. It is still recommended to provide
PF during forecasters’ judgmental forecasting when they have a desired outcome for
tourism demand. On the other hand, forecast accuracy is significantly improved when
anchoring bias is detected based on the desired outcome. Considering these two
applications of PF related to participants’ desired outcome, the difference between these
two scenarios is whether or not PF is provided as a single reference to support decision-

making. This shows that when performance feedback is provided as a single support to
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forecasters’ decision-making, the effectiveness of PF is quite restricted. This effectiveness
would be dramatically improved if PF were provided to forecasters accompanied by other
kinds of reliable information, such as statistical forecasts and historical data of tourism

demand.

Second, judgmental forecasts anchoring on statistical forecast had 30.6% forecast error
(MAPE), and PF effectively reduced this to 9.3%. However, the statistical forecasts in this
situation are still hard to beat. As shown in Table 6-3, the MAPE of statistical forecasts
was 2% more accurate than PF-based revisions and this difference is statistically
significant. The standard deviations of these two types of forecast also show that the
deviation of statistical forecasting is only half that of the deviation generated by PF-based
forecasts. As a result, statistical forecasts are more accurate than participants’ judgmental
adjustments when the statistical forecast anchor is detected, no matter whether PF is
provided. In this situation, suggestive guidance would be more effective than informative
guidance, which is to suggest that forecasters keep the baseline forecasts unchanged if

they anchor their adjustments on PF.

Table 6-3 Comparison of PF-based revisions and statistical forecasts

Variable N Mean SD df t Sig.
AS]; 2007 201 0093 0.127
SF; 2007 201 0.073 0.060
AS]; 2007 = SFi2007 201 0.020 0.010 286 2.043  0.042

Third, judgmental forecasts with the latest observation anchor had 18.6% forecast error
(MAPE), and PF effectively reduced this to 8.4%. Further comparison of MAPE between

PF-based revisions and the forecasts equal to the latest observations (Nawe | forecast)
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reveals that although the MAPE of Na'we | forecasts was smaller than PF-based revisions,

the difference between them was not statistically significant (Table 6-4).

Table 6-4 Comparison of PF-based revisions and Na'we | forecasts

Variable N Mean SD df t Sig.
AL ;2007 141 0.084 0.069
NIi,2007 141 0.073 0.064
ALY i 5007 = Nli2007 141 0.011 0.079 280 1392  0.165

NI indicates Nawe | forecasts.

According to the findings regarding anchoring bias on the latest observation, two

debiasing strategies can be developed:

(1) From the perspective of informative guidance, PF about forecasters’ anchoring
error on the latest observation is a good strategy to reduce their anchoring bias;
(i)  From the perspective of suggestive guidance, recommending forecasters to
replace their judgmental adjustments with Nawe | forecasts (the latest

observation) is also a good strategy, similar to the PF.

6.3.2 Effectiveness of system-suggested forecast

The second type of debiasing strategy in this study, suggestive guidance directly provides
optimal forecasts based on forecasters’ judgmental forecasts and the detected cognitive
biases. Such forecasts can be used as the final forecasts when an FSS is designed with a
high level of restrictiveness; or they can be used as supportive information to further aid
forecasters’ decision-making. Since the information of system-suggested forecasts
contains clear suggestions of action, it is not classified as informative guidance but

suggestive guidance when used in systems with low restrictiveness (Fildes et al., 2006).
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Similar to the effectiveness test of PF, the effectiveness of system-suggested forecast is
also measured by the improvement of MAPE. According to the test results, three out of
five hypotheses regarding system-suggested forecasts are rejected (H5b, H6e, and H7Db)
and the two supported in this part of the analysis are both about debiasing anchoring bias
(H6d and H6f). Table 6-5 summarizes the effectiveness of system-suggested forecasts in

reducing participants’ cognitive bias.

Table 6-5 Effectiveness of system-suggested forecast
Reduced Forecast Error

Cognitive Bias

vs. UF vs. PF

Effective

Anchoring Bias on Statistical Forecast 24.3%** 3.0%**

Anchoring Bias on Latest Observation 14.4%** 4.2%**
Ineffective

Desire Bias -6.2% -8.9% *

Anchoring Bias on Desired Outcome 82.6% * 0.9%

Overconfidence Bias -2.5% * 0.8%

UF denotes unaided judgmental forecast; PF denotes PF-based revision; *: 5% significance level;
**: 1% significance level.

Generally speaking, system-suggested forecasts outperform participants’ unaided
judgmental forecasts when three types of anchoring biases are detected. Similar to the
effectiveness of PF, the most significant improvement in forecast accuracy is achieved
when participants anchor their judgmental forecasts on desired outcome, which reduces
MAPE by 82.6%. System-suggested forecasts perform better when the desire anchor is
detected than when statistical forecast anchor and a latest observation anchor are detected,
but the improvements are still significant, reducing MAPE by 24.3% and 14.4%,
respectively. It seems that system-suggested forecasts are harmful to forecast accuracy

when desire bias and overconfidence bias are detected; this harmful effect is only
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statistically significant among the judgmental forecasts in which overconfidence bias

detected.

System-suggested forecasts are more accurate than participants’ PF-based revision when
forecasters anchor on statistical forecast or the latest observation. Specifically, system-
suggested forecasts are 3.0% more accurate than PF-based revisions when anchoring bias
on statistical forecast is detected; this improvement in forecast accuracy increases to 4.2%
when forecasters anchor on the latest observations of the forecasting series. When
overconfidence bias is detected, system-suggested forecasts perform slightly better than
PF-based revisions, reducing MAPE by 0.8%; this improvement is not statistically
significant. The results also show that system-suggested forecasts are not as accurate as
PF when cognitive bias related to desired outcome is detected: an 8.9% increase in MAPE
is observed among cases with desire bias and this effect is statistically significant; a 0.9%
increase in MAPE is observed among cases in which the desire anchor detected, but it is
not statistically significant. As a result, system-suggested forecasts are most effective in
improving forecast accuracy when participants anchor their judgmental forecasts on
statistical forecast or the latest observation. System-suggested forecasts are not as good as

PF at dealing with the cognitive biases related to participants’ desired outcome.

The above findings further revised and supplemented the findings on the effectiveness of
PF. First of all, they show that the MAPE of statistical forecast is 2% more accurate than
the MAPE of performance-based revisions when the statistical forecast anchor is detected;
and they imply that forecasters should be advised to maintain the baseline (statistical)

forecasts unchanged in this situation. However, a 3.2% improvement in MAPE is
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produced by system-suggested forecasts compared with PF-based revisions, which shows
that system-suggested forecasts are more accurate than statistical forecasts. Comparison
of the MAPE of system-suggested forecasts and PF-based revisions confirms this finding,
indicating that system-suggested forecast is, on average, 1.1% more accurate than
statistical forecast (Table 6-6). Therefore, system-suggested forecast, with the error of
anchoring bias on statistical forecast eliminated, is preferred. However, according to
Equation (3.3) and Equation (3.11), system-suggested forecasts following the method
proposed in this study may not be available if coefficient g5 ; for a forecaster is not
significant or is equal to zero. In such a case, keeping the baseline forecast unchanged

would be the second best choice.

Table 6-6 Comparison of system-suggested forecasts and statistical forecasts

Variable N Mean SD df X2 Sig.
AS?; 2007 199 0.056 0.136
SF; 2007 199 0.071 0.059
AS?; 5007 = SFi 2007 199 -0.015 1 32514 <0.001

Furthermore, system-suggested forecast, with the error of the latest observation anchor
eliminated, is more accurate than PF-based revisions in the same scenario. Previous
discussion reveals that the accuracy of PF-based revisions is similar to the accuracy of
Nawe | forecasts and that both outperform participants’ unaided judgmental forecasts
when they anchor on the latest observation of a forecasting series. Comparing system-
suggested forecast and Na'we | forecast in this scenario reveals that system-suggested
forecast is significantly more accurate, with a 3.1% improvement in MAPE (Table 6-7).
Therefore, Na'we | forecasts are as good as PF-based revisions, but not as good as system-
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suggested forecasts in this scenario. However, according to Equation (3.3) and Equation
(3.11), system-suggested forecasts following the method used in this study may not be
available if coefficient js ; for a forecaster is not significant or is equal to zero. If this is
the case, it is necessary to decide whether to provide PF as informative guidance or Nawe
| forecasts as suggestive guidance. According to Table 6-4, the MAPE of Na'we | forecasts
IS 7.3% and that of PF-based revisions is 8.4%; the standard deviation of Nawe | forecasts
(0.064) is also slightly smaller than the standard deviation of PF-based revisions (0.069).
Therefore, though these two MAPEs are not significantly different, Nawe I forecasts have
priority over PF-based revision. As a result, system-suggested forecast, with the error of
anchoring bias on the latest observation eliminated, is the best choice when participants’
judgmental forecasts anchor on the latest observations of a forecasting series. If the system
forecasts are not available, the second best option is to advise forecasters to replace their

judgmental forecasts with Na'we | forecasts.

Table 6-7 Comparison of system-suggested forecasts and Nawe | forecasts

Variable N Mean SD df x Sig.
AL ;2007 141  0.042 0.861
N1 007 141 0.073 0.064
AL ;2007 = Nl 2007 141 -0.031 1 5965 0.015

6.4 A guidance-based debiasing model in the design of TDFSS

According to the above discussions, the conceptual debiasing framework proposed in this

study is further revised as shown in Figure 6-1.
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Considering the detection of cognitive bias, statistical forecast error is significant in
judgmental forecast and should be involved in the model to estimate the leading indicators
of cognitive bias. All types of cognitive bias researched in this study significantly exist in
judgmental forecasting of tourism demand, with the exception of anchoring bias on
statistical forecast when judgmental adjustment is in the right direction; all types of
cognitive bias researched in this study contribute significantly to the forecast error of

tourism demand, with the exception of anchoring bias on the latest observation.

Historical H3c

Data

Statistical
Forecasts

Judgmental
Forecasting (t)

Expectation

Confidence

Unaided Judgmental Forecasts

n PF-based Revisions

System Suggested Forecasts

Figure 6-1 Confirmed conceptual debiasing framework in the design of TDFSS
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Considering the debiasing strategies, PF is effective in reducing desire bias and three types
of anchoring bias; however, it is harmful to forecast accuracy when dealing with
overconfidence bias. System-suggested forecasts are effective in reducing two types of
anchoring bias, the statistical forecast anchor and the latest observation anchor, and
performs better than PF in these two situations. However, it is ineffective in dealing with
cognitive biases related to forecasters’ desired outcome (desire bias and anchoring bias on

desired outcome) and overconfidence bias.

The final task for this study is to apply the confirmed conceptual framework to the design
of TDFSS. An application model of debiasing in the module of judgmental forecasting in

TDFSS is proposed, with two components of cognitive bias detection and debiasing.

6.4.1 Implementation of cognitive bias detection

Cognitive bias detection serves the effective debiasing strategy; so a paired detection-
debiasing approach should be established for each type of cognitive bias. As discussed in
previous sections, all five types of cognitive bias (including three types of anchoring bias)
are identified as significant in the judgmental forecasting of tourism demand. However,
both PF and system-suggested forecasts with overconfidence error eliminated have been
proven ineffective in reducing such cognitive bias. In other words, cognitive bias detection
of overconfidence bias cannot be paired with effective debiasing strategy using the two
methods (PF and system-suggested forecast) proposed in this study. Therefore,
overconfidence bias is not considered a target in the implementation of cognitive bias

detection.
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The implementation of cognitive bias detection is shown in Figure 6-2. At the beginning
of a forecasting season (t), the presence of desired outcome should be identified by asking
the forecaster’s expectations for tourism demand of D-O pair markets. Then judgmental
forecasting is processed, with historical data and statistical forecasts provided as

supportive information for the forecaster’s reference.

Judgmental
Forecasting

Expectation? Desired Outcome Desire Error

Historical
Judgmental Data

Forecast

Statistical
Forecasts
tatistica Anchoring Error on
Forecast gt

Anchor? Statistical Forecast

Anchoring Error on
Desired Outcome

Desire Anchor?

- Anchoring Error on
Observation ! o .
Anchor? atest Observation

Leading Cognitive Bias EEE S ti
Indicator Detection . information

Figure 6-2 Implementation of cognitive bias detection
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When the real outcomes of tourism demand at t are available, the percentage error of the
judgmental forecast is regressed by (i) the percentage error of the desired outcome, (ii) the
percentage changes regarding the three anchors of statistical forecast, desired outcome,
and the latest observation, and (iii) the level of overconfidence (confidence level subject
to the level of correct adjustments). According to the estimated regression coefficients
(B,~B,), forecast error can be further decomposed and each component associated with
an identified cognitive bias, named desire error, anchoring error on statistical forecast,
anchoring error on desired outcome, and anchoring error on the latest observation. Such
decomposed forecast errors are used as the leading indicators of forecasters’ cognitive

bias.

6.4.2 Implementation of guidance-based debiasing

As discussed in previous sections, the two debiasing strategies proposed in this study
perform differently in reducing cognitive bias in judgmental forecasting. Generally, PF is
the most effective strategy for reducing the cognitive biases related to desired outcomes
(desire bias and anchoring bias on desired outcome); system-suggested forecasts perform

best in reducing the anchoring biases on statistical forecast and the latest observation.

Based on the discussion of debiasing effectiveness, seven principles of debiasing are

proposed for implementation in the design of TDFSS:

1. Provide PF about forecasters’ desire error when they have desired outcomes for
tourism demand.
2. Provide PF about forecasters’ error of the desire anchor when they anchor their

judgmental forecasts on desired outcome.
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3. Providing other reliable information (e.g., statistical forecasts and historical data of
tourism demand) with PF would be more helpful to improve the accuracy of
judgmental forecasting.

4. Advise forecasters to replace their judgmental forecasts with system-suggested
forecasts (with anchoring error extracted) when they anchor their judgmental forecasts
on statistical forecasts.

5. Advise forecasters to keep statistical forecast unchanged when they anchor their
judgmental forecasts on statistical forecast and no system-suggested forecast is
available.

6. Advise forecasters to replace their judgmental forecasts with system-suggested
forecasts (with anchoring error extracted) when they anchor their judgmental forecasts
on the latest observation of a forecasting series.

7. Recommend Nawe | forecasts to forecasters when they anchor their judgmental
forecasts on the latest observation of a forecasting series and neither system-suggested

forecast nor PF is available.

Using these seven principles, the implementation of debiasing in the design of TDFSS is

shown in Figure 6-3.
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Figure 6-3 Implementation of guidance-based debiasing

6.4.3 The debiasing model

An application model of debiasing in the design of TDFSS is proposed by combing the
above two implementations (Figure 6-4). In this model, four leading indicators of
cognitive bias are estimated in the forecasting of tourism demand at time t, which are used

in the forms of PF or system-suggested forecasts in the following forecasting season (t+1).
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Figure 6-4 The debiasing model in the design of TDFSS
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6.5 Summary

A summary of the hypotheses test results was presented at the beginning of this chapter
and further discussion of these results followed. First, it has been proven that statistical
forecast error is still significant even when judgmental forecasting is processed. Therefore,
it should be involved in modeling forecast error and cognitive biases. Regarding the
cognitive bias detected in judgmental forecasting of tourism demand, it is found that
participants’ desired outcome and further adjustments based on it produce the most
inaccurate forecasts. Furthermore, desire bias occurs jointly with conservatism bias and
optimism bias occurs jointly with anchoring bias on statistical forecast. It has also been
proven that large-scale adjustments are more accurate than small adjustments and wrong-
side adjustment should be avoided. Regarding the debiasing strategies, PF is the most
effective way to reduce cognitive biases related to participants’ desired outcome, and
system-suggested forecast perform best when participants anchor their forecasts on

statistical forecasts or the latest observations of a forecasting series.
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7 CONCLUSION

This chapter reviews the entire study, including the research objectives, the conceptual
framework and hypotheses, methodology, hypotheses test results, findings, and discussion,
and brings it to a conclusion. In addition, the significance of this study is addressed in
terms of theoretical contribution and practical implementation in the design of TDFSS.

The chapter closes with concluding remarks.

7.1 Overview of the study

As mentioned at the beginning of this study, previous studies in the areas of FSS and
TDFSS development mainly focused on the adoption of advanced statistical forecasting
techniques in order to improve forecast accuracy, or the combination of statistical
forecasting and judgmental forecasting techniques in order to incorporate the advantage
of forecasters’ domain knowledge and experience into the forecasting process. However,
the negative effect of forecasters’ judgment, their cognitive bias, on forecast accuracy and
the strategy to eliminate or reduce such influence has largely been left unexplored.
Therefore, the main purposes of this study are to improve the design of TDFSS by further
enhancing forecasters’ ability to find appropriate times to conduct judgmental forecast,

and to apply accurate judgmental interventions when appropriate.

The research objectives of this study are threefold: first of all, it aims to identify the
cognitive bias that occurs when forecasters use tourism demand FSS, and to measure the
contribution of cognitive bias to final forecast error; secondly, this study focuses on the
development of two debiasing strategies and their effectiveness in reducing cognitive bias;

finally, the third purpose of this study is to improve the design of TDFSS by proposing a
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guidance-based debiasing model using the findings obtained by fulfilling the first two

research purposes.

Relevant studies that examine the key concepts used in this study were reviewed in the
literature review chapter. In Arnott’s (2006) taxonomy of cognitive biases, seven are
commonly identified in studies of tourism demand forecasting, FSS development, and
other research areas involving judgmental forecasting: herding bias, conservatism bias,
desire bias, overconfidence bias, and three types of anchoring bias. Five cognitive biases

are ultimately considered in the debiasing tasks in this study.

Empirical studies have also revealed that informative and suggestive guidance are two
broad ways to reduce cognitive bias in judgmental forecasting. Specifically, PF and
system-suggested forecasts are the two recommended debiasing strategies, representing
informative guidance and suggestive guidance, respectively. The current study then
proposed two algorithms to generate PF and system-suggested forecasts. Then a
conceptual framework with 21 hypotheses regarding the influence of cognitive bias on
forecast error and the effectiveness of the two debiasing strategies were proposed in the

conceptual framework chapter.

Given the nature of this study, a prototype cognitive bias detection and debiasing function
was designed based on HKTDFS and the data used for the experiment were real outcomes
of tourist arrivals in different D-O pair markets. A two-round experiment was designed
for data collection and a preliminary test was conducted before the main experiment.
Following convenience sampling, 75 experts in tourism demand forecasting were invited

to participate in this experiment. Each of them produced 20 forecasts for each D-O pair
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market over two rounds of judgmental forecasting. After data screening and outlier

checking, 1,360 cases were kept for further analysis.

Both parametric and non-parametric statistical methods were adopted to test the
hypotheses developed and the results of these hypotheses tests were reported. Fifteen of
the 21 hypotheses were fully or partially supported; four of the six rejected hypotheses
concerned the effectiveness of two debiasing strategies. Both PF and system-suggested
forecasts with overconfidence error eliminated were found to be ineffective in improving
forecast accuracy. Further discussion based on the test results was presented in the

following chapter.

The results show some interesting findings. First of all, statistical forecast error is
significant after judgmental forecasting is processed, which indicates that the component
of statistical forecast error should be involved in the regression model of forecast error.
Moreover, joint efforts are observed in some situations: conservatism bias and desire bias
jointly affect forecasters’ judgmental forecasting, while optimism bias always occurs with
the statistical forecast anchor. Although there is significant anchoring bias on the latest
observation, its contribution to the forecast error is the smallest and most insignificant of
all types of cognitive bias. Besides, overconfidence is not exclusively a feature of non-
experienced forecasters; it is also commonly observed among experts of tourism demand
forecasting; however, the seriousness of overconfidence bias in judgmental forecasting
decreases as forecasting experience increases. Considering the contribution of cognitive

bias on forecast error, desire bias usually leads to excessively high forecasts and generates
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the largest forecast error of all types of forecast; on the other hand, the forecast error

associated with overconfidence bias is the smallest.

Considering the two debiasing strategies proposed in this study, PF performs best in
reducing cognitive bias related to forecasters’ desired outcome, and other supportive
information like statistical forecasts and historical data of tourism demand are helpful.
System-suggested forecast is the best option when forecasters’ anchor on statistical
forecast and the latest observation. However, the second best choice varies depending on
the type of cognitive bias if PF or system-suggested forecast are not available. Keeping
the baseline forecast unchanged is the best choice if anchoring bias on statistical forecast
is detected but no relevant system-suggested forecast is available; when the latest
observation anchor is detected, Nawe | forecasts would have similar benefits as system-

suggested forecasts on forecast accuracy.

The conceptual framework proposed in this study is further revised according to the
findings and discussion. In order to guide the design of TDFSS using the conceptual
framework, the implementation of cognitive bias detection and debiasing were further
discussed. Finally, a guidance-based debiasing model was proposed at the end of Chapter

6.

7.2 Theoretical contribution

7.2.1 Exploration of judgmental forecasting of tourism demand
At present, research into cognitive bias in judgmental forecasting and the design of FSS

is limited and studies in the field of tourism demand forecasting are extremely rare. Due
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to the unique characteristics of tourism demand, many research gaps relating to forecasters’
cognitive bias in judgmental forecasting of tourism demand are left unexplored. This study
focuses on the identification of cognitive bias in judgmental forecasting of tourism
demand, as well as the development of effective debiasing strategies to reduce the
influence of cognitive bias on forecast accuracy. Some previous studies proposed different
frameworks and taxonomies to classify and characterize cognitive bias, but the majority
had problems of overlapping and causal relationships between cognitive biases. Up to now,
Arnott’s (2006) taxonomy of cognitive bias is considered the most exhaustive and
mutually exclusive one with which to classify and categorize cognitive biases. However,
no review study in this area using Arnott’s taxonomy has been found in the recent
literature. This study presents the first comprehensive review of empirical studies in the
area of judgmental forecasting using such a taxonomy; its results can be used for other

researcher’s reference in future studies.

7.2.2 The conceptual framework

The literature review identified some major limitations in previous studies and a
conceptual framework with 21 hypotheses of cognitive bias detection and debiasing were
developed. The framework contains two parts with different concepts: cognitive bias
detection and debiasing; the former concepts offer foundation to the latter. With the
hypotheses developed, the conceptual framework provides theoretical guidance on how
to incorporate cognitive bias detection and debiasing into the design of TDFSS. Using the
data collected in the experiment, the hypotheses were tested and the conceptual framework

further revised according to the results. Specifically, the majority of the concepts were
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found to be significant, and were further confirmed to be kept in the framework. However,
some of the concepts were proven to be insignificant. For example, there is significant
anchoring bias on the latest observation but its contribution to forecast error is not
significant; system-suggested forecast cannot outperform PF-based revisions when
forecasters’ cognitive bias is based on their desired outcomes; and both system-suggested
forecasts and PF are insignificant in reducing forecasters’ cognitive bias. As a result, the
concepts with insignificant test results were removed from the conceptual framework and
the revised conceptual framework is considered to be the most reliable framework with

significant and important concepts.

Regarding the components of cognitive bias detection in the framework, five cognitive
biases — desire bias, overconfidence, and three types of anchoring bias — were selected as
the debiasing tasks. According to the literature, these cognitive biases are the most
commonly identified in studies of judgmental forecasting in non-tourism research areas;
however, their significance in tourism demand forecasting is still unknown. Using the real
data of tourism demand in 10 D-O pair markets, the existence of these five cognitive biases,
as well as their contribution to forecast error in judgmental forecasting of tourism demand
was examined in a two-round experiment. Some findings of this study provide evidence
to support some previous studies. Consistent with the conclusions in Coshall (2009) and
Athanasopoulos and colleagues’ (2011) studies, for example, tourism demand is found to
be generally underestimated by ES forecasts. Large-scale revision of the desired outcome
always performs better than small revisions, and wrong-direction adjustment should be

avoided when the statistical forecast anchor is detected (Fildes et al., 2009; Trapero et al.,
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2011). On the other hand, some unique conclusions of this study contradict the findings
of previous studies. For example, forecasters’ desired outcome for tourism demand
performs too conservatively in this study; however, optimism bias is frequently identified
as being accompanied by forecasters’ expectation in previous studies (Fildes et al., 2009;
Mathews & Diamantopoulous, 1990). It is believed that overconfidence is significant
among non-experienced forecasters but not among experienced ones (Bolger & Onkal-
Atay, 2004; Eroglu & Croxton, 2010), but the result in this study shows that such cognitive
bias is also significant among tourism demand forecasting experts. For the findings that
are consistent in previous studies, this study provides more evidence to support
conclusions in the area of tourism demand forecasting. For the findings contradicting
previous studies, this study provides new viewpoints and corresponding evidence, which
helps to further increase the diversity of research and to stimulate new research related to

these inconsistent findings.

Regarding the components of debiasing in the framework, the current study proposed two
debiasing strategies, PF and system-suggested forecasts, as well as the algorithms to
generate the information required for these two strategies. PF contains information about
forecasters’ mean forecast error associated with a specific cognitive bias if it is identified,;
system-suggested forecasts are the revisions with the error of corresponding cognitive bias
eliminated. The hypotheses test results regarding these two strategies provide strong
evidence that the strategies are effective in reducing forecast error in different scenarios.
For example, PF is the most effective strategy for reducing forecasters’ cognitive bias

based on their desired outcomes; system-suggested forecasts, with errors of cognitive bias
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eliminated, perform best in improving forecast accuracy when forecasts are anchored on
statistical forecast or the latest observation. Additionally, other supportive guidance is also
provided as supplementary options if system-suggested forecasts or PF are not calculable
with the proposed algorithms. Therefore, a set of comprehensive debiasing strategies is
proposed in this study, contributing to research into TDFSS development and debiasing

in other areas.

7.2.3 Generalization of the study approach

The approach of this research can be easily generalized to other research areas in four
ways. First of all, a preliminary review of the literature regarding cognitive bias reveals
two limitations in the field: (i) a lack of reviews of cognitive bias in the research areas of
judgmental forecasting, tourism demand forecasting, and the design of FSS, and (ii)
cognitive bias can be expressed in different forms and each form is sourced by a different
cognitive heuristic. The categorization or taxonomy of cognitive bias also varies in
previous studies. Therefore, the fundamental aim of this study was to identify an
appropriate taxonomy of cognitive bias. After a comparison of existing studies of
cognitive bias categorization, one of the most exhaustive and mutually exclusive
taxonomies (Arnott, 2006) was selected to guide the literature review. Then a
comprehensive review of empirical studies on cognitive bias detection and debiasing was
conducted, based on which, a conceptual framework with related hypotheses was
developed. Therefore, the establishment of the conceptual framework of this study was
conducted following a taxonomy — the literature review — conceptual framework (TLC)

approach. Such an approach can be used to establish the conceptual/theoretical framework
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of cognitive bias and debiasing strategies regarding other types of cognitive biases in
judgmental forecasting of tourism demand that are not investigated in this study. Also,
such a TLC approach can be applied in other research areas with conditions similar to this
study, that is, areas lacking a comprehensive review study and a widely accepted

taxonomy of research objective(s).

A two-round laboratory experiment was designed for data collection in this study. With
the support of web-based FSS, such a method is good for large-scale data collection of
judgmental forecasts among mass participants. Also, the data collected from this approach
include different types of forecast (desired outcomes, judgmental forecasts, and statistical
forecasts) as well as the historical data of real outcomes of tourism demand. Once the real
outcomes of tourism demand at the forecasting point are available, it is easy to calculate
different measures of forecast accuracy (e.g., PE, MPE, APE, and MAPE) for each type
of forecast. More important, forecasts collected from two rounds of forecasting contain
different information. Considering the first round of forecasting as the control group and
the second round as the experiment group, two dimensions of information are reflected
from the collected forecasts: one is different types of forecast like desired outcomes,
statistical forecasts, and judgmental forecasts in different conditions; the other dimension
is whether new influencing factors are involved in judgmental forecasting, such as PF and
system-suggested forecasts, as identified in this study. Two-dimensional comparison of
forecast accuracy could thus be conducted with this data collection approach. Because of

the diversity of comparison capability, such an approach can be adopted to examine the
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significance of other types of cognitive bias, testing the effectiveness of other debiasing

strategies, and other studies related to forecast accuracy competition.

Moreover, it is not difficult to test for the existence of cognitive bias, or to test the
contribution of cognitive bias to forecast error. Statistical techniques of mean comparison,
such as independent-sample t-test, paired-sample t-test, ANOVA, and non-parametric
ANOVA, were adopted as the data analysis methods for these two purposes in this study.
Such methods are the simplest and most efficient methods for forecast accuracy
comparison. The selection of a particular method depends on various conditions like
whether two or more groups of forecast accuracy must be compared, whether they are
independent, and whether the forecast accuracy in different groups follows the assumption
of equal variance. Detailed criteria of method selection can be found on the ForPrin
website (http://www.forecastingprinciples.com/). Because of their efficiency and ease of
control, these methods can be adopted to test the existence of cognitive bias and its
influence in other fields of judgmental forecasting; they can also be used to test the

influence of other types of cognitive bias on judgmental forecasting of tourism demand.

Finally, this study examined the effectiveness of debiasing strategy by checking the
improvement of forecast accuracy measured by MAPE. Since non-equal variances were
widely observed in each comparison, non-parametric ANOVA was adopted to test
effectiveness; however, parametric ANOVA should be used if there is equal variance
assumption among comparison groups. These methods and the criteria by which to select
the appropriate one are easy to follow in order to test the effectiveness of other debiasing

strategies or other algorithms.
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7.3 Practical contribution

7.3.1 The guidance-based debiasing model

According to the revised conceptual framework, a guidance-based debiasing model was
proposed at the end of this study. This model is an application of the conceptual
framework in practice, which can be used as a blueprint to improve the design of TDFSS.
The advantages of this model in TDFSS design are twofold and related to the two
components. The component of cognitive bias detection (Figure 6-2) can help the system
successfully detect a user’s cognitive bias in a forecasting process. The leading indicators
of corresponding cognitive bias can also be automatically calculated when the real
outcome at the forecasting point is available. The other component of the model is
debiasing (Figure 6-3), which provides appropriate debiasing strategies to the system user
in order to reduce his/her cognitive bias in the next forecasting season. According to the
results of this study, incorporating this model into the design of the judgmental forecasting
module in TDFSS could improve the forecast accuracy, and can benefit both TDFSS

developers and system users.

7.3.2 Support for TDFSS developers

For TDFSS developers, the guidance-based debiasing model clearly identifies the steps of
judgmental forecasting, as well as the key supportive materials and corresponding
products in each step. Three key issues need to be highlighted regarding the contribution
of the application model. First, both desire bias and desire anchor are based on forecasters’
desired outcome for the tourism demand of D-O pair markets. Therefore, the model

proposes an additional step before judgmental forecasting for system users to provide their
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desired outcome. Since desired outcome should ideally be provided based on system users’
domain knowledge and expertise, no supportive information should be provided in this

step.

The application model also focuses on debiasing four cognitive biases, including desire
bias and three types of anchoring bias. With the exception of overconfidence bias, the
most commonly identified cognitive biases in the judgmental forecasting literature have
all been addressed in this model. Since a variety of cognitive bias detection and debiasing
is involved, the application model is presented in the form of a flow chart for TDFSS

developers to follow easily.

The two debiasing strategies of PF and system-suggested forecasts should be used in
different scenarios. As shown at the end of Section 6.4.2, seven principles of debiasing
are proposed with the application model. Following these principles, the system developer
is able to design different debiasing strategies for different cognitive biases. When a
specific cognitive bias is detected, the corresponding debiasing strategy can be activated.

Therefore, an optimal use of these two debiasing strategies can be achieved in practice.

Besides the application model, this study also provides detailed algorithms for cognitive
bias detection and debiasing. As shown in the equations in Chapter 3, the first imported

function is to estimate the coefficients ﬁ1’j~ﬁ6,j using OLS methods; then clear

description of how to calculate leading indicators for each cognitive bias is presented;
finally, the way to produce system-suggested forecasts, with corresponding cognitive bias
eliminated, is also described in detail. It is easy for system developers to incorporate such

algorithms into TDFSS using different programming languages (e.g., java, ¢**, and R).
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7.3.3 Support for tourism demand forecasters

Besides the benefits to TDFSS developers, the application model also benefits system
users. First of all, the judgmental forecasting process using TDFSS is redesigned. A new
step for collecting the system user’s desired outcome is added to the beginning of the
forecasting process. Relevant information to support the system user’s decision-making is
also provided with specific purposes during the forecasting process. The forecasting
process proposed in the application model can help system users to better recognize which
potential cognitive biases are involved in their judgmental forecasting of tourism demand

and the features of such biases (e.g., always optimistic or pessimistic).

Secondly, PF and system-suggested forecasts provide quantified information about
system users’ cognitive bias as detected in their forecasting process in the previous
forecasting season. With other supportive information, such as baseline forecasts and
historical data of tourism demand, system users are able to critically evaluate the reliability
of their expectations, domain knowledge, experience, as well as other information they
receive for judgmental forecasting. As a result, critical thinking helps system users make
more reliable decisions in judgmental forecasting. For example, to make necessary
changes to the baseline forecast, or to keep the baseline forecast unchanged if no reliable
information is available. Also, small changes to baseline forecasts generally reflect

forecasters’ uncertainty, which should be avoided after critical thinking.

Furthermore, after the use of TDFSS with the application model of debiasing involved,
forecasters are able to recognize that adjustments to baseline forecasts regarding the PF or

directly accepting the system-suggested forecast are actually wise choices when they are
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offered by the system. Specifically, the current study has proved that revision based on PF
produces the most accurate forecast when desire bias or desire anchor is involved in
judgmental forecasting; system-suggested forecasts with anchoring bias eliminated should
be directly accepted when system users anchor their forecast on statistical forecasts or the

latest observations of a forecasting series.

Regarding the ease of use, the redesigned judgmental forecasting process does not have
many differences comparing with the process using traditional FSS. Additional inputs
required from forecasters are also limited, which dependents on the specific debiasing
strategies proceeded for debiasing. If performance feedback is used as the debiasing
strategy, only one additional value of forecast (PF-based revision) in each forecasting
exercise requires forecasters’ input; while, if system suggested forecast is proceeded as
the debiasing strategy, no additional input is required from forecasters and they can finish
the forecasting process in the same way as using the traditional FSSs. Therefore, the ease
of use of redesigned FSS will not be significantly influenced by the adoption of the

debiasing model.

7.4 Limitations of this study

In the process of accomplishing the research objective and answering the research
questions, several limitations of this study have been identified. First, this study focuses
on the debiasing of five cognitive biases: desire bias, overconfidence bias, and anchoring
bias on statistical forecast, desired outcome, and the latest observation. These cognitive
biases were targeted because they are commonly identified in empirical studies on

judgmental forecasting. However, the empirical studies found in the literature are few:
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only 55 articles have focused on, examined, or mentioned cognitive bias, and only seven
were conducted in the field of tourism demand forecasting. Therefore, there is a risk that
the five cognitive biases studied in this research may not be the most commonly identified

in judgmental forecasting of tourism demand.

Furthermore, one of the findings in this study is that desire bias occurs jointly with
conservatism bias, which contradicts previous literature. The current study explains the
possible reason for such a result, but another possible reason for this finding is that the
sample of cases with desire bias detected is relatively small. The valid cases for hypotheses
testing regarding desire bias represent less than half of the whole sample (680 cases).
Moreover, the problem of small sample size commonly arose in the testing of the
hypotheses related to desired outcome, which may also be the reason why H6e was

rejected.

Another finding generated from this study is that overconfidence is negatively correlated
with forecasters’ experience. The data for hypotheses testing were collected from a two-
round laboratory experiment, which means that the evidence to support this conclusion
comes from only two rounds of forecast. Because of this, the dynamic of the relationship
between overconfidence and forecasters’ experience is unexplored. For example, it is not
clear whether this negative relationship is the strongest in the short term or whether the
relationship would become positive in the long term. A long-term observation covering

several rounds of forecasting would be better to further test such a relationship.

The statistical forecasts produced in this study follow the ETS approach. One of the

conclusions about anchoring bias on statistical forecast is that anchoring on statistical
255



forecast performs as poorly as anchoring on other targets (the latest observations or
desired outcomes). However, such a finding may not be valid if other statistical
forecasting methods are adopted to produce the baseline forecast of tourism demand. As
concluded in Song and Li’s (2008) review study, no statistical forecasting method can
outperform others in all scenarios in tourism demand forecasting. Therefore, it can be
assumed that the findings generated from this study are valid when the baseline forecast
is produced by the ETS approach; however, the findings would probably change if other

methods were adopted to produce the baseline forecast.

Finally, overconfidence bias, as one of the commonly identified cognitive biases in the
literature, was treated as one of the debiasing tasks in this study; both PF and system-
suggested forecasts were applied to reduce the influence of overconfidence bias on
forecast accuracy. The findings reveal that both debiasing strategies failed to help
forecasters improve their forecast accuracy. However, it is difficult to conclude
definitively that these two debiasing strategies are ineffective in reducing overconfidence
bias in judgmental forecasting of tourism demand because the current study only
examined the effectiveness of one algorithm for each debiasing strategy; other ways to
produce PF or system-suggested forecasts need to be tested before a reliable conclusion

can be reached.

7.5 Future research

More review studies in the area of cognitive bias in judgmental forecasting and FSS
development are urgently needed, for two reasons. First, extended literature review in this

area is necessary in order to confirm whether the five cognitive biases studied in this study
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are really the most commonly identified in judgmental forecasting of tourism demand. If
new cognitive biases are identified, or other cognitive biases in Arnott’s (2006) taxonomy
are identified as commonly occurring in the field of tourism demand forecasting, further
research on the debiasing of the newly identified cognitive biases can be conducted
following the same approach as proposed in this study. In order to further improve the
conceptual framework and the application model, an extended literature review of
cognitive bias from the perspectives of DSS development and user experience is also

required.

In this study, cognitive bias is classified according to Arnott’s (2006) taxonomy. Previous
studies also reveal that cognitive bias is sourced by different cognitive heuristics, such as
availability, anchoring effect, and representativeness (Arnott, 2006; Hogarth, 1987;
Remus & Kottemann, 1986; Tversky & Kahneman, 1974). Therefore, the way in which
forecasters process cognitive heuristics may influence their cognitive bias in judgmental
forecasting. However, cognitive bias detection and debiasing remain unexplored from this
perspective. More efforts in the future should be made to identify and measure the
relationship between cognitive bias and cognitive heuristics in judgmental forecasting and
how to improve the design of TDFSS with better support for users’ cognitive heuristic
approach. Based on the results of the current study, another interesting topic in future
study will be how to incorporate forecasters’ cognitive heuristics into the conceptual

framework and the application model.

Regarding the data collected from the two-round experiment, the sample with desire bias

or desire anchor detected is relatively small, which is considered to threaten conclusion
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validity. Only 29 valid cases were identified to test hypothesis H6e, which would be the
main reason why this hypothesis was rejected. In the future, more studies should focus on

the identification and debiasing of cognitive bias related to forecasters’ desired outcome.

As mentioned in Section 7.4, one of the limitations in this study is the adoption of a single
statistical forecasting approach. The statistical forecasts, as the baseline forecasts in this
study, were generated by the ETS approach. Compared with other statistical forecasting
methods, the ETS approach has its advantages in terms of automatic modeling and
forecasting, easy understanding, and strong forecasting of trends and seasonality.
However, as discussed by two review studies in tourism demand forecasting, no single
method can be the best in all scenarios (Song & Li, 2008; Witt & Witt, 1995). The
conceptual framework and the application model proposed in this study can be re-
examined in the future using different statistical forecasting methods to produce baseline

forecasts.

The results of this study reveal that both PF and system-suggested forecasts are ineffective
in reducing forecasters’ overconfidence bias in judgmental forecasting. Considering these
two debiasing strategies, the mean forecast error associated with a particular cognitive
bias is used as the information for PF, and an algorithm to calculate system-suggested
forecasts is also proposed. However, the information used in PF is not unique, nor is the
algorithm used to calculate system-suggested forecasts. For example, the mean forecast
error that a forecaster makes regarding one specific cognitive bias can also be used in PF.
Besides PF and system-suggested forecasts, other debiasing strategies may also be

effective in reducing forecasters’ cognitive bias. Therefore, further research should focus
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on new PF content, new algorithms to produce system-suggested forecasts, and new
debiasing strategies to deal with forecasters’ cognitive bias, especially overconfidence

bias.

7.6 Summary

This chapter concludes the current study. It began with an overview summarizing the key
aspects of each chapter. Research gaps discovered in the literature review are now filled
by the exploration of judgmental forecasting of tourism demand from the perspective of
cognitive bias and the innovative conceptual framework. The generalizability of the
research approach is also a theoretical contribution of this study. Both TDFSS developers
and system users will benefit from this study in different ways. However, no research can
be perfect, lacking any limitation for further improvement. The last two parts of this
chapter summarized the limitations of this study and proposed directions for further study
based on the current research. It is hoped that studying cognitive bias and debiasing in the

design of TDFSS will continuously contribute to both theory and industry practice.
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Appendix 1 Instruction of the experiment (English)

Thank you for agreeing to participate in this study on tourism demand judgmental

forecasting. Please consider the following points when/before completing the online

survey:

1.

The attitude statement

1) The online survey includes two sessions simulating two consecutive years of 2006

2)

2.

and 2007. In the first session, assuming that you are a manager from a company’s
marketing department at the beginning of 2006. Based on the historical data of tourism
demand and your judgment, you need to predict the tourism demand for specific
Destination-Origin (D-O) pairs for the coming year 2006 (one-step ahead forecast). In
this survey, tourism demand is measured by total tourist arrivals and overall there are
10 destination-origin (D-O) pairs for which the demand of tourism need to be
forecasted. For each D-O pair, the historical data of tourist arrivals is collected from
the World Tourism Organization (UNWTOQO). The length of the historical data varies
among different D-O pairs, which is dependent upon the availability of the data. For
example, the historical data on tourist arrivals from Chinese Taipei to Hong Kong
SAR were collected for the period 1995-2005; while tourist arrivals from China to
Japan were collected for 1997-2005. The process of judgmental forecasting in the first
session is conducted in three steps. The historical data of tourist arrivals for each
D-O pair and statistical forecasts are the only references provided for your
information.

In the second session, assuming that year 2006 was passed and you are at the beginning
of 2007. The real outcome of tourist arrivals in 2006 for each D-O pair is available
now and becomes the latest observation of the historical series of tourist arrivals. You
are asked to judgmentally forecast the tourist arrivals of the 10 D-O pairs for 2007
(one-step ahead forecast). In the second session, the judgmental forecast is conducted
in six steps with three types of information provided: the updated historical data on
tourist arrivals for each D-O pair, the statistical forecast and the suggestive
information based on your forecasting performance from the previous session.

Preparation
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1) Please visit http://www.tourismforecasting.net/hktdfs/onlinesurvey/language.jsp

using the most updated versions of Internet Explorer, Mozilla Firefox, or Google

Chrome.

2) Before the survey starts, please select the language that you prefer and input your

email address in the next page.

3) Apart from the references provided by the system, please do not refer to any other
information but only rely on your own judgment.

3. Forecasting Process (Session 1)

After you have selected the language and inputted your invitation code, the first session

of judgmental forecasting (session 1) will start and please provide your judgmental

forecasts following the below steps:

1) In the first step of Session 1 (Figure 1), please provide your desired outcome of tourist

arrivals in 2006 for any specific D-O pair.

Destination Origin Forecast Year

Australia China 2006
Japan 2006

Chinese Taipei  Korea ROK 2008
UsA 2006

Chinese Taipei 2008

Hong Kong SAR | Japan 2006
Macau SAR 2006

China 2006

Japan Chinese Taipei 2006
Hong Kong SAR. 2006

ClEEl

Figure 5. The first step of Session 1
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http://www.tourismforecasting.net/hktdfs/onlinesurvey/language.jsp

Desired outcome means the number of tourist arrivals that you think would be achieved
for a specific D-O pair. First, you need to select the D-O pair which you would like to
input the desired outcomes by clicking on column (A) of the table; then input the desired
outcomes in the corresponding cell in column (B). For any of the D-O pairs that you
selected in column (A), it means that you would like to input a desired outcome (tourist
arrivals in 2006). Please input integers only. For the D-O pairs that you do not want to
input the desired outcomes, please do not select the corresponding cells in column (A).
After you have provided all desired outcomes, please move to the second step by clicking

the “NEXT” button (C).

2) Inthe second step (Figure 2), please provide your forecasts based on the historical data
and the statistical forecasts of tourist arrivals for all D-O paired markets.

Destination Origin Forecast Year Click to view the historical Judgmental
—tato and statistical forecasi Adjustment
Australia China 2006 300,000
Japan 2006 1,000,000
Chinese Taipei | Korea ROK 2006
USA 2006
Chinese Taipei 2006 A
Hong Kong SAR | Japan 2006
Macau SAR 2006
China 2006
Japan Chinese Taipei 2006
Hong Kong SAR 2006
Dl IS0
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Chinese Taipei (D) —- Japan (0)

1,500,000
Historical Data (1997-
2005) Judgmental
Year . .
1,250,000 & Statistical Forecast Adjustment
(2006)

1997 905,527
1,000,000
1008 826,632
1999 826,222
750,000
2000 916,301
2001 971,190
500,000
2002 998,497
2003 657,053
250,000
2004 887,311
2005 1,124,334
L ) 20086 1,200,851 B 7,000,000 x
998 2000 2002 2004 2006

Historical Data Statistical Forecast Judgmental Adjustment

(=]

F'ig'ju}e' 6. The second step of Session 1

First, you need to click on the images in column (A) and view the historical data of tourist
arrivals for a specific D-O pair. In the pop up window, both line graph (on the left) and a
table of the historical tourist arrivals (on the right) for the chosen D-O pair are provided.
The one-step ahead statistical forecast for a certain market is provided below the historical
data on the right hand side of the table and is highlighted in red. Please input your
judgmental adjustment (integer only) based on the statistical forecast in cell (B) of the
table. After you have provided the judgmental forecast, your input will also appear on the
line graph. Please return to the main page by clicking the “DONE” button (C) and continue
your jugmetnal adjustments for the rest D-O pairs following the same process. You are
required to provide judgmental adjsutments for all D-O paired markets and, after that,

please move to the third step by clicking the “NEXT” button (D).

3) In the third step (Figure 3), please provide the confidence level of your forecasts.

263



Destination Origin Forecast Year Click to view the historical Judgmental Adjustment Confidence Level

data and statistical forecast
Australia China 2006 300,000
Japan 2006 1,000,000
Chinese Taipel  Korea ROK 2006 150,000
USA 2006 400,000
Chinese Taipei 2006 2,500,000
Hong Kong SAR.  Japan 2006 1,000,000
Macau SAR 2006 520,000
China 2006 700,000
Japan Chinese Taipei 2006 1,200,000
Hong Kong SAR 2006 310,000
B NEXT » A

Figure 7. The third step of Session 1

Confidence level of your forecasts in this step is measured by five-point Likert scale: one
star in the last column of the above table indicates Very unconfident and five star
indicates Very confident (A). You are required to click on the stars to identify your
confidence levels with all of the forecasts. After you have provided the confidence levels
for all judgmental adjustments, please move to the second session of the judgmental

forecast by clicking the “NEXT” button (B).

4. Forecasting Process (Session 2)

The second session starts with the following page (Figure 4) and please click the “START”

button (A) to carry out the judgmental forecasts in six steps.

Now let's move to the second session!

+ Assuming that one year later, the real outcomes of the cne-step ahead forecasts you made in last
year (2006) are available and we need to produce the annual forecast for the same D-O pairs for

the coming year (2007).
ﬁ
A START

Figure 8. Start of Session 2
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1) In the first step of Session 2 (Figure 5), please provide your desired outcome of tourist
arrivals in 2007 for any specific D-O pairs.

Destination Origin Forecast Year Desired Outcome
Australia China 2007 [v] 00,000
Japan 2007 [v] 80,000
Chinese Taipei  Korea ROK 2007 ]
USA 2007 vl 70,000
Chinese Taipei 2007 ]
Hong Kong SAR | Japan 2007 v 60,000
Macau SAR 2007 Ol
China 2007 [v] 50,000
Japan Chinese Taipei 2007 [v] 40,000
Hong Kong SAR 2007 ] 30,000
C NEXT » A B

Figure 9. The first step of Session 2

The first step of Session 2 is the same as the first step of Session 1, you need to select the
D-O pairs that you would like to input desired outcomes by clicking on the cells in column
(A) of the table and input the desired outcomes in the corresponding cell in collumn (B).
After you have provided all the desired outcomes, please move to the second step by

clicking the “NEXT” button (C).

2) Inthe second step (Figure 6), please provide your adjustments on the desired outcomes
based on the system generated statement.
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Session 1 (1) | Session 1(2) | Session 1(3) | Session 2 (1) Session 2 (2) Session 2 (3) Session 2 (4) Session 2 (5) Session 2 (6)

Session 2 (2)

Please further revise your desired outcome for the following destination-origin paired tourism demand:

Destination Origin Forecast
Year
Australia China 2007
Japan 2007
Chinese
. Korea ROK 2007
Taipei
usa 2007
Chinese
2007
Hong Kong Taipei
SAR Japan 2007
Macau SAR 2007
China 2007
Chinese
. 2007
Japan Taipei
Hon Kon
g g 2007
SAR

Desired Outcome Notice!
700,000 A
700,000

1,000,0

30,0000

1,0000

Desired Outcome

ETTSET: N

w0 According to your desired outcomes from the previous
round of forecasting, vyour expectations are, on
average, 2,116 persons lower than the real tourist
ool f@rmvals. Please further revise your desired outcomes

according to this information.

oo

C

Figure 10. The second step of Session 2

In column (A) of the above table, the system provides information about your performance

in the previous round of forecasting. For example, as shown in Figure 6, the statement

suggests that your desired outcomes in 2006 for the 10 D-O pairs are, on average, 2,116

persons lower than the real tourist arrivals.

According to the desired outcomes of tourist arrivals in 2007 and the system generated

statement, please revise the desired outcomes in column (B). For any D-O pair that you

do not want to change the desired outcome, you can keep the corresponding cell in blank.

After you have revised the desired outcomes, please move to the next step by clicking the

“NEXT” button (C).

3) In the third step (Figure 7), please provide your forecasts based on the historical data
and the statistical forecasts of tourist arrivals for all D-O pairs.
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Destination Origin Forecast Year | Click to view the historical Judgmental

data and statistical forecast Adjustment

Australia China 2007 350,000

Japan 2007 1,000,000
Chinese Taipei  Korea ROK 2007 230,000

usa 2007

Chinese Taipei 2007 A
Hong Kong SAR. | Japan 2007

Macau SAR 2007

China 2007
Japan Chinese Taipei 2007

Hong Kong SAR 2007

o[

Chinese Taipei (D) -- Korea ROK (0)

250,000 Historical Data (1997-

B 2006) Judgmental
‘ear
& Statistical Forecast Adjustment
(2007)
200,000 e
1997 99,236
1998 63,099
LEGEE 1999 76,142
2000 83,729
2001 82,684
100,000
2002 83,624
2003 92,893
50,000 2004 148,005
2005 182,517
2006 196,260
0
1998 2000 2002 2004 2006 2007 200,878 B I E30.000 = I

Historical Data  —+- Staristical Forecast -8 Judgmental Adjustment

C| ==
Figure 11. The third step of Session 2

The third step of Session 2 is the same as the second step of Session 1. Based on the
historical data and the statistical forecasts of tourist arrivals in 2007, you are required to
provide forecasts for all D-O pairs by clicking on the images in the fourth column of the

table (A) and input the adjustments in the pop up cell (B). Please click the “DONE” button
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in the pop up window to finish the adjustment for each of the D-O pairs (C) and click the

“NEXT” button (D) to move to the next step.

4) In the fourth step (Figure 8), please further revise your forecasts based on the system
generated statement.

Session 1 (1) Session 1 (2) Session 1 (3) | Session 2 (1) Session 2 (2) Session 2 (3) Session 2 (4) Session 2 (5) Session 2 (6)

Session 2 (4)
Please further revise your judgmental adjustment:

Destination Origin Forecast Year Click to view the Judgmental Notice! Judgmental
historical data and Adjustment Adl'ustment
statistical forecast (revised)

These forecasts are close to your
expectations (desired outcomes).
Chinese Taipei Korea ROK 2007 703,000 According to your judgmental
adjustment from the previous round of
forecasting, your judgmental forecasts
which are close to your expectations
are, on average, 10,000 persons lower
Hong Kong SAR | Macau SAR 2007 30,002,100 § than the real tourist arrivals. Please
further revise your judgmental
forecasts according to this information.
These forecasts are close to the
number of tourist arrivals in the

Chinese Taipei usa 2007 430,000 .
previous year. According to your
judgmental adjustment from the
previous round of forecasting, your
. . judamental forecasts which are close
Hong Kong SAR Chinese Taipei 2007 2,500,000

to the number of tourist arrivals in the
previous year are, on average,
17,338 persons higher than the real
tourist arrivals. Please further revise
your judgmental forecasts according to
this information.

Japan Hong Kong SAR 2007 370,000

These forecasts are close to the
statistical forecasts. According to your
judgmental adjustment from the
previous round of forecasting, your
judamental forecasts which are close

Australia China 2007 360,000
Chinese Taipei Japan 2007 1,500,000

Hong Kong SAR Japan 2007 1,500,000
to the statistical forecasts are, on

average, 280,782 persons higher than
the real tourist arrivals. Please further
revise your judgmental forecasts
according to this information.

C NEXT » A B
Figure 12. The fourth step of Session 2

Japan China 2007 930,000

Japan Chinese Taipei 2007 1,500,000

In this step, the system provides the potential anchoring bias involved in your forecasts.
Anchoring bias indicates that the adjustments from an initial position (anchor) is usually
insufficient. In that case, anchoring bias mainly contributes to the forecast error when
forecaster anchors on an initial point of forecast. The initial point of forecast can be the
statistical forecast of tourist arrivals, the real outcome of tourist arrivals in last year, or

your desired forecast, which are named as statistical forecast anchor, latest observation
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anchor, and desire anchor, respectively. In this study, these three types of anchors are
detected by the system according to your forecasts in 2006; and your judgmental forecasts
are categorized in different groups according to the potential anchoring bias detected. For
each group, the system provides information about your performance in the previous
round of forecasting when the corresponding anchoring bias occurred (A). For example,
as shown in Figure 8, the first two judgmental forecasts are categorized in the group with
desire anchor detected. The statement suggests that your forecasts with desire anchor in
the previous round of forecasting are, on average, 10,000 persons lower than the real

tourist arrivals.

According to your judgmental forecasts of tourist arrivals in 2007 and the system
generated statements, please further revise your forecasts in the last column of the table
(B). If you do not want to revise your forecast for any D-O pairs, please keep the
corresponding cell blank. After you have finished the revision of your forecasts, please

move to the next step by clicking the “NEXT” button (C).

5) In the fifth step (Figure 9), please provide the confidence level of your forecasts.
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Destination Origin Forecast Year Click to view the historical Judgmental Adjustment Confidence Level
data and statistical forecast

Australia China 2007 : 200,000) T ICICICLT
Japan 2007 i 1,050,000

Chinese Taipei | Korea ROK 2007 . 150,000
USA 2007 i 100,000 \-,.(\-,(\-,\.{‘-,.('E:’
Chinese Taipei 2007 : 3,000,0004 Y N N

Hong Kong SAR. | Japan 2007 3 1,150,008 B W W W
Macau SAR 2007 i 600,0008 T W
China 2007 ' 700,000 I I LT

Japan Chinese Taipei 2007 : 1,500,000 B P X N
Heong Kong SAR 2007 ' 150,000 SIS

o (] A

Figure 13. The fifth step of Session 2

Following the same process in the third step of Session 1, you are required to identify your
confidence levels for all of your forecasts (A). After that, please move to the next step by
clicking the “NEXT” button (B).

6) In the sixth step (Figure 10), please further revise your forecasts according to the
system generated statement.

Session 1 (1) Session 1 (2) Session 1 (3) Session 2 (1) Session 2 (2) Session 2 (3) Session 2 (4) Session 2 (5) Sassion 2 (6)

Session 2 (6)
Please further revise your adjustment according to your confidence error:

Destination Origin Forecast Year Click to view the Judgmental Confidence Notice! Judgmental
historical data and Adjustment Level Adjustment
statistical forecast (revised)

Australia China 2007 360,000 ST Ly According o vour

judgmental adjustment

Japan 2007 : 1,500,000 WML | from  the  previous
Chinese Taipei  Korea ROK 2007 : 703,000 PP |round  of forecasting,
: ] g your levels of
UsA 2007 430,000 BT confidence have
Chinese Taipei 2007 : 2,500,000 resulted your
—— judgmental forecasts,
S g

Hong Kong SAR  lapan 2007 1,500,000 P 4 & on average,
Macau SAR 2007 : 30,002,100 SICICIC MY | 30489 persons lower
— » than the real tourist
China 2007 i 930,000 BB | arrivals. Please further
Japan Chinese Taipei 2007 . 1,500,000 \ﬁ(\ﬂ(\ﬁ(\ﬁ( revise your judgmental
—_— forecasts according to

Hong Kong SAR 2007 i 370,000 BB | this information.

A B
Figure 14. The sixth step of Session 2
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Column (A) of the table displays the mean forecast error reflected by the confidence level
of your forecasts of tourist arrivals in 2006. For example, as shown in Figure 10, the
forecaster’s level of confidence have resulted the judgmental forecasts, on average, 30,489

persons lower than the real tourist arrivals.

According to the mean forecast error of over-adjustment or under-adjustment, please
further revise your forecasts in the last column (B) of the table. If you do not want to revise
the forecast for any of the D-O pairs, please keep the corresponding cell blank. After

you revised your forecasts, please move to the final step by clicking the “NEXT” button

©).

7) In the final step, please answer the following questions and complete the survey by
clicking the “FINISH” button.

It is almost done! Please answer in the following questions to complete the survey:

Gender: Male Female
Age: 16-25 26-35 36-45 46-55 56-65 G5+
Educati Primary/elementary school or lower Junior high school Secondary/high school
ucation: o )
College/university Postgraduate

. . Tourism and hospitality industrial prefession
Field of Occupation: . L .
Tourism and hospitality academic researcher

| tudy ot

Figure 15. The final step of the online survey

Thank you for your participation! Please be assured that the
information you have provided will be used for academic
research only and will be kept strictly confidential.
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Appendix 2 Instruction of the experiment (Chinese)

AR G I 2 5 LR AR IR i 26 1 2 P A A DTk o AN IR ) 26 1 A — T0 TR U
37 5 SREBEAT ST ARSI, TR LA Ui B 5 il — IR AR 28 ) 25 1 4 1) 7 3k
GRIESN IS

1. AR

1) AR B A4 AP ANBY BB RIS P i I 7 SR T, 55— B BUIR B AE 2006 SE4)
BEAT, 028 M BUBR R AE 2007 SERTHET . ERIEA T WA st N, Hx—AN ki &
KRIM R 58, MR RGIRUEAME B DL B O 3200340 W 43 991 78 1 75 4 6 AN [R] i it H #
HiURD 2 Y5 3 1 T 3 75 SR B AT IE S AR B TR . AEAS AR A, iR SR B LR SE
W NECIE AR, PL 10 ANMEEE IR H i ——2 Y5 (D-0) i sfr, S TiESE
PR PR A U s NI o BT A PR 2 N B0 s s 5ok B 164 [ T Y i 2 27
(UNWTO). HHFiZ BRI 7 se B I (8] A5 AN R, AT 45 /9 D-0 T3z &
NEOTT S X AN A R . i, FEAREERL RS2t r e [ & A0 B H R AT EUX 1
SR RENE R N7 5 X [A] A 1995-2005, 1M A5 $2 44 1 v 1 381 H A 1 4F BE 2 A B3 52 X [
5 1997-2005.

2) TR BOELRR, T N = AP EREEAT; 10 A D-0 WIIAHIIAEEE T RN
. GUFTERACE WA UESE R R G0k, 1R85 I BOB s, W H 4 AN
AP IR . 2006 SR SRR = AR I NECEAE v 2R 1 D7 sE B s S 45 18 /B 8 2007 4F
% D-O MIHEF I NEIMM S H %k o, REGEREEA LD D-0 TSt
THRME UL S S5 2006 B Pl IR Af B S on 5 ., i — D S0 IEIEAT 2007 SR JEIF &
NECH

2. & T

1)  EHE BT IE W% 28 5 Google Chrome 31 W #8515 o] 2 X T«
http://www.tourismforecasting.net/hktdfs/onlinesurvey/language.jsp

2) APPSO TSR IR E, I G C ANEER BRI IES . 1
B S T A, I IH S AR ik

3)  BRARER TN RFEIRA S EE B DS, EAESE AL TR A L,
TR A 45 4 = U ) W e ST 5 RS AS IR TN
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http://www.tourismforecasting.net/hktdfs/onlinesurvey/language.jsp

3. BB B RE

FEVRPEE B AR AU IS 2 )5, sy U 7 AR — 2B, 58— B Bosepl i e
BTG o 1 AR 2% DT 25K S =25 B (0 LT -

1) SIS (B 1D 1% D-0 T 2006 L2 N BT Re ik 2RI B AE .

BHabith EiEh Faml<E{n ERER

EAFIT hE 2006 |k 10,000
B 2006 | M 20,000

FESE 5] 2006 |k 30,000
=5 2006 | M 40,000
FESE 2006 |1

EEREiTEE B=F 2006 | L
BERSEE | 2006 | W 50,000
HE 2006 |[CJ

B hE&E 2006 | 60,000
EEEATEE 2006 | 70,000

C —— A\ B
E1E-HEIE1

B, ZNEEIR MR RS 1% D-0 A 1, i iIa(E 2006 & Nk
BRI N TEAE DU A% P K 28 DU S B S SR VT2 {E 1 D-0 37 (A), AR5
FEA — BRI R BRI AE (B). X TAEZENUSIIE ) D-0 Ty, HoA Ml
EHENLIATT (URIERED 5 i TR BCA VI EER D-0 1Yy, B AEASR
Qa2 ik, A TEAEA AR, B A ETIER . SRR R)E, DT —
DAL BE AR BD IR 2.
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2) MR AT (& 2 SRl BdE MG BE, 15X PTA -0 Tt
P ) £ TR

Hfrtth EilGhh FumEE{ =i FERS R sEE FIFAE
SiliaaE
BAF|T HE 2006 300,000
H#& 2006 1,000,000
HE&SE 4 2006 230,000
=S| 2006 350,000
HE&E 200 2,500,000
ESEFITEE  B&E 2006 1,000,000
BEEEEE | 2006 510,000
TE 2006 600,000
B#& HE&E 2006 1,200,000
SEFITEE 2006 320,000

o[

REGE(B ) — B GEFD)

1,500,000

FrshEdR (1997-2005)

Fiiy . EMFIE
1,250,000 & S HTHE (2006)
/ 1997 905,527
1,000,000 \. 1998 826,632
1909 826,222
750,000 2000 916,301
2001 971,190
2002 008,497
500,000
2003 657,053
2004 887,311
250,000
2005 1,124,334
2006 1,200,861 1,000,000 ®
0
1998 2000 2002 2004 2006
AR - HiHAAE - TAENE B
(|
ClEE
Bl 2 S5—HrBobER 2

e, MU TR PSR USRI B Fy (A), E3HE HHEE % D-0 3z fr s
LR NBO G PRNME . 3 T 1 A2 A By, e SRS 7 s s A e o TME
MIr2e &, A SR EERA, Hrii N —1T R 2006 F40THFIE . TEHRE 0T S
(0 St < e vt FAE KA AR, R 8 i RN SN RAR AT T 5 B e A
(B), e/ Ry SE BAZA IR (8] 3 DU (C)o 4% [FJRE 5V s oy 22 DT s 545 DU 271 FLAt ]
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BB TEX
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FmlFtn

2006
2006
2006
2006
2006
2006
2006
2006
2006
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1,000,000] S ST
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300,000] PP LT LT
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350,000 W W W W

2,500,000] TP W LY
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