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ABSTRACT

New Algorithms for Two Logistics Optimization Problems

by

Xiaofan LAI

Logistics optimization plays a critical role for modern companies in minimizing their

costs to gain competitive advantage. In this thesis we study two logistics optimization

problems, with one to determine an optimal route for a vehicle, which is a problem at

operational level, and with the other to jointly decide on facility locations and network

connections, which is a problem at both strategic and tactic level. Both of the two

problems aim to minimize the total operational cost and have wide applications in

transportation industry. For the first problem, its solution can help shipping carriers

using a barge to reposition empty containers in a tree-shaped water system. For the

second problem, its solution can be used to help transportation companies to construct

plans of facility locations combined with vehicle routing or cargo shipping. Since

both of the two problems are NP-hard, i.e., there unlikely exists any polynomial time

algorithms that can solve them to optimality, it is of great interest to develop efficient

or improved approximation algorithms that can produce near-optimal solutions in

affordable running time for these two problems.

This thesis comprises two essays and presents newly developed algorithms for

these two logistics optimization problems. The problem studied in the first essay is
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named the Capacitated Traveling Salesman Problem with Pickup and Delivery on a

Tree, and it aims to determine the best route for a vehicle with a finite capacity to

transport amounts of a product from pickup points to delivery points on a tree-shaped

network, such that the total travel distance of the vehicle is minimized. This problem

has several applications in transportation industry and is well-known to be strongly

NP-hard. We therefore develop a 2-approximation algorithm that is a significant

improvement over the best constant approximation ratio of 5 derived from existing

literature. Computational results show that the proposed algorithm also achieves

good average performance, with a much shorter running time and better quality

solution, over randomly generated instances.

The problem studied in the second essay is named the k-median Steiner Forest

Problem that jointly optimizes the opening of at most k facility locations and their

connections to the client locations, so that each client is connected by a path to an

open facility, with the total connection cost minimized. The problem has wide appli-

cations in the transportation and telecommunication industries, but is known to be

strongly NP-hard. In the literature, only a 2-approximation algorithm is available,

it being based on a Lagrangian relaxation of the problem and using a sophisticated

primal-dual schema. Therefore, we develop an improved approximation algorith-

m using a simple transformation from an optimal solution of a minimum spanning

tree problem. Compared with the existing algorithm, our new algorithm not only

achieves a better approximation ratio that is easier to be proved, but also guarantees

to produce solutions of equal or better quality-up to 50% improvement in some cases.

Additionally, for two non-trivial special cases, where either every location contains a

client, or all the locations are in a tree-shaped network, we have developed, for the

first time in the literature, new algorithms that can solve the problem to optimality

in polynomial time.
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CHAPTER 1

Introduction

As market competition becomes progressively fiercer, logistics optimization plays

an increasingly critical role for modern companies seeking to gain a competitive edge.

The logistics optimization process generally includes three planning level decisions:

the strategic level, the tactical level and the operational level [1]. Specifically, the

strategic level refers to decisions that have long-term implications for the companies,

such as decisions on facility location, ship fleet size and mix. The tactical level

relates to the implementation of strategic level decisions and includes decisions that

have relatively short-term implications on the companies, such as decisions on service

network design, scheduling and network connections. The operational level relates

to day-to-day operations of the companies and decisions that are always made with

a short-term decision horizon, such as decisions on vehicle routing, cargo selection

and cargo shipping. Therefore, logistics optimization problems can be described as a

class of problems necessitating decisions involving any combination of the above three

planning levels, with the aim of optimizing a certain objective, such as minimizing

the total operational cost.

Logistics optimization problems and their solutions have wide applications in

many industries, such as in the shipping industry [25, 26, 30], the telecommunica-

tion industry [11, 19, 65], and the aviation industry [43, 49, 66], and have already
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attracted great attention from modern companies around the world. The main reason

is that, as businesses expand globally, and the scale of the decisions they face increas-

es, more and more companies are turning to exploit the techniques in mathematics

and computer science to model their practical operations into such problems and ob-

tain solutions that assist them in making their decisions, thus further maintaining

their competitive advantage.

Typically, solving such kinds of problems is a complex and challenging task faced

by each operations manager, not only due to the scale and complexity of the problem-

s, but also because most logistics optimization problems are known to be NP-hard

in theory, i.e., it is unlikely that any polynomial time algorithms exist that can solve

them to optimality, which leads to them being intractable. Therefore, efficient meth-

ods of solving these problems are urgently needed, so as to find high quality solutions

that can be used for decision support in everyday practice.

For certain logistics optimization problems, since it is not possible to determine

optimal solutions in polynomial time through exact algorithms, a common solution

method in practice is not to seek optimal solutions, but rather to seek near-optimal

solutions in reasonable running time through developing efficient algorithms. In par-

ticular, the developed algorithms should have a ”trade-off” between the running time

and the solution quality. In the area of computer science, one of the typical methods

of evaluating the ”trade-off”, which is also known as the performance of algorithm-

s, is worst-case analysis, where polynomial time is used to measure the algorithm’s

running time, and an approximation ratio is used to measure the solution quality.

For a minimization problem, an algorithm is said to have an approximation ratio

ρ if it runs in polynomial time and can always produce a feasible solution with an

objective value no more than ρ times that of an optimal solution, and hence the al-

gorithm is defined as a ρ-approximation algorithm with constant ratio ρ. Moreover,

the approximation ratio ρ is tight if there exists an instance of the problem to which
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the solution produced by the algorithm is of an objective value exactly equal to ρ

times that of an optimal solution [32]. Therefore, for certain logistics optimization

problems that are NP-hard, it is of great interest to develop efficient approximation

algorithms with constant approximation ratios that produce near-optimal solutions

in affordable running time.

In this thesis, we study two logistics optimization problems. The first problem,

considered in Chapter 2, is called the Capacitated Traveling Salesman Problem with

Pickup and Delivery on a Tree. The problem is a variant of the traveling salesman

problem and makes operational level decisions. In particular, given a tree-shaped

network and a vehicle with a finite capacity, the problem aims to determine the best

route for this vehicle to transport amounts of a product from pickup points to delivery

points on the network. The objective is to minimize the total travel distance of the

vehicle. Assume that the given vehicle should start and end at a specified depot,

and can transport any amount of the product collected from any pickup point to any

delivery point, as only one type of product is involved. Moreover, the vehicle can serve

each pickup or delivery point more than once, because the requests are splittable, but

cannot temporarily unload and store any amount of the product prior to delivering

it, because the delivery service is non-preemptive. In addition, we focus particularly

on the case where pickup and delivery requests are balanced, due to the assumption

that the depot can either absorb or supply any excess amount of the product.

This problem has several applications in logistics and transportation, because the

tree-shaped network appears in many practical situations, including shorelines for

cargo transportation, certain railway systems in pit mines, rural delivery systems

with roads that branch off from a single highway, and certain inland water systems

that include a main stream and several tributaries; for example, the systems in the

Pearl River Delta of China is a typical tree-shaped network. More specifically, one

possible application of the problem in such kind of water system is to decide on the
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best route for a barge to take that repositions empty containers for shipping carriers,

with the empty container that should be picked up or delivered at each port being

decided by the existing and target amount of empty containers. To save on shipping

cost, minimizing the total shipping distance during the repositioning is typically set

as the optimization objective.

However, this problem is well-known to be strongly NP-hard [74]. In the existing

literature, we have found approximation algorithms for the problem on the general

network, but not for the tree-shaped network we considered, and therefore the existing

algorithms can be directly applied to the tree case. Nevertheless, the best existing

approximation algorithm for the general case only has an approximation ratio of 5,

and thus is expected to be further improved on in such a tree-shaped network. We

therefore develop a 2-approximation algorithm for the problem, which is a significant

improvement over the best constant approximation ratio of 5 derived from the existing

literature. In particular, our algorithm extends an exact algorithm for the problem

on a path developed by [74], where they first derived a lower bound on the number

of traversals of each edge, and then constructed the route from a series of route lists.

The route obtained is optimal because the number of traversals of each edge in it

equals the lower bound. In order to obtain the route in the tree-shaped network,

more complicated route lists have been considered, and we propose an algorithm to

construct the route where the number of traversals of each edge is bounded by the

lower bound in [74] plus two, and hence the new algorithm has an approximation

ratio of 2. Moreover, we have conducted computational experiments over randomly

generated instances, and the results show that our proposed algorithm also achieves

good average performance, with a much shorter running time and better quality

solution than a greedy algorithm.

The second problem, studied in Chapter 3, is called a k-median Steiner forest

problem, which makes both strategic and tactical level decisions, including facility
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locations and network connections. In particular, given that k is the maximum num-

ber of facilities that are allowed to be opened and a set of clients that need to be

served through connecting to any open facility, the problem is to jointly optimize

opening facilities and connect the open facilities to the clients by a path, such that

the number of open facilities should not exceed the given k and each client must be

connected. The objective is to minimize the total connection cost. Therefore, the

resulting solution is a collection of at most k trees with a minimum total edge weight,

where the trees should cover all the clients and each tree should contain a distinct

facility as the root.

The problem has wide applications in both the transportation and telecommu-

nication industries. In particular, carriers in the transportation industry often need

to decide on the location of vehicle depots and how to connect these depots with

the customers through road constructions. Moreover, this kind of application can be

extended to more complicated cases, where plans of facility locations combined with

vehicle routing or cargo shipping for carriers can be constructed. In the telecommu-

nication industry, service providers often need to determine the best service center

locations, as well as establish the optimum cable connections between the open cen-

ters and their clients, so as to provide high quality and effective services. In order to

save on the total expense, their objective is to minimize the total used cable length,

which is represented as the edge weight in the problem.

This problem, however, is also well-known to be strongly NP-hard, because it

contains the classical Steiner tree problem as a special case [50, 73]. In the litera-

ture, only a 2-approximation algorithm is known, this being based on a Lagrangian

relaxation of the problem that relies on a sophisticated primal-dual schema. How-

ever, since the existing algorithm is extremely complicated, it is of great interest to

develop simpler and improved algorithms for this problem. Therefore, we develop an

improved approximation algorithm that includes only a simple transformation from

5



an optimal solution of a minimum spanning tree problem, and which has a polynomial

time complexity. Compared with the existing algorithm, our new algorithm theoreti-

cally achieves a better and tight approximation ratio that is much easier to be proved.

Computational results show that our algorithm also guarantees to produce solutions

of equal or better quality over randomly generated instances, the improvement be-

ing, in some cases, up to 50%. Additionally, we have also considered two non-trivial

special cases of this problem, where either every location contains a client, or all the

locations are in a tree-shaped network. Both of these two cases are commonly seen in

practice. For these two cases, whether there exist any algorithms that can solve them

to optimality in polynomial time is still unknown. Therefore, we provide a positive

answer to this question by proposing new algorithms to solve the above two special

cases to optimality in polynomial time.

The remainder of this thesis is organized as follows. The above two problems, as

well as the newly developed algorithms, will be presented in Chapter 2 and Chapter

3, respectively. In Chapter 4 we conclude this thesis, along with a discussion of future

research directions for the two problems.
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CHAPTER 2

An Improved Approximation Algorithm for the

Capacitated TSP with Pickup and Delivery on a

Tree

2.1 Introduction

The Capacitated Traveling Salesman Problem with Pickup and Delivery (CTSP-

PD) is a variant of the Traveling Salesman Problem (TSP) [2, 37]. Consider a graph

G = (V,E), where V is the vertex set and E is the edge set. Each edge e ∈ E is

associated with a non-negative edge length denoted by d(e). Each vertex v ∈ V is

associated with an amount of a product denoted by an integer q(v). Each positive

q(v) indicates that v is a pickup point from which q(v) units of the product need to

be picked up, each negative q(v) indicates that v is a delivery point to which −q(v)

units of the product need to be delivered, and each zero q(v) indicates that v is a

transient point having no requirement for pickups or deliveries. Consider a vehicle of

capacity k that needs to start and end its route at a depot s ∈ V . Suppose that s can

either absorb or supply any excess amount of the product so as to maintain a balance

between pickups and deliveries, i.e.,
∑

v∈V q(v) = 0. The goal of the CTSPPD is to

minimize the length of the route for the vehicle to carry out all the pickup and de-
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livery requests, but without ever exceeding its capacity. As only one type of product

is involved, the vehicle can transport any amount of the product collected from any

pickup point to any delivery point. Since pickup and delivery requests can both be

split, the vehicle can serve each pickup or delivery point more than once. However,

the delivery service is non-preemptive, and as a result the vehicle cannot temporarily

unload and store any amount of the product prior to delivering it.

The CTSPPD has several applications in logistics [23, 74]. For example, heavy

construction projects often require terrain modifications, which involve moving large

volumes of earth from cut locations to fill locations by an earth-moving vehicle, where

a cut location is a pickup point that supplies earth, and a fill location is a delivery

point that needs earth [12, 35, 54]. To save the cost of earth excavation, the distance

traveled by the vehicle needs to be minimized. Applications of the CTSPPD also

occur in inventory repositioning, where retailers that have excess stock can serve as

pickup points for supplying retailers that are short of stock [2]. Other applications of

the CTSPPD with one pickup point include newspaper distribution [70], cattle feed

distribution [58], and helicopter routing for crew changes [69].

This chapter studies the CTSPPD on a tree (CTSPPD-T), where the given graph

is a tree, denoted by T , and the depot s is located at the root of T . Such tree-shaped

networks appear in practical situations, including certain railway systems in pit mines

[51], shorelines for cargo transportation [46], and rural delivery systems with roads

that branch off from a single highway [13, 72]. In some water systems, such as those

in the Pearl River Delta of China, the main stream and its tributaries also often form

a tree-shaped network. One application of the CTSPPD-T in such a water system is

to decide on the route for a barge that must reposition empty containers for shipping

carriers, with the differences between existing and target number of empty containers

at each port corresponding to the number that should be picked up or delivered.

The CTSPPD-T is strongly NP-hard even when q(v) = 1 for all v ∈ V [74].
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Therefore, developing approximation algorithms that give near-optimal solutions is

of great interest.

2.1.1 Literature Review

Approximation ratios known for the CTSPPD-T are all taken from the approx-

imation algorithms for the CTSPPD. Chalasani and Motwani [18] first developed a

(5α + 2− 5α/k)-approximation algorithm for the CTSPPD, where α is the approxi-

mation ratio available for the TSP. Anily and Bramel [2] later devised two algorithms

that improved the approximation ratio to (4α + 1 − 2α/k), and α + blog2 kc/2 +

(2bk/2c− 1)/2dlog2 ke. Since the TSP on a tree can be solved to optimality in polyno-

mial time, one can apply the above three approximation algorithms to the CTSPPD-

T as a special case to achieve approximation ratios of (7 − 5/k), (5 − 2/k), and

1+blog2 kc/2+(2bk/2c−1)/2dlog2 ke. Thus, the existing best constant approximation

ratio for the CTSPPD-T is 5.

It is important to note that all three constant ratio approximation algorithms

reviewed above for the CTSPPD and the CTSPPD-T assume that each pickup or

delivery point requests exactly one unit of the product. Although a pickup or delivery

point requesting q ≥ 2 units can be split into q identical points with each requesting

one unit, the time complexity of the split is proportional to
∑

v∈V |q(v)|.

Moreover, for the CTSPPD with k = 1, several studies developed heuristics that

exhibited good average performance over randomly generated instances but with no

constant approximation ratio guarantees [35, 54]. For the CTSPPD-T with k equal

to one or infinity, and for the CTSPPD on a path (CTSPPD-P), which is a special

case of the CTSPPD-T with T being a single path, Wang et al. [74] showed that they

can be solved to optimality in polynomial time.

The CTSPPD is different from other pickup and delivery problems [7, 48, 57, 59,

60, 68], such as the Swapping Problem and the TSP with Delivery and Backhauls.
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In the Swapping Problem [3, 18, 68], products for pickup and delivery belong to

multiple commodity types, and the set of products is partitioned into two subsets:

preemptive products that can be stored temporarily at any intermediate vertex, and

non-preemptive products that should be shipped directly from pickup points to de-

livery points. In the TSP with Delivery and Backhauls [4, 17], a vehicle needs to

serve two types of demand, including the delivery demand that requests the vehicle

to deliver products from the depot to a delivery point, and the backhaul demand that

requests the vehicle to pick up products from a pickup point and return them to the

depot.

Katoh and Yano [47] studied a variant of the TSP with Delivery and Backhauls,

which, as with the CTSPPD-T, assumes that the given graph forms a tree, and

that both delivery and backhaul demands can be split. Since the depot is the only

destination of each backhaul demand and the only origin of each delivery demand,

each sub-route of the vehicle between two consecutive visits to the depot can serve

at most k delivery points and k pickup points. Based on this property, Katoh and

Yano [47] developed a 2-approximation algorithm, and Asano et al. [9] showed that

an approximation ratio of 1.351 can be achieved for a special case with no backhaul

demand. However, in the CTSPPD-T, the property mentioned above does not hold,

since in between two consecutive visits to the depot it is possible that the vehicle

carries the product back and forth between pickup points and delivery points, and as

a result serves more than k pickup points and k delivery points. Thus, the techniques

in [9, 47] cannot be applied.

The CTSPPD is also a variant of the one commodity pickup and delivery TSP (1-

PDTSP) [37, 39, 55]. Unlike the CTSPPD, the 1-PDTSP imposes a restriction such

that the vehicle must follow a Hamiltonian tour so as to visit each vertex exactly

once. Thus, the vehicle can pick up the product from each pickup point or deliver the

product to each delivery point only once. Since for the 1-PDTSP it is strongly NP-

10



hard to find even a feasible solution [37], existing works on the 1-PDTSP have focused

on the development of exact algorithms for small-size instances [36, 38], or heuristics

for large-size instances [37] with no constant approximation ratio guarantees.

2.1.2 Main Results

We develop a 2-approximation algorithm for the CTSPPD-T which improves on

the best constant approximation ratio of 5 derived from the CTSPPD literature [2].

The proposed algorithm has a time complexity of O(|V |(1 +
∑

v∈V |q(v)|/k)), which

is polynomial in the input size, as long as the ratio (
∑

v∈V |q(v)|)/k is polynomially

bounded by |V |. This improves on the time complexities of existing approximation

algorithms derived from the CTSPPD literature [2, 18], which are polynomial in the

input size only when
∑

v∈V |q(v)| is polynomially bounded by |V |.

Our algorithm extends an exact algorithm for the CTSPPD-P developed by Wang

et al. [74], who first derived a lower bound on the number of traversals of each edge,

and then constructed a series of route lists to form an optimal route where the number

of traversals of each edge equals the lower bound. For the CTSPPD-T, our construc-

tion of route lists is more complicated, and the route obtained from the route lists

traverses each edge a number of times that is bounded from above by the lower bound

plus two, leading to an approximation ratio of 2.

The remainder of this chapter is organized as follows. In Section 2.2, we formulate

the problem and introduce notation. In Section 2.3, we define standard instances of

the problem, and show that it is sufficient to consider only standard instances in this

study. In Section 2.4, we define a structured route list with respect to each vertex

of the given tree, and show that in order to achieve an approximation ratio of 2,

it is sufficient to construct such a structured route list for the root. Based on this,

we develop a 2-approximation algorithm in Section 2.5, and evaluate its performance

over randomly generated instances in Section 2.6. The chapter is summarized in
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Section 2.7.

2.2 Notation

Let I = (T, d, q, s, k) denote an instance of the CTSPPD-T, where tree T = (V,E).

For each v ∈ V , let p(v) denote the parent of v in T , which is the vertex adjacent to

v on the shortest path from v to the root s. Thus, v is called a child of p(v). Let

e(v) denote the edge joining p(v) and v. Let Tv denote the subtree of T rooted at v,

and use V (Tv) and E(Tv) to denote the vertex and edge sets of Tv. Define the total

balance of vertices in Tv as q(Tv) :=
∑

v∈V (Tv) q(v). For ease of presentation, let us

assume p(s) = s, and assume (v, v) ∈ E and d(v, v) = 0 for each v ∈ V . If a vertex v

is not a leaf of T , we call it an internal node of T .

Along any route, the vehicle can either change its position from one vertex to the

other vertex via an edge of T , or change its load by picking up or delivering a certain

amount of the product from or to its current position. Define a state of the vehicle

as a pair of its position and load. Thus, a route for the vehicle, denoted by σ, can

be represented by a sequence of states [pos(σ, i), load(σ, i)] for 1 ≤ i ≤ size(σ), where

pos(σ, i) ∈ V and load(σ, i) with 0 ≤ load(σ, i) ≤ k indicate the position and the

load of the vehicle in its i-th state, and size(σ) indicates its total number of states.

We refer to [pos(σ, 1), load(σ, 1)] and load(σ, 1) as the initial state and initial load of

σ, and refer to [pos(σ, size(σ)), load(σ, size(σ))] and load(σ, size(σ)) as the final state

and final load of σ. Let d(σ) :=
∑size(σ)

i=2 d(pos(σ, i − 1), pos(σ, i)) represent the total

length of σ. Hence, a feasible route σ for I is defined as a route that satisfies the

following four conditions:

1. The vehicle starts at root s with an empty load, and also ends at s. That is,

pos(σ, 1) = pos(σ, size(σ)) = s, and load(σ, 1) = 0.

2. The vehicle either moves through an edge of T , or stays at a vertex to pick
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up or deliver the product. That is, for 2 ≤ i ≤ size(σ), either (pos(σ, i −

1), pos(σ, i)) ∈ E and load(σ, i− 1) = load(σ, i), or pos(σ, i− 1) = pos(σ, i) and

|load(σ, i)− load(σ, i− 1)| ≤ k.

3. The vehicle satisfies all the pickup and delivery requests in T , picks up the prod-

uct only from pickup points that still have supplies, and delivers the product

only to delivery points that still have requirements. That is, along σ the vehicle

picks up exactly max{q(v), 0} units of the product from v, and delivers exactly

max{−q(v), 0} units to v, for each vertex v ∈ V .

4. The vehicle’s load never falls below zero or exceeds capacity k. That is, 0 ≤

load(σ, i) ≤ k for 1 ≤ i ≤ size(σ).

The total length of an optimal route is indicated by OPT(I). Although each edge

(u, v) ∈ E is undirected, a traversal of (u, v) can be in either direction, from u to

v or from v to u, as represented by a traversal of u → v or a traversal of v → u,

respectively. Due to the balance between pickups and deliveries, every feasible route

σ must end with an empty load, i.e., load(σ, size(σ)) = 0.

Moreover, we define a route list, denoted by ~σ, as a sequence of routes σi for

1 ≤ i ≤ |~σ|, where |~σ| indicates the number of routes in ~σ. We also define the

total balance of routes in ~σ as their total final load minus their total initial load.

Accordingly, if ~σ contains only one route σ, and σ is a feasible route, then the total

balance of ~σ is zero.

2.3 Standard Instances

In this section, we first define standard instances of the CTSPPD-T in Defini-

tion 2.1, and then show in Theorem 2.1 that from any 2-approximation algorithm for

standard instances we can obtain a 2-approximation algorithm for arbitrary instances.
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Hence, it is sufficient to consider only standard instances throughout the remainder

of this chapter.

Definition 2.1. A CTSPPD-T instance (T, d, q, s, k) is standard if, and only if, it

satisfies:

1. Each leaf of T is either a pickup point, a delivery point, or the root s;

2. Each internal node of T is a transient point;

3. T is a full binary tree, i.e., a tree in which every internal node has exactly two

children;

4. For each internal node v of T , the left child l and the right child r of v satisfy

q(Tl) ≥ q(Tr).

According to Definition 2.1, a tree T of a standard instance is a full binary tree

in which each internal node v satisfies q(v) = 0 and q(Tl) ≥ q(Tr) for its left child

l and right child r. Thus, when constructing a partial solution that serves requests

in subtree Tv, we need to handle only these three cases: (i) with q(Tl) ≥ 0 and

q(Tr) ≥ 0, or q(Tl) < 0 and q(Tr) < 0; (ii) with q(Tl) ≥ 0, q(Tr) < 0, and q(Tv) ≥ 0;

and (iii) with q(Tl) ≥ 0, q(Tr) < 0, and q(Tv) < 0, respectively. Compared with

having to take into account all problem instances, the number of cases to be handled

for only standard instances is much smaller. As a result, the presentation of our

approximation algorithm, as shown later on in Section 2.5, can be much simpler.

To establish Theorem 2.1, we define traversal (σ, e) as the number of traversals of

edge e by σ (in either direction) for each edge e ∈ E.

Theorem 2.1. Each CTSPPD-T instance I ′ = (T ′, d′, q′, s′, k′) with T ′ = (V ′, E ′)

can be transformed in O(|V ′|) time to a standard instance I = (T, d, q, s, k) with

T = (V,E), such that each feasible route σ of I can be transformed to a feasible route

σ′ of I ′ in O(|V ′|maxe∈E traversal(σ, e)) time with d′(σ′)/OPT(I ′) ≤ d(σ)/OPT(I).
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Proof. Consider Definition 2.1. Condition 1 can be assumed for I ′ without loss of

generality, since each leaf that is a transient point but not the root can be removed. If

Condition 3 is satisfied, then Condition 4 can be assumed without loss of generality.

Thus, we need to consider only the case when I ′ does not satisfy either Condition 2

or Condition 3.

If I ′ does not satisfy Condition 2, there exists an internal node v of T ′ with

|q′(v)| > 0. To transform I ′ to an instance I that satisfies Condition 2, we can

initialize I ← I ′, and then revise I, by inserting a new child u to v with d(v, u)← 0

and q(u) ← q′(v), and then setting q(v) ← 0. By doing so, the optimal route length

is not changed, and so we can replace each pickup or delivery at u in a feasible

route σ of I with a pickup or delivery at v, thus obtaining a feasible route σ′ of I ′,

but without changing the route length. Thus, d′(σ′)/OPT(I ′) ≤ d(σ)/OPT(I). By

setting I ′ ← I, the above transformation can be iterated until I satisfies Condition 2.

Assume that I ′ now satisfies Condition 2. Next, we show that I ′ can be trans-

formed to an instance I where each internal node has at least two children. Con-

sider any internal node v of T ′ that has exactly one child u. According to Con-

dition 2, v must be a transient node. Initialize I ← I ′, and then consider the

following two cases. Case 1: v is not the root. We can revise I without changing

the optimal route length by replacing edges (p(v), v) and (v, u) with (p(v), u), setting

d(p(v), u) ← d′(p(v), v) + d′(v, u), and then removing v. We can thus replace each

traversal of p(v) → u or u → p(v) in a feasible route σ of I with p(v) → v → u

or u → v → p(v), thereby constructing a feasible route σ′ of I ′, but without chang-

ing the route length. Thus, d′(σ′)/OPT(I ′) ≤ d(σ)/OPT(I). Case 2: v is the

root. According to Condition 1, a feasible route of I ′ must traverse v → u and

u → v at least once each way. Thus, we can revise I by removing (v, u) and set-

ting u as the root, which decreases the optimal route length by at least 2d′(v, u).

Accordingly, any feasible route σ of I can be transformed to a feasible route σ′
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of I ′ by adding a traversal of v → u at the beginning of σ, and a traversal of

u → v at the end of σ, which increases the route length by 2d′(v, u). Thus, since

OPT(I) ≤ OPT(I ′) − 2d′(v, u), d′(σ′) = d(σ) + 2d′(v, u) and d(σ) ≥ OPT(I), it

can be seen that d′(σ′)/OPT(I ′) ≤ d(σ)/OPT(I). By setting I ′ ← I, the above

transformation can be iterated until each internal node has at least two children.

Now assume that each internal node of T ′ has at least two children. Thus, if I ′ does

not satisfy Condition 3 of Definition 2.1, there must exist an internal node v of T ′ with

at least three children, denoted by u1, ..., ut for t ≥ 3. To transform I ′ to an instance

I that satisfies Condition 3, initialize I ← I ′, and revise I, by choosing u1 as the left

child of v, adding a new transient point u as the right child of v with d(u, v)← 0, and

moving each uj for 2 ≤ j ≤ t to be a child of u with d(u, uj)← d′(v, uj). By doing so,

the optimal route length is not changed, and by replacing each visit to u in a feasible

route σ of I with a visit to v, we can obtain a feasible route σ′ of I ′ without changing

the route length. Thus, d′(σ′)/OPT(I ′) ≤ d(σ)/OPT(I). By setting I ′ ← I, the

above transformation can be iterated until I satisfies Condition 3.

Hence, I ′ can be transformed to a standard instance I. The transformation takes

only O(|V ′|) time, since |E ′| ≤ |V ′| − 1, each part of the transformation must stop

after O(|V ′|+ |E ′|) iterations, and each iteration takes O(1) time. This implies that

V contains at most O(|V ′|) vertices. As shown above, each feasible route σ of I can

be transformed backward to a feasible route σ′ of I ′. Thus, the transformation from

σ to σ′ takes O(|V ′|maxe∈E traversal(σ, e)) time, since (i) V contains at most O(|V ′|)

vertices; (ii) in the transformation, at most O(|V |maxe∈E traversal(σ, e)) new states

are created; and (iii) each deletion or replacement of a state takes O(1) time.

2.4 Structured Route Lists

Consider any standard instance I. In this section, we introduce a structured route

list, called a 〈v, w〉-route list, for each vertex v ∈ V , where w with 0 ≤ w ≤ k is an
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integer parameter indicating the initial load of the first route in the route list. The

2-approximation algorithm developed in Section 2.5 is based on the construction of

an 〈s, 0〉-route list.

Before introducing the definition of the 〈v, w〉-route list, let us make the following

three observations from any feasible route σ and vertex v ∈ V :

Observation 1. Let ~π(σ, v) indicate a list of sub-routes of σ, where πi(σ, v) for

1 ≤ i ≤ |~π(σ, v)| represents the sub-route between the i-th traversal of p(v) → v

and the i-th traversal of v → p(v) in σ. Thus, each πi(σ, v) starts and ends at p(v),

visiting only vertices of Tv in between, and |~π(σ, v)| equals both the total number of

traversals of p(v) → v and the total number of traversals of v → p(v). To fulfill the

pickup and delivery requests in Tv, the total balance of routes in ~π(σ, v) must equal

q(Tv). Since I is standard and the vehicle has a capacity of k, edge e(v) must be

traversed at least 2 max{d|q(Tv)|/ke, 1} times. Thus, define

n(v) := max{d|q(Tv)|/ke, 1}. (2.1)

We obtain |~π(σ, v)| ≥ n(v), and a lower bound on OPT(I) as shown below:

∑

u∈V
2n(u)d(e(u)) ≤ OPT(I). (2.2)

Observation 2. By (2.1) and (2.2), if |~π(σ, u)| ≤ n(u) + 1 for all u ∈ V , then

d(σ) ≤ 2OPT(I). Assuming |~π(σ, u)| ≤ n(u) + 1 for u ∈ V (Tv) \ {v}, let us consider

how to ensure |~π(σ, v)| ≤ n(v)+1. One possible way is to require that ~π(σ, v) complies

with a greedy structure, as defined in the following two cases, so that routes in ~π(σ, v)

achieve a total balance of q(Tv) with each route carrying as much of the product as

possible out of or into Tv, given that the first route in ~π(σ, v) is forced to have an

initial load of w, where 0 ≤ w ≤ k:
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Case 1: q(Tv) ≥ 0. The greedy structure requires that the route list consists of a

minimum number of routes to carry q(Tv) more units of the product out of Tv

than into Tv, such that: (i) each route, other than the last one, must carry a full

final load of k units out of Tv; (ii) each route, other than the first one, must carry

an empty initial load into Tv; and (iii) the final load of the last route cannot be

empty if q(Tv)+w > 0. Thus, if q(Tv) = 0 and w = 0, then the route list consists

of only one route with empty initial and final loads. If not, then q(Tv) +w > 0,

and as shown in Figure 2.1(a), the route list consists of d(q(Tv) +w)/ke routes,

with the last route having a final load of (q(Tv)+w−1) (mod k)+1, which equals

k if q(Tv)+w > 0 and (q(Tv)+w) (mod k) = 0, and equals (q(Tv)+w) (mod k)

otherwise.

Case 2: q(Tv) < 0. The greedy structure requires that the route list consists of

a minimum number of routes to carry −q(Tv) more units of the product into

Tv than out of Tv, such that: (i) each route, other than the first one, must

carry a full initial load of k units into Tv; and (ii) each route, other than the

last one, must carry an empty final load out of Tv. Accordingly, as shown in

Figure 2.1(b), the route list consists of d−(q(Tv) + w)/ke + 1 routes, with the

last route having a final load of (q(Tv) + w) (mod k).

Let m(v, w) and tail(v, w) denote the number of routes, and the load of the final

one, in a route list that complies with the greedy structure with respect to v and w.
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Figure 2.1: Illustration of the greedy structure.

According to the arguments above, we have that

m(v, w) =





1, when q(Tv) = 0 and q(Tv) + w = 0,

d−(q(Tv) + w)/ke+ 1, when q(Tv) < 0,

d(q(Tv) + w)/ke, when q(Tv) ≥ 0 and q(Tv) + w > 0.

(2.3)

tail(v, w) =





0, when q(Tv) = 0 and q(Tv) + w = 0,

(q(Tv) + w) (mod k), when q(Tv) < 0,

(q(Tv) + w − 1) (mod k) + 1, when q(Tv) ≥ 0 and q(Tv) + w > 0.

(2.4)

Thus, from (2.1), (2.3), and 0 ≤ w ≤ k, we obtain that

n(v) ≤ m(v, w) ≤ n(v) + 1. (2.5)

Furthermore, we can now establish Lemma 2.1, which provides unified representations

of m(v, w) and tail(v, w) for the cases when q(Tv) + w > 0 and when q(Tv) + w < k,

respectively.

Lemma 2.1. Consider any integer w with 0 ≤ w ≤ k.

1. If q(Tv) +w > 0, then m(v, w) = d(q(Tv) +w)/ke and tail(v, w) = (q(Tv) +w−
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1) (mod k) + 1;

2. If q(Tv) + w < k, then m(v, w) = d−(q(Tv) + w)/ke + 1 and tail(v, w) =

(q(Tv) + w) (mod k).

Proof. To prove Item 1 in Lemma 2.1, consider the case when q(Tv) + w > 0. If

q(Tv) ≥ 0, then due to (2.3) and (2.4), Item 1 is true. Otherwise, q(Tv) < 0, which

implies that: (i) m(v, w) = d−(q(Tv) + w)/ke + 1 due to (2.3); (ii) tail(m,w) =

(q(Tv) + w) (mod k) due to (2.4); and (iii) 0 < q(Tv) + w < k. Moreover, since

0 < q(Tv) + w < k, we have 1 = d(q(Tv) + w)/ke = d−(q(Tv) + w)/ke + 1, and

(q(Tv) + w − 1) (mod k) + 1 = (q(Tv) + w) (mod k). Thus, Item 1 is true.

To prove Item 2 in Lemma 2.1, consider the case when q(Tv)+w < k. If q(Tv) < 0,

then due to (2.3) and (2.4), Item 2 is true. Otherwise, q(Tv) ≥ 0, which implies that

0 ≤ q(Tv) + w < k. If q(Tv) + w = 0, then q(Tv) = w = 0, which, taken together

with (2.3), implies that m(v, w) = 1 = d−(q(Tv) + w)/ke + 1, and, taken together

with (2.4), implies that tail(v, w) = 0 = (q(Tv) + w) (mod k). Thus, Item 2 is

true. Otherwise, 0 < q(Tv) + w < k, which, taken together with (2.3), implies that

m(v, w) = d(q(Tv) + w)/ke = 1 = d−(q(Tv) + w)/ke + 1, and, taken together with

(2.4), implies that tail(m,w) = (q(Tv) + w − 1) (mod k) + 1 = (q(Tv) + w) (mod k).

Thus, Item 2 is true.

Observation 3. When m(v, w) = n(v), we can observe from (2.5) that in order to

ensure |~π(σ, v)| ≤ n(v) + 1 it is not necessary for ~π(σ, v) to consist of only m(v, w)

routes that comply with the greedy structure. Instead, ~π(σ, v) can contain an addi-

tional route that has empty initial and final loads, leading to |~π(σ, v)| = n(v) + 1.

Moreover, this additional route might not be an empty route, as it can be used to

transport the product within Tv. For example, consider the standard instance I in

Figure 2.2(a), where n(u) = 1 for all u ∈ V by (2.1). Consider the feasible route σ

shown in Figure 2.2(b), where the two sub-routes shown by dotted lines form ~π(σ, 6)
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(b) A feasible route σ, where integers indicate load changes
of the vehicle, and the sub-routes shown by dotted lines form
~π(σ, 6).

Leaf nodes: 1, 2, 4, 5, 7

Internal nodes: 3, 6, 8, 9
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(c) An optimal route σ∗, where integers in-
dicate the load changes of the vehicle.

Figure 2.2: Illustration of observations on ~π(σ, v), where circles indicate internal n-
odes, rectangles indicate leaves, numbers inside the circles and rectangles
indicate vertex indices, numbers below the rectangles indicate product
amounts, arrows indicate the vehicles’ routes, numbers along the arrows
indicate the vehicle’s loads, and vertex 9 is the root of the tree.

with w = k − 1. By (2.1) and (2.3), m(6, w) = 1 = n(6). It can be seen that the

first route in ~π(σ, 6) complies with the greedy structure in picking up one unit from

vertex 4 and carrying it out of T6. The second route in ~π(σ, 6), which carries empty

initial and final loads, only transports one unit from vertex 4 to vertex 5 inside T6.

Thus, σ traverses edge (6, 8) four times. Since another feasible route σ∗ shown in

Figure 2.2(c) traverses each edge twice, we obtain that σ∗ is an optimal route, but σ

is not.

Based on the above three observations of ~π(σ, v), we define the 〈v, w〉-route list as
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follows.

Definition 2.2. For any vertex v ∈ V and any integer w with 0 ≤ w ≤ k, a route

list ~σ is a 〈v, w〉-route list if, and only if, ~σ satisfies the following conditions:

1. Each route starts and ends at p(v), visiting only vertices of Tv in between;

2. Routes in ~σ serve all the pickup and delivery requests in Tv;

3. Routes in ~σ traverse each e(u) with u ∈ V (Tv) \ {v} at most 2n(u) + 2 times in

total;

4. ~σ consists of exactly n(v) + 1 routes, denoted by σi for 1 ≤ i ≤ n(v) + 1;

5. The initial load of the first route σ1 equals w;

6. The first m(v, w) routes, σi for 1 ≤ i ≤ m(v, w), comply with the greedy

structure;

7. If m(v, w) = n(v), then σn(v)+1 has an empty initial load and an empty final

load.

Thus, we can establish Theorem 2.2, which implies that in order to develop a

2-approximation algorithm for the CTSPPD-T, it is sufficient to construct an 〈s, 0〉-

route list.

Theorem 2.2. Given any 〈s, 0〉-route list, it takes O(1) time to construct a feasible

route with a total length not greater than 2OPT(I).

Proof. Consider any 〈s, 0〉-route list ~σs. Since q(Ts) = 0, we have n(s) + 1 = 2 by

(2.1), m(s, 0) = 1 by (2.3), and tail(s, 0) = 0 by (2.4). Thus, by Conditions 2 and

4 of Definition 2.2, ~σs contains exactly two routes, denoted by σs,1 and σs,2, which

together serve all the pickup and delivery requests in T . By Conditions 3 and 4 of

Definition 2.2, σs,1 and σs,2 together traverse each e(u) with u ∈ V at most (2n(u)+2)
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times, which, together with (2.2), implies that d(σs,1) + d(σs,2) ≤ 2OPT(I). Since

m(s, 0) = 1 = n(s) and tail(s, 0) = 0, by Conditions 5–7 of Definition 2.2, both σs,1

and σs,2 have empty initial and final loads. Thus, they can be linked in O(1) time to

form a feasible route that follows σs,1 and σs,2 sequentially, with a total length not

greater than 2OPT(I).

2.5 The 2-Approximation Algorithm

Consider any standard instance I. In this section, we follow the implication of

Theorem 2.2 to develop a 2-approximation algorithm for the CTSPPD-T, by con-

structing an 〈s, 0〉-route list.

Without loss of generality, suppose that vertices in V are re-labeled by 1, 2, ..., |V |

according to the postorder traversal sequence of T [28], so that each vertex is labeled

after all the vertices in its subtrees are labeled. As a result, we have s = |V | and p(v) >

v for each v ∈ V \{s}. Our construction of an 〈s, 0〉-route list uses a recursive process,

which constructs a 〈v, wv〉-route list for v = 1, 2, ..., |V | − 1, |V |. Here, wv represents

the value of the initial load of the first route in the route list to be constructed for each

vertex v, and its value can be different for different v. To ensure that the recursive

construction of the route lists is feasible, we will fix ws = 0, and predetermine values

of wv for other vertices v in Section 2.5.1. Based on several operators defined in

Section 2.5.2 on routes and route lists, we will first present in Section 2.5.3 a sub-

routine to construct a 〈v, wv〉-route list for each leaf v, and then, for each internal

node v, given an 〈l, wl〉-route list ~σl and an 〈r, wr〉-route list ~σr for the left child l and

the right child r of v, respectively, we will present in Section 2.5.4 three sub-routines

that can be used recursively to construct a 〈v, wv〉-route list from ~σl and ~σr. Based on

these constructions, we can develop the main algorithm and prove its approximation

ratio in Section 3.2.1.
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2.5.1 Computation of wv

Before constructing the 〈v, wv〉-route lists, we need to first determine the value of

each wv, using the following iterative process:

1. Initialize ws ← 0, since s = |V | is the root.

2. For each v = |V |, |V | − 1, ..., 1, if v is an internal node, whose left and right

children are denoted by l < v and r < v, then set wl ← wv and wr ← tail(l, wl).

It can be seen that the above process starts with ws = 0, runs in O(|V |) time, and

ends with values of wv satisfying 0 ≤ wv ≤ k for v ∈ V . By following this process,

we can compute the values of wv for the instance in Figure 2.2(a), these being shown

in Table 2.1 along with the values of m(v, wv), tail(v, wv), and n(v).

Table 2.1: Computation of wv, m(v, wv), tail(v, wv), and n(v) for the instance in
Figure 2.2(a).

v 1 2 3 4 5 6 7 8 9

q(v) k − 3 2 0 2 −1 0 −k 0 0

q(Tv) k − 3 2 k − 1 2 −1 1 −k 1− k 0

wv 0 k − 3 0 k − 1 1 k − 1 k k − 1 0

q(Tv) + wv k − 3 k − 1 k − 1 k + 1 0 k 0 0 0

m(v, wv) 1 1 1 2 1 1 1 1 1

tail(v, wv) k − 3 k − 1 k − 1 1 0 k 0 0 0

n(v) 1 1 1 1 1 1 1 1 1

For any internal node v with the left and right children denoted by l and r,

consider any 〈l, wl〉-route list ~σl and 〈r, wr〉-route list ~σr. Due to Step 2 above, we

have wr = tail(l, wl). For example, Table 2.1 shows that w2 = tail(1, w1) = k − 3

for the instance in Figure 2.2(a). This, together with Condition 6 of Definition 2.2,

implies that the final load of the m(l, wl)-th route in ~σl always equals the initial load

of the first route in ~σr. Thus, these two routes can be linked together to form a

new route. This property has been used extensively later on in Section 2.5.4 for the

construction of a 〈v, wv〉-route list from ~σl and ~σr.
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2.5.2 Operators on Routes and Route Lists

To make it easier when presenting our construction of the 〈v, wv〉-route lists, we

here define the following operators:

1. Add(~σ, σ): Given a route list ~σ and a route σ, Add(~σ, σ) adds σ at the end of

~σ.

2. Extract(~σ, i1, i2): Given a route list ~σ, and two integers i1 and i2, where 1 ≤

i1, i2 ≤ |~σ|, Extract(~σ, i1, i2) returns a route list that consists of the routes σi in

~σ for each i1 ≤ i ≤ i2 if i1 ≤ i2, and returns an empty route list otherwise.

3. Extend(~σ, v): Given a vertex v ∈ V and a route list ~σ with each route starting

and ending at v, Extend(~σ, v) extends each route in ~σ to start and end at

p(v). Specifically, each route σ in ~σ is considered. If σ is not empty, then

Extend(~σ, v) replaces σ with a route that starts from p(v) with an initial load

equal to load(σ, 0), then traverses p(v) → v, follows the states of σ, and then

traverses v → p(v); otherwise, σ must be empty, and Extend(~σ, v) replaces σ

with a degenerate route that consists of only p(v) with an empty load.

4. Link(σ, π): Given two routes, σ and π, such that either σ or π is empty, or that

the final state of σ equals the initial state of π, Link(σ, π) returns a route that

follows σ and then follows π.

5. CrossLink(~σ, ~π): Given two route lists, ~σ and ~π, containing the same number

of routes h, such that the final state of route σi equals the initial state of route

πi for 1 ≤ i ≤ h, and that the final state of route πi equals the initial state of

route σi+1, for 1 ≤ i ≤ h − 1, CrossLink(~σ, ~π) returns a route that follows σ1,

π1, σ2, π2, ..., σh, and πh, sequentially.

6. Replace(~σ, i, π): Given a route list ~σ, an integer i with 1 ≤ i ≤ |~σ|, and a route

π, Replace(~σ, i, π) replaces route σi with route π in ~σ.

25



By storing both the states for routes, and the routes for route lists, as linked lists,

it is easy to see that the following time complexities can be achieved for the above

operators.

Lemma 2.2. If linked lists are used as the data structure for routes and route lists,

then

1. Add(σ̃, σ) and Link(σ, π) run in O(1) time;

2. Extract(~σ, i1, i2), Extend(~σ, v), and Replace(~σ, i, σ) run in O(|~σ|) time;

3. CrossLink(~σ, ~π) runs in O(|~σ|+ |~π|) time.

2.5.3 Construction of 〈v, wv〉-Route Lists for Leaves

The construction of 〈v, wv〉-route lists for each leaf v of T is the basis of our

approximation algorithm. To understand the basic concept, consider leaf 2 and leaf 4

of the instance in Figure 2.2(a). According to Table 2.1, w2 = k − 3 and w4 = k − 1,

which implies that q(2) + w2 = k − 1 and q(4) + w4 = k + 1. We can construct a

〈4, w4〉-route list ~σ4 by following the greedy structure, as explained in Section 2.4, to

carry as much of the product as possible out of T4, which, due to the capacity limit of

k, needs to contain two routes, with the first carrying a full final load and the second

carrying a final load of 1 unit, as shown in Figure 2.3. Similarly, we can construct a

〈2, w2〉-route list ~σ2, which, due to 0 ≤ q(2) + w2 < k, needs only the first route to

follow the greedy structure and pick up both of the two units of the product out of T2,

as shown in Figure 2.3. Since m(2, w2) = 1 = n(2), ~σ2 needs to contain a degenerate

route that consists of only vertex 3 with an empty load, in order that ~σ2 can satisfy

Condition 7 of Definition 2.2 as a 〈2, w2〉-route list.

We can now generalize the idea above so as to construct a 〈v, wv〉-route list ~σv for

each leaf v, using the following three stages.

Stage 1 (Initialization): Set ~σv ← ∅.
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Stage 2 (Construction): We first follow the greedy structure, as defined in Sec-

tion 2.4, to construct routes σv,i for 1 ≤ i ≤ m(v, wv). Consider the following three

cases:

• Case 1: 0 ≤ q(v) + wv ≤ k. Thus, m(v, wv) = 1 by (2.3), and tail(v, wv) =

q(v) +wv by (2.4). To comply with the greedy structure, only one route σv,1 is

needed, set as [p(v), wv][v, wv][v, wv + q(v)][p(v), wv + q(v)], carrying an initial

load of wv units of the product, and then picking up q(v) units from v (if

q(v) ≥ 0), or delivering −q(v) units to v (if q(v) < 0).

• Case 2: q(v) + wv > k. Thus, m(v, wv) ≥ 2 by (2.3), and q(v) > 0 by wv ≤ k.

To comply with the greedy structure, each route needs to pick up as much of

the product as possible from v. Thus, set σv,1 ← [p(v), wv][v, wv][v, k][p(v), k]

as the first route, carrying an initial load of wv units and picking up (k − wv)

units from v. If m(v, wv) ≥ 3, set σv,i ← [p(v), 0][v, 0][v, k][p(v), k] for 2 ≤ i ≤

m(v, wv) − 1, carrying an empty initial load and picking up k units from v.

Finally, set σv,m(v,wv) ← [p(v), 0][v, 0][v, tail(v, wv)][p(v), tail(v, wv)] as the last

route, carrying an empty initial load and picking up tail(v, wv) units from v to

clear the remaining supplies.

• Case 3: q(v) + wv < 0. Thus, m(v, wv) ≥ 2 by (2.3), and q(v) < 0 by
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Figure 2.3: Construction of 〈v, wv〉-route lists ~σv for leaves v ∈ {1, 2, 4, 5, 7} of the
instance in Figure 2.2(a).
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wv ≥ 0. To comply with the greedy structure, each route needs to deliv-

er as much of the product as possible to v. Similar to Case 2, set σv,1 ←

[p(v), wv][v, wv][v, 0][p(v), 0] as the first route, carrying an initial load of wv units

and delivering it all to v. If m(v, wv) ≥ 3, set σv,i ← [p(v), k][v, k][v, 0][p(v), 0]

for 2 ≤ i ≤ m(v, wv)− 1, carrying an initial load of k units and delivering it all

to v. Finally, set σv,m(v,wv) ← [p(v), k][v, k][v, tail(v, wv)][p(v), tail(v, wv)] as the

last route, carrying an initial load of k units and delivering k− tail(v, wv) units

to v to meet the remaining requirements.

We then apply Add(~σv, σv,i) for each 1 ≤ i ≤ m(v, wv). Thus, the m(v, wv) routes

constructed above for ~σv have served all the pickup and delivery requests for leaf v,

which implies that Condition 2 of Definition 2.2 for a 〈v, wv〉-route list is satisfied.

Since each route starts and ends at p(v), Condition 1 of Definition 2.2 is also satisfied.

Moreover, since V (Tv) = {v}, Condition 3 of Definition 2.2 is satisfied. Since σv,1 has

an initial load of wv, and since the m(v, wv) routes comply with the greedy structure,

Conditions 5 and 6 of Definition 2.2 are also satisfied.

Stage 3 (Finalization): If m(v, wv) = n(v), then in order to satisfy Conditions 4

and 7 of Definition 2.2, we set σv,n(v)+1 ← [p(v), 0], and apply Add(~σv, σv,n(v)+1) to

add to ~σv a degenerate route that consists of only p(v). Otherwise, due to (2.5), we

have m(v, wv) = n(v) + 1, which implies that after Stage 2, ~σv has already satisfied

Conditions 4 and 7 of Definition 2.2.

Hence, we have obtained a 〈v, wv〉-route list ~σv for each leaf v. Figure 2.3 illustrates

the route lists constructed for each leaf of the instance in Figure 2.2(a). Lemma 2.3

can thus be established.

Lemma 2.3. For each leaf v of T , a 〈v, wv〉-route list ~σv can be obtained in O(n(v))

time.

Proof. We have shown that ~σv constructed by the three stages above is a 〈v, wv〉-route
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list. Moreover, the construction of each σv,i for 1 ≤ i ≤ m(v, wv) in Stage 2 takes O(1)

time. By Lemma 2.2, Add(~σv, σv,i) applied in Stages 2 and 3 for each 1 ≤ i ≤ n(v)+1

takes O(1) time. Since m(v, wv) ≤ n(v) + 1 by (2.5), the construction of ~σv takes

O(n(v)) time in total.

2.5.4 Construction of 〈v, wv〉-Route Lists for Internal Nodes

Consider each internal node v of T , with the left and right children denoted by l

and r. Since I is standard, q(v) = 0, which implies q(Tv) = q(Tl) + q(Tr).

Given an 〈l, wl〉-route list ~σl, which contains n(l) + 1 routes denoted by σl,i for

1 ≤ i ≤ n(l) + 1, and given an 〈r, wr〉-route list ~σr, which contains n(r) + 1 routes

denoted by σr,i for 1 ≤ i ≤ n(r) + 1, we need to construct a 〈v, wv〉-route list ~σv to

establish Lemma 2.4.

Lemma 2.4. For each internal node v of T with the left and right children denoted

by l and r, given an 〈l, wl〉-route list ~σl and an 〈r, wr〉-route list ~σr, a 〈v, wv〉-route

list ~σv can be obtained in O(n(l) + n(r)) time.

Since I is standard, implying that q(Tl) ≥ q(Tr), it is sufficient to consider only

the following three cases: Case 1, where q(Tl) ≥ 0 and q(Tr) ≥ 0, or q(Tl) < 0

and q(Tr) < 0; Case 2, where q(Tl) ≥ 0, q(Tr) < 0, and q(Tv) ≥ 0; and Case 3,

where q(Tl) ≥ 0, q(Tr) < 0, and q(Tv) < 0. Thus, we present three sub-routines

in Section 2.5.4.1, Section 2.5.4.2, and Section 2.5.4.3, to construct ~σv and prove

Lemma 2.4 for each of these three cases, respectively.

2.5.4.1 Case 1: q(Tl) ≥ 0 and q(Tr) ≥ 0, or q(Tl) < 0 and q(Tr) < 0.

As we have shown, q(Tv) = q(Tl) + q(Tr). Thus, in this case, if q(Tl) ≥ 0 and

q(Tr) ≥ 0, then q(Tv) ≥ 0; otherwise, q(Tl) < 0 and q(Tr) < 0, implying that

q(Tv) < 0.
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Figure 2.4: Construction of a 〈3, w3〉-route list for the instance in Figure 2.2(a).

To understand the basic idea of the construction, let us first consider internal

node 3 of the instance in Figure 2.2(a), where its left child is leaf 1 and its right

child is leaf 2. From Table 2.1, we have q(T1) = k − 3 ≥ 0, q(T2) = 2 ≥ 0, w3 = 0,

tail(3, w3) = k − 1, and n(3) = 1. Given the 〈1, w1〉-route list ~σ1 and 〈2, w2〉-route

list ~σ2 shown in Figure 2.3, we can merge ~σ1 and ~σ2 to construct a 〈3, w3〉-route list

~σ3 as follows. According to Definition 2.2, ~σ3 must contain two routes that comply

with the greedy structure, with the first route σ3,1 having an empty initial load and

a final load of k − 1, and the second route σ3,2 having empty initial and final loads.

It can be seen that the first route σ1,1 of ~σ1 has an empty initial load, and its final

load equals the initial load of the first route σ2,1 of ~σ2, which has a final load of k− 1.

Thus, as shown in Figure 2.4, we can obtain a route σ(lr) that follows σ1,1 and σ2,1

sequentially, so that σ(lr) has an empty initial load and a final load of k − 1. Thus,

σ(lr) can be used to form σ3,1. Furthermore, since both the second route σ1,2 of ~σ1

and the second route σ2,2 of ~σ2 have empty initial and final loads, we can obtain a

route σ(0) that follows σ1,2 and σ2,2 sequentially, so that σ(0) has empty initial and

final loads. Thus, σ(0) can be used to form σ3,2. Accordingly, by extending both σ3,1

and σ3,2 to start and end at vertex 9, we can obtain the two routes of ~σ3, which form

a 〈3, w3〉-route list.
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By generalizing the idea above, we develop the following sub-routine for the con-

struction of ~σv for Case 1, consisting of three stages.

Stage 1 (Initialization): Set ~σv ← ∅, and construct two routes, denoted by σ(lr)

and σ(0), in the following two steps:

1. Construction of σ(lr): By Definition 2.2 and wr = tail(l, wl), the final load of

σl,m(l,wl) equals the initial load of σr,1. Thus, set σ(lr) ← Link(σl,m(l,wl), σr,1), so

that σ(lr) follows σl,m(l,wl) and σr,1 sequentially.

2. Construction of σ(0): By Definition 2.2, for each u ∈ {l, r}, if m(u,wu) = n(u),

both the initial and final loads of σu,n(u)+1 are empty. Thus, set σ(0) to be a route

that follows σl,n(l)+1 if m(l, wl) = n(l), and then follows σr,n(r)+1 if m(r, wr) =

n(r). Thus, σ(0) has empty initial and final loads, and if m(u,wu) = n(u) + 1

for each u ∈ {l, r}, then σ(0) is an empty route.

Accordingly, consider σl,i for 1 ≤ i ≤ m(l, wl)− 1, σr,i for 2 ≤ i ≤ m(r, wr), σ
(lr), and

σ(0). They together serve all the pickup and delivery requests in Tl and Tr. Thus,

using these m(l, wl) +m(r, wr) routes, the sub-routine constructs ~σv in the next two

stages.

Stage 2 (Construction): The aim is to construct m(v, wv) routes of ~σv that comply

with the greedy structure, with the first route having an initial load of wv. We apply

the following two steps to construct routes σv,i for 1 ≤ i ≤ m(l, wl) + m(r, wr) − 1

and add them to ~σv:

1. Set σv,i ← σl,i for each 1 ≤ i ≤ m(l, wl) − 1. Set σv,m(l,wl) ← σ(lr). Set

σv,m(l,wl)+i−1 ← σr,i for each 2 ≤ i ≤ m(r, wr).

2. Apply Add(~σv, σv,i) for 1 ≤ i ≤ m(l, wl) +m(r, wr)− 1.

The construction of the m(v, wv) routes for q(Tl) ≥ 0 and q(Tr) ≥ 0 is illustrated in

Figure 2.5, and the construction of routes for q(Tl) < 0 and q(Tr) < 0 is similar.
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Figure 2.5: Construction of ~σv for an internal node v: when q(Tl) ≥ 0 and q(Tr) ≥ 0.

As a result of Stage 2, since wv = wl and σl,1 has an initial load of wl, we obtain

that σv,1 has an initial load of wv. Since the first m(l, wl) routes in ~σl and the first

m(r, wr) routes in ~σr together have a total balance of q(Tl)+q(Tr) = q(Tv), the routes

σv,i for 1 ≤ i ≤ m(l, wl)+m(r, wr)−1 also have a total balance of q(Tv). Now consider

the following two situations: (i) if q(Tl) ≥ 0 and q(Tr) ≥ 0, then q(Tv) ≥ 0. Thus,

since the first m(l, wl) routes in ~σl and the first m(r, wr) routes in ~σr both comply with

the greedy structure, each of the routes σv,i for 1 ≤ i ≤ m(l, wl) +m(r, wr)− 1 must

carry as much of the product as possible out of Tv; (ii) If q(Tl) < 0 and q(Tr) < 0,

then q(Tv) < 0. Thus, since the first m(l, wl) routes in ~σl and the first m(r, wr)

routes in ~σr both comply with the greedy structure, each of the routes σv,i for 1 ≤

i ≤ m(l, wl) + m(r, wr) − 1 must carry as much of the product as possible into Tv.

Therefore, in both situations, the m(l, wl)+m(r, wr)−1 routes comply with the greedy

structure. By (2.3) and (2.4), we obtain that m(l, wl) +m(r, wr)− 1 = m(v, wv), and

that σv,m(v,wv) has a final load of tail(v, wv). Hence, ~σv satisfies Conditions 5 and 6 of

Definition 2.2 for a 〈v, wv〉-route list.

Moreover, due to Condition 1 of Definition 2.2 for ~σl and ~σr, each of the routes
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σv,i constructed in Stage 2 for 1 ≤ i ≤ m(v, wv), as well as the route σ(0) constructed

in Stage 1, must start and end at v, visiting vertices in Tv only. Due to Conditions

2 and 3 of Definition 2.2 for ~σl and ~σr, the route σ(0) and the m(v, wv) routes in

~σv together serve all the pickup and delivery requests in Tv and traverse each edge

e(u) with u ∈ V (Tv) \ {v} at most 2n(u) + 2 times, satisfying Conditions 2 and 3 of

Definition 2.2.

Stage 3 (Finalization): The aim is to transform ~σv to satisfy Conditions 1, 2,

3, 4 and 7 of Definition 2.2 to become a 〈v, wv〉-route list. If m(v, wv) = n(v),

then we add σ(0) to ~σv, so that |~σv| = n(v) + 1. Since σ(0) has empty initial and

final loads, Conditions 2, 3, 4 and 7 of Definition 2.2 are thus satisfied. Otherwise,

m(v, wv) = n(v) + 1, and we need to link σ(0) with a route in ~σv that has an empty

initial load or empty final load. To see that such a route always exists in ~σv, note that

|~σv| = m(v, wv) ≥ 2, which implies that ~σv contains at least two routes. Thus, since

routes in ~σv comply with the greedy structure, σv,2 must have an empty initial load if

q(Tv) ≥ 0, or else σv,1 must have an empty final load. As a result, Conditions 2, 3, 4

and 7 of Definition 2.2 are satisfied. To further satisfy Condition 1 of Definition 2.2,

we can apply Extend(~σv, v) to extend each route in ~σv to start and end at p(v). Thus,

the transformation of ~σv can be summarized into the following two steps:

1. If m(v, wv) = n(v), then Add(~σv, σ
(0)). If m(v, wv) 6= n(v) and q(Tv) ≥ 0, then

apply Replace(~σv, 2, Link(σ(0), σv,2)) to replace σv,2 with the route that links

σ(0) and σv,2. Otherwise, we have m(v, wv) 6= n(v) and q(Tv) < 0, and thus,

apply Replace(~σv, 1,Link(σv,1, σ
(0))) to replace σv,1 with the route that links σv,1

and σ(0).

2. Apply Extend(~σv, v) to extend each route in ~σv to start and end at p(v).

Hence, according to Definition 2.2, ~σv returned by the above 3-stage sub-routine

is a 〈v, wv〉-route list. Moreover, by Lemma 2.2, the Link operator takes O(1) time,
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which implies that Stage 1 runs in O(1) time. Since the Add operator takes O(1)

time, and since |~σl| = n(l) + 1 and |~σr| = n(r) + 1, Stage 2 runs in O(n(l) + n(r))

time. Since the Add and Link operators take O(1) time, since the Replace and Extend

operators on ~σv take O(|~σv|) time, and since |~σv| = n(v) + 1, Stage 3 runs in O(n(v))

time. By (2.1) and q(Tv) = q(Tr) + q(Tl), we have n(v) ≤ n(l) +n(r). Thus, all three

stages run in O(n(l) + n(r)) time. Lemma 2.4 has thus been proved for Case 1.

2.5.4.2 Case 2: q(Tl) ≥ 0, q(Tr) < 0, and q(Tv) ≥ 0.

In this case, to achieve a total balance of q(Tv), routes to be constructed for ~σv

need to carry q(Tv) more units of the product out of Tv than into Tv.

To understand the basic idea of the construction, let us first consider internal

node 6 of the instance in Figure 2.2(a), where its left child is leaf 4 and its right child

is leaf 5. From Table 2.1, we have q(T4) = 2 ≥ 0, q(T5) = −1 < 0, w6 = k − 1,

tail(6, w6) = k, and n(6) = 1. Given the 〈4, w4〉-route list ~σ4 and 〈5, w5〉-route list

~σ5 shown in Figure 2.3, we can merge ~σ4 and ~σ5 to construct a 〈6, w6〉-route list ~σ6

as follows. According to Definition 2.2, ~σ6 must contain two routes that comply with

the greedy structure, with the first route σ6,1 having an initial load of k−1 and a final

load of k, and the second route σ6,2 having empty initial and final loads. It can be

seen that the final load of σ4,2 equals the initial load of σ5,1, and thus we can obtain

a route σ(lr) that follows σ4,2 and σ5,1 sequentially, as shown in Figure 2.6. Having

noted that both σ(lr) and σ5,2 have empty initial and final loads, we can construct

σ(0) by following σ5,2 and σ(lr) sequentially, so that σ(0) has empty initial and final

loads. Thus, σ(0) can be used to form σ6,2. Moreover, since σ4,1 has an initial load of

k − 1 and a final load of k, it can be used to form σ6,1. Thus, by extending both σ6,1

and σ6,2 to start and end at vertex 8, we can obtain the two routes of ~σ6, which form

a 〈6, w6〉-route list.

By generalizing the idea above, we develop the following sub-routine for the con-
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Figure 2.6: Construction of a 〈6, w6〉-route list for the instance in Figure 2.2(a).

struction of ~σv for Case 2, which, as with Case 1, consists of three stages.

Stage 1 (Initialization): Repeat Stage 1 in Case 1 to set ~σv ← ∅, and construct

routes σ(lr) and σ(0).

Stage 2 (Construction): This has the same objective as Stage 2 in Case 1, that of

constructing m(v, wv) routes of ~σv that comply with the greedy structure, with the

first route having an initial load of wv. However, the construction is more complicated,

and σ(0) may need modifications so that σ(0) and the m(v, wv) routes of ~σv together

serve all the pickup and delivery requests in Tv and traverse each edge e(u) with

u ∈ V (Tv) \ {v} at most 2n(u) + 2 times, with σ(0) still having empty initial and final

loads.

First, consider a simple situation, where m(r, wr) = 1. If m(l, wl) = 1, then σ(lr)

alone achieves a balance of q(Tl) + q(Tr) = q(Tv), complies with the greedy structure,

and has an initial load of wv. Thus, we apply Add(~σv, σ
(lr)), so that σv,1 ← σ(lr).

Otherwise, m(l, wl) ≥ 2, which implies that σ(lr) has an empty initial load. Thus,

consider the following two cases: (i) If the final load of σ(lr) is not empty, then

consider routes σl,i for 1 ≤ i ≤ m(l, wl) − 1, and route σ(lr), which together comply

with the greedy structure, with σl,1 having an initial load of wl = wv. Thus, we apply

Add(~σv, σl,i), so that σv,i ← σl,i, for 1 ≤ i ≤ m(l, wl)−1, and then apply Add(~σv, σ
(lr)),

35



so that σv,m(l,wl) ← σ(lr). (ii) If σ(lr) has an empty final load, then tail(r, wr) = 0,

which, together with wr = tail(l, wl), m(r, wr) = 1, q(Tr) < 0, (2.3), and (2.4), implies

that tail(l, wl) + q(Tr) = 0. Accordingly, routes σl,i for 1 ≤ i ≤ m(l, wl) − 1 have

a total balance of q(Tl) − tail(l, wl) = q(Tv) − q(Tr) − tail(l, wl) = q(Tv), and thus

comply with the greedy structure, with σl,1 having an initial load of wl = wv. We

then apply Add(~σv, σl,i), so that σv,i ← σl,i, for 1 ≤ i ≤ m(l, wl)− 1. Moreover, since

σ(lr) has empty initial and final loads, we reset σ(0) ← Link(σ(0), σ(lr)), which still

retains the empty initial and final loads.

Next, consider another situation, where m(r, wr) ≥ 2. The construction of the

m(v, wv) routes has the following three steps, which are illustrated in Figure 2.7.

In Step 1, we reset σ(0) as follows by linking σ(0) and σ(lr):

• Set σ(0) ← Link(σ(0), σ(lr)).

To prove that this Link operation is valid and that σ(0) still has empty initial and

final loads, it is sufficient to show that σ(lr) has empty initial and final loads. Define

∆m := m(l, wl) −m(r, wr). By q(Tv) ≥ 0 and Lemma 2.5 below, ∆m ≥ 0, implying

m(l, wl) ≥ m(r, wr) ≥ 2. Since the first m(l, wl) routes in ~σl and the first m(r, wr)

routes in ~σr both comply with the greedy structure, σl,m(l,wl) must have an empty

initial load, and σr,1 must have an empty final load. Thus, σ(lr) has empty initial and

final loads.

Lemma 2.5. For each internal node v of T , if q(Tv) ≥ 0, then ∆m ≥ 0, and otherwise

∆m ≤ 0.

Proof. By wr = tail(l, wl) ≤ k and q(Tr) < 0, we have q(Tr) +wr < k. Thus, we have

tail(r, wr) = [q(Tr) + wr] (mod k) ≤ k − 1, (2.6)

−q(Tr) = [m(r, wr)− 1]k + wr − tail(r, wr), (2.7)
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Figure 2.7: Construction of ~σv for an internal node v: when q(Tl) ≥ 0, q(Tr) < 0,
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due to Lemma 2.1. By q(Tl) ≥ 0, (2.3), and (2.4), we have:

q(Tl) = [m(l, wl)− 1]k + tail(l, wl)− wl. (2.8)

Thus, since q(Tv) = q(Tl) + q(Tr), from wr = tail(l, wl), wl = wv, (2.7), and (2.8), we

obtain:

q(Tv) + wv = q(Tl) + q(Tr) + wl = [m(l, wl)−m(r, wr)]k + tail(r, wr). (2.9)

Moreover, if q(Tv) ≥ 0, then tail(r, wr) ≤ k− 1 by (2.6), which, together with wv ≥ 0

and (2.9), implies that m(l, wl) − m(r, wr) ≥ 0, and thus ∆m ≥ 0. Otherwise,

q(Tv) < 0, which, together with wv ≤ k, tail(r, wr) ≥ 0, and (2.9), implies that

m(l, wl)−m(r, wr) ≤ 0, and thus ∆m ≤ 0.

In Step 2, as shown below and in Figure 2.7, noting that m(l, wl) ≥ m(r, wr), we

extract m(r, wr) − 1 routes from ~σl and from ~σr, respectively, and then link them

to construct a route, denoted by σ̂(lr), which follows σl,∆m+1, σr,2,σl,∆m+2, σr,3, ...,
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σl,∆m+m(r,wr)−1, and σr,m(r,wr), sequentially, moving amounts of the product from Tl

to Tr back and forth:

• Set ~σ′l ← Extract(~σl,∆m+1,∆m+m(r, wr)−1), and ~σ′r ← Extract(~σr, 2,m(r, wr)).

Set σ̂(lr) ← CrossLink (~σ′l, ~σ
′
r).

To show that the CrossLink operation is valid, consider the first m(l, wl) routes in

~σl and the first m(r, wr) routes in ~σr, which both comply with the greedy structure.

Thus, for 1 ≤ i ≤ m(r, wr) − 1, both the final load of σl,∆m+i and the initial load of

σr,i+1 equal k, and for 1 ≤ i ≤ m(r, wr)−2, both the final load of σr,i+1 and the initial

load of σl,∆m+i+1 are empty. This implies the validity of the CrossLink operation.

In Step 3, using σ̂(lr) and σl,i for 1 ≤ i ≤ ∆m, we determine the routes for ~σv as

follows. Since only the first ∆m routes of ~σl have not been included in either σ̂(lr) or

σ(0), we first apply Add(~σv, σl,i) for 1 ≤ i ≤ ∆m to add them to ~σ, so that σv,i ← σl,i

for 1 ≤ i ≤ ∆m. However, these routes may not be sufficient to achieve a total

balance of q(Tv). Thus, we next determine whether or not to add σ̂(lr), by considering

the following two situations: (i) If ∆m = 0, or the final load of σ̂(lr) is not empty,

then apply Add(~σv, σ̂
(lr)), so that σv,∆m+1 ← σ̂(lr), from which it can be seen that

the (∆m + 1) routes in ~σv together have a total balance of q(Tl) + q(Tr) = q(Tv) and

comply with the greedy structure, and that route σv,1 has an initial load of wl = wv.

(ii) If ∆m > 0 and σ̂(lr) has an empty final load, then since ∆m > 0, the initial load

of σ̂(lr) is also empty. Thus, reset σ(0) ← Link(σ(0), σ̂(lr)), so that σ(0) still has empty

initial and final loads. It can be seen that the ∆m routes in ~σv together have a total

balance of q(Tl)+q(Tr) = q(Tv) and comply with the greedy structure, and that route

σv,1 has an initial load of wl = wv. Accordingly, Step 3 can be summarized as follows:

• Apply Add(~σv, σl,i) for 1 ≤ i ≤ ∆m. If ∆m = 0 or the final load of σ̂(lr) is not

empty, then apply Add(~σv, σ̂
(lr)); otherwise, reset σ(0) ← Link(σ(0), σ̂(lr)).

As a result of Stage 2, routes in ~σv achieve a total balance of q(Tv), and comply
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with the greedy structure, with the first route having an initial load of wv. By

(2.3) and (2.4), we obtain that |~σv| = m(v, wv) and σv,m(v,wv) has a final load of

tail(v, wv). Hence, ~σv satisfies Conditions 5 and 6 of Definition 2.2 for a 〈v, wv〉-route

list. Moreover, as with Stage 2 for Case 1, it can be seen that σ(0) still has empty

initial and final loads, and that all routes in ~σv ∪ {σ(0)} start and end at v, visit

vertices in Tv only, and together satisfy Conditions 2 and 3 of Definition 2.2.

Stage 3 (Finalization): Similar to Stage 3 in Case 1, ~σv can be transformed to

satisfy Conditions 1, 2, 3, 4 and 7 of Definition 2.2 by the following two steps:

1. If m(v, wv) = n(v), then Add(~σv, σ
(0)). Otherwise, ~σv must contain at least

two routes with σv,2 having an empty initial load, and thus, we can apply

Replace(~σv, 2,Link(σ(0), σv,2)) to replace σv,2 with the route that links σ(0) and

σv,2. As a result, ~σv satisfies Conditions 2, 3, 4 and 7 of Definition 2.2.

2. Apply Extend(~σv, v) to extend each route in ~σv to start and end at p(v). As a

result, ~σv satisfies Condition 1 of Definition 2.2.

Hence, according to Definition 2.2, ~σv, returned by the above 3-stage sub-routine,

is a 〈v, wv〉-route list. Moreover, as with Case 1, it can be shown that Stage 1 runs in

O(1) time and Stage 3 runs in O(n(v)) time. Now consider Stage 2: If m(r, wr) = 1,

then since the Add and Link operators run in O(1) time (due to Lemma 2.2), and

since m(l, wl) ≤ n(l) + 1, Stage 2 runs in O(n(l)) time. Otherwise, m(r, wr) ≥ 2, and

Stage 2 has three steps. It is easy to see that Step 1 and Step 3 run in O(1) time

and O(n(l) + n(r)) time, respectively. For Step 2, we have |~σ′l| + |~σ′r| ≤ |~σl| + |~σr| ≤

n(l) + n(r) + 2. Thus, since the Extract operator on ~σl and on ~σr run in O(|~σl|) time

and O(|~σr|) time, respectively, and since the CrossLink operator on ~σ′l and ~σ′r runs in

O(|~σ′l|+ |~σ′r|) time, then Step 2 runs in O(n(l) + n(r)) time, and so does Stage 2. By

(2.1) and q(Tv) = q(Tr) + q(Tl), we have n(v) ≤ n(l) + n(r). Thus, the three stages

together run in O(n(l) + n(r)) time. Lemma 2.4 has been proved for Case 2.
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2.5.4.3 Case 3: q(Tl) ≥ 0, q(Tr) < 0, and q(Tv) < 0.

In this case, to achieve a total balance of q(Tv), routes to be constructed for ~σv

need to carry −q(Tv) more units of the product into Tv than out of Tv.

To understand the basic idea of the construction, let us first consider internal

node 8 of the instance in Figure 2.2(a), where its left child is leaf 6 and its right

child is internal node 7. From Table 2.1, we have q(T6) = 1 ≥ 0, q(T7) = −k < 0,

q(T8) = 1 − k < 0, w8 = k − 1, tail(8, w8) = 0, and n(8) = 1. Given the 〈6, w6〉-

route list ~σ6 shown in Figure 2.6 and the 〈7, w7〉-route list ~σ7 shown in Figure 2.3,

we can merge ~σ6 and ~σ7 to construct a 〈8, w8〉-route list ~σ8 as follows. According to

Definition 2.2, ~σ8 must contain two routes that comply with the greedy structure,

with the first route σ8,1 having an initial load of k − 1 and an empty final load, and

the second route σ8,2 having empty initial and final loads. It can be seen that the final

load of σ6,1 equals the initial load of σ7,1, and thus we can obtain a route σ(lr) that

follows σ6,1 and σ7,1 sequentially, as shown in Figure 2.8, which has an initial load of

k − 1 and an empty final load. Thus, σ(lr) can be used to form σ8,1. Furthermore,

since both σ6,2 and σ7,2 have empty initial and final loads, we can then construct a

route σ(0) by following σ6,2 and σ7,2 sequentially, so that σ(0) has empty initial and

final loads. Thus, σ(0) can be used to form σ8,2. Accordingly, by extending both σ8,1

and σ8,2 to start and end at vertex 9, we can obtain the two routes of ~σ8, and can

verify these forming a 〈8, w8〉-route list.

By generalizing the above idea, we develop the following sub-routine for the con-

struction of ~σv for Case 3, which, as with Case 1 and Case 2, consists of three stages.

Stage 1 (Initialization): Repeat Stage 1 in Case 1 to set ~σv ← ∅, and construct

routes σ(lr) and σ(0).

Stage 2 (Construction): Similar to Stage 2 in Case 2, the aim is to construct

m(v, wv) routes of ~σv that comply with the greedy structure, with the first route in

~σv having an initial load of wv, and with route σ(0) retaining its empty initial and
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Figure 2.8: Construction of a 〈8, w8〉-route list for the instance in Figure 2.2(a).

final loads. .

First, consider a simple situation, where m(l, wl) = 1. Since route σ(lr) and routes

σr,i for 2 ≤ i ≤ m(r, wr) − 1 together comply with the greedy structure, with σ(lr)

having an initial load of wl = wv, we apply Add(~σv, σ
(lr)), so that σv,1 ← σ(lr), and

apply Add(~σv, σr,i), so that σv,i ← σr,i, for 2 ≤ i ≤ m(r, wr).

Next, consider another situation, where m(l, wl) ≥ 2. Similar to the situation of

m(r, wl) ≥ 2 in Case 2, the construction of the m(v, wv) routes has three steps, as

illustrated in Figure 2.9.

In Step 1, we reset σ(0) ← Link(σ(0), σ(lr)). To prove that Step 1 is valid and

that σ(0) retains its empty initial and final loads, it is sufficient to show that σ(lr) has

empty initial and final loads. Recall that ∆m := m(l, wl) −m(r, wr). By q(Tv) < 0

and Lemma 2.5, we have ∆m ≤ 0. Thus, m(r, wr) ≥ m(l, wl) ≥ 2. Note that the

first m(l, wl) routes in ~σl, and the first m(r, wr) routes in ~σr, both comply with the

greedy structure. Thus, σl,m(l,wl) must have an empty initial load, and σr,1 must have

an empty final load. Hence, σ(lr) has empty initial and final loads.

In Step 2, since m(r, wr) ≥ m(l, wl), we extract m(l, wl) − 1 routes from ~σl and

from ~σr, respectively, and link them so as to construct a route σ̂(lr), which follows

41



kk

0

... ...

σr,m(r,wr)σr,m(l,wl)+1 ...

l r

k

w
l

0

k

k

... ...

k

σ̂(lr)

σl,1

0

0

ta
il
(r
,w

r
)

v

σr,m(l,wl)−1σr,2 σl,2 ...

0

0 w
r

σl,m(l,wl)

00

ta
il
(l
,w

l)

σ(lr)σ(0)

σr,1

σ(0)

Figure 2.9: Construction of ~σv for an internal node v: when q(Tl) ≥ 0, q(Tr) < 0,
q(Tv) < 0, and m(l, wl) ≥ 2.

σl,1, σr,2,σl,2, σr,3, ..., σl,m(l,wl)−1, and σr,m(l,wl), sequentially. This can be achieved by

setting ~σ′l ← Extract(~σl, 1,m(l, wl) − 1), ~σ′r ← Extract(~σr, 2,m(l, wl)), and σ̂(lr) ←

CrossLink (~σ′l, ~σ
′
r). The CrossLink operation is valid, since the first m(l, wl) routes in

~σl, and the first m(r, wr) routes in ~σr, both comply with the greedy structure, which

implies that for 1 ≤ i ≤ m(l, wl)− 1, both the final load of σl,i and the initial load of

σr,i+1 are equal to k, and that for 1 ≤ i ≤ m(l, wl) − 2, both the final load of σr,i+1

and the initial load of σl,i+1 are empty.

In Step 3, since σ̂(lr) starts with σl,1, it has an initial load of wl = wv. Moreover,

route σ̂(lr) and the −∆m routes σr,m(l,wl)+i for 1 ≤ i ≤ −∆m of ~σr together have a

total balance of q(Tl)+q(Tr) = q(Tv) and comply with the greedy structure. Thus, we

apply Add(~σv, σ̂
(lr)) to set σv,1 ← σ̂(lr), and apply Add(~σv, σr,m(l,wl)+i) to set σv,i+1 ←

σr,m(l,wl)+i, for 1 ≤ i ≤ −∆m.

As a result of Stage 2, routes in ~σv have a total balance of q(Tv), and comply

with the greedy structure, with the first route having an initial load of wv. By (2.3)

and (2.4), we obtain that |~σv| = m(v, wv) and that σv,m(v,wv) has a final load of

tail(v, wv). Hence, ~σv satisfies Conditions 5 and 6 of Definition 2.2 for a 〈v, wv〉-route

list. Moreover, as with Stage 2 for Cases 1 and 2, it can be seen that σ(0) still has
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empty initial and final loads, and that all routes in ~σv ∪ {σ(0)} start and end at v,

visit vertices in Tv only, and together satisfy Conditions 2 and 3 of Definition 2.2.

Stage 3 (Finalization): Similar to Stage 3 in Cases 1 and 2, ~σv can be transformed

to satisfy Conditions 1, 2, 3, 4 and 7 of Definition 2.2 by the following two steps:

1. If m(v, wv) = n(v), then Add(~σv, σ
(0)). Otherwise, ~σv must contain at least two

routes with σv,1 having an empty final load, and thus, we can apply

Replace(~σv, 1,Link(σv,1, σ
(0))) to replace σv,1 with the route that links σv,1 and

σ(0). As a result, ~σv satisfies Conditions 2, 3, 4 and 7 of Definition 2.2.

2. Apply Extend(~σv, v) to extend each route in ~σv to start and end at p(v). As a

result, ~σv satisfies Condition 1 of Definition 2.2.

Hence, according to Definition 2.2, ~σv returned by the above 3-stage sub-routine

is a 〈v, wv〉-route list. Moreover, as with Case 1, it can be shown that Stage 1 runs

in O(1) time, Stage 3 runs in O(n(v)) time, Stage 2 runs in O(n(l) + n(r)) time,

and n(v) ≤ n(l) + n(r). Thus, the three stages together run in O(n(l) + n(r)) time.

Lemma 2.4 has been proved for Case 3, which completes the proof of Lemma 2.4.

2.5.5 Main Algorithm

Given the constructions in Section 2.5.3 and Section 2.5.4, we can now develop an

approximation algorithm for the CTSPPD-T, as shown in Algorithm 2.1.

Algorithm 2.1.

1. Re-label vertices of V by 1, 2, ..., |V |, according to the postorder traversal se-

quence of T .

2. Follow Section 2.5.1 to compute wv for each v ∈ V so that ws = 0, and that

wl = wv and wr = tail(l, wl) for each internal vertex v ∈ V and its left and right

children l and r.
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3. For v = 1, 2, ..., |V |, do the following:

(a) If v is a leaf, follow the sub-routine in Section 2.5.3 to construct a 〈v, wv〉-

route list ~σv.

(b) Otherwise, v is an internal node. Let l < v and r < v denote the left and

right children of v. Given ~σl and ~σr, which were constructed for l and r

before the construction of ~σv, follow the sub-routines in Section 2.5.4 to

construct a 〈v, wv〉-route list ~σv.

4. Follow the proof of Theorem 2.2 to transform ~σs to a feasible route σ, and return

σ.

For example, consider the instance shown in Figure 2.2(a). Following Algorith-

m 2.1, we can construct 〈v, wv〉-route lists for v = 1, 2, ..., 9. The route lists for

1 ≤ v ≤ 8 have been presented in Figures 2.3, 2.4, 2.6, and 2.8. Given the 〈3, w3〉-route

list in Figure 2.4 and the 〈8, w8〉-route list in Figure 2.8, we can construct a 〈9, w9〉-

route list ~σ9 by following the sub-routine in Section 2.5.4.2, since q(T3) = k − 1 > 0,

q(T8) = 1 − k < 0, and q(T9) = 0. Accordingly, the two routes in ~σ9 can be linked

together to form a feasible route, this being the same as the route in Figure 2.2(b).

The approximation ratio and time complexity of Algorithm 2.1 are shown in The-

orem 2.3.

Theorem 2.3. Given any standard instance I, Algorithm 2.1 returns a feasible route

σ with d(σ) ≤ 2OPT(I) in O(|V |(1 +
∑

v∈V |q(v)|/k)) time, and the approximation

ratio of 2 is tight.

Proof. To show the correctness and approximation ratio of Algorithm 2.1, we first

prove by induction that ~σv obtained in Step 3 of Algorithm 2.1 for each v = 1, 2, ..., |V |

is a 〈v, wv〉-route list. This holds true when v is a leaf of T , due to Step 3(a) and

Lemma 2.3. For each internal node v with the left and right children denoted by l < v
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and r < v, suppose that ~σt is a 〈t, wt〉-route list for 1 ≤ t ≤ v−1, which includes t = l

and t = r. Thus, due to Step 3(b) and Lemma 2.4, ~σv is a 〈v, wv〉-route list. The

induction is therefore established. Hence, ~σs is an 〈s, 0〉-route list, which, together

with Step 4 and Theorem 2.2, implies that σ is feasible and d(σ) ≤ 2OPT(I).

To see that the approximation ratio of 2 is tight, consider the instance I in Fig-

ure 2.2(a). Define d(6, 8) := 1 and d(e) := 0 for each e ∈ E \ {(6, 8)}. As we have

shown, Algorithm 2.1 on I returns the same feasible route as that in Figure 2.2(b),

whose total length equals 4. According to Figure 2.2(c), we have OPT(I) = 2. Thus,

the approximation ratio of 2 is tight for Algorithm 2.1.

Moreover, for each leaf u ∈ T , by Lemma 2.3 the construction of ~σu runs in

O(n(u)) time, which is in O(1 +
∑

v∈V |q(v)|/k) time due to (2.1). For each internal

node u ∈ T , by Lemma 2.4 the construction of ~σu runs in O(n(l) + n(r)) time,

which is in O(1 +
∑

v∈V |q(v)|/k) time due to (2.1). Hence, Algorithm 2.1 runs in

O(|V |(1 +
∑

v∈V |q(v)|/k)) time.

From the proofs of Theorem 2.2 and Theorem 2.3, we know that route σ returned

by Algorithm 2.1 traverses each edge e(v) with v ∈ V at most 2n(v) + 2 times. Thus,

in the CTSPPD-T, although pickup and delivery requests can be split, σ serves each

request by at most n(v) + 1 divisions, which is one time more than the minimum

number of divisions for a full load service. Moreover, due to (2.1), we obtain that

maxv∈V traversal(σ, e(v)) is O(1 +
∑

v∈V |q(v)|/k), which, together with Theorem 2.1

and Theorem 2.3, implies that the tight approximation ratio of 2 can also be achieved

in O(|V |(1 +
∑

v∈V |q(v)|/k)) time for any arbitrary instance. It is interesting to see

that the demand-capacity ratio
∑

v∈V |q(v)|/k arises as a key parameter in assessing

the algorithm time complexity, since such a parameter also plays a key role in other

similar problems (even if in the context of solution quality rather than algorithm

time complexity) [5, 6]. Finally, although in this study we assume that each q(v) is

an integer, all the results obtained are valid even when each q(v) is fractional. As a
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result, the time complexity of the proposed algorithm is robust with respect to both

rescaling of demands and the vehicle capacity.

2.6 Computational Results

This section reports on the computational results of the 2-approximation algorith-

m described in this chapter. For comparison, we also implemented a simple greedy

algorithm that constructs a feasible route by starting from the root, alternating be-

tween pickup sub-routes and delivery sub-routes, and returning to the root after all

the pickup and delivery requests are served, where each pickup sub-route keeps mov-

ing to the closest pickup point to pick up items until the vehicle’s load is full, and

each delivery sub-route keeps moving to the closest delivery point to deliver item-

s until the vehicle’s load is empty. It can be verified that the algorithm runs in

O(|V |
∑

v∈V |q(v)|/k + 2|V |2) time. We coded both the algorithms in Java, and the

experiments were performed on a Dell PC with a 2.83GHz CPU.

In our experiments we considered 1920 problem instances. For each

|V | ∈ {20, 80, 320, 1280}, we generated 480 instances by first randomly generating

ten trees in which vertices of each tree were sampled uniformly from a square [0, 1]×

[0, 1] and connected randomly, each edge having a length equal to the distance of its

endpoints. Each vertex v was assigned a product amount q(v) randomly from −γ to

+γ, where γ is a parameter with its value chosen from {16, 32, 64, 128}. The vehicle

capacity k was then chosen from {20, 21, 22, ..., 211}. Thus, for each value combination

of γ, |V |, and k, we obtained 10 problem instances based on the ten trees.

According to the experiments, the 2-approximation algorithm exhibited much

shorter running time than the greedy algorithm, particularly for large sized instances.

For instances with |V | = 1280 and k = 1, the 2-approximation algorithm took less

than 1 minute on average, including the time of the transformation to standard in-

stances, while the greedy algorithm took more than 40 minutes, which is greatly slower
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than the 2-approximation algorithm. The main reason is that, for these randomly

generated instances, when k = 1, the expected time complexity of the greedy algorith-

m is O(|V |
∑

v∈V |q(v)|) but the 2-approximation algorithm is only O(
∑

v∈V |q(v)|).

Due to evenly distributed pickup and delivery points and evenly generated product

amount in these randomly instances, the internal node u ∈ V can have an expected

total balance equals to zero, i.e., q(Tu) = 0. According to (2.1), n(u) = 1 hold-

s for each internal node u, leading to the improvement on time complexity of the

2-approximation algorithm.

Table 2.2: Average approximation ratios of the 2-approximation algorithm (A) and
the greedy algorithm (G) over randomly generated instances.

γ k k/γ
|V |=20 |V |=80 |V |=320 |V |=1280
A G A G A G A G

16 1 0.06 1.00 1.06 1.13 1.19 1.00 1.06 1.00 1.07
16 2 0.13 1.02 1.11 1.20 1.29 1.03 1.12 1.03 1.14
16 4 0.25 1.07 1.19 1.09 1.22 1.09 1.23 1.09 1.26
16 8 0.50 1.17 1.27 1.19 1.36 1.19 1.41 1.20 1.45
16 16 1.00 1.19 1.33 1.32 1.55 1.32 1.63 1.35 1.70
16 32 2.00 1.08 1.19 1.28 1.48 1.31 1.69 1.32 1.72
16 64 4.00 1.00 1.19 1.15 1.42 1.22 1.56 1.22 1.65
16 128 8.00 1.00 1.00 1.05 1.16 1.12 1.45 1.13 1.55
16 256 16.00 1.00 1.00 1.00 1.18 1.02 1.42 1.05 1.49
16 512 32.00 1.00 1.00 1.00 1.00 1.00 1.25 1.00 1.41
16 1024 64.00 1.00 1.00 1.00 1.00 1.00 1.19 1.00 1.39
16 2048 128.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.22

32 1 0.03 1.00 1.05 1.00 1.07 1.00 1.06 1.00 1.07
32 2 0.06 1.01 1.07 1.02 1.11 1.02 1.10 1.02 1.10
32 4 0.13 1.05 1.13 1.05 1.17 1.05 1.16 1.05 1.17
32 8 0.25 1.09 1.22 1.10 1.29 1.11 1.28 1.10 1.29
32 16 0.50 1.20 1.33 1.20 1.45 1.22 1.47 1.21 1.47
32 32 1.00 1.32 1.43 1.37 1.71 1.38 1.73 1.36 1.72
32 64 2.00 1.18 1.38 1.32 1.61 1.35 1.72 1.32 1.73
32 128 4.00 1.03 1.27 1.20 1.48 1.23 1.59 1.23 1.65
32 256 8.00 1.00 1.04 1.08 1.29 1.14 1.49 1.11 1.57
32 512 16.00 1.00 1.00 1.00 1.16 1.03 1.44 1.05 1.49

continued on next page
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continued from previous page

γ k k/γ
|V |=20 |V |=80 |V |=320 |V |=1280
A G A G A G A G

32 1024 32.00 1.00 1.00 1.00 1.00 1.01 1.25 1.01 1.43
32 2048 64.00 1.00 1.00 1.00 1.00 1.00 1.24 1.00 1.41

64 1 0.02 1.00 1.04 1.00 1.04 1.00 1.06 1.00 1.06
64 2 0.03 1.01 1.05 1.01 1.06 1.01 1.08 1.01 1.08
64 4 0.06 1.02 1.08 1.02 1.09 1.03 1.12 1.03 1.11
64 8 0.13 1.06 1.12 1.05 1.15 1.06 1.18 1.06 1.18
64 16 0.25 1.10 1.19 1.10 1.26 1.12 1.30 1.12 1.30
64 32 0.50 1.18 1.33 1.20 1.41 1.23 1.48 1.23 1.50
64 64 1.00 1.32 1.47 1.34 1.64 1.40 1.76 1.39 1.76
64 128 2.00 1.23 1.34 1.31 1.57 1.36 1.73 1.35 1.77
64 256 4.00 1.09 1.17 1.20 1.49 1.21 1.61 1.24 1.67
64 512 8.00 1.00 1.02 1.02 1.35 1.11 1.49 1.14 1.58
64 1024 16.00 1.00 1.00 1.00 1.17 1.02 1.43 1.06 1.51
64 2048 32.00 1.00 1.00 1.00 1.00 1.00 1.24 1.01 1.46

128 1 0.01 1.00 1.04 1.00 1.05 1.00 1.05 1.00 1.06
128 2 0.02 1.00 1.05 1.00 1.05 1.00 1.06 1.00 1.07
128 4 0.03 1.01 1.06 1.01 1.07 1.01 1.08 1.01 1.09
128 8 0.06 1.02 1.09 1.02 1.10 1.03 1.12 1.03 1.13
128 16 0.13 1.05 1.12 1.06 1.16 1.06 1.18 1.06 1.20
128 32 0.25 1.10 1.19 1.12 1.27 1.12 1.30 1.13 1.32
128 64 0.50 1.19 1.31 1.22 1.42 1.23 1.50 1.24 1.51
128 128 1.00 1.34 1.52 1.34 1.65 1.40 1.73 1.40 1.78
128 256 2.00 1.25 1.26 1.33 1.61 1.33 1.73 1.34 1.76
128 512 4.00 1.05 1.13 1.24 1.38 1.22 1.60 1.24 1.67
128 1024 8.00 1.00 1.00 1.08 1.31 1.10 1.49 1.13 1.57
128 2048 16.00 1.00 1.00 1.00 1.20 1.01 1.43 1.07 1.49

We measured the quality of a solution by the approximation ratio between the

length of the solution and the lower bound on the length of the optimal solution

shown in the left hand side of (2.2). Table 2.2 reports the average approximation

ratios for both the 2-approximation algorithm and the greedy algorithm over all 10

instances for each value combination of γ, |V |, and k. It can be seen that the average

approximation ratios are sensitive to k/γ and |V |. When k/γ is either extremely

small or extremely large, the average approximation ratio of the 2-approximation

algorithm is close to 1. When k/γ approaches 1, the ratio reaches the largest value,

48



which never exceeds 1.40. When |V | increases from 20, 80, 320, to 1280, the average

ratio increases when k/γ ≥ 1, but changes little when k/γ < 1. The results also

show that the 2-approximation algorithm performed significantly better than the

simple greedy algorithm. For instances with k/γ = 1 and |V | = 1280, the average

approximation ratio of the greedy algorithm is 1.74, more than 26.5% larger than

that of the 2-approximation algorithm, whose average ratio is 1.375.

2.7 Summary

In this chapter, we have developed a 2-approximation algorithm for the CTSPPD-

T. The new improved algorithm extends an exact algorithm for the CTSPPD-P from

the literature and employs more complicated techniques to construct the solution.

Our algorithm has a polynomial time complexity under a reasonable and practical

condition, which is similar with that in the existing literature. Comparing with the

existing approximation algorithms derived from the CTSPPD literature, our algo-

rithms not only improves on the solution quality, i.e., with a better approximation

ratio, but also improves on the time complexities, i.e., under a more relax condition.

Moreover, computational results show that our algorithm also achieves good average

performance over randomly generated instances and exhibits a much shorter running

time and better solution quality than a greedy algorithm. According to the assump-

tions we have made in this chapter, our future work will mainly focus on whether the

unbalanced case still has constant ratio approximation algorithms and whether the

results in this chapter can be further extended to a more complicated setting for the

problem.
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CHAPTER 3

Improved Algorithms for Joint Optimization of

Facility Locations and Network Connections

3.1 Introduction

Consider a complete undirected graph G = (V,E) where V = {1, 2, ..., n} denotes

the vertex set, E denotes the edge set, and each edge e ∈ E has a non-negative weight

denoted by `(e). Let W ⊆ V denote a set of potential facilities, and J ⊆ V a set

of clients, where both W and J are not empty. Let k with 1 ≤ k ≤ |W | indicate

the maximum number of facilities that are allowed to be opened. Each client in J

needs to be served by connecting it to an open facility along a path. The resulting

connections can be represented by a k-median Steiner forest, which is defined as a

collection of at most k trees that covers all the clients, with each tree containing a

distinct facility location as the root, where vertices in V \ J are Steiner vertices that

may or may not be included in the forest. To minimize the total connection cost, we

study in this chapter a k-median Steiner forest problem that aims to find an optimal

k-median Steiner forest that minimizes the total edge weight. See Figure 3.1.

The k-median Steiner forest problem aims to jointly optimize facility locations and

network connections. This problem has wide applications, particularly in the telecom-

munication and transportation industries, where facilities, such as service centers or
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Figure 3.1: An instance of the k-median Steiner forest problem with k = 2, V =
{1, 2, ..., 8}, J = {1, 2, 3, 4} and W = {6, 7, 8}: Vertices 5, 6, 7, and 8 are
Steiner vertices; the numbers on the edges indicate edge weights; for each
edge not shown, its weight equals the total edge weight of the shortest
path that connects its endpoints; the optimal k-median Steiner forest
(shown in solid lines) opens facilities 6 and 7, and has a total edge weight
of 6.

factories, need to be located and connected to clients by cable or road constructions.

Its solutions can also be utilized to construct plans of facility locations combined with

vehicle routing or cargo shipping [16, 61, 64].

The k-median Steiner forest problem is strongly NP-hard, since it contains the

classical Steiner tree problem as a special case with |W | = k = 1. As with the

classical Steiner tree problem [73], it can be assumed without loss of generality that

the weight of each edge equals the total edge weight of the shortest path that connects

the endpoints of the edge, so that the edge weights satisfy triangle inequality and form

a metric. This is because each edge of a k-median Steiner forest can always be replaced

by the shortest path that connects its endpoints, without increasing the total edge

weight of the Steiner forest.

Since the k-median Steiner forest problem is strongly NP-hard, it is of great inter-

est to develop approximation algorithms for it with provable guarantees on running

time and solution quality, as well as to identify special cases that are commonly seen

in practice and can be solved to optimality by polynomial time algorithms. In this

chapter, we develop an improved approximation algorithm for the k-median Steiner

forest problem, as well as new polynomial time algorithms that can solve two non-
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trivial special cases of the problem.

3.1.1 Previous Work

For the k-median Steiner forest problem, only a 2-approximation algorithm is

known in the literature [64, 16]. It is based on a Lagrangian relaxation of the prob-

lem, and uses a sophisticated primal-dual schema that holds a so-called Lagrangian

preserving performance guarantee to construct Steiner forests. (See a detailed review

in Section 3.2.3.1.) As a result, the proof of its approximation ratio is complicated.

The k-median Steiner forest problem is a joint optimization problem that takes

into account decisions on both facility locations and network design [27]. Among

many facility location problems that have been extensively studied in the literature,

the k-median problem is the most relevant one, which aims to open at most k facil-

ities and directly connect each client to an open facility by an edge with the total

edge weight minimized. For the k-median problem, [20] achieved the first constant

approximation ratio of 6.67, and recently, based on a breakthrough made by [53], [15]

achieved the current best approximation ratio of 2.61 + ε for any ε > 0. The existing

2-approximation algorithm for the k-median Steiner forest problem [16] followed the

approach of a 6-approximation algorithm developed by [42] for the k-median prob-

lem. [42] reduced the k-median problem to an uncapacitated facility location problem

by relaxing the constraint of opening at most k facilities, and penalizing the open-

ing of each facility by a Lagrangian multiplier. They then applied a primal-dual

schema to obtain a 3-approximation of the uncapacitated facility location problem,

and transformed it to a 6-approximation of the k-median problem. This approach

has been improved by [40] and [8] to achieve approximation ratios of 4 and 3 + ε for

the k-median problem.

Among various network design problems that have been extensively studied in

the literature, the classical Steiner tree problem is the most relevant one, which,
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as mentioned earlier, is a special case of the k-median Steiner forest problem with

|W | = k = 1, aiming to minimize the total cost of connecting all the clients to a given

facility. It is well-known that a minimum spanning tree of the subgraph induced by

the clients can lead to a 2-approximation of the Steiner tree problem [73]. Moreover,

approximation ratios smaller than 2 have been achieved by [78, 44, 62, 67], and with

the current best approximation ratio being ln(4)+ ε < 1.39, recently achieved by [14].

Moreover, [63] proposed a primal-dual schema that achieves an approximation ratio

of 2 for a Steiner forest problem, which aims to connect clients by a given number of

trees with the total edge weight minimized. This problem is equivalent to a special

case of the k-median Steiner forest problem, where each vertex contains a facility, i.e.,

W = V .

Solutions to the k-median Steiner forest problem are often used to construct ap-

proximations of other problems that jointly optimize facility locations and network

design. [64] studied a location-shipping problem that aims to open at most k facilities

and install cables of sufficient capacity for shipping cargo from clients to facilities.

By combining the 2-approximation of the k-median Steiner forest problem and a

ρ-approximation of the k-median problem, they constructed a (ρ + 2, 2) bicriteria

approximation with a total cost at most ρ+ 2 times that of the optimal solution, and

with a total of at most 2k facilities opened. [16] studied a k-location-routing prob-

lem that aims to assign depots (facilities) to k vehicles and to route the vehicles to

serve clients, with the total routing cost minimized. By duplicating each edge of the

2-approximation of the k-median Steiner forest problem, they obtained a collection of

k tours with each tour starting and ending at an open facility, and proved that such

a tour collection is a 2-approximation of the k-location-routing problem. Moreover,

[76] studied a special case of the k-location-routing problem, where vertices are locat-

ed in a tree-shaped network and edge weights represent lengths of shortest paths on

the tree. Such a tree shaped network appears in several manufacturing and logistics
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applications [10, 22, 24, 45, 74], including those in rural or water transportation sys-

tems [72, 77]. For this special case, solutions to the k-median Steiner forest problem

and solutions to the k-location-routing problem are one-to-one correspondence, and

therefore these two problems are equivalent. [76] developed an algorithm that can

solve this special case of the problem to optimality in O(n26k) time. However, when k

is part of the input, whether or not this special case has a polynomial time algorithm

still remains open.

3.1.2 Our Results

For the k-median Steiner forest problem, we have developed a new 2-approximation

algorithm. It is simpler than the existing 2-approximation algorithm of [16], consist-

ing of only an O(n2)-time transformation from a minimum spanning tree of the clients

and a new vertex that replaces all the facilities. This extends the well-known result

that a minimum spanning tree of the clients can lead to a 2-approximation of the

Steiner tree problem. Compared with the existing 2-approximation algorithm, our

new algorithm has an improved approximation ratio of 2 − 1/|J |, which is not only

tight but easier to be proved, and it can always produce solutions of equal or better

quality, the quality improvement being up to 50% in some cases.

Moreover, we have developed new polynomial time algorithms that can solve two

non-trivial special cases of the k-median Steiner forest problem to optimality. For

a special case where each vertex contains a client, i.e, J = V , we show that it is

equivalent to a problem of finding a minimum weighted basis for a matroid, and that

its optimal solution can be obtained in polynomial time by a transformation from a

minimum spanning tree of the clients. This result is interesting because the same

special case for the k-median problem, where J = V , is still strongly NP-hard. For

the other special case, where vertices are located in a tree-shaped network, we develop

a dynamic programming algorithm that, for the first time in the literature, can solve
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the problem to optimality in polynomial time, a significant improvement over the

existing best algorithm of O(n26k) running time [76].

The remainder of this chapter is organized as follows: In Section 3.2 we present

the improved approximation algorithm for the k-median Steiner forest problem, and

compare its performance with the existing 2-approximation algorithm. In Section 3.3

we present the new polynomial time algorithms for the two special cases of the prob-

lem. We then summarize the chapter in Section 3.4 with discussions on applications

of the results obtained as well as directions for future research.

3.2 Improved Approximation Algorithm

We present our new approximation algorithm for the k-median Steiner forest prob-

lem in Section 3.2.1, prove its tight approximation ratio of 2− 1/|J | in Section 3.2.2,

and then show its improvement over the existing 2-approximation algorithm in Sec-

tion 3.2.3.

As mentioned earlier, we can assume without loss of generality that edge weights

satisfy triangle inequality. Throughout this section, we also assume that W and J

are disjoint, since each vertex that belongs to both W and J can be duplicated to

two vertices, one being a facility and the other being a client.

3.2.1 The new algorithm

Our new approximation algorithm consists of the following three steps:

Step 1. Construct a complete undirected graph H by shrinking vertices of W to a

new vertex r and eliminating vertices not in J . As a result, H is a complete

graph on vertices of J ∪ {r}. For each edge (u, v) with u ∈ J and v ∈ J , its

weight still equals `(u, v), and for each edge (r, v) with v ∈ J , we let `(r, v) =

min{`(u, v) : u ∈ W}.
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Step 2. Define a k-root-degree spanning tree of H, or k-RDST of H in short, as

a spanning tree of H, with r being its root, such that the degree of r does

not exceed k. Compute a minimum k-RDST TH , which is a k-RDST of the

minimum total edge weight.

Step 3. Construct from TH a k-median forest F of G with `(F ) = `(TH), as follows.

For each edge (r, v) of TH with v ∈ J , we replace it with an edge (u, v) where

u ∈ W and `(u, v) = `(r, v). Since the degree of r in TH does not exceed k, we

know that the resulting tree collection F must contain at most k trees, with

each tree containing a distinct facility in W . Thus, F is a k-median Steiner

forest of G. Since each edge (r, v) of TH with v ∈ J corresponds to an edge

(u, v) with u ∈ W of equal weight, we have `(F ) = `(TH). Since k ≤ n, this

step takes O(n) time.

It can be seen that the above algorithm constructs a k-median Steiner forest

F of G by an O(n)-time transformation from a minimum k-RDST TH of H with

`(F ) = `(TH), where H is a complete graph with its vertices including all the clients,

as well as an additional vertex r that replaces all the facilities. We next show that TH

can be computed by an O(n2)-time transformation from a minimum spanning tree of

H.

Lemma 3.1. For any minimum spanning tree T ∗ of H, it can be transformed to a

minimum k-RDST TH of H in O(n2)-time.

Proof. For 1 ≤ q ≤ k, let T (q) indicate a spanning tree of H that minimizes the total

edge weight, with the degree of r equal to q. Thus, among all T (q) for 1 ≤ q ≤ k,

the one with the minimal total edge weight is a minimum k-RDST of H. It is known

from [31] that each T (q) can be obtained by an O(n2)-time transformation from the

minimum spanning tree T ∗ of H. Thus, a minimum k-RDST of H can be obtained

by applying k times such a transformation. Next, we show that it is sufficient to
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apply at most once such a transformation. To see this, consider the following two

cases: If the degree of r in T ∗ does not exceed k, then we directly obtain that T ∗ is

a minimum k-RDST of H. Otherwise, the degree of r in T exceeds k. For this case,

it is known from [56] that there exists a minimum k-RDST of H with the degree of

r exactly equal to k. Thus, T (k) is a minimum k-RDST of H. Since T (k) can be

obtained by an O(n2)-time transformation from T ∗ [31], Lemma 3.1 is proved.

By Lemma 3.1, the new approximation algorithm is also an O(n2)-time transfor-

mation from a minimum spanning tree of H. It is noted that the fastest minimum

spanning tree algorithm runs in O(α(|E|,
√
|E|)|E|) time, where α(|E|,

√
|E|) is the

functional inverse of Ackermann’s function, which grows very slowly and can be con-

sidered as a constant [21]. Since |E| is in O(n2), we obtain that our new algorithm

runs in O(α(n2, n)n2) time.

Example 3.1. Apply the new algorithm on the instance shown in Figure 3.1, where

k = 2. In H constructed by Step 1, we have `(r, v) = 1 for v ∈ {3, 4}, `(r, v) = 2 for

v ∈ {1, 2}, `(1, 2) = 2, and `(3, 4) = 3. By the definition in Step 2, it is easy to verify

that the tree ({r, 1, 2, 3, 4}, {(r, 1), (1, 2), (r, 3), (3, 4)}) is a minimum k-RDST TH of

H with `(TH) = 8. Thus, replacing edges (r, 1) and (r, 3) with (6, 1) and (7, 3), we

obtain a k-median Steiner forest F of G in Step 3 of `(F ) = `(TH) = 8.

3.2.2 Approximation ratio of the new algorithm

Consider the k-median Steiner forest F obtained by the new approximation algo-

rithm. Let OPT indicate an optimal k-median Steiner forest. We prove as follows

that the new approximation algorithm guarantees an approximation ratio of 2−1/|J |.

Theorem 3.1. `(F ) ≤ (2− 1/|J |)`(OPT).

Proof. For each tree T of OPT, let wT indicate its facility, nT indicate the number of

clients in T , and PT indicate the path of the largest total edge weight that connects

58



wT and a client in T , for which we use vT ∈ J to indicate the endpoint of PT that is

a client. We duplicate each edge of T except those on PT , so as to obtain a subgraph

that contains an Eulerian path that starts from wT , visits every edge exactly once,

and then returns to vT . Thus, by short-cutting vertices not in J ∪ W as well as

facilities other than wT at the start, we obtain a path T ′ that starts from wT and

visits all the clients of T exactly once. See Figure 3.2.

Hence, by repeating the above procedure for every tree T in OPT, and replacing

all the facilities with r, we can obtain a collection of at most k paths that all start

from r, cover all the clients, and contain no other vertices. Thus, it forms a k-RDST

of H, denoted by T ′H , and we have `(TH) ≤ `(T ′H). Hence, by `(F ) = `(TH), we have

`(F ) ≤ `(T ′H).

Moreover, since OPT is an optimal k-median Steiner forest, without loss of gen-

erality it can be assumed that each leaf of the trees in OPT is a client. Thus, for

each tree T ∈ OPT, since every edge of T belongs to a certain path that connects wT

and a client in T , we obtain that `(PT ) ≥ `(T )/nT . By triangle inequality, we know

`(T ′H) ≤ 2[`(OPT) −
∑

T∈OPT `(PT )] +
∑

T∈OPT `(PT ) = 2`(OPT) −
∑

T∈OPT `(PT ),

which, together with `(PT ) ≥ `(T )/nT and nT ≤ |J | for each T ∈ OPT, im-

plies that `(T ′H) ≤ (2 − 1/|J |)`(OPT). Hence, we obtain that `(F ) ≤ `(T ′H) ≤

(2− 1/|J |)`(OPT).

Moreover, the approximation ratio (2− 1/|J |) is tight by the following example.

Example 3.2. Let k = 1, n = h + 2, J = {1, 2, .., h}, and W = {h + 1, h + 2}.

Define `(h + 1, u) = 1 for u ∈ J , and `(h + 2, 1) = 1. For other edges (u, v), define

`(u, v) = 2. It can be seen that the edge weights satisfy triangle inequality, and that

it is optimal to connect facility h+1 to each client u ∈ J by an edge (h+1, u), so that

`(OPT) = h = |J |. Moreover, since edges (h + 2, 1) and (1, v) for 2 ≤ v ≤ h form a

minimum k-RDST of H, it can be seen that the approximation solution F produced
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(c) T ′ with `(T ′) = 4

Figure 3.2: Illustration of the construction of T ′ from T in the proof of Theorem 3.1,
where T is one of the trees of the optimal solution for the instance shown
in Figure 3.1.

by the proposed algorithm consists of edges (h + 2, 1) and (1, v) for 2 ≤ v ≤ h, so

that `(F ) = 1 + 2(h− 1) = 2|J | − 1 = (2− 1/|J |)|J | = (2− 1/|J |)`(OPT). Thus, the

approximation ratio of (2− 1/|J |) is tight for the proposed approximation algorithm.

3.2.3 Comparison with the existing 2-approximation algorithm

To compare our new algorithm with the existing 2-approximation algorithm de-

veloped by [16], we first provide a detailed review of the existing algorithm in Sec-

tion 3.2.3.1, and prove its equivalence to a transformation from an optimal solution

of a minimum spanning tree problem in Section 3.2.3.2. Based on this equivalence,

we then show the improvements made by our new algorithm in Section 3.2.3.3.

3.2.3.1 Review of the existing 2-approximation algorithm

[16] studied a problem that is equivalent to the k-median Steiner forest problem.

It can be formulated as a Steiner tree problem on a new graph Ĝ with a root degree

constraint, where the vertex set of Ĝ consists of V and a new root vertex r, and the

edge set of Ĝ consists of E and root edges (r, v) for v ∈ W with `(r, v) = 0. It can be

seen that the k-median Steiner forest problem is equivalent to finding a Steiner tree

of Ĝ of minimum total edge weight, such that it connects the root r and all clients
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v ∈ J with the degree of r not exceeding k. As a result, a facility v ∈ W is open if,

and only if, the Steiner tree of Ĝ contains the root edge (r, v).

To construct such a Steiner tree of Ĝ, [16] first relaxed the degree constraint on r

and introduced a non-negative Lagrangian multiplier λ to penalize selections of root

edges (r, v) for v ∈ W . For any given λ ≥ 0, they proposed a primal-dual schema to

construct a Steiner tree of Ĝ such that the sum of its total edge weight and its total

penalty do not exceed twice the sum of the total edge weight and total penalty of the

optimal solution OPT. They then proved that there exists a value λk such that the

Steiner tree obtained for λ = λk is a 2-approximation of the problem.

According to [16], the primal and dual schema that constructs the Steiner tree

of Ĝ for a given λ is equivalent to applying a truncated version of the well-known

Kruskal’s minimum spanning tree algorithm on Ĝ under revised edge weights `λ(·),

where `λ(u, v) = `(u, v)/2 for u ∈ J and v ∈ J , `λ(u, v) = `(u, v) for u ∈ W and

v ∈ J , `λ(r, u) = s(u) + λ for u ∈ W , where s(u) indicates the smallest value of

`(u, v) with v ∈ J , and for other edges (u, v), it sets `λ(u, v) = ∞. See Figure 3.3

for an example of `λ(·). The primal and dual schema starts with an empty set of

edges, and iteratively selects and adds an edge (u, v) of the smallest weight such that

v belongs to an active connected component Cv that does not contain u. Here, an

active connected component is defined as a connected component of the subgraph

induced by the selected edges such that the component contains at least one client in

J , but does not contain the root r. Among all such edges of the same length, ties are

broken (i) by preferring root edges if less than k root edges have been selected, and

preferring non-root edges otherwise, and (ii) by not selecting edges that join a facility

and a client if other choices are available. Edges (u, v) with u ∈ W and v ∈ W are

never selected, since `λ(u, v) =∞. When no new edges can be selected, the iteration

stops and a Steiner tree T̂λ of Ĝ that connects r and all clients in J is obtained.

[16] proved the following lemma for the resulting Steiner tree T̂λ.
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Figure 3.3: Illustration of Ĝ for the instance in Figure 3.1: The numbers on the edges
indicate the edge weights under `λ(·); for edges not shown, their weights
under `λ(·) are too large to be selected, and are omitted; Tλk with λk = 1
are shown in solid lines.

Lemma 3.2 ([16]). For each λ ≥ 0, in T̂λ every facility u ∈ W is incident with at

most one edge (u, v) with v ∈ J , and if T̂λ contains an edge (u, v) for u ∈ W and

v ∈ J , then `(u, v) = s(u).

Proof. The proof is presented below for completeness. For each λ ≥ 0, consider the

Steiner tree T̂λ of Ĝ constructed above.First, if in T̂λ, a facility u ∈ W is incident

with two edges (u, v) and (u, v′) with v ∈ J and v′ ∈ J , then by triangle inequality

for `(·) and by the definition of `λ(·) in Section 3.2.3.1, we know that `λ(v, v
′) =

`(v, v′)/2 ≤ [`(u, v) + `(u, v′)]/2, implying that either `λ(v, v
′) ≤ `(u, v) = `λ(u, v) or

`λ(v, v
′) ≤ `(u, v′) = `λ(u, v

′). Thus, due to the preference adopted for tie breaking in

the construction of Tλ, we know that T̂λ cannot contain both (u, v) and (u, v′). Thus,

every facility u ∈ W is incident with at most one edge (u, v) with v ∈ J .

Next, if T̂λ contains (u, v) for u ∈ W and v ∈ J , then by the argument above

we know that at the time when (u, v) is added to T̂λ, no edge (u, v′) with v′ ∈ J is

selected, and thus `λ(u, v) cannot be larger than `λ(u, v
′) for any other (u, v′) with

v′ ∈ J and v′ 6= v, which, together with `λ(u, v) = `(u, v) and `λ(u, v
′) = `(u, v′),

implies that `(u, v) = s(u). This completes the proof of Lemma 3.2.
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According to Lemma 3.2, one can eliminate every edge (u, v) with u ∈ W , v ∈ J ,

and (r, u) not in T̂λ, such that the remainder is still a Steiner tree of Ĝ, denoted by

Tλ. Let δ(r) = {(r, v) : v ∈ W} denote the set of root edges. Let xe be a binary

variable that indicates whether or not Tλ contains an edge e ∈ E ∪ δ(r). [16] proved

that Tλ has a Lagrangian preserving performance guarantee, as shown below:

∑

e∈E
`(e)xe + 2

∑

e∈δ(r)
λxe ≤ 2`(OPT) + 2kλ. (3.1)

Next, [16] showed as follows that there exists λk ≥ 0 such that Tλk is a 2-

approximation of the problem. If T0 (for λ = 0) contains no more than k edges

of δ(r), then by (3.1) we have `(T0) ≤ 2`(OPT), and thus T0 is a 2-approximation of

the problem, so that one can set λk = 0. Otherwise, T0 contains more than k edges

of δ(r). For this case, [16] proved that there exists λk > 0 such that Tλk contains

exactly k edges of δ(r). The computation of λk depends on how edges are selected

through the construction of T∞ (for λ = ∞), in which only one edge of δ(r) is se-

lected. For each edge (u, v) of T∞ with u ∈ J and v ∈ J , consider the time before

(u, v) is selected. Let Cu and Cv indicate the connected components that contain

u and v, respectively, in the subgraph induced by the edges selected before (u, v).

Let s(Cu) and s(Cv) indicate the smallest values of s(i) for all facilities i in Cu and

Cv, respectively. Define s(u, v) := max{s(Cu), s(Cv)}. It can be seen that if `(u, v)

exceeds s(u, v) + λ, then both Cu and Cv must become inactive before (u, v) can be

selected, and thus (u, v) will not be selected. In light of this, [16] defined λk as the

value of λ such that exactly |J | − k edges of T∞ with u ∈ J and v ∈ J are selected

in Tλ for λ = λk. Thus, by Lemma 3.2, it can be seen that Tλk must contain exactly

k edges of δ(r) to form a Steiner tree of Ĝ. By (3.1), we have `(Tλk) ≤ 2`(OPT),

implying that Tλk is a 2-approximation of the problem.

Example 3.3. Apply the algorithm of [16] on the instance in Figure 3.1, where Ĝ
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is shown in Figure 3.3. When λ = 0, it can be seen that edges (1, 2), (7, 3), (r, 7),

(8, 4), (r, 8), (6, 1) and (r, 6) are selected one by one to form T0, which contains

all the three edges (i.e., more than k = 2 edges) in δ(r) = {(r, 6), (r, 7), (r, 8)}.

Next, when λ = ∞, it can be seen that edges (1, 2), (7, 3), (8, 4), (3, 4), (6, 1),

(2, 3), and (r, 7) are selected one by one to form T∞. From this, we can see that

when λ = 1, edges (1, 2), (7, 3), (8, 4), and (3, 4) are still selected one by one in the

construction of T1. Since `1(r, 7) = 1 + 1 = 2 = `1(6, 1), edges (r, 7) and (6, 1) are

then included in T1. Now, consdier edge (2, 3), which connects connected components

C2 of vertices in {1, 2, 6} and C3 of vertices in {3, 7, r}, implying that s(2, 3) + λ =

max{2 + λ, 1 + λ} = 3 < 3.5 = `1(2, 3). Thus, edge (2, 3) is not include in T1.

Moreover, since `1(r, 6) = 3, edge (r, 6) is then selected in T1. Hence, T1 consists of

edges in {(1, 2), (7, 3), (8, 4), (3, 4), (r, 7), (6, 1), (r, 6)}, including exactly |J | − k = 2

edges (u, v) of T∞ with u ∈ J and v ∈ J . Thus, we can set λk = 1. By removing

(8, 4) (since (r, 8) is not selected), and removing (r, 6) and (r, 7), we obtain from T1 a

k-median Steiner forest of G.

We have seen that the existing 2-approximation algorithm, developed by [16],

is a primal-dual schema that is equivalent to a truncated version of the well-known

Kruskal’s minimum spanning tree algorithm, for which the best implementation takes

O(|E| log n) or O(n2 log n) time, slower than our newly proposed approximation al-

gorithm by a factor of log n. Moreover, the proof of its approximation ratio relies on

(3.1), which is derived from a complicated construction and analysis of a dual feasible

solution associated with the primal-dual schema. Compared with this, the proof of

the approximation ratio in Theorem 3.1 for our algorithm is much simpler.

3.2.3.2 A simple equivalence of the existing 2-approximation algorithm

We now show that the existing 2-approximation algorithm, developed by [16], is

equivalent to a transformation from an optimal solution to a minimum spanning tree
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problem. For this, by Lemma 3.1, it is sufficient for us to show as follows that it

is equivalent to a transformation from a minimum k-RDST of H under some edge

weights that are different from `(·), where H, as defined earlier in Section 3.2.1, is a

complete graph on J ∪ {r}.

For any λ ≥ 0, we are reminded that edges (u, v) with u ∈ W and v ∈ W are

never selected in Tλ due to `λ(u, v) =∞. Thus, by Lemma 3.2 we know that for each

facility u ∈ W of Tλ, it must be incident and only incident with two edges in Tλ,

including the root edge (r, u) and the other edge (u, v) with v ∈ J and `(u, v) = s(u).

Thus, we can transform Tλ to a spanning tree Sλ of H by replacing (r, u) and (u, v)

with (r, v). Consider revised edge weights πλ(·) for edges of H, where πλ(r, v) =

min{`(u, v) : u ∈ W} + λ for v ∈ J , and πλ(u, v) = `(u, v)/2 for u ∈ J and v ∈ J .

We can then establish the following lemma for Sλ.

Lemma 3.3. Sλ is a minimum spanning tree of H under edge weights πλ(·), for

λ ≥ 0.

Proof. Note that Sλ is obtained from Tλ, which is obtained from T̂λ. From the

construction of T̂λ we know that Sλ can also be obtained in the following way: Start

with an empty edge set for Sλ. For each edge (u, v) of T̂λ according to their sequence

in the construction of T̂λ, if u ∈ J and v ∈ J , then we add (u, v) to Sλ; if u ∈ W and

v ∈ J , we ignore (u, v) (since it does not appear in Sλ); and if u = r and v ∈ W , then

we add (r, i) to Sλ with i ∈ J and `(v, i) = s(v). By Lemma 3.2, it can then be seen

that Sλ is a spanning tree of H.

To prove the lemma, it is sufficient to show that the above construction of Sλ is

equivalent to applying Krusal’s minimum spanning tree algorithm on H under πλ(·).

To show this, it is sufficient to show that for each edge e of Sλ, when e is to be added

to Sλ, πλ(e) ≤ πλ(x, y) is held for every edge (x, y), with x ∈ J ∪ {r} and y ∈ J not

being connected by any path of edges that have been added to Sλ. First, we know
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that at this moment an edge denoted by e′ is also to be added to T̂λ. By the following

two cases, we know `λ(e
′) ≤ πλ(x, y):

• If x ∈ J , then x and y are not connected by any path of edges that have been

added to T̂λ, and since y ∈ J implies `λ(x, y) = πλ(x, y), we have `λ(e
′) ≤

`λ(x, y) = πλ(x, y).

• Otherwise, x = r, and thus there exists i ∈ W , such that `(i, y) = min{`(i′, y) :

i′ ∈ W}. This implies that πλ(r, y) = `(i, y) + λ. Thus, we have that `λ(i, y) =

`(i, y) ≤ πλ(r, y), and that `λ(r, i) = s(i) + λ ≤ πλ(r, y). Since r and y are

not connected by any path of the selected edges in Sλ, we know either that

i and y are not connected by any path of the selected edges in T̂λ, implying

`λ(e
′) ≤ `λ(i, y) ≤ πλ(r, y), or that i and y are connected by a path of the

selected edges in T̂λ but r and i are not, implying `λ(e
′) ≤ `λ(r, i) ≤ πλ(r, y).

Hence, we obtain that `λ(e
′) ≤ πλ(r, y) = πλ(x, y).

Moreover, for the edge e, which is now to be added to Sλ, by the following two cases,

we can see that πλ(e) ≤ `λ(e
′):

• If the endpoints of e are both in J , then e = e′, and πλ(e) = `(e)/2 = `(e′)/2 =

`λ(e
′).

• Otherwise, e and e′ can be represented by e = (r, i) and e′ = (r, v) with i ∈ J ,

v ∈ W and `(v, i) = s(v). Thus, since πλ(r, i) = min{`(u′, i) : u′ ∈ W}+ λ and

`λ(r, v) = s(v) + λ, we have that πλ(e) = πλ(r, i) ≤ l(v, i) + λ = s(v) + λ =

`λ(r, v) = `λ(e
′).

Hence, we obtain that πλ(e) ≤ `λ(e
′) ≤ πλ(x, y).

Therefore, Sλ can be constructed by applying Krusal’s minimum spanning tree

algorithm on H under πλ(·), and so Sλ is a minimum spanning tree of H under

πλ(·).

66



Lemma 3.3 implies that for any given λ ≥ 0, the primal-dual schema used in the

2-approximation algorithm of [16] is equivalent to computing a minimum spanning

tree of H under the revised edge weights πλ(·). From this, we can prove as follows

that the 2-approximation algorithm of [16] is equivalent to computing a minimum

k-RDST of H under π0(·) (for λ = 0).

Theorem 3.2. Consider the value of λk determined in the algorithm of [16]. Then,

Sλk is a minimum k-RDST of H under π0(·).

Proof. If T0 consists of no more than k trees, then λk = 0, and the degree of the root

r in S0 does not exceed k. Since by Lemma 3.3, S0 is a minimum spanning tree of H

under π0(·), we know that Sλk is a minimum k-RDST of H under π0(·). Otherwise,

for the value of λk determined in the algorithm of [16], Tλk must contain exactly k

trees, implying that the degree of root r in Sλk equals k, and thus Sλk is a k-RDST

of H. Consider any minimum k-RDST S∗ of H under π0(·). Since S∗ is a spanning

tree of H, by Lemma 3.3 we have that

∑

e∈E(Sλk )

π0(e) =
∑

e∈E(Sλk )

πλk(e)− λkk ≤
∑

e∈E(S∗)

πλk(e)− λkk ≤
∑

e∈E(S∗)

π0(e).

Hence, Sλk is a minimum k-RDST of H under π0(·).

In light of Theorem 3.2, we can simplify the existing 2-approximation algorithm

of [16] to a transformation from a minimum k-RDST of H, so that it consists of the

following three steps:

Step 1. Construct H and π0(·);

Step 2. Compute a minimum k-RDST S∗ of H under π0(·);

Step 3. Transform S∗ to a Steiner forest F̂ of G by replacing each edge (r, v) in F̂

with (u, v), where u ∈ W and `(u, v) = min{(u′, v) : u′ ∈ W}, so that we have

`(F̂ ) = `(S∗).
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Since Lemma 3.1 indicates that a minimum k-RDST of H can be transformed from

a minimum spanning tree of H, we obtain that the algorithm of [16] is also equivalent

to a transformation from the minimum spanning tree of H under π0(·). Moreover,

based on this equivalence, we can provide a simpler proof of the approximation ratio

2 for the algorithm of [16], as demonstrated below.

Consider the above 3-step algorithm. Let F̂ indicate the k-median Steiner forest

of G that it constructs, with `(F̂ ) = `(S∗), where S∗ is a minimum k-DRST of H

under edge weights π0(·), and H, as defined in Section 3.2.1, is a complete graph on

J ∪ {r}. Consider an optimal k-median Steiner forest OPT of G. We thus estab-

lish Theorem 3.3 below, providing a new proof of the approximation ratio 2 for the

algorithm of [16].

Theorem 3.3. `(F̂ ) ≤ 2`(OPT).

Proof. For each tree T of OPT, let wT indicate its root, V (T ) the set of its vertices,

J(T ) the set of its clients, E(T ) the set of its edges, and EJ(T ) the set of its edges

(u, v) that join pairs of clients with u ∈ J and v ∈ J . By the definition of πλ for

λ = 0,we have π0(EJ(T )) + `(E(T ) \ EJ(T )) ≤ `(EJ(T )) + `(E(T ) \ EJ(T )) = `(T ).

We first follow the procedure below to construct from T a new tree T ′ with

π0(EJ(T ′)) + `(E(T ′) \ EJ(T ′)) ≤ π0(EJ(T )) + `(E(T ) \ EJ(T )), such that (i) V (T ′)

consists of only vertices in J(T ′) ∪ {wT}, and that (ii) T ′ contains at most one edge

that wT is incident with.

Start with T ′ = T . First, until T ′ satisfies the above condition (i), repeat the

following to revise T ′ with π0(EJ(T ′))+`(E(T ′)\EJ(T ′)) always being non-increasing.

Since condition (i) is not satisfied, it can be seen that there must exist a vertex

u ∈ V (T ′) \ J(T ′) \ {wT} such that every child of u (if it exists) is a client in J(T ′).

Let p(u) indicate the parent of u in T ′. We revise T ′ by the following three cases: For

case 1, where u has no child, we remove u and (p(u), u) from T ′, and it is then easy

to see that π0(EJ(T ′)) + `(E(T ′) \EJ(T ′)) is not increasing. For case 2, where u has

68



2

6

1

51 1

1

(a) Initially, T ′ = T ,
where wT = 6

21

5

6
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Figure 3.4: Illustration of the construction of T ′ from T in the proof of Theorem 3.3,
where T is one of the trees of the optimal solution for the instance shown
in Figure 3.1.

only one child denoted by v, we remove u and replace edges (p(u), u) and (u, v) with

(p(u), v) in T ′, and by triangle inequality, we have that `(p(u), v) ≤ `(p(u), u)+`(u, v),

which, together with π0(p(u), v) ≤ `(p(u), v) if p(u) ∈ J and v ∈ J , implies that

π0(EJ(T ′)) + `(E(T ′) \ EJ(T ′)) is not increasing. For case 3, where u has at least

two children, we let v denote the child of u with `(u, v) minimized, and for each

child v′ of u other than v, replace (u, v′) with (v, v′), and by triangle inequality, we

have that π0(v, v′) = `(v, v′)/2 ≤ [`(u, v) + `(u, v′)]/2 ≤ `(u, v′), which implies that

π0(EJ(T ′)) + `(E(T ′) \ EJ(T ′)) is not increasing. See Figure 3.4.

Next, until T ′ satisfies the above condition (ii), repeat the followings to revise T ′,

with π0(EJ(T ′)) + `(E(T ′) \ EJ(T ′)) also always being non-increasing: Since condi-

tion (i) is satisfied but condition (ii) is not satisfied, we know that wT must have at

least two children that are all clients in J(T ′). We can thus follow the step for the

above case 3 to replace (wT , v
′) with (v, v′) for each child v′ of u other than v, where

v is the child of wT with `(wT , v) minimized, and similarly, by triangle inequality,

π0(EJ(T ′)) + `(E(T ′) \ EJ(T ′)) is also not increasing.

Hence, we obtain a tree T ′ from T satisfying both conditions (i) and (ii) with

π0(EJ(T ′)) + `(E(T ′) \EJ(T ′)) ≤ π0(EJ(T )) + `(E(T ) \EJ(T )) ≤ `(T ). Moreover, it
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can be seen from the above construction that J(T ′) = J(T ). Thus, by condition (i),

V (T ′) = J(T ) ∪ {wT}.

Repeating the above procedure for every tree T in OPT, we can obtain a collection

F ′ of at most k trees with π0(EJ(F ′)) + `(E(F ′) \ EJ(F ′)) ≤ `(OPT), such that F ′

covers all vertices of J , with each tree containing only vertices in J∪W and containing

exactly one facility in W . Thus, by replacing facilities with r for all these trees, we can

obtain a k-RDST S ′ of H with π0(S ′) ≤ π0(EJ(F ′)) + `(E(F ′) \ EJ(F ′)) ≤ `(OPT).

Since S∗ is a minimum k-RDST of H under π0(·), we have π0(S∗) ≤ π0(S ′). Hence,

by `(F̂ ) = `(S∗) ≤ 2π0(S∗), we obtain `(F̂ ) ≤ 2π0(S∗) ≤ 2π0(S ′) ≤ 2`(OPT).

3.2.3.3 Improvements made by the new algorithm

We can now compare the solution F̂ returned by the existing 2-approximation

algorithm of [16] with the solution F returned by our newly proposed approximation

algorithm. The following theorem shows that our algorithm always produces solutions

of equal or better quality than the existing algorithm.

Theorem 3.4. `(F ) ≤ `(F̂ ).

Proof. As we have shown earlier in Section 3.2.3.2 and Section 3.2.1, F̂ can be ob-

tained from a minimum k-RDST S∗ of H under π0(·) with `(S∗) = `(F̂ ), and F is

constructed from a minimum k-RDST TH of H under `(·) with `(TH) = `(F ). Thus,

since S∗ is also a k-RDST of H under `(·), we have `(F ) = `(TH) ≤ `(S∗) = `(F̂ ).

Moreover, the following example shows that `(F ) can be strictly better than `(F̂ ),

and that the improvement can be up to 50% in some cases.

Example 3.4. Consider J = {1, 2, ..., k} and W = {k + 1, k + 2, ..., 2k}, where

`(k + 1, 1) = 1, `(k + v, v) = 1 + ε for each v ∈ {2, ..., k} and for any ε > 0, and

`(u, v) = 2 for other edges (u, v). Since edges in {(r, v) : v ∈ J} form a minimum

k-RDST of H under `(·), it can be seen that our algorithm produces a solution F
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that consists of edges (k + v, v) for v ∈ J with `(F ) = k + (k − 1)ε. Since edges in

{(r, 1)} ∪ {(1, v) : 2 ≤ v ≤ k} form a minimum k-RDST of H under π0(·), it can be

seen that the algorithm of [16] produces a solution F̂ that consists of edges (k+ 1, 1)

and (1, v) for 2 ≤ v ≤ k with `(F̂ ) = 2(k − 1) + 1 = 2k − 1. It can be seen that

[`(F̂ )− `(F )]/`(F̂ ) = 1/2− [1 + 2(k− 1)ε]/(4k− 2), which can be arbitrarily close to

50% when k grows to infinity and ε goes to zero.

To demonstrate the algorithm improvement, we conduct numerical experiments on

randomly generated instances. Following the method proposed by [34], we generated

43 classes randomly, with each class containing 20 instances for a specific combination

of |V | and |J |, and we set W = V \ J . To obtain the optimal solution (best lower

bound) and best integer solution as the benchmark for comparison, we model the

problem as a mixed integer programming (see Appendix A for details) and solve it by

commercial solver CPLEX 12.6. However, since the problem is NP-hard, for large

instances with |V | greater than 30, it is difficult to obtain a better lower bound which

is close to the optimal solution. Our preliminary results on these instances show that

even after running CPLEX for two hours, the gap between best lower bound and best

integer solution is still larger than 25%. Therefore, our experiments only use CPLEX

to solve small instances, with a time limit of two hours, and compare the returned

optimal solution (best lower bound) or best integer solution with the solutions F and

F̂ , respectively. While for large instances, only the relative solution improvement

made by F over F̂ is evaluated.

For small instances with |V | only in {10, 15, 20, 25}, we compare the solutions

with the best lower bound returned by CPLEX. The optimality gap of the solutions

is shown in Table 3.1, where columns 4-13 present the average optimality gap of

the two approximation algorithms over the 20 instances for different values of ρ in

{0.1, 0.3, 0.5, 0.7, 0.9} with k = dρ|W |e holds, respectively. The results show that

the solution produced by our new algorithm (New) is close to the optimal solution,
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Table 3.1: Computational results for the optimality gap (%) on randomly generated
small instances.

|V | |J | |W | ρ = 0.1 ρ = 0.3 ρ = 0.5 ρ = 0.7 ρ = 0.9
New CS New CS New CS New CS New CS

10 5 5 3.6 3.6 3.9 11.8 3.0 17.9 0.0 15.4 0.0 16.0
15 10 5 2.4 2.4 2.6 6.3 2.4 10.6 0.5 11.3 0.6 11.0
15 5 10 4.6 4.6 3.8 12.8 0.0 17.8 0.0 16.6 0.0 19.2
20 10 10 2.5 2.5 4.3 10.2 1.2 16.2 0.2 16.2 0.0 14.4
20 5 15 5.9 9.7 0.0 13.2 0.0 16.4 0.0 20.2 0.0 19.4
25 15 10 17.7 17.7 7.8 12.1 2.7 12.8 0.9 15.4 0.3 14.3
25 10 15 3.3 3.8 2.4 16.1 0.0 19.7 0.0 20.3 0.0 20.7

Average 5.7 6.3 3.6 11.8 1.3 15.9 0.2 16.5 0.1 16.4

especially when ρ is large. However, the solution produced by the approximation

algorithm of [16] (CS) is far away from the optimal solution. For example, when

ρ = 0.9, our algorithm can return optimal solutions for most of instances while the

average gap of the algorithm in [16] has 16.4%. Moreover, it can be seen that our

new algorithm always outperforms the algorithm of [16], that is, for our algorithm the

average optimality gap for all instance classes is less than 5.7% but it is greater than

6.3% for the algorithm of [16]. This result is consistent with the theoretical analysis

in Theorem 3.4.

For small instances with |V | in {30, 35, 40}, we compare the solutions with the best

upper bound (UB) returned by CPLEX. The upper bound gap, which is measured by

[`(F ) − `(UB)]/`(F ) · 100% and [`(F̂ ) − `(UB)]/`(F̂ ) · 100%, is shown in Table 3.2,

where columns 4-13 present the average upper bound gap of the two approximation

algorithms. The results show that our new algorithm can effectively produce solutions

for these instances in a short running time (less than 0.1 seconds) with quality as good

as those of CPLEX (two hours). In particular, the average gap is less than 1.2%, and

can even be negative, which implies that our solutions are better than those returned

by CPLEX. However, the solutions F̂ are always worse than those of CPLEX for all
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Table 3.2: Computational results for the upper bound gap (%) on randomly generated
small instances.

|V | |J | |W | ρ = 0.1 ρ = 0.3 ρ = 0.5 ρ = 0.7 ρ = 0.9
New CS New CS New CS New CS New CS

30 20 10 1.6 1.6 0.3 4.6 1.5 10.8 0.7 12.1 0.8 13.1
30 15 15 0.4 0.4 3.0 9.4 1.6 16.3 0.0 17.6 0.0 14.7
35 25 10 -0.3 -0.3 0.2 3.9 0.5 7.0 -2.0 7.8 0.0 10.4
35 20 15 0.0 0.0 1.6 8.5 1.1 12.8 0.0 15.3 -2.8 13.3
35 15 20 0.8 0.8 3.5 17.5 0.3 18.7 0.0 19.8 0.0 21.4
40 25 15 -4.5 -4.5 -2.8 1.5 -2.2 6.6 -2.1 10.1 -2.5 9.1
40 20 20 -3.0 -2.3 2.4 11.7 0.5 14.7 -0.1 16.5 0.0 15.0
40 15 25 0.5 1.2 1.6 16.1 0.0 19.9 0.0 19.7 0.0 19.2

Average -0.6 -0.4 1.2 9.1 0.4 13.4 -0.4 14.9 -0.6 14.5

the instances when ρ ≥ 0.3.

For large instances, we only evaluate the average improvement made by F over

F̂ , which is measured by the gap ratio [`(F̂ )− `(F )]/`(F̂ ) · 100%. The computational

results are shown in Table 3.3, where columns 5–11 present the average gap ratios

over the 20 instances of each class for different values of ρ ranging from 0.2 to 0.8,

respectively. From the results, it can be seen that (i) the solution F produced by

our new algorithm is always better than the solution F̂ produced by the algorithm

of [16], and that (ii) the average improvement increases from 4.3% to 11.4% as ρ

increases from 0.2 to 0.8. This is mainly because the improvement [`(F̂ ) − `(F )]

equals [`(S∗)− `(TH)], and both S∗ and TH are minimum k-RDSTs of H but under

different edge weights, i.e., π0(·) and `(·), respectively. Since π0(r, v) equals `(r, v) for

v ∈ J , and π0(u, v) is only half of `(u, v) for u ∈ J and v ∈ J , those root edges (r, v)

in TH may not be preferred by S∗. A further investigation on the numerical results

reveals that S∗ contains significantly fewer root edges than TH , and this difference

becomes greater as k increases. This results in the increase of [`(S∗)− `(TH)], which

results in the increase of the improvement [`(F̂ )− `(F )].
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Table 3.3: Computational results for the gap ratio [`(F̂ ) − `(F )]/`(F̂ ) · 100%(%) on
randomly generated large instances.

Class |V | |J | |W | ρ
0.2 0.3 0.4 0.5 0.6 0.7 0.8

1 50 40 10 0.3 1.4 2.3 3.5 4.2 5.4 6.6
2 60 50 10 0.1 1.5 1.5 3.1 3.5 4.3 4.3
3 60 30 30 3.7 9.0 11.4 12.4 13.0 13.1 13.7
4 70 40 30 2.0 5.9 8.8 9.8 11.3 11.2 10.6
5 80 50 30 2.4 5.4 8.2 8.5 8.7 9.3 8.5
6 100 50 50 5.4 10.7 12.5 12.2 11.9 12.6 14.0
7 70 60 10 0.2 1.1 1.6 2.2 2.9 3.1 3.6
8 90 60 30 2.7 4.9 7.6 7.9 8.3 8.7 8.4
9 110 60 50 5.4 9.8 13.0 13.2 13.2 13.1 12.2
10 80 70 10 0.4 1.0 1.6 2.3 2.6 3.0 3.4
11 100 70 30 2.4 5.2 7.3 8.3 8.3 8.8 8.8
12 120 70 50 5.3 9.1 12.7 13.0 13.8 13.4 13.9
13 140 70 70 8.6 14.4 17.0 16.6 16.7 16.2 17.9
14 90 80 10 8.6 14.4 17.0 16.6 16.7 16.2 17.9
15 110 80 30 2.8 4.9 7.1 8.2 8.4 8.4 9.0
16 130 80 50 5.2 9.1 12.5 13.3 13.9 13.6 13.1
17 150 80 70 8.2 13.6 17.2 17.9 17.8 17.2 18.2
18 100 90 10 0.5 1.0 1.6 2.2 2.5 2.6 3.1
19 120 90 30 2.9 4.8 6.3 7.9 8.3 8.4 8.3
20 140 90 50 5.2 8.5 11.4 13.1 13.0 12.8 13.0
21 160 90 70 7.9 12.4 16.7 17.7 17.8 16.8 17.7
22 180 90 90 10.2 16.4 21.3 21.3 21.0 20.9 20.3
23 110 100 10 0.5 1.0 1.6 2.1 2.2 3.0 2.4
24 130 100 30 2.6 4.4 6.2 7.9 8.2 7.7 8.5
25 150 100 50 4.9 8.0 11.0 12.2 13.1 13.4 13.1
26 170 100 70 7.4 11.4 15.6 17.4 17.2 17.0 17.3
27 190 100 90 9.7 15.1 19.8 20.3 20.5 20.6 20.3

Average 4.3 7.6 10.0 10.8 11.1 11.1 11.4
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3.3 Polynomial Time Algorithms for Special Cases

In this section, we present new polynomial time algorithms that can solve two

non-trivial special cases of the k-median Steiner forest problem to optimality.

3.3.1 When J = V

First, we show that solving the k-median Steiner forest problem with J = V is

equivalent to finding a minimum weighted basis for a matroid. Consider a collection

S of edge subsets of E, such that for each S ∈ S the subgraph (V, S) satisfies that it

has no cycles, and that at least k of its connected components each contain at least

one facility in W .

The system (E,S) is a matroid, due to the following arguments. It is easy to

see that ∅ ∈ S, and that if X ⊆ Y ∈ S, then X ∈ S. Thus, to prove that (E,S)

is a matroid, we only need to show that, for each subset Y ⊆ E, every maximal

independent subset X of Y , which is also called a basis of Y , has the same cardinality.

For each S ⊆ E, let αS and βS denote the numbers of connected components of

the subgraph (V, S) that contain no facility, and that contain at least one facility,

respectively. Since X contains no cycle, we have |X| = |V | − αX − βX . Since X is

a maximal independent subset of Y , we have that αX = αY and βX = max{k, βY }.

Hence, |X| is always equal to (|V | − αY −max{k, βY }), and so (E,S) is a matroid.

Since G is a complete graph, implying that αE = 0 and βE = 1, every basis of

(E,S) consists of |V | − k edges that correspond to a k-median Steiner forest of G.

Moreover, it is easy to see that for every k-median Steiner forest of G, its edge set

is a basis of (E,S). Hence, we obtain the following theorem, which implies that the

k-median Steiner forest problem with J = V can be solved to optimality by finding a

minimum weighted basis of the matroid (E,S), which can be obtained in O(n2 log n)

time by a greedy algorithm known in the literature [50].
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Theorem 3.5. Solving the k-median Steiner forest problem with J = V is equivalent

to finding a minimum weighted basis of (E,S).

Next, consider a complete graph H extended from G, where V (H) = V ∪ {r},

E(H) = E ∪ {(r, u) : u ∈ W}, and `(r, u) = 0 for u ∈ W . We can show as follows

that, when J = V , an optimal k-median Steiner forest F of G can be transformed

from a minimum k-RDST T of H. First, by eliminating vertex r and all edges (r, u)

with u ∈ W from T , we can obtain a tree collection F that covers all vertices in V .

Since the degree of r in T does not exceed k, we know that F has at most k trees,

with each tree containing a vertex in W as the root. Hence, F is a k-median Steiner

forest of G, and it can be seen that `(F ) = `(T ). Since OPT denotes an optimal

k-median Steiner forest of G, we have that `(OPT) ≤ `(F ) = `(T ). Moreover, from

OPT we can obtain a k-RDST of H by joining the root of each tree in OPT to r.

This implies that `(T ) ≤ `(OPT). Hence, we have `(F ) = `(T ) = `(OPT), and so F

is an optimal k-median Steiner forest of G. Since T can be obtained by an O(n2)-time

transformation from a minimum spanning tree T ∗ of H (by Lemma 3.1), F can also

be obtained by an O(n2)-time transformation from T ∗. Since T ∗ can be obtained in

O(α(n2, n)n2) time [21], F can also be obtained in O(α(n2, n)n2) time, faster than

by directly applying the greedy algorithm of finding a minimum weighted basis for a

matroid.

Example 3.5. Consider the instance in Figure 3.1, but let J = V = {1, 2, ..., 8}.

It can be seen that H contains vertices 1, 2, ..., 8 as well as a new vertex r, and

that edges in {(r, 6), (r, 7), (6, 5), (5, 1), (5, 2), (7, 3), (7, 4), (4, 8)} form a minimum k-

RDST of H. By removing (r, 6) and (r, 7) we obtain an optimal k-median Steiner

forest of G of total edge weight equal to 7. This can also be obtained by applying the

greedy algorithm of finding a minimum weighted basis for a matroid, which selects

edges (1, 5), (2, 5), (5, 6), (3, 7), (4, 8), (4, 7) sequentially to form the optimal k-median

Steiner forest.
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3.3.2 When vertices are located in a tree-shaped network

Suppose that vertices of G are all located on a tree T with a root r ∈ W , so

that the weight of each edge of G equals the total edge weight of the simple path

that connects the endpoints in T . For this special case, the k-median Steiner forest

problem on G is equivalent to that on T , and we can solve it to optimality by the

O(kn)-time algorithm below, which improves on the existing fastest algorithm of [76]

that runs in O(n26k) time.

For each edge (u, v) of T , we still use `(u, v) to indicate its edge weight. First,

without loss of generality, assume that J and W are disjoint. Moreover, the same as

only considering the standard instances in Chapter 2 (condition 3 of Definition 2.1),

we assume that the tree T considered is a full binary tree, where each vertex other

than the leaves has exactly two children, due to the following transformation, similar

to the proof of Theorem 2.1 in Chapter 2 as well as the transformations in [71, 76]:

1. For any non-leaf vertex v with only one child, we can add a new vertex s as a

child of v with `(v, s) = 0. Repeat this until every non-leaf v in G has at least

two children.

2. For any non-leaf vertex v with more than two children, as denoted by u1, u2, ..., uq

with q ≥ 3, we can add a new vertex s as a second child of v with `(v, s) = 0,

and add edges (s, uj) with `(s, uj) = `(v, uj) to replace (v, uj) for 2 ≤ j ≤ q, so

that u2, ..., uq become children of s. Repeat this until every non-leaf vertex v

has exactly two children.

Notice that J and W are not changed. It can be seen that each k-median Steiner forest

for the original tree corresponds to a k-median Steiner forest for the transformed tree

with equal total edge weights, and vice versa. See Figure 3.5, where the instance on

the right is on a full binary tree, and it is equivalently transformed from the instance

on the left. Hence, we can assume without loss of generality that T is a full binary
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(b) An instance on a full binary tree.

Figure 3.5: Two equivalent instances with k = 2 and r = 9 for the special case of the
problem: Vertices are located on a tree with clients shown in cycles and
facilities shown in squares; the optimal k-median Steiner forests for both
instances are shown in solid lines with facilities 1 and 9 open, and with
total edge weights both equal to 7.

tree.

Second, from any k-median Steiner forest F of T , we can obtain another k-median

Steiner forest of T as follows, such that trees of the new forest are all vertex-disjoint,

without increasing the total edge weight: If trees in F are all vertex-disjoint, then F

is the forest we need. Otherwise, we can repeatedly combine those trees in F that

share some vertices into one tree, until trees in F are all vertex-disjoint.

Third, in light of the above observation we know that to find an optimal k-median

Steiner forest of T , it is equivalent to selecting a collection of at most k vertex-disjoint

subtrees of T with the total edge weight minimized, such that it covers all the clients

and contains at least one facility in each subtree. The latter problem can be solved

to optimality by dynamic programming, as follows.

For each vertex v, let Tv indicate the subtree of T rooted at v that contains v

and all descendants of v. For each integer q ∈ {0, 1, ..., k}, and ~a = 〈a2a1a0〉 with

ai ∈ {0, 1} for 0 ≤ i ≤ 2, we use (v, q,~a) to denote a subproblem that aims to

minimize the total edge weight of a collection of q selected vertex-disjoint subtrees

of Tv such that: (i) Each client of Tv belongs to one and only one selected subtree;
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(ii) each selected subtree that does not include v contains at least one facility; (iii)

v belongs to a selected subtree if, and only if, a2 = 1; (iv) v belongs to a selected

subtree that contains at least one client if, and only if, a1 = 1; and (v) v belongs to

a selected subtree that contains at least one facility if, and only if, a0 = 1. It can be

seen that if a2 = 0, then unless a1 = a0 = 0, no feasible solutions to the subproblem

(v, q,~a) exist. Hence, it is sufficient to consider only those subproblems with ~a ∈ A,

where A = {〈000〉, 〈100〉, 〈110〉, 〈101〉, 〈111〉}.

For example, consider the instance in Figure 3.5(b), for which a subtree formed by

edges in {(8, 5), (8, 6)} and vertices in {5, 6, 8} is feasible to subproblem (8, 1, 〈110〉),

and for which a collection of two vertex-disjoint subtrees formed by edges in {(6, 1), (6, 2)}

and vertices in {1, 2, 5, 6} is not feasible to subproblem (8, 2, 〈000〉), because the sub-

tree ({5}, ∅) does not include 8 or any facility.

Let S(v, q,~a) indicate the optimal value of the subproblem (v, q,~a). Since r ∈ W

and r /∈ J , the minimum value of S(r, q,~a) over 1 ≤ q ≤ k and ~a ∈ {〈000〉, 〈111〉}

equals the total edge weight of the minimum k-median Steiner tree of T .

We next present a dynamic programming algorithm to compute S(v, q,~a) recur-

sively for v ∈ V , from leaves to the root r. For each leaf v of T , we can compute

S(v, q,~a) with 0 ≤ q ≤ k and ~a ∈ A by the following three cases:

• Case 1: v ∈ J is a client. Since only the subtree ({v}, ∅) can cover v, and

since v ∈ J , we have that S(v, q,~a) = 0 if q = 1 and ~a = 〈110〉, and that

S(v, q,~a) =∞ otherwise.

• Case 2: v ∈ W is a facility. Since only the subtree ({v}, ∅) can cover v, and since

v ∈ W , we have that S(v, q,~a) = 0 if q = 1 and ~a = 〈101〉, that S(v, q,~a) = 0 if

q = 0 and ~a = 〈000〉, and that S(v, q,~a) =∞ otherwise.

• Case 3: v ∈ V \ J \W . Since v is neither a client nor a facility, we have that

S(v, q,~a) = 0 if q = 0 and ~a = 〈000〉, that S(v, q,~a) = 0 if q = 1 and ~a = 〈100〉,
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Table 3.4: Values of S(v, q,~a) for ~a ∈ A, q ∈ {0, 1}, and each leaf v ∈ {1, 2, 3, 4, 5} of
the tree of the instance shown in Figure 3.5(b), with k = 2.

v
q = 0 q = 1

~a: 〈000〉 〈100〉 〈110〉 〈101〉 〈111〉 ~a: 〈000〉 〈100〉 〈110〉 〈101〉 〈111〉
3,5 ∞ ∞ ∞ ∞ ∞ ∞ ∞ 0 ∞ ∞
1 0 ∞ ∞ ∞ ∞ ∞ ∞ ∞ 0 ∞

2,4 0 ∞ ∞ ∞ ∞ ∞ 0 ∞ ∞ ∞

and that S(v, q,~a) =∞ otherwise.

For example, consider the instance in Figure 3.5(b) with k = 2, for which Table 3.4

presents the values of S(v, q,~a) for each leaf v ∈ {1, 2, 3, 4, 5} of the tree, where

q ∈ {0, 1} and ~a ∈ A, and we know S(v, 2,~a) =∞ for each leaf v ∈ {1, 2, 3, 4, 5} and

~a ∈ A.

For each non-leaf v of T , let u1 and u2 denote its left and right children. Consider

each subproblem (v, q,~a) with q = 0, 1, ..., k and ~a ∈ A. If ~a = 〈000〉, implying that

v does not belong to any selected subtree of Tv, then an optimal solution to (v, q,~a)

exists only when v is not a client, and if such an optimal solution exists, then we can

partition it into two collections of selected subtrees that are optimal to subproblems

(u1, q1,~a1) and (u2, q2,~a2), respectively, for certain q1 and q2 with q1 + q2 = q, and

for certain ~a1 and ~a2 in A. Moreover, for j ∈ {1, 2}, since (v, uj) is not selected, the

selected subtree that contains uj (if any) must contain at least one client and at least

one facility. In other words, for any optimal solution to the subproblem (uj, qj,~aj),

it can be part of an optimal solution to (v, q,~a) only if ~aj ∈ {〈000〉, 〈111〉}. Thus, if

v ∈ J , we obtain that S(v, q, 〈000〉) =∞, and otherwise,

S(v, q, 〈000〉) = minS(u1, q1,~a1) + S(u2, q2,~a2)

s.t. q1 + q2 = q,

0 ≤ q1, q2 ≤ q,

~a1 ∈ {〈000〉, 〈111〉}, ~a2 ∈ {〈000〉, 〈111〉}.
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For example, consider the instance in Figure 3.5(b), in which it can be seen that

S(6, 1, 〈000〉) =∞ since 6 is a client, and that by Table 3.4, S(7, 1, 〈000〉) =∞ since

S(v, 1, 〈000〉) = S(v, 1, 〈111〉) =∞ for both v ∈ {3, 4}.

Next, consider the situation where ~a ∈ A \ {〈000〉} = {〈100〉, 〈110〉, 〈101〉, 〈111〉},

implying that a2 = 1, and thus v belongs to a selected subtree of Tv. Depending on

whether or not edge (v, u1) and/or edge (v, u2) are selected, there are four possibilities

for v to be connected to a selected subtree of Tv. We can thus decompose the sub-

problem (v, q,~a) into the following four restricted subproblems denoted by (v, q,~a)i

with 1 ≤ i ≤ 4, so that representing the optimal value of each restricted subproblem

by Si(v, q,~a), we have

S(v, q,~a) = min
1≤i≤4

Si(v, q,~a). (3.2)

For the restricted subproblem (v, q,~a)1, it is restricted to a constraint where nei-

ther edge (v, u1) nor (v, u2) is selected. Thus, the subtree ({v}, ∅) must be selected.

Define

~b := 〈1b1b0〉, (3.3)

where b1 = 1 if v is a client, and b1 = 0 otherwise, and b0 = 1 if v is a facility,

and b0 = 1 otherwise. If ~a 6= ~b, then no feasible solution exists to the restricted

subproblem (v, q,~a)1, implying that S1(v, q,~a) = ∞. Otherwise, ~a = ~b, and then,

for any optimal solution to (v, q,~b)1, it can be partitioned into three components,

including a vertex v, a collection of subtrees that is optimal to subproblem (u1, q1,~a1),

and a collection of subtrees that is optimal to subproblem (u2, q2,~a2), for certain q1

and q2 with q1 + q2 + 1 = q, and for certain ~a1 ∈ A and ~a2 ∈ A. Moreover, for each

j ∈ {1, 2}, since (v, uj) is not selected, by following the same argument used earlier

for ~aj in solving S(v, q, 〈000〉), we know that for any optimal solution to (uj, qj,~aj),
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it can be part of an optimal solution to (v, q,~a)1 only if ~aj ∈ {〈000〉, 〈111〉}. Hence,

we obtain that

S1(v, q,~b) = minS(u1, q1,~a1) + S(u2, q2,~a2)

s.t. q1 + q2 + 1 = q,

0 ≤ q1, q2 ≤ q,

~a1 ∈ {〈000〉, 〈111〉}, ~a2 ∈ {〈000〉, 〈111〉},

where S1(v, q,~b) = ∞ if q = 0. For example, consider the instance in Figure 3.5(b)

with v = 6, u1 = 1 and u2 = 2, for which ~b = 〈110〉, and it can be seen that

S1(6, 1, 〈111〉) = ∞ since ~b 6= 〈111〉, and that S1(6, 1, 〈110〉) = 0, since by Table 3.4

S(1, 0, 〈000〉) = S(2, 0, 〈000〉) = 0.

For the restricted subproblem (v, q,~a)2, it is restricted to a constraint where (v, u1)

is selected but (v, u2) is not. Thus, for any optimal solution to (v, q,~a)1, it can be

partitioned into three components, including (v, u1), a collection of subtrees that is

optimal to subproblem (u1, q1,~a1), and a collection of subtrees that is optimal to

subproblem (u2, q2,~a2), for certain q1 and q2 with q1 + q2 = q, and for certain ~a1 ∈ A

and ~a2 ∈ A with ~a1 ∨ ~b = ~a, where b is as defined in (3.3). Since (v, u2) is not

selected, by following the same argument used earlier for ~a2 in solving S(v, q, 〈000〉),

we know that for any optimal solution to (u2, q2,~a2), it can be part of an optimal

solution to (v, q,~a)2 only if ~a2 ∈ {〈000〉, 〈111〉}. Moreover, since (v, u1) is selected,

we know that for any optimal solution to (u1, q1,~a1), it can be part of an optimal

solution to (v, q,~a)2 only if q1 ≥ 1 and a1,2 = 1, or in other words, q1 ≥ 1 and

~a1 ∈ {〈100〉, 〈101〉, 〈110〉, 〈111〉}. Hence, we obtain that
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S2(v, q,~a) = min `(v, u1) + S(u1, q1,~a1) + S(u2, q2,~a2)

s.t. q1 + q2 = q, ~a1 ∨~b = ~a,

1 ≤ q1 ≤ q, 0 ≤ q2 ≤ q,

~a1 ∈ {〈100〉, 〈101〉, 〈110〉, 〈111〉}, ~a2 ∈ {〈000〉, 〈111〉},

where S2(v, q,~a) = ∞ if q = 0 or no ~a1 ∈ {〈100〉, 〈101〉, 〈110〉, 〈111〉} satisfies that

~a1 ∨~b = ~a. For example, consider the instance in Figure 3.5(b) with v = 6, u1 = 1

and u2 = 2, for which ~b = 〈110〉, and it can be seen that S2(6, 1, 〈111〉) = `(6, 1) = 1,

since by Table 3.4 S(1, 1, 〈101〉) = S(2, 0, 〈000〉) = 0.

For the restricted subproblem (v, q,~a)3, it is restricted to a constraint where (v, u2)

is selected but (v, u1) is not. Since the subproblem (v, q,~a)3 can be transformed to

(v, q,~a)2 by switching the notation u1 and u2, similarly to S2(v, q,~a), we obtain that

S3(v, q,~a) = min `(v, u2) + S(u1, q1,~a1) + S(u2, q2,~a2)

s.t. q1 + q2 = q, ~a2 ∨~b = ~a,

0 ≤ q1 ≤ q, 1 ≤ q2 ≤ q,

~a1 ∈ {〈000〉, 〈111〉}, ~a2 ∈ {〈100〉, 〈101〉, 〈110〉, 〈111〉},

where S3(v, q,~a) = ∞ if q = 0, or no ~a2 ∈ {〈100〉, 〈101〉, 〈110〉, 〈111〉} satisfies that

~a2 ∨~b = ~a. For example, consider the instance in Figure 3.5(b) with v = 6, u1 = 1

and u2 = 2, for which ~b = 〈110〉, and it can be seen that S3(6, 1, 〈111〉) = ∞, since

by Table 3.4 S(1, 0, 〈111〉) = S(2, 1, 〈101〉) = S(2, 1, 〈111〉) =∞.

Finally, for the restricted subproblem (v, q,~a)4, it is restricted to a constraint where

both (v, u1) and (v, u2) are selected. Thus, for any optimal solution to (v, q,~a)1, it can

be partitioned into three components, including edges (v, u1) and (v, u2), a collection

of subtrees that is optimal to subproblem (u1, q1,~a1), and a collection of subtrees

that is optimal to subproblem (u2, q2,~a2), for certain q1 and q2 with q1 + q2 − 1 = q,
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and for certain ~a1 ∈ A and ~a2 ∈ A with ~a1 ∨ ~a2 ∨ ~b = ~a. Moreover, for each

j ∈ {1, 2}, since (v, uj) is selected, by following the same argument used earlier for

~a1 in computing S1(v, q,~b), we know that for any optimal solution to the subproblem

(uj, qj,~aj), it can be part of an optimal solution to (v, q,~a)4 only if qj ≥ 1 and

~aj ∈ {〈100〉, 〈101〉, 〈110〉, 〈111〉}. Hence, we obtain that

S4(v, q,~a) = min `(v, u1) + `(v, u2) + S(u1, q1,~a1) + S(u2, q2,~a2)

s.t. q1 + q2 − 1 = q, ~a1 ∨ ~a2 ∨~b = ~a,

1 ≤ qj ≤ q,

~aj ∈ {〈100〉, 〈101〉, 〈110〉, 〈111〉}, for j ∈ {1, 2},

where S4(v, q,~a) =∞ if q = 0, or no ~aj ∈ {〈100〉, 〈101〉, 〈110〉, 〈111〉} for j = 1 and j =

2 satisfy that ~a1∨~a2∨~b = ~a. For example, consider the instance in Figure 3.5(b) with

v = 6, u1 = 1 and u2 = 2, for which~b = 〈110〉, and it can be seen that S4(6, 1, 〈111〉) =

`(6, 1) + `(6, 2) = 1, since by Table 3.4 S(1, 1, 〈101〉) = S(2, 1, 〈100〉) = 0. Hence,

from (3.2), we obtain that S(6, 1, 〈111〉) = min{∞, 1,∞, 1} = 1.

We can now follow the above dynamic programming algorithm to solve subprob-

lems (v, q,~a) recursively for all vertices v ∈ V , from leaves to the root r, for each

q = 0, 1, ..., k, and for each ~a ∈ A. As shown earlier, by taking the minimum value of

S(r, q,~a) over 1 ≤ q ≤ k and ~a ∈ {〈000〉, 〈111〉}, we can obtain the total edge weight

of the optimal k-median Steiner forest of T . For example, consider the instance in

Figure 3.5(b) with r = 9 and k = 2, for which we can follow this dynamic program-

ming algorithm to compute subproblems for vertices 1, 2, 3, ..., r = 9, sequentially,

and to obtain that S(r, 2, 〈111〉) = 7 is the total edge weight of the optimal k-median

Steiner forest.

Moreover, the dynamic programming algorithm runs in O(kn) time, as shown

below.
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Theorem 3.6. When vertices are located on a tree T , the k-median Steiner forest

problem can be solved to optimality in O(kn) time.

Proof. We have shown that for this special case, an optimal k-median Steiner forest

can be obtained by a dynamic programming algorithm, which solves at most O(kn)

subproblems (v, q,~a) recursively. Since q ≤ k, by definition it can be seen that each

subproblem (v, q,~a) can be solved in O(k) time. Thus, the total time complexity of

the algorithm is O(k2n).

It can further be shown as follows that the total time complexity is O(kn). Similar

to the analysis in [71], we define that a vertex v is rich if it is not a leaf, and for

each of its children uj with j ∈ {1, 2}, the subtree Tuj rooted at uj contains at

least k/2 vertices. By Lemma 1 in [71], we know that the number of rich vertices

is bounded above by 2n/k. This implies that the total time complexity for solving

subproblems (v, q,~a) with v being a rich vertex is O(kn). Next, we will show that

the total time complexity for solving subproblems (v, q,~a) with v not being a rich

vertex is also O(kn). For each vertex v, let H ′v denote the total time spent for solving

subproblems (u, q,~a) with u ∈ Tv being not rich, and define Hv := nH ′v. If v is rich,

then H ′v = H ′u1 + H ′u2 , which implies Hv = Hu1 + Hu2 . Otherwise, v is not rich, and

then, it can be seen that H ′v ≤ H ′u1 +H ′u2 + cmin{|V (Tu1)|, k/2}min{|V (Tu2)|, k/2},

where c is a constant, and V (Tuj) indicates the set of vertices in Tuj for j ∈ {1, 2}.

This implies that Hv ≤ Hu1 + Hu2 + cnmin{|V (Tu1)|, k/2}min{|V (Tu2)|, k/2}. By

Lemma 2 in [71], we have Hv ≤ ckn|V (Tv)|, where V (Tv) indicates the set of vertices

in Tv. Thus, we obtain that H ′r ≤ Hr/n ≤ ckn|V |/n = ckn. Hence, the total time

complexity of the dynamic programming algorithm is O(kn).
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3.4 Summary

In this chapter, we have proved that the new proposed approximation algorithm

achieves a tight approximation ratio of (2 − 1/|J |) for the k-median Steiner forest

problem that jointly optimizes facility locations and network connections, which is

better and much simpler to prove than the existing 2-approximation algorithm in the

literature. Computational experiments and examples show that our new algorithm

can always produce solutions of equal or better quality than the existing algorithms,

up to 50% improvement in some cases. Moreover, we have further considered two

special cases of the problem, where either each vertex containers a client, or all the

vertices are located in a tree-shaped network. For these two cases, new polynomial

time algorithms, which can produce optimal solution, have been proposed. In the

future, one possible research direction is to improve the worst-cast approximation

ratio for the problem, or to develop approximation algorithms with constant ratio to

other variants of the problem.
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CHAPTER 4

Conclusions

This thesis comprises two essays, each of which has studied a different logistics

optimization problem that has wide applications within the transportation industry.

For these two problems, we have developed new improved approximation algorithms

with constant approximation ratios. Moreover, for some special cases which are com-

monly seen in practice, we have also proposed new polynomial time algorithms that

can solve them to optimality. In the following, we summarize, respectively, the main

results of each essay, and provide several possible interesting directions for future

research.

In the first essay, for the CTSPPD-T problem, we developed a 2-approximation

algorithm that has a polynomial time complexity provided the ratio (
∑

v∈V |q(v)|)/k

is polynomially bounded by |V |. Since each pickup or delivery point v needs at least

d|q(v)|/ke times of pickups or deliveries, every feasible route must consist of at least
∑

v∈V d|q(v)|/ke states. Thus, unless it requires an exponential number of pickups or

deliveries, which is unlikely in practice, the ratio (
∑

v∈V |q(v)|)/k is always polynomi-

ally bounded by |V |. Moreover, computational results show that our algorithm also

achieves good average performance over randomly generated instances, and exhibits

a much shorter running time and better solution quality than a greedy algorithm.

Note that in keeping with the literature [2, 18, 37], in this essay we only consider
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the case where the request for pickups and deliveries is balanced, with
∑

v∈V q(v) = 0.

Therefore, one natural direction of future research is to consider an unbalanced case
∑

v∈V q(v) > 0, where the vehicle may only serve partial pickup requests or partial

delivery requests due to its unbalanced nature. One possible method is to firstly

determine an actual pickup or delivery amount q′(v) for each v ∈ V , so as to obtain

a balanced instance, with
∑

v∈V q
′(v) = 0, to which therefore our newly developed

algorithm can be applied. The resulting route will achieve an approximation ratio of 2

if, similar to (2.2),
∑

u∈V 2n′(u)d(e(u)) is a lower bound on the optimal route length,

where n′(u) = max{d|q′(Tu)|/ke, 1}. To achieve this, we can determine q′(v) for

v ∈ V so as to minimize
∑

u∈V 2n′(u)d(e(u)). Therefore, using the above mentioned

method of determining an actual amount, seeing whether the final solution obtained

has a better quality performance and whether it has a polynomial time complexity

are interesting problems for future research to consider.

Another direction for our future research is to consider a more complicated setting

for the problem, such as there being multiple types of products to transport, as well

as being able to use multiple vehicles, since in actual practice there always exist

multiple types of products to transport or carriers always using a number of vehicles

in their practice operations. For such cases, the results obtained in this essay can be

further extended and embedded into more sophisticated methods, e.g., as a method

of generating routes used as columns in column generation or as initial solutions in

meta-heuristics, such as simulated annealing or local search. This can be possible in

order to solve large scale instances and let the problem be of more practical value.

In the second essay, we have presented a new approximation algorithm for the

k-median Steiner forest problem that jointly optimizes facility locations and network

connections. The new algorithm is based on a simple transformation from a minimum

spanning tree of the clients and a new vertex that replaces all the facilities. Compared

with the existing best 2-approximation algorithm that combines a Lagrangian relax-
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ation with a primal-dual schema, our new algorithm is much simpler, and achieves

a better approximation ratio that is easier to be proved. We have also shown that

the new algorithm can always produce solutions of equal or better quality than the

existing 2-approximation algorithm, and the quality improvement can be up to 50%

in some cases. Moreover, we have developed new polynomial time algorithms that

can solve the problems to optimality for two special cases, where either each vertex

contains a client, or all the vertices are located in a tree-shaped network.

One direction of our future research is to improve the approximation ratio for the

k-median Steiner forest problem. For this, one possible approach is to extend the

techniques that have successfully been used in improving the approximations of the

Steiner tree problem, for which the current best approximation ratio is ln(4)+ε < 1.39

[14].

The other direction of our future research is to develop constant ratio approx-

imation algorithms for other variants of the problem. For example, one variant is

that with a capacity constraint that restricts the maximum number of clients that

can be connected to each facility. The constraint is similar to that in the classical

capacitated facility location problem, which has wide applications in practice and

is well-studied in the literature [8, 40, 80]. Moreover, another possible variant is to

extend to the case not only having the facility number constraints, but also having a

different facility opening cost, i.e., each facility has a different fixed cost to open [75].

A similar problem, k-facility location problem, has been considered in the literature

[41, 79], and can be applied to a more general setting in practice. For these, the re-

sults obtained in this study have laid down a sound foundation that can be extended

upon even further.
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APPENDIX A

Formulation for k-median Steiner forest problem

A.1 Mixed integer programming formulation

We now propose a multi-commodity flow formulation for the k-median Steiner

forest problem. As mentioned before in Section 3.2.3.1, the problem on G = (V,E)

can be formulated as a constrained Steiner tree problem on a new undirected graph

Ĝ with a root degree constraint [29, 33], where the vertex set consists of V and a new

root vertex r, and the edge set consists of E and the root edges (r, v) for v ∈ W with

`(r, v) = 0, denoted by Er. Hence, Ĝ = (V ∪ {r}, E ∪ Er).

For each client j ∈ J , define a commodity j. Given the graph Ĝ, define a bi-

directed graph B = (V ∪ {r}, A) through bidirecting every edge of E and adding the

root arcs (r, v) for v ∈ W . For each arc a = (u, v) ∈ A, let f juv be the flow variable

representing the commodity j flows from node u to node v. For each edge e ∈ E∪Er,

let xe be a binary variable equal to 1 if and only if the edge e is in the Steiner tree (0

otherwise). Therefore, the multi-commodity flow formulation is the following:

min
∑

e∈E
`(e)xe (A.1)
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subject to:

∑

e∈Er
xe ≤ k (A.2)

∑

u∈V
f juv −

∑

u∈V
f jvu =





−1 for v = r, j ∈ J

1 for v = j, j ∈ J

0 for v ∈ V \ {r, j}, j ∈ J

(A.3)

f juv ≤ xe, for each e ∈ E ∪ Er, (u, v) ∈ A with e = (u, v), j ∈ J (A.4)

f juv ≥ 0, for each (u, v) ∈ A, j ∈ J (A.5)

xe ∈ {0, 1}, for each e ∈ E ∪ Er (A.6)

The objective function (A.1) asks for minimizing the total connection cost in the tree.

Constraint (A.2) ensures the degree of vertex r not exceeding k. Constraints (A.3)

are the flow balancing constraints for each commodity j that ensure only one unit

outflow of vertex r and one unit inflow of client j, as well as the outflow equals to

inflow in other vertices. Moreover, constraints (A.4) impose that there are flows in

the arc (u, v) if and only if the edge e is included in the Steiner tree, i.e., xe = 1.

Finally, constraints (A.5) and (A.6) define f juv as non-negative continuous variables

and xe as binary variables.

94



BIBLIOGRAPHY

95





BIBLIOGRAPHY

[1] R. Agarwal and O. Ergun. Ship scheduling and network design for cargo routing

in liner shipping. Transportation Science, 42(2):175–196, 2008.

[2] S. Anily and J. Bramel. Approximation algorithms for the capacitated traveling

salesman problem with pickups and deliveries. Naval Research Logistics, 46(6):

654–670, 1999.

[3] S. Anily and R. Hassin. The swapping problem. Networks, 22(4):419–433, 1992.

[4] S. Anily and G. Mosheiov. The traveling salesman problem with delivery and

backhauls. Operations Research Letters, 16(1):11–18, 1994.

[5] C. Archetti and M. G. Speranza. Vehicle routing problems with split deliveries.

International Transactions in Operational Research, 19(1-2):3C–22, 2012.

[6] C. Archetti, M. W. P. Savelsbergh, and M. G. Speranza. Worst-case analysis for

split delivery vehicle routing problems. Transportation science, 40(2):226–234,

2006.

[7] E. M. Arkin, R. Hassin, and L. Klein. Restricted delivery problems on a network.

Networks, 29(4):205–216, 1997.

[8] V. Arya, N. Garg, R. Khandekar, A. Meyerson, K. Munagala, and V. Pandit. Lo-

cal search heuristics for k-median and facility location problems. SIAM Journal

on Computing, 33(3):544–562, 2004.

97



[9] T. Asano, N. Katoh, and K. Kawashima. A new approximation algorithm for

the capacitated vehicle routing problem on a tree. Journal of Combinatorial

Optimization, 5(2):213–231, 2001.

[10] T. Asano, N. Katoh, and K. Kawashima. A new approximation algorithm for

the capacitated vehicle routing problem on a tree. Journal of Combinatorial

Optimization, 5(2):213–231, 2001.

[11] A. Balakrishnan, M. Banciu, K. Glowacka, and P. Mirchandani. Hierarchical ap-

proach for survivable network design. European Journal of Operational Research,

225(2):223 – 235, 2013.

[12] S. H. Bartholomew. Estimating and bidding for heavy construction. Prentice-

Hall, Englewood Cliffs, NJ, 2000.

[13] C. Basnet, L. R. Foulds, and J. M. Wilson. Heuristics for vehicle routing on

tree-like networks. Journal of the Operational Research Society, 50(6):627–635,

1999.

[14] J. Byrka, F. Grandoni, T. Rothvoss, and L. Sanità. Steiner tree approximation
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and-delivery traveling salesman problem: inequalities and algorithms. Networks,

50(4):258–272, 2007.
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