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ABSTRACT 

Spun yarns are used worldwide for making a broad range of textiles and apparel. 

With an output of 32.9 million tons in 2009, spun yarns satisfy more than half the 

needs of the global textiles and clothing industry.  The present study is devoted to 

developing computational and digital methods and systems for the accurate and 

efficient analysis of three predominant aspects of spun yarns: yarn formation, 

internal structure and surface appearance. 

In this study, a new generalized theoretical model has been developed by using Finite 

Element Method (FEM) for the theoretical and numerical analysis of yarn formation 

in spinning triangle.  In this proposed model, the initial conditions are formulated 

together with an algorithm for fiber buckling.  Compared with the earlier models, 

some important parameters ignored previously, such as inclined angle of spinning 

tension, frictional contact of fibers with bottom roller and fiber torsional strains, are 

considered.  Numerical simulations were then carried out to explore the quantitative 

relationships between the mechanical performance of ring spinning triangle and 

various spinning parameters.  Further comparison results showed that fiber tensions 

predicted by the proposed model are in good agreements with earlier models while the 

calculated torque of yarns is generally closer to experimental measurements. 
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Moreover, a dynamic model of spinning triangle has been further developed in this 

study based on the above static FEM model with consideration of the dynamic 

characteristics of fiber inertia and damping for a more complete and accurate 

description.  By this model, the dynamic behavior of fibers in spinning triangle, such 

as the natural frequency, mode shape, resonant response, harmonic analysis and 

response under a time-varying tension, has been originally studied.  The results 

showed that dynamic parameters have a great influence on the amplitude and 

attenuation of the response of constituent fibers in spinning triangle. 

Tracer fiber measurement has been widely used for analysis of yarn internal structure 

by tracing the fiber path in a transparent liquid.  Currently, the image mosaic and 

segmentation of tracer fiber images largely involve manual operation.  It is extremely 

time-consuming.  Therefore, in this study, an intelligent computer method has been 

developed for automatic mosaic and segmentation of tracer fiber images.  In this 

method, an extended QRS complex detection method is developed for tracer fiber 

detection.  A decision function, integrating several matching functions extracted from 

tracer fiber and gradient image, is proposed for image mosaic.  An objective method 

is then proposed to evaluate the qualities of image mosaic and segmentation of the 

proposed method.  Fifty series of tracer fiber images (total 872 images) with five 

different yarn counts (10Ne~60Ne) were prepared and used for a full evaluation of 
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the proposed image processing method with respect to conventional manual method.  

Evaluation results showed that the proposed method works well in mosaic and 

segmentation for tracer fiber images and presents a much higher efficiency than the 

conventional method. 

For yarn surface evaluation, an intelligent computer method has been developed to 

analyze yarn blackboard image and objectively evaluate yarn quality using computer 

vision and artificial intelligence.  The evaluation method for yarn surface quality 

currently in use is mainly based on manual inspection.  Although some works have 

been done on digital yarn analysis in order to resolve the limitations of human visual 

inspection, none of them can fully imitate human behavior in the inspection of yarn 

quality on a blackboard according to ASTM D2255 standard.  In the proposed 

method, a multi-scale attention model is proposed and developed, which can fully 

imitate human attention at different observation distances for the whole and detailed 

yarn information.  A Spectral Residual method is then extended to establish a 

general benchmark for the comparison among different grade yarns.  In the 

developed system, Fourier transform is employed to separate yarn diameter and hairs, 

and image conspicuity is obtained by the multi-scale attention model.  Total sixteen 

features, obtained from yarn diameter, hairiness and image conspicuity, are extracted 

to present the yarn surface characteristics and then used to classify and grade yarn 
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surface qualities using Probabilistic Neural Network (PNN).  Two kinds of PNNs, 

i.e. global and individual PNNs, and two types of classification, i.e. eight-grade and 

five-grade classifications, are designed and developed for various yarn quality 

classification purposes.  For the evaluation of the proposed method, a database was 

constructed with 296 yarn board images, covering eight yarn counts (7Ne~80Ne) and 

different grades.  Experimental results showed that the accuracy for eight- and 

five-grade global PNNs are 92.23% and 93.58%, respectively, demonstrating a good 

classification performance of the proposed digital method in yarn surface grading. 

Finally, with the above developed computer methods, two intelligent digital systems 

have been developed for the computerized analysis and evaluation of yarn internal 

structure and surface appearance, respectively.  The systems were designed for 

controlling and visualizing the whole process of yarn measurement and analysis, 

covering image acquisition, image processing and data analysis with interactive and 

user-friendly interface.  Both digital systems are potential for application in textile 

laboratories and spinning mills for yarn structure and surface analyses. 
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Chapter 1 Introduction 

1.1. Research background 

Spun yarn is the fundamental material for making a broad range of textile structures 

and composites.  Yarn structure and appearance have significant influences on the 

properties and performance of the yarn and its end-products.  Therefore, the 

analysis of yarn fabrication, structure and appearance is important in ensuring yarn 

qualities in the textile industry. 

During fabrication, yarn is formed by twisting an assembly of short or long fibers in 

a small area called spinning triangle.  Many novel ring spinning technologies [1-11] 

have been developed to control the fiber performance in spinning triangle for the 

improvement of yarn quality.  Fiber physical performance in spinning triangle, such 

as fiber tension distribution, torsional distribution and geometric shape, will 

influence yarn characteristics and properties.  For instance, the main source of fiber 

migration is acknowledged to the differences of fiber tension during the yarn 

formation [12] and yarn torque is mainly generated by fiber tension, fiber bending 

and fiber torsion in the yarn [13-14]. 

In the past, the investigations on the physical characteristics of spinning triangle were 
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mainly based on the force method [15-19] and energy method [20-27].  Due to the 

limitations of these methods, some important parameters, such as the inclined angle 

of spinning tension, the fiber contact with bottom roller, yarn torque and the fiber 

torsional distribution, cannot be considered.  Particularly, with some recent 

developments in staple yarn spinning [8-11], the working condition for spinning 

triangle becomes more complex, and thus requires a more realistic model to analyze 

the properties of yarn and its constituent fibers.  Therefore, a new theoretical model 

of spinning triangle should be established to fully examine the quantitative 

relationships between the spinning triangle and various spinning parameters, 

including the above-mentioned factors ignored previously. 

Furthermore, in most existing models, the performance of constituent fibers in 

spinning triangle was considered as a steady-state process.  In fact, the magnitude 

of spinning tensions used to draw out the yarn is time-variable.  The fiber tension 

and shape of spinning triangle were also presented with a high-speed variation 

during yarn formation [20, 28].  Therefore, the dynamic characteristics such as the 

inertia and damping of constituent fibers should be considered in the analysis the 

mechanical and geometric performance of spinning triangle. 

Tracer fiber technique is a popular method to study yarn internal structure by tracing 
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the trajectory of individual fiber in the yarn [29-50].  In this method, an extremely 

small percentage of color fibers are introduced in a spun yarn.  The yarn sample is 

then immersed in a trough of special solvent so as to optically dissolve other fibers 

based on their different refractive indexes for capturing the tracer fibers by a 

microscope.  During image acquisition, a series of consecutive yarn images are 

obtained and each image only covers a part of tracer fiber.  So image mosaic 

method has to be used to stitch them together into a panorama for a whole tracer 

fiber.  Then the yarn boundaries and tracer fiber will be identified from the 

panorama image.  Based on the identified spatial distribution of fibers, the 

geometrical parameters of yarn, such as fiber migration and yarn diameter, could be 

obtained.  Nevertheless, the existing general image processing methods and 

software cannot work well in most cases for automatic mosaic and segmentation of 

tracer fiber images.  Therefore, the image mosaic and segmentation currently in use 

are mainly based on manual operation for the analysis of tracer fiber images.  It is 

extremely time-consuming and becomes a bottleneck problem in yarn structure 

analysis. 

Traditionally, the evaluation of yarn surface quality is based on human vision 

inspection of yarn sample appearance according to ASTM D2255 [51].  In this 

method, yarn sample is wound on a black board and then compared with a series of 
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grade-labeled photographic standards with consideration of the unevenness, 

fuzziness, neppiness and visible foreign matter.  But the current method is 

subjective, time-consuming and sometimes inconsistent.  Although some works 

[52-65] have been done on digital yarn analysis, none of them can fully imitate the 

human visual behavior in the evaluation of yarn surface appearance on blackboards 

according to ASTM D2255. 

Therefore, based on all the above, the present study aims to develop computational 

and digital methods and systems for the accurate and efficient analysis of yarn 

fabrication, internal structure and surface appearance.  In this study, a new 

theoretical model of spinning triangle will be built up to investigate the effects of 

spinning parameters on the mechanical performance of fibers in yarn formation by 

using Finite Element Method (FEM).  Intelligent digital methods will be also 

developed to solve the limitations of manual operation and human inspection 

currently used for yarn internal structure and surface appearance by using computer 

vision and artificial intelligence.  Both digital methods and systems will be 

developed for automatic image mosaic and segmentation of tracer fiber images and 

intelligent feature extraction and classification of yarn surface quality based on yarn 

board images. 
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1.2. Objectives 

The present study mainly focuses on the computational and digital analysis of yarn 

fabrication, structure and surface quality with following specific objectives: 

(1) to develop new theoretical models for analyzing the geometric shape and fiber 

mechanical behavior of spinning triangle during yarn formation with consideration 

of various operating parameters ignored previously, including inclined angle of 

spinning tension, frictional contact of fibers with bottom roller and fiber torsional 

strains, and the dynamic effects, such as inertia and damping of the fibers; 

(2) to develop a new integrated computer method, based on the digital signal and 

image processing methods, for automatic and efficient mosaic and segmentation of a 

series of consecutive tracer fiber images for yarn structure analysis; 

(3) to design and build up a digital system, based on the above developed new 

computer method, to integrate and control the whole process of yarn measurement 

and structure analysis, including yarn image acquisition, image mosaic, image 

segmentation, and parameter analysis, for an accurate and efficient analysis of yarn 

internal structure, with an interactive and user-friendly interface; 

(4) to develop a new intelligent computer method, based on recent advances in image 

processing and artificial intelligence, for quantitative characterization and objective 
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evaluation of yarn surface quality; and 

(5) to design and develop a digital system for the computerized measurement and 

evaluation of yarn surface quality, including image acquisition, digital feature 

extraction, characteristics computation and surface quality classification, with an 

interactive and user-friendly interface. 

1.3. Significance and originality 

This study aims at developing computational and digital methods and systems for 

accurate and efficient analysis of yarn fabrication, structure and surface appearance.  

In recent years, some novel spinning systems such as compact spinning [1-2], 

siro-spinning [3-4], solo-spinning [5-6], cluster spinning [7] and low-torque spinning 

[8-11] have been developed for higher yarn performance and they are all 

concentrated on alteration or control of yarn formation in the spinning triangle to 

improve fiber arrangement or migration.  For example, compact spinning produces 

high-performance yarn by minimizing or eliminating the spinning triangle and 

low-torque spinning reduces yarn residual torque by shortening and symmetrizing 

the spinning triangle.  In the past, the investigations on the mechanical 

characteristics of spinning triangle were mainly based on the force method [15-19] 

and energy method [20-27].  Due to the limitations of these methods, some 
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important spinning parameters, such as the inclined angle of spinning tension, 

frictional contact of fibers with the bottom roller and fiber torsional strains, cannot be 

considered.  Besides, experimental observations [20, 28] showed that the 

performance of constituent fibers in spinning triangle during yarn formation is a real 

dynamic process.  However the existing methods for analysis of spinning triangle 

are mainly based on static assumptions.  In this study, new generalized theoretical 

models of spinning triangle will be developed for a more complete and accurate 

description of yarn fabrication using Finite Element Method (FEM).  In the 

proposed models, besides the operating parameters of spinning tension, yarn count 

and yarn twist, some important parameters ignored previously, including inclined 

angle of spinning tension, fiber torsional strains and frictional contact of fibers with 

the bottom roller, and system dynamic effects such as inertia and damping forces of 

constituent fibers, will be considered. 

Traditionally, yarn internal structure and surface appearance are mainly measured 

and evaluated by manual methods in textile industry and these methods are 

subjective, time-consuming and sometimes inconsistent.  Recent developments of 

computer vision, digital image processing and artificial intelligence bring new 

acquisition apparatus, data analysis and recognition approaches, thus may provide 

solutions to the above limitations of human vision and operation. 
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Tracer fiber technique is a popular method for the analysis of yarn internal structure.  

As image mosaic and segmentation for the two-viewed tracer fiber images are 

complex in nature, the general image-processing methods or software may fail in 

most cases.  Currently, the image mosaic and segmentation for tracer fiber images 

are mainly conducted by manual operation.  In order to analyze a structure of spun 

yarn, a series of yarns produced with different yarn counts and twists would be 

examined, so hundreds of or even thousands of yarn images have to be processed.  

It is extremely time-consuming and becomes a bottleneck problem of yarn structure 

analysis.  In this study, an integrated computer method for image mosaic and 

segmentation will be developed for automatically and efficiently stitching a series of 

consecutive yarn images into a panorama and identifying the yarn boundaries and 

tracer fiber from the panorama.  Moreover, based on the proposed image processing 

method, an intelligent image processing system will be developed for intelligent and 

efficient tracer fiber measurement and yarn structure analysis.  The developed 

method and system will be potentially for textile laboratorial and industrial 

applications, such as the analysis of yarn structural characteristics for an innovative 

spinning method and the study of effect of spinning parameters on fiber arrangement 

inside the yarn. 

In textile industry, yarn surface appearance is subjectively evaluated by human 
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vision.  It is subjective, time-consuming and sometimes inconsistent.  Although 

some digital methods [52-65] have been developed for yarn grading, none of them 

can fully imitate human visual behavior in the inspection of yarn segments on a 

blackboard and consider all influential factors of yarn unevenness, fuzziness, 

neppiness and visible foreign matter for yarn grading according to the standard of 

ASTM D2255.  In this study, a new digital method will be developed for an 

objective, efficient and accurate evaluation of yarn surface appearance.  Moreover, 

based on the proposed computer method, a digital system will also be built up for 

intelligent and automatic measurement and evaluation of yarn surface quality.  This 

computerized system is tailor-made for yarn board grading and thus potential for 

application in textile testing laboratories and spinning mills for yarn surface quality 

control and assurance. 

1.4. Research methodology 

In this project, computational and digital methods will be developed for the 

systematic analysis of yarn formation, structure and surface appearance.  The 

following research methodologies will be adopted in this study. 

(1) Theoretical analysis of spinning triangle by finite element method (FEM) 

Finite element method (FEM) will be employed in this study to investigate fiber 
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performance and yarn fabrication in the spinning triangle.  FEM is a numerical 

method for solving physical problems governed by differential equations or an 

energy theorem.  The method uses continuous piecewise smooth functions for 

approximating the unknown quantities.  In this study, the governing equation for the 

dynamic system of spinning triangle can be written as: 

][}]{[}]{[}]{[ FuKuCuM =++           (1.1) 

where [M] is the mass matrix, { }u  is the second time derivative of the displacement 

{u} (i.e. the acceleration), [C] is the damping matrix, { }u  is the velocity, [K] is the 

elastic stiffness matrix and [F] is the force vector. 

FEM is a powerful computational technique for approximate solutions to a variety of 

physical problems having complex domains subject to general boundary conditions 

[66].  To deal with fiber buckling in the FEM model, the algorithm of element birth 

and death should be employed to delete compressive capability of fiber because the 

critical fiber strain at which fiber buckling occurs is approximately 10–6 [22]. 

With the developed theoretical model of spinning triangle, the quantitative 

relationships between the mechanical performance of fibers in spinning triangle and 

various spinning parameters will be numerically studied.  In the static model, the 

effects of spinning parameters, such as spinning tension, spinning tension angle, yarn 
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twist, yarn count, and frictional contact of fibers with bottom roller, on fiber tension 

and torsion distributions of spinning triangle, will be fully examined and analyzed.  

In the dynamic model, the dynamic behavior of fibers in spinning triangle, such as 

the natural frequency, mode shape, resonant response, harmonic analysis and fiber 

response under a dynamic spinning tension, will also be numerically studied. 

In addition, simulation results of the developed models, such as fiber tension 

distribution and their influences on yarn torque, should also be compared with those 

of earlier models [20-23] and experimental data [14]. 

(2) Automatic mosaic and segmentation of tracer fiber images 

Image mosaic is a process of finding a global transformation that resamples a set of 

images of a scene into a common coordinate system.  In tracer fiber technique 

concerned in this study, image mosaic is used to stitch a series of consecutive 

overlapped yarn images into a panorama for further yarn structure analysis.  In 

order to gather more image information for an accurate mosaic, a decision function 

H(u) will be proposed to identify the optimal matching position by incorporating 

various matching functions extracted from tracer fibers and gradient image: 
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where Hi(u) is ith normalized matching function, wi is the weight for Hi(u) and n is 

the number of matching functions. 

In addition, an extended Pan-Tompkins algorithm [67] will be developed for accurate 

and efficient detection of tracer fiber and a piecewise cubic Hermite interpolation 

method [68] will be used to eliminate the effect of uneven light condition. 

An objective method should also be proposed to evaluate the qualities of the 

proposed image mosaic and segmentation method with respect to those from manual 

method.  Furthermore, a yarn image database, obtained from various samples at 

different counts (linear density) under different acquisition conditions, will be 

constructed to fully evaluate the proposed computer method of image mosaic and 

segmentation. 

(3) Quantitative characterization and classification of yarn surface appearance 

In this study, a multi-scale attention model will be developed to fully imitate human 

observation at different observation distances for both a whole and a detailed 

analyses of yarn information.  As the yarn board images have regular periodic 

pattern, Fourier transform, Butterworth low- pass filter and inverse Fourier transform 

will be used to segment yarn board image into yarn body image and yarn hairiness 



Chapter 1 

13 
 

image.  Then various digital features should be extracted from yarn body image, 

yarn hairiness image and multi-scale attention maps, to present all influential factors 

of the yarn surface appearance.  With these digital features, Probalilistic Neural 

Network (PNN) will be employed for yarn classification. 

In order to evaluate the proposed digital method, a series of spun yarns with different 

yarn counts and different qualities of surface appearance will be prepared by using 

different spinning parameters.  Leave-one-out cross validation (LOOCV) will be 

used to evaluate the classification results of the proposed method with respect to 

those given by the experienced yarn graders according to ASTM D2255. 

(4) System developments for analysis and evaluation of yarn internal structure 

and surface appearance 

Based on the above developed computer methods, two digital systems will also be 

designed and developed for computerized analysis and evaluation of yarn internal 

structure and surface appearance, respectively.  In these systems, all the digital 

processing algorithms will be integrated to implement and control the whole process 

of measurement, analysis and evaluation of yarn internal structure and surface 

appearance with an interactive and user-friendly interface.  More specifically, the 

digital system for tracer fiber analysis should contain the functions for video 
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acquisition, image acquisition, image mosaic, image segmentation and parameter 

analysis.  The digital system for yarn surface grading should contain hardware for 

sample preparation and image acquisition, and software for image acquisition, image 

loading, image processing and yarn classification. 

1.5. Thesis outline 

This thesis covers the following six chapters. 

Chapter 1 introduces research background, objectives, significance and originality, 

and methodology of the study.  The outline of this thesis is also provided. 

Chapter 2 offers a literature review of previous and current research works 

associated with this study.  It includes the theoretical analysis and measurement of 

spinning triangle in yarn fabrication, the measurement techniques and related image 

analysis methods for yarn internal structure, as well as the analysis and evaluation 

methods for yarn surface quality. 

Based on the literature review, in order to overcome the limitations of current 

theoretical models of spinning triangle, Chapter 3 proposes two new theoretical 

models of spinning triangle in yarn fabrication using finite element method (FEM).  

The static model of spinning triangle is developed by taking account of some 
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important factors ignored previously, including the inclined angle of spinning tension, 

the fiber contact with bottom roller and fiber torsional strain.  Then, a dynamic 

theoretical model of spinning triangle is further developed model by extending the 

proposed static model with consideration of the dynamic effects such as the inertia 

and damping of constituent fibers, for a more complete and accurate description.  

The relevant simulations on fiber mechanical performance in spinning triangle are 

also carried out. 

Chapter 4 proposes an intelligent computer method for automatic mosaic and 

segmentation of a series of consecutive two-viewed tracer fiber images for the 

analysis of yarn internal structure.  In this method, an extended Pan-Tompkins 

algorithm is developed for tracer fiber detection, and a decision function is proposed 

by combining several special statistical measures to identify the optimal position for 

image mosaic.  Moreover, a piecewise cubic Hermite interpolation method is 

employed to eliminate the effect of uneven light condition.  An objective evaluation 

method is also proposed for evaluating the precision of image mosaic and 

segmentation with respect to manual method.  For this purpose, a database 

containing a series of yarn samples (total 872 images) was constructed.  Finally, 

based on the developed algorithms, an integrated system for the image analysis of 

yarn internal structure is designed and developed for implementing and visualizing 
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the whole image processing of tracer fiber images for yarn structure analysis. 

In Chapter 5, an intelligent digital method is developed for the objective and 

automatic evaluation of yarn surface appearance using computer vision and artificial 

intelligence.  The method can fully imitate the human visual behavior in yarn 

grading according to standard of ASTM D2255.  In this method, Fourier transform, 

Butterworth low- pass filter and inverse Fourier transform are used to segment yarn 

board image into yarn body image and yarn hairiness image.  A multi-scale 

attention model is developed to fully imitate human observation at different 

observation distances for both a whole and a detailed analyses of yarn information.  

Then, sixteen digital features are extracted from yarn body image, yarn hairiness 

image and the multi-scale saliency maps to present the characteristics of yarn surface 

appearance.  Based on the digital features, Probalilistic Neural Network (PNN) is 

utilized to classify yarn surface grade.  A database containing 296 yarn samples 

with various surface qualities and yarn counts is constructed to evaluate the 

performance of the proposed method.  Finally, based on the proposed algorithms, 

an intelligent digital evaluation system is also designed and developed for the 

computerized measurement and evaluation of yarn surface quality. 

Finally, Chapter 6 makes a brief summery for the whole work in this thesis and 

brings up some suggestions for further work. 
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Chapter 2 Literature Review 

2.1. Analysis of spinning triangle in yarn fabrication 

Spinning is a process which converts short or long fibers into a continuous useful 

yarn in order to obtain sufficient strength, smoothness and abrasion resistance for the 

downstream processing.  In the spinning process, yarns are eventually formed in a 

small area called spinning triangle by twisting an assembly of natural or polymeric 

fibers, therefore the geometric and mechanical performances of spinning triangle 

play an important role in determining the physical performance of these yarns.  

Figure 2.1 shows the yarns produced by different methods of ring, compact, rotor 

and air-jet spinning. 

 

Figure 2.1 Rieter yarns by ring, compact, rotor and air-jet spinning [69]. 
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2.1.1. Spinning triangle in yarn formation 

Ring spinning is the most important system of making high quality yarns in the 

textile industry.  In the ring twisting process (see Figure 2.2(a)), roving fibers are 

first reduced in size by the drafting rollers and then twisted together to form a spun 

yarn in the spinning triangle by a twist propagated from the bottom traveller.  

Figure 2.2(b) shows a photo of real spinning triangle of cotton fibers obtained by a 

CCD Micro-Camera [21], in which a special transparent roller is designed to replace 

the top rubber roller and used for clear observation and image acquisition of yarn 

formation at spinning triangle. 

   

(a) a schematic diagram of ring spinning (b) a photo of real spinning triangle [21] 

Figure 2.2 Yarn formation in ring spinning system 

Rotor spinning is a kind of open-end spinning. In rotor spinning, the twist is applied 

to the newly added fibers for converting them into a yarn, and new elements of the 
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yarn are continuously taken out from the twisting zone (see Figure 2.3).  Real twist 

is generated by the rotating action of rotor and it interacts with the false twist 

generated on the rotor groove.  The mechanical models of fibers in yarn-forming 

zone of rotor spinning, such as the twist distribution [70-71], yarn motion [72] and 

twisting convergent point [73], have been developed for analyzing the effects of 

spinning parameters on yarn dynamic behaviors. 

 

Figure 2.3 A schematic diagram of yarn formation in rotor spinning [74] 

In air-jet spinning, a twist triangle is formed near a roller drafting system to twist 

fibers together.  As shown in Figure 2.4, zones marked with T contain fibers under 

tension derived from the pull of air-jet and the zone marked with M contains fibers 

that go slack due to their shorter path length (as compared with the others) between 

the nip of the drafting rolls and the vertex of triangle [75].  Slack fibers migrate 

laterally in yarn body to interlock the structure, giving fiber cohesion and yarn 

strength. 
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Figure 2.4 Yarn formation in air-jet spinning [75] 

Besides the above conventional methods, researchers have also attempted to develop 

novel spinning methods to twist nano-scale fibers into the continuous nanofiber yarns 

such as carbon nanotube (CNT) yarn [76-78] and electrospun yarn [79].  As 

illustrated in Figure 2.5 and Figure 2.6, spinning triangles can also be observed in 

twisting nanofibers into the yarns by CNT array and electrospinning. 

 

Figure 2.5 A CNT yarn twisted from a carbon nanotube array [76]. 
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Figure 2.6 An electrospinning process of nanofiber yarns [79]. 

2.1.2. Theoretical analysis of spinning triangle 

In the past, performance of constituent fibers in spinning triangle was mainly 

considered as a steady-state process and researchers have investigated the physical 

characteristics and geometry of spinning triangle using the static models.  In the 

earlier stage of studies, the force method was the mainstream for the geometric and 

strength study of spinning triangle [15-19].  For instance, Fujino et al. [15] 

examined the twist irregularity of yarns with a theoretical consideration of force 

balances in the spinning triangle.  In a study of the fiber strength, structural 

transformations of the fibers at the instant rupture in yarn formation were studied by 

Pavlov [16].  Krause et al. [19] also carried out a similar theoretical investigation on 

the strength of spinning triangle by taking different extensions of fiber into 

consideration.  Based on the photographic experiments [17, 20-21, 28], the 

mechanical behavior of fibers, such as fiber buckling, fiber migration and the profile 
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of spinning triangle, were partially observed. 

The theoretical models of spinning triangle currently in use are mainly based on the 

energy method.  The advantage of this method lies that the full description of 

geometry is not required before hand.  In those models [20-27], the total potential 

energy, composed of the total elastic strain energy of fibers and the work done by the 

spinning tension, is minimized with respect to a generalized coordinate.  Najar [20] 

originally carried out a theoretical study of symmetric spinning triangle (see Figure 

2.7) using the energy method. The distribution of fiber tensions in the symmetric 

spinning triangle was systematically studied with respect to its influential parameters 

of twisting angle, spinning tension and yarn count. 

 

Figure 2.7 Spinning triangle model for fiber tensile strain developed by Najar [20]. 

According to the principle of stationary total potential energy, it follows that: 
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ΩUΠ p +=               (2.1) 

where Πp is the total potential energy, U is the strain energy and Ω is the potential 

energy done by external loads. 

Thus in equilibrium conditions, Equation (2.1) leads to: 

( ) 0=+= ΩU
du
d

du
dΠ p             (2.2) 

And the strain energy U can be expressed as: 
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where u is the generalised coordinate, l is the initial length of fiber, E is the fiber 

tensile elastic modulus, and θi is the individual fiber angle with the axial direction. 

Besides, the potential energy Ω can be written as: 

uFuΩ s−=)(               (2.4) 

where Fs is the external force. 
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Therefore, substituting Equation (2.3) and Equation (2.4) into Equation (2.2), the 

fiber tension force in the central of the spinning triangle F0 can be expressed: 
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Finally, the tension force of fibers in general terms can be derived as follows: 
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Hajiani et al. [24] then applied Najar's method to investigate the effects of twist on 

the symmetric electrospinning triangle (as shown in Figure 2.8).  Based the 

theoretical and experimental work, they concluded that mechanical properties of 

nanofiber yarn can be improved by increasing the twist rate and changing the shape 

of the electrospinning triangle. 
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Figure 2.8 Images and theoretical model of the electrospinning triangles [24]. 

Electrospinning triangles produced for spinning continuous nanofiber yarn at 

different twists:  (a) 288rpm, (b) 224rpm, (c) 160rpm, and (d) 96rpm; (e) symmetric 

electrospinning triangle model for tension on nanofibers. 

Afterwards, Hua et al. [21-23] extended the work of Najar [20] to an asymmetric 

spinning triangle with a consideration of fiber buckling and a shape parameter β.  

As shown in Figure 2.9, the shape parameter β was defined below to represent the 

skew level of the geometry of spinning triangle: 

dw
dw

+
−

=β               (2.7) 

where w is the half width of spinning triangle. 
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Figure 2.9 Spinning triangle model for fiber tension by Hua et al.[22]. 

With consideration of the fiber buckling, if the fiber is treated as an elastic thin rod 

under an axial compressive load with both ends clamped, the critical compressive 

load required to cause fiber buckling is given by [80]: 

2
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c
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=               (2.8) 

where I is the moment of inertia of the fiber with a circular cross-section of radius r, 

and lc is the clamped length of fiber. 

Then, the critical fiber strain beyond which fiber buckling occurs can be given as: 
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Hua et al. [22] found that the fiber tension distribution with consideration of fiber 

buckling is much lower than without buckling.  In order to evaluate the model of 
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spinning triangle, Hua et al. [23] further calculated yarn torque L generated by fiber 

tension Pi for comparison with published experimental data: 
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where m+n+1 is the number of fibers in the yarn, Li is the component of yarn torque 

due to the fiber tension, ri is the distance of fiber from the yarn axis and qi is the 

helix angle of the fiber tension. 

The simulation results by Hua et al. [23] showed that the case with fiber buckling is 

much closer to the experimental data and thus the assumption of no fiber buckling is 

not realistic. 

Feng et al. [25] further extended the work of Hua et al. [21-23] with consideration of 

an imaginary (specifically defined) inclined spinning tension Fs, as shown in Figure 

2.10. 
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Figure 2.10 Spinning triangle model for fiber tension by Feng et al. [25] 

In the model of Feng et al. [25], spinning tension Fs is assumed to depend on the 

shape of the spinning triangle and can only specifically act along a particular 

direction on the connection of the middle point O of the nip line and the twisting 

point D.  Thus, the inclination angle α of the yarn spinning tension can be expressed 

as: 
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Then the fiber strain can be written as:  
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where ( )ii
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Finally, a general formula of fiber tension can be obtained as: 
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Feng et al. [25] quantitatively investigated the effect of speed ratio on the 

distribution of fiber tensions at the spinning triangle and the results showed that the 

magnitudes of fiber tension are slightly larger than those of previous models [22-23]. 

More recently, Su et. al. [26] extended the energy model of Feng et al. [25] by 

introducing one more parameter (d1), as shown in Figure 2.11.  Thus, in order to 

describe the geometric skewness of the spinning triangle, the two shape parameters 

δ1 and δ2 can be defined as: 

m
d1

1 =δ  and 
m
d2

2 =δ            (2.15) 

Then according to the Equations (2.12)~(2.14) of Feng et al., the effects of shape 
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parameters δ1 and δ2 on fiber tension distribution in the spinning triangle were 

investigated without considering fiber buckling. 

 

Figure 2.11 Spinning triangle model for fiber tension by Su et al [26] 

Moreover, Liu et al [27] further applied the energy-method based theoretical model 

of spinning triangle to the case of fiber concentric circular cone-arrangement at front 

nip line (see Figure 2.12), such as compact spinning.  Based on the energy models 

of Feng et al. [25] and Hua et al. [22], and with considering the spatial angle of 

individual fiber with the axial direction, the fiber tension in the spinning triangle can 

be obtained as: 
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According to Equation (2.16), the numerical simulations of fiber tension distribution 

in compact spinning were carried out.  Comparison of residual torques generated by 

fiber tension was made between the ring and compact spinning triangles, and the 

results showed that the torque of compact spun yarn is a little larger than that of ring 

spun yarn. 

 

Figure 2.12 Spinning triangle model with fiber concentric circular cones arrangement 

at front nip line [27]. 

From the above-mentioned, many energy-based theoretical models have been 

developed for studying the mechanical characteristics of spinning triangle.  

However, with energy method, due to the problem of dissipated friction energy and 

the mathematical complexities in formulating fiber bending and torsional strains, 
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some important spinning parameters and properties of spinning triangle, such as the 

inclined angle of spinning tension, fiber torsion distribution and the fiber frictional 

contact with bottom roller, are hardly to be considered.  Most importantly, the 

performance of constituent fibers in spinning triangle was only considered as a 

steady-state process in these models.  In fact, the magnitude of spinning tensions 

used to draw out the yarn is variable and the experimental measurements [20] show 

that the fibers in spinning triangle are apparently subject to dynamic loads. 

2.1.3. Measurement of fiber performance in spinning triangle 

Because spinning triangle is a very small region with a high-speed variation and the 

constituent fibers inside the spinning triangle are discontinuous, it is extremely 

difficult to measure its dynamical parameters during spinning, such as the tension 

force of individual fibers and the position of twisting point.  Besides, the 

measurement apparatus may also interact with and even disturb the twisting and 

movement of fibers in the spinning triangle.  Najar [20] designed a special 

experimental device and used a continuous nylon monofilament to investigate the 

dynamic behavior of wool fiber tension at the ring spinning triangle.  Figure 2.13 

shows the schematic diagram of the experimental set-up for fiber tension 

measurement. 
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Figure 2.13 Schematic diagram of experimental set-up for fiber tension measurement 

A: Existing bottom roller, B: designed top roller with a narrow goove, C: free 

rotating additional top roller, D&E: yarn guide, F: strain gauge, G: strain gauge hook 

attachment, H&I: free rotating pin, DAOS: data acquisition operating system. [20] 

The tension of the nylon monofilament can be detected by a designed tensiometer, 

which includes a strain gauge (F), a hook attachment (G), and two free rotating pins 

(H and I).  The stress of nylon monofilament and wool fiber is assumed to be equal, 

and then the wool fiber tension Fwool can be calculated from that of nylon Fnylon with 

the cross sectional areas of wool fiber and nylon monofilament (Awool and Anylon): 
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measured tension of nylon monofilament using DAOS.  Figure 2.14 shows the 

tension force patterns of wool fiber in the spinning triangle at two different yarn twist 

levels.  It is noted that the tension of fibers in spinning triangle is always changing 

with time. 

This is an original and valuable measurement system developed for examining fiber 

tension forces.  Nevertheless, the performance of monofilament is obviously 

different from that of wool fiber, and the devices worked on the long path of 

monofilament and the precision of measured fiber tensions using this direct 

measurement method were unverified. 

 
(a) yarn twist of 425 tpm     (b) yarn twist of 536tpm 

Figure 2.14 Tension force patterns of wool fiber in the spinning triangle [20] 

Badehnoush and Yazdi [28] presented a non-contact approach for the online 

measurement of spinning triangle dimensions (width and height) by using machine 

vision and image-processing techniques for examining the relationship between 
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changes of spinning triangle and evenness of the finally produced yarn.  Figure 

2.15(a) shows the experimental set-up for capturing the spinning triangle by CCD 

camera.  Three spinning triangle parameters, including width, height and area, can 

be measured.  Figure 2.15(b) shows an example of the spectrogram of measured 

triangle area, demonstrating a variation of spinning triangle during yarn formation.  

The correlation between yarn irregularity and change in the triangle dimensions has 

been investigated and the acceptable correlation indicated that this image-processing 

approach could be implemented for measuring yarn irregularities during the spinning 

process.  The drawback of this system is the low frequency rate (25fps) of the CCD 

camera employed, and if a high-speed camera was applied in the system, 

high-frequent change of spinning triangle could be obtained. 

 

(a) experimental set-up to capture the triangle behaviour during yarn production 
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(b) spectrogram of triangle area 

Figure 2.15 CCD system to capture spinning triangle and the relevant result [28]. 

2.2. Analysis of yarn internal structure 

Generally, the physical properties and arrangement of fibers inside the yarn 

determine the geometric and physical performance of yarn.  The investigation of 

yarn internal structure can be broadly divided into two categories [29]: cross section 

technique for yarn packing density and tracer fiber technique for fiber migration 

behavior. 

2.2.1. Cross section technique 

In the cross section method, fibers in a yarn are locked in their original positions by 

means of a suitable embedding medium, and then the yarn is cut into a series of thin 

sections for systematic study under microscope.  Figure 2.16 shows an example of a 
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cross-sectional image captured by microscope. 

 

Figure 2.16 Cross-sectional image of a high-twist ring spun yarn (Tencel) [32]. 

With the assumption of fiber concentric helical configuration, the yarn cross-section 

can be divided into several annular zones by drawing the concentric circles of equal 

width or equal area for the calculation of fiber packing density.  With the advances 

of image processing method, besides the study of fiber distribution in yarn cross 

section for fiber packing density [32, 81-82], this method can also be used for fiber 

recognition [83-85] and evaluation of fiber fineness and maturity [86]. 

2.2.2. Tracer fiber technique 

Tracer fiber measurement developed by Morton and Yen in 1952 [31] is a popular 

method to study yarn internal structure by tracing the path of individual colored 

fibers in a yarn.  In this method, an extremely small percentage (less than 1%) of 

dyed tracer fibers is introduced and adequately blended with the undyed fibers before 
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yarn spinning.  The yarn containing the tracer fibers will be immersed in a 

transparent liquid whose refractive index is very close to that of the undyed fibers so 

that they can be optically dissolved.  The yarn becomes almost transparent and the 

path of a colored fiber can be clearly followed.  Figure 2.17 shows an example of 

the path projection of a fiber migrating over the yarn cross section.  This method 

has been widely used for investigating the migration behavior of fibers inside staple 

yarns produced by different spinning methods [30-50]. 

 

Figure 2.17 A section of a spun yarn with tracer fiber by Hearle and Gupta [38]. 

Based on this principle, researchers further extended the tracer fiber method by 

employing fiber of different colors in the same segment of yarn so as to observe yarn 

rupture occurred in a mixed mode of fiber breakage and slippage [37], proportion of 

broken fibers in failure zone [37], and yarn structure during extension [41-43].  

Using more different colors of tracer fiber can provide a more accurate analysis of 

yarn internal structure and migration behavior while, of course, the computational 

complexity for automatic identification of these fibers will be substantially 

increased. 
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Further to two-dimensional (2D) investigation of tracer fiber and yarn, researchers 

have also developed valuable devices and methods for investigating fiber 

three-dimensional (3D) configurations based on the tracer fiber technique.  The 

devices can be mainly classified into three categories: (1) Hi-scope video microscope 

system [48-49], (2) measurement system based on depth from focus [50], and (3) 

measurement system for two views of yarn by using a mirror [38-46]. 

2.2.2.1. Hi-scope video microscope system 

Zhang et al. [48] and Fu et al. [49] employed a Questar Hi-scope video microscope 

system (as shown in Figure 2.18) to measure the 3D trajectory of a tracer fiber inside 

rotor spun yarn and compact spun yarn, respectively.  The Questar Hi-scope video 

microscope system consists of an optical head, CCD camera, fiber-optic cable, and 

corresponding interfaces.  The optical head, including an illuminating device, fixed 

focus lens, zoom lens and optional 3D rotating-head, is held to capture an image 

freely at any angle.  The 3D rotating-head contains two synchronously rotating 

reflectors.  Reflector 1 is placed in the center and inclined at 45° to the visual axis 

while reflector 2 is mounted on a rotating hoop.  The optical head can be adjusted to 

capture two orthogonal profiles of the yarn and then the spatial trajectory of tracer 

fiber can be obtained by measuring the relevant coordinate values. 
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Figure 2.18 Standard Hi-scope video microscope system [48]. 

2.2.2.2. Measurement system based on depth from focus 

Primentas and Iype [50] utilized the focusing depth of a microscope as a measure for 

accurately tracing the fiber position inside yarn body.  Figure 2.19 shows a small 

length of yarn (around 1mm) which is viewed at a high magnification (×40), and the 

focus is highly dependent on the relative position of tracer fiber with respect to yarn 

body.  The position of tracer fiber is obtained by the screen co-ordinate and the 

rotary position of focusing knob.  The angles of focusing depth can be measured by 

a protractor fixed on the focusing device and their differences can be converted to 

rotary position.  Therefore, the length of yarn l, the horizontal diameter D of yarn, 

and two distances f and f ' of tracer fiber in two orthogonal views can be obtained for 

the 3D fiber configuration.  This method for 3D observation of tracer fiber is just in 
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the embryonic stage of development [50]. 

 

(a) 

  

(b)         (c) 

Figure 2.19 Measurement principle and images based on depth from focus [50]. 

(a) Graphic presentation of yarn; (b) image of a focused and an unfocused parts of a 

tracer fiber (an indication of 149°); (c) image of a focused part which is unfocused in 

Figure 2.19(b) (an indication of 193°). 

2.2.2.3. Measurement system for two views of yarn by using a mirror 

Riding [46] experimentally observed fiber migration inside a spun yarn by using a 
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new measurement method in which the yarn was simultaneously viewed from two 

perpendicular directions.  As shown in Figure 2.20(a), the apparatus mainly consists 

of a light source, a mirror, a microscope, liquid and a transparent trough.  The plane 

mirror near the yarn is placed in liquid at 45° to the direction of light source and the 

light source is arranged perpendicular to the microscope.  Therefore, the projection 

of yarn and its image in the mirror, which represents two perpendicular views of the 

yarn, can be simultaneously obtained by the microscope, as shown in Figure 2.20(b). 

 

(a) apparatus [46]    (b) a typical image [44]   

Figure 2.20 Apparatus for observing the yarn and its image in mirror. 

Based on the obtained images, the positions of a tracer fiber trajectory can be 

measured in pixels, as shown in Figure 2.21 [45].  The positions of each tracer fiber 

are determined by the points (xi, yi, zi) referring to the position of yam surface (UB1i, 

LB1i) and (UB2i, LB2i) at the yarn axis zi, where i represents the number of data 

sample along the yam axis.  To give a general view of the structural characteristics 
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of a staple yam, trajectories of tracer fibers can be further reconstructed and 

visualized for a 3D analysis of fiber migration and yarn structure. 

 

Figure 2.21 Measurement of tracer fiber and yarn surface [45]. 

This method has been widely adopted in later studies [38-45] and it currently 

becomes more popular for 3D analysis of fiber migration in the yarn.  Because of 

the high magnification employed in the image acquisition process, a series of yarn 

images will be captured and each image contains only a part of the tracer fiber.  In 

order to get the information of a whole tracer fiber in the yarn, many individual 

images have to be stitched into a composite image (panorama) for further processing. 

2.2.3. Image mosaic 

Image mosaic (or called image stitching) is a global transformation process, which 

combines several individual images having overlap into a composite image [87].  It 
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can be used for the creation of panoramic images by integrating a continuous 

sequence of overlapped images.  Figure 2.22 shows an example of panoramic photo 

stitched by a pair of overlapped photos. 

 

(a) photo 1 of Honolulu  (b) photo 2 of Honolulu (c) creation of image mosaic 

Figure 2.22 An example of image mosaic [88]. 

The automatic image stitching has received substantial attentions in computer 

science and many matching methods have been proposed to mosaic the images into a 

panorama, such as scale invariant feature transform (SIFT) [89], speeded up robust 

feature (SURF) [90], RANdom SAmple Consensus (RANSAC) and phase 

correlation [91].  They are generally based on two principles: (1) direct (pixel-based) 

alignment for pixel-to-pixel matching; and (2) feature-based alignment.  Besides 

SIFT and SURF, corners, blobs, harris corners and difference of gaussian of harris 

corners (DoG) are distinct and repeatable features for image stitching. 

There are also several panorama commercial software systems available for stitching 

images into seamless panoramas, such as Hugin [92], MergeMagic [47], Spin 
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Panorama [30] and Panorama Maker [93-94].  Some of them have been employed 

for stitching tracer fiber images.  Basal and Oxenham [30] applied Spin Panorama 

to stitch the tracer fiber images with a single view of vortex yarn and the panoramic 

image is shown in Figure 2.23.  The tracer fiber image in Figure 2.23 shows distinct 

yarn hairs but the tracer fiber is not clear enough to be automatically detected in 

image segmentation.  Zou et al [47] used the software MergeMagic to seamlessly 

stitch the partially overlapped single-viewed tracer fiber images into a large image 

with a whole fiber trajectory inside the vortex spun yarn, as shown in Figure 2.24. 

 

Figure 2.23 Stitched tracer fiber image of vortex yarns using Spin Panorama [30] 
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Figure 2.24 A part of panoramas by MergeMagic with different fineness yarn [47]. 

In the above two studies, however, the tracer fiber image just contains a single view 

of yarn.  For the tracer fiber images involved in this study, the general methods or 

software are not suitable in most cases because: 1) the images contain two views of 

yarn observed from two perpendicular directions, and the yarn position and the 

distance between the two views of yarn are always changing due to yarn movement 

during image acquisition; and 2) the images have a highly repetitive pattern and are 

extremely similar to each other. 

2.2.4. Yarn segmentation 

In order to extract the appropriate information from a yarn image (e.g. separation of 

tracer fiber from the body of yarn, or yarn boundary from background), it is 
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necessary to process the image by image segmentation.  In the past, various 

segmentation algorithms have been developed to extract yarn body and hairiness 

from the yarn image [95-108]. 

2.2.4.1. Optical method 

Carvalho et al. [109-111] developed an automatic yarn characterization system by 

using optical sensors to measure yarn hairiness and diameter directly.  Figure 2.25 

shows the hardware of this system.  In this system, laser diode is the illumination 

source, L1, L2, L3 are plano-convex lenses, O is an objective plane where yarn 

sample is placed, F is a spatial filter and I/PD is a photo detector.  This optical setup 

can be used to conduct the hairiness measurement (see Figure 2.26(a)) with a 

high-pass spatial filter.  A coherent light from the laser diode is incident on a 

collimating lens (L1) and then directed to the yarn placed in the object holder (O).  

A spatial filter with 1 mm of opaque target (F) placed in the Fourier plane of L2 

blocks all spatial frequencies below 10mm−1.  The size of the final image detected 

by the photodiode array (I/PD) is controlled by the lenses L2 and L3.  For the yarn 

diameter measurement (see Figure 2.26(b)), the same optical hardware is used except 

that the high-pass spatial filter is replaced by a low-pass spatial filter, blocking all 

spatial frequencies above 10mm-1. 
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Figure 2.25 Developed optical yarn measurement hardware [109] 

 (a)    (b) 

Figure 2.26 Example of an image resulting from the application of a (a) high-pass 

spatial filter [109], (b) low-pass spatial filter [111]. 

2.2.4.2. Image processing method 

A yarn image generally includes background, yarn body and hairs.  The main task 

of image segmentation is to separate yarn body and yarn hairs from the background.  

As a rough segmentation, Guha et al. [107] and Chimeh et al. [105] used straight 

lines to approximate the yarn body from image with the assumption of a constant 

yarn diameter.  For more accurate segmentation, thresholding method can be used 

for yarn body detection.  Figure 2.27 shows the comparison of four 

histogram-based methods for yarn image segmentation.  For the selection of 
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threshold algorithms on yarn images, Fabijańska [101] compared four kinds of 

histogram-based methods: (1) Otsu's method (minimizing inter-class variance), (2) 

ISODATA (Iterative Self-Organizing Data Analysis Technique), (3) maximum 

entropy method (maximizing inter-class entropy) and (4) mixture modeling 

(separating two Gaussian functions), and found that thresholding with the mixture 

modeling method provided the best image segmentation results, as shown in Figure 

2.27.  Besides thresholding method, Cybulska [102] proposed a method to identify 

yarn boundary by detecting the greatest connected intervals in each column 

(perpendicular to the yarn axis) of image. 

 

 (a) original yarn image   (b) Otsu    (c) ISODATA 

 

(d) maximum entropy   (e) mixture modeling 

Figure 2.27 Comparison of four histogram-based methods for yarn image 
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For yarn hair detection, Fabijańska [99] proposed an algorithm of a region 

growing-based approach, where the growth of the region is guided and constrained 

by a coherence enhancing diffusion filter, for extracting yarn hairs from the yarn 

body.  Figure 2.28 shows an example for segmentation of yarn body and yarn hairs 

by using the region growing-based approach.  Fabijańska [100] also employed a 

graph cuts method [112] to identify yarn body, and used high-pass filtering based 

method for yarn hairiness extraction. 

   

(a) original image   (b) yarn body image  (c) yarn hairiness image 

Figure 2.28 Yarn segmentation by a region growing-based approach [100] 

2.2.4.3. Segmentation of tracer fiber image 

For the tracer fiber images involved in this study, image segmentation becomes 

much more complicated because, besides the yarn body and background, tracer fiber 

is involved.  For tracer fiber images with only a single view of measurement, 

Alagha et al. [113] adopted an image processing method for the detection of yarn 

boundary and tracer fiber.  In this method, it was suggested to define a threshold 
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manually for yarn boundary detection.  With the defined threshold, the yarn 

boundary can be extracted column by column.  Firstly, in each column, the point, 

whose next ten consecutive pixels have gray level above the defined threshold, is 

detected as the suspended upper yarn boundary.  And then the upper boundary will 

be confirmed by comparing these suspected points using a scanning window of 

adjacent pixels (15×15 pixels).  The detection procedure for lower yarn boundary is 

similar to that of upper boundary.  With detected upper and lower yarn boundaries, 

the tracer fiber is detected between them.  In this detection, the yarn body is 

considered as background, the consecutive pixel with lower gray level than the 

threshold is identified as tracer fiber.  Though Alagha et al. [113] used a simple 

thresholding method to separate yarn body and tracer fiber from background, it is not 

an automatic detection method because the thresholds have to be manually selected.  

Moreover, the threshold is sensitive to uneven background illumination and image 

quality (e.g. yarn hairs) may greatly influence the accuracy of image segmentation 

by using this algorithm. 

For the tracer fiber images concened in this study, the image segmentation becomes 

more complicated because two perpendicular views of yarn are included in the image.  

Due to the complexity of images and presence of optical noises, in the early studies, 

the yarn boundary and tracer fiber had to be manually marked [30, 39, 44], and then, 
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the marked points were extracted from the image by using photoshop [30] or other 

image processing method [39, 44].  In order to analyze the structure of a spun yarn, 

hundreds of or even thousands of yarn images have to be processed.  It is extremely 

time-consuming and becomes a bottleneck problem in yarn structure analysis. 

2.3. Analysis of yarn surface appearance 

The assessment of yarn surface quality, or so called yarn surface grading, is one of 

the important testing procedures in the textile industry.  According to the standard 

testing method presented in ASTM D 2255 [51], a yarn sample is wound on a 

blackboard by using a yarn board winder and then compared with a series of 

photographic standards representing the grades A (best), B, C and D (worst), with 

consideration of the unevenness, fuzziness, neppiness and visible foreign matters.  

Traditionally it is carried out by the visual inspection of yarn sample appearance on a 

standard blackboard.  A skilled specialist visually compares the wound yarn sample 

with the grade-labelled photographic standards and then judges the quality of the 

yarn sample according to the similarity between yarn sample and standard 

photograph, as shown in Figure 2.29. 
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Figure 2.29 Traditional method for yarn surface evaluation 

However, the traditional method is subjective, time-consuming, and sometimes 

inconsistent.  During the past decades, the investigation on yarn analysis using 

image processing and artificial intelligence technologies has attracted an increasing 

interest of researchers [52-121].  Various image processing and analysis algorithms 

have been applied in the textile industry in order to measure the important 

parameters of yarn quality, including yarn evenness [102, 121], yarn hairiness 

[102-105], yarn twist [102, 106-108], yarn snarling features [96-97] and surface 

defects [114-116].  Some researchers also developed image processing methods for 

detection of yarn diameter [118] and the parameters of slub yarn [119-120]. 

2.3.1. Digital yarn grading methods 

2.3.1.1. Yarn grading based on 1D continuous measurement 

1D continuous measurement refers to the continuous measurement of yarn 

geometrical and physical properties when it is on moving.  There are two kinds of 

Yarn board winder 
Yarn sample 

Human visual observation 
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method for yarn classification.  One is mainly based on the testing data of yarn 

physical properties, such as yarn strength, mass variation, yarn evenness, and neps.  

The other one is based on measurement data of yarn irregularity sampled from a 

moving yarn, such evenness, hairiness and neps, by using different sensors, such as 

capacitance sensor, photoelectric sensor. 

(1) Yarn property-based method 

Rong et al [60] and Lien et al [57, 117] have extracted the experimental data of six 

yarn properties, including the coefficient of variation of yarn strength, the coefficient 

of variation of mass, the coefficient of variation of yarn evenness, the neps, the 

single yarn break strength and 100-meter mass variation tolerance, as analytical 

features for yarn classification.  With these features, Rong et al. [60] presented a 

technique using splitting cluster analysis to classify polyester-fiber/cotton blended 

yarns into different grades.  Lien and Lee [57] have graded yarns through feature 

selection and dimensional reduction using Karhunen-Loeve (K-L) expansion coupled 

with the Bayes classifier, and K-L expansion coupled with the minimum distance 

(MD) method.  Furthermore, Lien and Lee [117] proposed an approach for feature 

selection by using the effective distance between clusters (EDC) for textile yarn 

appearance grading. 
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Besides, Amin [58] developed a classification model composed of a hybrid model of 

Artificial Neural Network (ANN) and genetic algorithm (GA) for cotton yarn quality 

classification.  In this method, the problem of yarn quality is described in terms of 

eight characteristics and one target class as shown in Table 2.1.  26 input nodes and 

5 output nodes were used for training the artificial neural network to obtain the 

weights.  Then GA was applied to get the optimal values of input attributes for 

maximizing the output function. 

Table 2.1 The attributes and their values of yarn quality of Amin [58] 

Characteristics (attributes) Nominal values 

Yarn type Carded, combed 

Yarn count Very fine, fine, medium, coarse 

Yarn package Cones, bobbin 

Yarn twist Woven, knitting 

CVm % Low, medium, high 

Thin (-50%) Low, medium, high 

Thick (+50%) Very low, low, medium, high, very high 

Neps (+200%) Very low, low, medium, high, very high 

Levels (target class) Very bad, bad, good, very good, excellent 

 

(2) Yarn irregularity-based method 

Based on yarn irregularity, there are two systems developed for yarn quality 
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evaluation, including Uster® Classimat (developed by Uster Technologies) [59] and 

Yarn Analysis System (developed by Lawson-Hemphill, Inc.) [65].  Both methods 

are based on the statistical analysis of yarn irregularity.  In these methods, the 

capacitive or optical sensors are applied to detect the irregularity of yarn mass or 

absolute yarn diameter by measuring a moving yarn in a certain sampling interval. 

In Uster® classimat, various sensors and hardware are used to detect and classify 

yarn defects: the capacitive sensor for the identification of thick, thin places and neps, 

and a novel sensor combination for the detection and classification polypropylene 

content.  Yarn defects are classified into 23 classes based on their sizes (four 

thickness classes, at various levels between 100 and 400% of normal yarn linear 

density) and lengths (four length classifications, ranging from 1mm to 40mm).  In 

this system, besides the fault classification based on the analysis of thick and thin 

places, some critical parameters, such as count variation, periodic faults, unevenness 

and hairiness, can also be obtained. 

Lawson-Hemphill Inc has developed the Yarn Analysis System (YAS) for yarn 

surface grading and virtual fabric simulation [61-65].  Figure 2.30 shows the optical 

measuring principle of the YAS grading system.  A CCD camera is first used to 

measure the diameter of a moving yarn.  Then various statistical measures of yarn 
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diameter, such as mean value, standard deviation, coefficient of variation, evenness, 

hairiness, neps, thick and thin places, can be obtained.  With these features, a neural 

network is used for automatically grading yarn (fabric) quality.  In addition, YAS 

can also virtually simulate yarn and fabric appearance for observation. 

 

Figure 2.30 Optical measuring principle of YAS [65]. D is yarn diameter. 

In all above-mentioned methods, although it was possible to define a classification 

for yarn appearance, a grading method based on a standard image of yarn board is 

found to be impossible.  Most importantly, they are all based on the mechanism 

similar to the Uster Tester and depart from the originality of the visual grading 

method carried out on black boards as proposed in ASTM D2255, namely the 

comparison among adjacent yarn segments and the identification of other important 

yarn appearance features, such as yarn color variation, foreign matters and hairiness, 

being ignored. 
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2.3.1.2. Yarn grading based on 2D yarn black board 

Semnani et al. [52-54] originally developed a computer vision method for evaluating 

and classifying yarn surface appearance on yarn black boards.  In this method, a 

yarn fault image is obtained by eliminating yarn body and background from binary 

image of standard yarn board. Figure 2.31(b) shows the yarn fault image generated 

from yarn board image in Figure 2.31(a). 

   

(a) original image    (b) image of yarn faults 

Figure 2.31 A sample for elimination of yarn body from yarn board [52] 

According to fault size and the distribution of faults, yarn faults are defined into four 

classes.  Then, four digital fault factors, PFF, PHF, PLF and PLF, were calculated 

from the yarn fault image, to represent the percentages of the four fault classes.  

With the extracted fault factors, an artificial neural network with a two-layer 

structure [52] was then employed to classify the grade of yarn surface appearance, as 

shown in Figure 2.32.  Therefore, the index of yarn appearance ID could be 

calculated by Equation (2.18) with consideration of the fault factor vector P and the 
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weight vector W: 

PWID ⋅=              (2.18) 

where P is a vector of fault factors [ PFF, PHF, PLF, PLF]T and W is a one-by-four 

vector of weights of the faults. 

 

Figure 2.32 Perceptron artificial neural network with a fuzzy layer [57]. 

Although this method somehow enables the identification of thick places and the 

classification of yarn appearance from a standard yarn board image, the local thin 

places cannot be recognized because the feature has to be removed from thick places 

together with yarn body in the algorithm. In addition, yarn color variation, foreign 

matters and hairiness were neither identified. 

Liang et al. [55] proposed an integrated computer method for digital characterization 

and evaluation of yarn surface appearance by using saliency map, wavelet transform 

and fuzzy ARTMAP neural network.  In this method, a total of eighteen digital 

features, including three attention-driven fault features, four wavelet texture features 
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and eleven yarn statistical features, were extracted and used for characterization of 

yarn surface appearance in terms of unevenness and fuzziness.  The digital features 

were extracted from yarn body image, hairiness image and the attention-driven fault 

image, respectively.  Figure 2.33 shows the process of attention-driven fault 

detection.  As shown in Figure 2.33, the saliency map is generated from a width 

map solely composed of yarn diameters and the attention-driven fault features 

include fault number FN, fault grade Fvalue and fault size Fsize, representing visual 

differences.  The wavelet texture features are also formulated torepresent the 

fuzziness of hairiness by calculating wavelet energies under four different mother 

wavelets. 

 

Figure 2.33 The process of attention-driven fault features detection [55]. 
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With the above eighteen digital features, a fuzzy ARTMAP (FAM) neural network 

was employed to classify and grade yarn board images using supervised learning 

technique and multidimensional map.  As shown in Figure 2.34, the FAM neural 

network consists of two ART modules (ARTa and ARTb) which are linked by a map 

field Fab [122]. During the learning process, ARTa module receives input patterns 

while ARTb module receives target patterns which are the correct predictions of the 

input.  Functions of the two modules can be treated as clusters in the input domain 

and output domain, respectively.  On the other hand, the map filed ensures 

autonomous system operation in real time and enables the efficient and accurate 

learning of FAM neural network and thus minimizes predictive error and maximizes 

predictive generalization. 

 

Figure 2.34 Fuzzy ARTMAP architecture [122] 

Since the saliency obtained by traditional model [123] is only workable in a single 

image and cannot be used for a comparison between or among different images (e.g. 
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different grades of yarn), Liang et al. [56] further developed a visual attention model 

for evaluation of the saliency of different yarn board images by using an integration 

of bottom-up and top-down attention mechanisms.  By this way, relative saliency 

can be compared for the cases where other image contents are involved.  In the 

model, two levels of feature (high-level, low-level) and three types of feature (global, 

local-local, local-global) are extracted to characterize the differences among multiple 

images.  In order to differentiate different yarn qualities, a mapping method is used 

to associate features with the ideally given saliency value.  Figure 2.35 shows an 

example for fitting curve of one feature.  Based on the discrimination among 

different grades, a simple classifier, K-means, is used to classify yarn grades. 

 

Figure 2.35 Example of fitting curve for one feature [56]. 

The above methods [55-56] accords with the evaluation mechanisms by enabling the 

comparison among adjacent yarn segments on the black board.  However, as the 
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most important algorithm of these methods, saliency map of attention model, was 

only generated from yarn diameters [55] or binary image of yarn body [56], and 

therefore, other important characteristics of yarn surface appearance such as yarn 

hairs, color variation and foreign matter cannot be considered.  They cannot fully 

imitate human visual behavior in the inspection and appraisal of yarn surface quality 

on black boards according to the standard ASTM D2255. 

2.3.2. Attention model 

Human visual fixation behavior is driven both by sensorial bottom-up mechanisms 

and by high order task-specific or goal-directed top-down mechanisms [124].  

Visual saliency refers to the physical, bottom-up distinctness of image details, which 

depends on the degree to which a detail is visually distinct from its background [124].  

The model of visual attention based saliency map is designed for identifying 

something different from its surroundings.   

The saliency based attention model has received substantial attentions in computer 

science and various attention models have been developed for different applications.  

These models can be generally divided into two categories of static attention model 

[123, 125-133] for image detection and dynamic attention model [134-137] for video 

detection. 
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2.3.2.1. Static attention model 

The static attention model can be further divided into three categories [128] with 

local [123,129-132], global [133] and normality contexts [125-127].  In the model 

of local context, the salient objects are contrasted and compared to their 

surroundings, such as Itti model [123], attention based on information maximization 

(AIM model) [130], graph-based visual saliency (GBVS) [131].  For the model 

with global context, salient objects are different from all the others in the image.  

While in model of normal context, salient objects imply differences to what the 

normal image wound be, such as spectral residual approach (SR model) [125] and 

saliency using natural statistics (SUN) [127]. 

(1) Itti model 

Itti et al. [123] originally proposed a famous attention model by analyzing the image 

by different channels: colors, intensity and orientation, to identify the conspicuity 

region in the image called saliency map.  Figure 2.36 shows the general architecture 

of the Itti mode. 
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Figure 2.36 General architecture of the Itti model [123]. 

Figure 2.37 shows an example of processing of Itti model with a natural image, 

according to the general architecture in Figure 2.36.  In Figure 2.37, a visual input 

image is first decomposed into three conspicuity maps for color contrasts C , 

intensity contrasts I  and orientation contrasts O .  Different spatial locations 

compete for saliency within each map, and then these maps are combined into a 

single topographical saliency map S.  It is noted that two attentive objects, i.e. the 

orange telephone box and the white sign, are detected as salient locations by Itti 

model, which accords with our visual attention. 
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Figure 2.37 Saliency map generation by using Itti model. [123] 

(2) Spectral residual approach (SR model) 

Hou and Zhang [125] have developed a spectral residual approach (SR model) for 

generating saliency map by using the Fourier analysis.  They believed that an image 

information is composed of a novelty part and redundant information.  The 

redundant information can be represented by the log spectrum of each image.  In 

the study of Hou and Zhang [125], a local average filter was adopted to approximate 

the general shape of log spectra, which is given as prior information. 

Strategy of the spectral residual model can be described by Equations (2.19) ~ (2.22).  

They analyzed the log spectrum L(f) of input image I(x) and obtain the spectral 
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residual R(f) by removing the smoothed log spectrum hn(f)×L(f) from the original log 

spectrum L(f).  Then the spectral residual R(f) was transformed to spatial domain to 

obtain the saliency map S(x). 

Amplitude of image in Fourier transform is: 

( ) ( )[ ]( )xIFRfA =             (2.19) 

where I(x) is an image, F denotes the Fourier transform and R(F[I(x)]) is the 

amplitude of I(x). 

And the phase spectrum P(f) of image I(x) is: 

( ) ( )[ ]( )xIFfP ℑ=             (2.20) 

where ℑ  is the operation for phase spectrum. 

Log spectrum L(f) can be obtained by: 

( ) ( )( )fAfL log=             (2.21) 

where log denotes the natural logarithm of A(f). 

Therefore, spectral residual R(f) of image I(x) can be expressed as: 
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( ) ( ) ( ) ( )fLfhfLfR n ×−=           (2.22) 

where hn(f) is an average filter with a n×n matrix. 

Finally, saliency map S(x) of image I(x) can be obtained by: 

( ) ( ) ( ) ( )( )[ ]21 exp fPfRFxgxS +×= −         (2.23) 

where F-1 denotes the Inverse Fourier Transform and g(x) is a Gaussian filter. 

Figure 2.38 shows the strategy of spectral residual model described by Equations 

(2.19) ~ (2.22) with an input nature image.  The spectral residual contains the 

innovation of an image and the output saliency map denotes primarily nontrivial part 

of the scene.  The higher saliency values (i.e. the brighter color) in the saliency map 

represent a more attractive part, which is a house in the scene. 

 

Figure 2.38 Spectral residual approach [125]. 
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(3) Attention based on information maximization (AIM model) 

The AIM model proposed by Bruce and Tsotsos [129-130] is a kind of attention 

model based on the principle of maximizing information sampled from the scene.  

The framework of AIM is illustrated in Figure 2.39, which can achieve an estimate 

of the likelihood of contents within the central patch Ck on the basis of its surround 

Sk.  In this method, firstly, the independent features, i.e. independent component 

analysis (ICA) coefficients, are extracted from each local neighborhood of the image.  

Then ICA can be performed on a large sample of color image patches drawn from 

natural images to determine a suitable basis.  Afterwards, an estimate of a 

coefficient distribution of each single basis across the entire image can be produced 

by a probability density estimation.  Any given coefficient may be readily 

converted to a probability by looking up its likelihood from the corresponding 

coefficient probability distribution derived from the surround.  The product of all 

the individual likelihoods corresponding to a particular local region yields the joint 

likelihood.  Then the joint likelihood can be translated into Shannon’s measure of 

self-information.  Finally, the resulting information map could depict the saliency 

attributed to each spatial location based on the aforementioned computation.  

Referring to the input image of Figure 2.39, attention objects, such as desk lamp and 

bottle, are well identified and shown in the output saliency map by AIM. 
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Figure 2.39 The framework of AIM [130]. 

Most of the attention models present a better performance when the saliency maps 

are generated from the image with lower-level resolution (typically 64×64 pixels), 

such as Itti model [123], graph-based visual saliency (GBVS) [131], spectral residual 

approach [125] and image signature [126].  While some attention models can be 

applied to high-resolution images, such as information maximization (AIM model) 

[129-130] and saliency using natural statistics (SUN) [127].  In this study, the 

attention models will be employed to detect the saliency of yarn board image for 

yarn surface appearance evaluation.  Based on different image resolutions, two 

attention models, i.e. spectral residual (SR) model and attention model based on 
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information maximization (AIM), will be used in this study to imitate human visual 

attention on yarn surface grading with consideration of both a whole and a detailed 

yarn information. 

2.3.2.2. Dynamic attention model 

For the above-mentioned static attention models, they mainly work on single image 

and the generated saliency map can reflect the conspicuity within its own image [56].  

On the contrary, dynamic attention model has been developed for analyzing dynamic 

saliency of scenes (or video).  The dynamic saliency models, such as Coding 

Length Increment method [134], SUNDAy [135], Self-Resemblance model [136] and 

Bayesian Surprise model [137], are generally developed for dynamic visual search in 

video saliency generation, which largely depends on the difference of context 

between two neighboring frames in the same location.  They are suitable to detect 

novel contents in the video with the same background.  For the yarn board images 

involved in this study, they are separate and independent images.  If considering the 

yarn faults as innovation information and the normal yarn as background, they do not 

have the same background because the locations of yarn body will be different from 

each other.  Therefore, the dynamic attention models are not suitable for the 

saliency detection of yarn board image. 
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2.4. Summary 

In this chapter, prior work on the spinning triangle, structure analysis and surface 

evaluation of spun yarns has been broadly reviewed.  For spinning triangle, most 

theoretical models currently in use were based on the energy method.  Due to the 

limitations of these models, some important mechanical properties of spinning 

triangle were not considered, such as inclined angle of yarn spinning tension, fiber 

torsion strains and fiber frictional contact with bottom roller.  In addition, 

experimental measurements showed that yarn formation in spinning triangle is a real 

dynamic process.  Particularly, with some recent developments in staple yarn 

spinning, working condition of spinning triangle becomes more complicated and 

thus it requires a more generalized dynamic model to analyze the physical properties 

of constituent fibers in the spinning triangle. 

In yarn structure analysis, most of the existing methods or softwares for image 

mosaic are used for stitching nature images or images with significant features.  For 

the two-viewed tracer fiber images concerned in this study, they are not suitable in 

most cases because: 1) the images contain two views of yarn observed from two 

perpendicular directions, and the yarn position and the distance between the two 

views of yarn are always changing due to yarn movement during image acquisition; 
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and 2) the images have a highly repetitive pattern and are extremely similar to each 

other.  Besides, image segmentation for yarn structure analysis becomes more 

complicated because of three components of yarn body, background and tracer fiber 

involved.  Therefore, the mosaic and segmentation methods currently in use largely 

involve manual operations.  In order to analyze the structure of a spun yarn, 

hundreds of or even thousands of yarn images have to be processed.  It is extremely 

time-consuming and becomes a bottleneck problem in the yarn structure analysis.  

Therefore, it is necessary to develop an automatic and efficient digital method and 

system for mosaic and segmentation of the two-viewed tracer fiber images for yarn 

structure analysis. 

According to the standard of ASTM D2255, human visual inspection is adopted for 

the evaluation of yarn surface appearance with the consideration of various 

influential factors, such as yarn unevenness, fuzziness, neppiness and visible foreign 

matter.  It is subjective, time consuming and sometimes inconsistent.  There are 

currently two methods for digital evaluation of yarn surface appearance.  One is 

based on 1D continuous measurement of yarn geometrical and physical properties.  

However, it is not performed on black board and departs from the originality of the 

visual grading method carried out on black boards as proposed in ASTM D2255, 

namely the comparison among adjacent yarn segments and the identification of other 
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important yarn appearance features, such as yarn color variation, foreign matters and 

hairiness, being ignored..  The other method is based on 2D black board.  

Nevertheless, existing methods can not take the important characteristics of yarn 

surface appearance, such as yarn hairs, color variation and foreign matter, into 

consideration, and thus can not fully imitate human visual behavior in the inspection 

and appraisal of yarn surface quality on black boards according to the standard 

ASTM D2255.  Therefore, an objective and intelligent method and system are 

highly required for yarn surface evaluation, which can fully imitate human behavior 

according to the standard ASTM. 
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Chapter 3 Theoretical and Numerical Analysis of 

Mechanical Performance of Fibers in Spinning Triangle 

using Finite Element Method 

3.1. Introduction 

In yarn formation process, yarns are eventually formed in the spinning triangle (an 

area between the front roller nip line and the yarn twisting point) by twisting an 

assembly of short or long staple fibers.  Therefore the geometric and mechanical 

performances of spinning triangle play an important role in determining the physical 

performance of these yarns, such as the strength, internal torque and regularity. 

In the past, the investigations on the mechanical characteristics of spinning triangle 

were mainly based on the force method [15-19] and energy method [20-27].  The 

advantage of the latter lies that the full description of geometry is not required before 

hand.  Based on the energy method, the numerical simulations of fiber tension 

distribution in a symmetric spinning triangle under different yarn counts, twist angles 

and spinning tensions have been conducted by Najar [20].  Then, Hua [21] and Hua 

et al. [22, 23] numerically analyzed the fiber tension distribution under an asymmetric 

spinning triangle with and without the consideration of fiber buckling.  Feng et al. [25] 

futher introduced a relationship of the shape of spinning triangle and an imaginary 
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(specifically defined) inclined angle of yarn spinning tension to quantitatively study 

the fiber tension distribution and its relationships with the spinning parameters.  

However, with energy method, due to the problem of dissipated friction energy and the 

mathematical complexities in formulating fiber bending and torsional strains, some 

important mechanical properties of spinning triangle are hardly to be considered, such 

as the inclined angle of yarn spinning tension, fiber torsion distribution and the fiber 

frictional contact with bottom roller. 

Therefore, in this study, a new theoretical model of ring spinning triangle will be 

developed using finite element method (FEM) by taking account of the 

above-mentioned factors ignored previously.  The initial conditions of the height of 

spinning triangle and the fiber initial strains are developed and the algorithms of 

element death are employed for handling fiber buckling.  Then, a series of numerical 

simulations are carried out to fully examine the quantitative relationships between the 

spinning triangle and various spinning parameters, including the spinning tension, 

spinning tension angle, yarn twist, yarn count and the frictional contact of fibers with 

bottom roller, and their influences on fiber tension and torsion distributions of 

spinning triangle.  Moreover, simulation results of the proposed model such as fiber 

tension distribution under different spinning tensions and yarn twists and their 

influences on yarn torque are also compared with those of earlier models [20-23] and 
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experimental data [14]. 

In most existing models, the performance of constituent fibers in spinning triangle 

was considered as a steady-state process.  However, the experimental results [20, 28] 

showed that it is a real dynamic process.  With the high speed photography, yarn 

formation in spinning triangle can be clearly observed as a real dynamic process.  

Particularly, with some recent developments in staple yarn spinning [8-11], the 

working condition for spinning triangle becomes more complex, and thus requires a 

more generalized dynamic model to analyze the properties of yarn and its constituent 

fibers.  Therefore, a new generalized dynamic model of spinning triangle is further 

developed by extending the above proposed FEM model (static) with consideration 

of the dynamic characteristics such as the inertia and damping of constituent fibers 

for a more complete and accurate description.  The dynamic behavior of fibers in 

spinning triangle, such as the natural frequency, mode shape, resonant response, 

harmonic analysis and response under a dynamic tension, has been numerically 

studied.  The results show that dynamic parameters have a great influence on the 

amplitude and attenuation of the response of constituent fibers in spinning triangle. 

3.2. Initial height of spinning triangle 

The sketched view and geometry model of a symmetric spinning triangle are shown 
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in Figure 3.1, in which all fibers are uniformly and continuously distributed in the 

spinning triangle.  The yarn diameter is ignored for model simplification and the 

fiber ends are assumed to be twisted together at a twisting point O (or called 

convergence point).  In Figure 3.1, Fo is the spinning tension, H is the height of 

spinning triangle, d is the width of spinning triangle, α is the spinning angle and β is 

the helix angle of fibers distributed on the surface of yarn.  It is assumed the yarn 

has an idealized helical structure as shown in Figure 3.2.  The fiber can be treated 

as a cylindrical body and the yarn has an open-packing of circular fibers [138]. 

 

Figure 3.1 A sketched view and geometry model of a symmetric spinning triangle. 

 
(a) 3D helical structure  (b) cross-sectional view    (c) layer structure 

Figure 3.2 An ideal structure of a yarn (5 layers). 
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For the geometrical relationship shown in Figure 3.1, the initial height H of spinning 

triangle can be expressed in terms of its width d and the spinning angle α: 

αtan
1

2
×=

dH             (3.1) 

In Equation (3.1), the width of spinning triangle d is considered as a constant and the 

spinning angle α can be formulated by the following analysis.  Figure 3.3 shows a 

schematic view of fiber bending due to its flexural rigidity.  Owing to the finite 

flexural rigidity of the fiber, it has an angle ψ between the line of fiber in spinning 

triangle and the tangent of the helical fiber in the yarn at the contact point.  In 

Figure 3.3, R is the yarn radius, ρf is the curvature radius of the ith fiber, fi is the fiber 

tension of the ith fiber in spinning triangle and fi’ is the tangent direction of the ith 

helical fiber in the yarn. 

 
Figure 3.3 Fiber bending due to flexural rigidity of fiber. 
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The relationship between the spinning angle α and the helix angle β (see Figure 3.1 

and Figure 3.3) of the fiber distributed on the surface of the yarn can be expressed as: 

ψαβ +=               (3.2) 

As shown in Figure 3.3, for an elastic body, the curvature radius ρf of the ith fiber is 

[139]: 

)
2

sin(21 ψ
γ
ψ

ρ B
f

d
d i

f

==            (3.3) 

where γ is the distance measured along the line of the fiber, and B is the flexural 

rigidity of the fiber. 

Because the radius ρf at the contact point equals the radius of curvature of the helical 

path of the fiber at this point [140], so we have: 

α
ρ 2sin

R
f =               (3.4) 

And the flexural rigidity of the fiber can be obtained by [141] 

2
lf cRB =               (3.5) 

where Rf is the specific flexural rigidity and cl is yarn count. 
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Substituting Equations (3.4) and (3.5) into the Equation (3.3), we will have: 

2

42

2
sin

1cos
Rf

cR

i

lf α
ψ −=             (3.6) 

In the second term 2

42

2
sin
Rf

cR

i

lf α
 of Equation (3.6), Rf, cl and R are constants, so the 

term varies with α and fi.  In the analysis of low-twist yarns, the bending of fiber 

can be ignored.  Hence, it is reasonably assumed that the helical angle β of the 

fibers distributed on the surface of the yarn is equal to the spinning angle α in the 

initial conditions of this model [20, 142], as shown in Equation (3.7): 

0=ψ , or βα =              (3.7) 

As shown in Figure 3.4, opening the helical yarn out flat, the helix angle β can be 

expressed as: 

RTh
R ππβ 22tan ==             (3.8) 

where h is the length of one turn of twist and T is yarn twist. 
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Figure 3.4 An idealized helical fiber on the surface of yarn. 

Yarn count cl can be represented by: 

2Rcl ρπ=               (3.9) 

where ρ is yarn density. 

According to Equations (3.9), Equation (3.8) can be re-formulated as: 

ρ
πβ lcT ×= 2tan             (3.10) 

Substituting Equations (3.10) and (3.7) into Equation (3.1), the height of spinning 

triangle can be expressed: 

π
ρ

lcT
dH ×=

4
            (3.11) 

Hence the initial height of spinning triangle is largely dependent on the yarn count cl 

and yarn twist level of T. 

2πR 

h 

β 

Open out β 
Helical fiber 
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3.3. Initial strain of constituent fibers 

If all the fibers are twisted into the yarn and there is no fiber loss during spinning, the 

equation of mass conservation can be employed for the spinning triangle: 

yarnnnniii Rrrrr ρυπυρπυρπυρπυρπ 222
22

2
211

2
1 =+++++      (3.12) 

where ri, ρi and υi are the radius, density and velocity of the ith fiber, respectively, n is 

the total number of fibers, and υyarn is the velocity of the yarn. 

The physical meaning shown in Equation (3.12) is that the total mass of fibers 

entering the spinning triangle per unit time is equal to that of fibers leaving the 

spinning triangle in the form of yarn per unit time.  With the same type of materials, 

it can be reasonably assumed that, at the entering line (front roller nip line), all the 

fibers have the same circular cross section with ideal radius and density, and the 

fibers are delivered at the same speed: 

rrrr n ==== 21 , 021 ρρρρ ==== n , 021 υυυυ ==== n    (3.13) 

where r, ρ0 and υ0 are the radius, density and velocity of the fibers, respectively,  

Substituting Equation (3.13) into Equation (3.12), we can obtain: 

yarnRrn ρυπυρπ 2
00

2 =            (3.14) 
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In view of the delivery speed, Equation (3.14) can be further written as: 

00
2

2
0

nc
c

rn
R l

yarn

==
ρπ
ρπ

υ
υ            (3.15) 

where c0 is linear density of a single fiber. 

In formulation of the initial conditions, fiber initial strain can be considered as a sum 

of two components.  The first component can be understood as a “drafting” result 

of spinning triangle because of pulling action and it is solely generated by the 

difference of delivery velocity between fibers and yarn: 

yarn
o v

v
L

LH 01−=
−

=ε            (3.16) 

where L is the initial length of fibers inside the spinning triangle. 

According to Equation (3.16), all fibers are equally extended, regardless of their 

positions in the spinning triangle and the triangle profile of spinning triangle.  Then 

the second component εi is purely resulted from the triangle profile of spinning 

triangle: 

H
HLi

i
−

=ε              (3.17) 

where Li is the length of the ith fiber inside the spinning triangle 
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Therefore the total initial strain εi
* of ith fiber in the spinning triangle can be obtained 

by considering the two components: 











−+

−
=+≅++=

−
=

yarn

i
oioii

i
i v

v
H

HL
L

LL 0
0

* 1εεεεεεε     (3.18) 

In practice, the strain ε0 in Equation (3.18) can be considered as a correction factor 

and obtained by measuring the total number of fibers, the linear densities of a single 

fiber and yarn with Equation (3.16).  To implement the total fiber initial strains 

formulated in Equation (3.18), an initial spinning tension force will be exerted on the 

twisting point, so that the central fiber is straight at zero extension and the other 

fibers are extended.  Under the initial fiber strains, if the actual spinning tension is 

larger than the initial force, fibers in the spinning triangle will be further elongated, 

otherwise, they will be contracted or remain unchanged. 

Some examples of fiber initial strain distribution are shown in Figure 3.5.  Figure 

3.5(a) illustrates a contour plot of fiber initial strain for a yarn of 58tex with a twist 

level of 398tpm.  The fiber initial strain curves under different yarn twists (398tpm, 

436tpm, 486tpm and 523tpm) for the same yarn count of 58tex are also shown in 

Figure 3.5(b).  As shown in Figure 3.5(b), the position of fibers along the front 

roller nip line (or the width of spinning triangle) is normalized from -0.5 to 0.5 with 
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the central point as zero. 

  

(a) Contour plot at yarn twist of 398tpm (b) At different yarn twist levels. 

Figure 3.5 Examples of fiber initial strain for 58tex yarn. 

3.4. Static analysis of spinning triangle 

In this section, stationary finite element model of spinning triangle will be developed 

and a series of numerical simulations will be carried out to analyze the effects of 

spinning parameters on the fiber structural and mechanical behavior. 

3.4.1. Static modelling using finite element method 

3.4.1.1. Governing equations 

Figure 3.6 shows a geometric model of the spinning triangle.  In Figure 3.6, fi is the 

tension force of ith fiber, mi is the elastic torque of ith fiber, αi is the angle between the 
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ith fiber and the vertical axis of front roller nip line, Li is the length of ith fiber inside 

the spinning triangle, M is spinning torque, θ is the angle between the spinning 

tension of yarn and the vertical axis of front roller nip line, n is the number of fibers 

in spinning triangle, and X, Y, Z are the global coordinates. 

 

Figure 3.6 A geometric model of spinning triangle. 

The constituent fibers in the spinning triangle are considered as 3-D beams with the 

tensile, compressive, torsional and bending capabilities.  It is further assumed that 

the stress-strain behavior of fibers in ring spinning triangle follows Hooke’s law as it 

is generally agreed [20-23] that it is not beyond the linear region of initial modulus.  

In addition, the effect of fiber migration, inter-fiber forces and fiber-to-fiber friction 

are ignored and the fiber ends are twisted together at an imaginary twisting point (O).  
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In this section, it focuses on analyzing the effects of spinning parameters on the fiber 

structural and mechanical behavior, therefore the stationary model of spinning 

triangle will be developed.  As shown in Figure 3.6, the governing equations of the 

fibers in the spinning triangle can be written as: 
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       (3.19) 

where E is the modulus of elasticity, A is the cross-section area of fiber, GIp is the 

torsional rigidity of fiber, ωi ,φi and ti are the variables of axial deformation, torsion 

angle and axial direction of the ith fiber, respectively. 

3.4.1.2. Generation of yarn torque 

The yarn torque discussed here is composed of three components, namely the 

torques generated by fiber tension, fiber bending and fiber torsion [13]: 

EBT MMMM ++=            (3.20) 
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where MT is the yarn torque generated by fiber torsional stresses, MB is the yarn 

torque generated by fiber bending stresses, and ME is the yarn torque generated by 

fiber tensile stresses. 

The yarn torque solely generated by the fiber tension can be calculated by 

considering a discrete distribution of fibers inside yarn [23]: 

∑ ∑==
= =

n

i

n

i
iiiEiE RfMM

1 1
sin β           (3.21) 

where MEi is the component of yarn torque due to ith fiber tension, Ri is the distance 

of the ith fiber from the yarn-axis in the yarn cross-section, βi is the helical angle of 

the ith fiber within the yarn. 

With the assumption of ideal yarn open-packing structure, the arrangement of fibers 

in the yarn can be made as shown in Figure 3.2.  Acccroding to Figure 3.4 and 

Equation (3.8), the helical angle βi of the ith fiber within the yarn can be calculated 

as: 

TRh
R

i
i

i ππβ 22tan ==            (3.22) 

And the distance Ri of the ith fiber from the yarn-axis in the yarn cross-section can be 

obtained as: 
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( )12 −= jrRi              (3.23) 

where r is the fiber radius and j is the layer number of ith fiber located in. 

Therefore, the tensional component MEi of yarn torque generated by the ith fiber can 

be obtained: 

( ) ( )[ ]{ }14arctansin12 −×−= jrTjrfM iEi π        (3.24) 

Previous study [143] showed that the yarn torques generated by fiber bending (MB) 

and fiber torsion (MT) are significantly smaller than the torque by fiber tension (ME) 

and thus are ignorable in most cases. 

3.4.1.3. Element selection 

The fibers in spinning triangle are divided into a set of 3-D beam elements based on 

Timoshenko beam theory and each end node has six degrees of freedom, as shown in 

Figure 3.7. 
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Figure 3.7 The adopted beam element. W, V, and P are the nodes of the element, Le is 

the orientation node, x, y and z are the directions of element coordinate system. 

The shape functions for the selected 3-D beam element are [144]: 
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where δ, ζ and η are the translations in the x, y, z directions under the element 

coordinate system, respectively, λx, λy or λz is the rotational angle about its 

corresponding direction, and s is a normalized coordinate, starting from -1.0 on one 

side of the element to +1.0 on the other. 
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3.4.1.4. Boundary conditions 

The degrees of freedom (DOFs) of the nodes which are on the front roller nip line 

are all equal to zero, so the displacement boundary condition of the model can be 

given by: 

}0{}{ =ku              (3.26) 

where k is the node on the front roller nip line. 

The spinning tension Fo and spinning torque M are applied on the twisting point O, 

and thus the force boundary conditions of the model are as follows: 
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where j is the node on the convergence point. 

The overall stiffness matrix [K] can be obtained by: 

∑
=

=
en

e

eKK
1

][][              (3.28) 

where ne is the number of elements, [K]e is the element stiffness matrix in the global 

coordinate system. 
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Therefore the static analysis of the FEM model will be a solution of the following 

equations: 

{ } { }FuK =][              (3.29) 

where {u} and {F} are assembled nodal displacement and loading vectors, 

respectively. 

The solution of Equation (3.29) gives the nodal displacements. Strains and stresses 

can be deduced by the nodal displacements. 

Generally, the higher level of mesh, the higher precision will be obtained.  In this 

study, because of the characteristics of employed beam element and the spinning 

triangle structure, the number of divided elements has little impact on the estimation 

result.  Considering the precision and efficiency of the computation, every fiber in 

spinning triangle is divided into 10 3-D beam elements uniformly.  With the above 

assumptions and deductions, the theoretical model of a symmetric ring spinning 

triangle using FEM can be developed, as shown in Figure 3.8.  In Figure 3.8, FX, FY 

are the spinning tensions in X and Y directions, and MX, MY are the spinning torques 

in X and Y directions, respectively. 
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Figure 3.8 The finite element model of spinning triangle. 

When the fibers have a considerable frictional contact area with the bottom roller, as 

a result of the spinning torque (e.g. Z twist for single yarn) acted on the twisting 

point, fibers on the right side of spinning triangle will be lifted up and leaving the 

contact area whereas fibers on the left side will be in a more tight contact with the 

bottom roller, leading to an enhanced normal reaction force in between.  Figure 3.9 

shows a simplified finite element model of spinning triangle considering such 

frictional contact.  In this model, it is assumed that the contact area of fiber with 

bottom roller is flat and the contact lengths for all contact fibers are same.  In 

Figure 3.9, the fibers in the shaded part contact with the bottom roller and hc is the 

contact length of fibers with bottom roller in spinning triangle.  In order to simulate 

the effect of frictional contact of fibers with bottom roller, the translation in Z axis of 

the contact fibers is restrained, and the frictions caused by the contact are applied on 

all nodes in the direction opposite to the movement of fibers. 
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Figure 3.9 Finite element model of spinning triangle considering fiber-roller contact. 

3.4.1.5. Algorithms for fiber buckling 

The system of simultaneous linear equations generated by the finite element 

procedure is solved either using a direct elimination process or an iterative method.  

In this study, the Sparse Direct Solver is employed.  In the actual spinning process, 

fiber buckling is a very common phenomenon that occurs in center fibers of spinning 

triangle, as shown in Figure 3.10.  As the critical fiber strain for fiber buckling is 

approximately 10–6 [23], the element birth and death condition of the FEM can be 

employed to deactivate certain elements whose compressive strains are beyond the 

critical fiber strain.  In the algorithm, a deactivated element physically remains in 

the model but contributes a near-zero stiffness value [K]e to the overall matrix of [K]. 
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Figure 3.10 Fiber buckling in spinning triangle 

3.4.2. Simulation results for fiber tension distributions 

In order to fully study the mechanical performance of ring spinning triangle, 

including the fiber tension distribution and fiber torsion distribution of spinning 

triangle, a series of numerical simulations are carried out in this section.  Cotton 

fibers and yarns are employed for the simulation.  Material properties of cotton 

include the fiber elastic modulus (E) of 6.8Gpa [20], fiber shear modulus (G) of 

E/3.7 [141], fiber linear density of 1.5dtex and fiber density of 1.35Mg/m3 [20]. 

The influential factors considered in the following analysis are the spinning tension, 

spinning tension angle, yarn twist, yarn count and the frictional contact length of 

fibers with the bottom roller.  The details of various simulation cases are listed in 

Table 3.1.  For each case, both fiber without and with buckling are considered. 
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Table 3.1 Parameters adopted for the simulation of spinning triangle 

Case 

No. 

Yarn 

Count 

(tex) 

Number 

of 

Fibers 

Yarn 

Twist 

(tpm) 

Spinning 

Tension 

(cN) 

Inclined Angle of 

Spinning Tension θ 

(degree) 

Contact length 

of fibers with 

bottom roller 

1 25 121 418 
30 
60 
90 

0 0 

2 58 385 523 
30 
60 
90 

0 0 

3 25 121 418 30 

0 
5 
10 
12 

0 

4 58 385 

398 
436 
486 
523 

30 0 0 

5 

15 101 523 30 0 0 
32 211     
40 265     
58 385     

6 58 385 523 30 0 
H/4 
H/2 
3H/4 

 

3.4.2.1. Effect of spinning tension 

Figure 3.11 and Figure 3.12 show the fiber tension distribution for 25tex and 58tex 

cotton yarns at different spinning tensions of 30cN, 60cN and 90cN.  The input 

parameters are shown in Case 1 and Case 2 in Table 3.1.  Considering without fiber 
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buckling, Figure 3.11(a) shows a comparison of the fiber tension distribution 

calculated by the proposed FEM model and the energy model by Najar [20] in Case 

1 in Table 3.1.  It is noted that the FEM results are generally slightly larger than the 

results by energy method and both the trend of curves and the numerical values of 

fiber tension distribution are in a good agreement. 

 

(a) Case 1 (25tex yarn)     (b) Case 2 (58tex yarn) 

Figure 3.11 Fiber tensions under different spinning tensions without fiber buckling. 

 

(a) Case 1 (25tex yarn)     (b) Case 2 (58tex yarn) 

Figure 3.12 Fiber tensions under different spinning tensions with fiber buckling. 
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In both Figure 3.11 and Figure 3.12, as the spinning tension is increased, the fiber 

tension at each position of spinning triangle is constantly increased.  Hence the 

maximum value of spinning tension in the actual spinning should be well controlled 

so as to avoid any fiber breakage in the spinning triangle.  Compared with the case 

where fiber buckling is not considered (see Figure 3.11), fiber tensile forces are 

considerably reduced in the case with fiber buckling considered (see Figure 3.12), 

particularly for the coarse yarn count of 58tex.  This is because when fiber buckling 

is considered, most compressive loadings acted on the central fibers are released, 

leading to the reduced tensile forces of other fibers. 

If fiber buckling is not considered, it is noted that the central fibers are always in a 

compressive loading, even for the spinning tension of 90cN (see Figure 3.11).  

Comparing Figure 3.11(a) (25tex yarn) with Figure 3.11(b) (58tex yarn), the 

influence of spinning tension on fiber tension is noticeably reduced as yarn count is 

increased.  For the same yarn count of 58tex, compared with the case without fiber 

buckling (see Figure 3.11(b)), the effect of spinning tension value on fiber tension 

shown in Figure 3.12(b) is enhanced. 

In the case where fiber buckling is considered (see Figure 3.12), the effect of yarn 

count on the fiber tension value becomes less evident, which is different from the 
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case where fiber buckling is not considered (see Figure 3.11).  In addition, for both 

yarn counts in the case considering fiber buckling, with the increase of spinning 

tension, more fibers are under tensile loading or elongated (see Figure 3.12) and the 

number of those elongated fibers (i.e. under tensile loadings) can be calculated and 

are listed in Table 3.2.  In Table 3.2, it is noted that the number of elongated fiber 

for 25tex yarn is more than that for 58tex yarn, and with higher spinning tension, 

such difference is enlarged. 

Table 3.2 The number of elongated fibers under different spinning tensions with fiber 

buckling 

Yarn Counts Number Spinning Tensions 

(tex) of Fibers 30cN 60cN 90cN 

25 121 21×2 33×2 46×2 

58 385 20×2 29×2 36×2 

 

3.4.2.2. Effect of spinning tension angle 

In practice, the spinning tension of yarn always has a large or small angle with the 

vertical axis of the front roller nip line, particularly for some recent developments in 

staple yarn spinning [8-9, 25, 32].  The magnitude of inclined angle is dynamically 

and slightly changed with time because of the movement of feeding roving and ring 
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rail.  The magnitude of inclined angle is determined by several spinning parameters, 

such as traveler weight, spindle speed, yarn count and so on.  In this study, several 

values of inclined angle are selected to predict the effect of inclined angle on the 

shape and mechanical performance of spinning triangle.  In this simulation, the 

angles (θ) between yarn spinning tension and the vertical axis of the nip line are 

shown in Case 3 with various values of 0°, 5°, 10° and 12°.  The effect of spinning 

tension angle on fiber tension distribution for the 25tex yarn is shown in Figure 3.13. 

In Figure 3.13, when the direction of spinning tension is coincident with the vertical 

axis of the nip line (i.e. θ=0), the curve of fiber tension distribution is perfectly 

symmetric.  As expected, with the increase of angle θ, the curve of fiber tension is 

more asymmetric and the fiber tension distribution becomes more imbalanced.  The 

fibers that are located on the right side of spinning triangle (i.e. the side opposite to 

the direction of spinning tension) are subject to larger tensile loadings than the fibers 

on the other side, especially in the case where fiber buckling is considered (see 

Figure 3.13(b)).  As the distribution profile of fiber tensions is quite sensitive to the 

inclined angle of spinning tension, its value should be well controlled in order to 

keep a stable spinning condition of spun yarns.  In the case of fiber buckling (see 

Figure 3.13(b)), the number of elongated fibers on the left side of spinning triangle 

(i.e. the side positive to the direction of spinning tension) is less than that on the 
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other side and this phenomenon becomes more serious with the increase of spinning 

tension angle. 

 

(a) Results without fiber buckling   (b) Results with fiber buckling 

Figure 3.13 Fiber tensions under different spinning tension angles in Case 3. 

3.4.2.3. Effect of yarn twist 
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yarn twist has a significant influence on fiber tension distribution when fiber 
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these two locations, fiber tensile forces are constantly increased with the increase of 

yarn twist, whereas within these two locations, fiber compressive loadings are 

enhanced.  Compared with Figure 3.14(a) where fiber buckling is not considered, 

yarn twist does not have such a significant influence on the profile of fiber tension 

distribution when fiber buckling is considered (see Figure 3.14(b)).  Similar to that 

shown in Figure 3.14(a), the gradient of fiber tension curve in Figure 3.14(b) 

becomes steeper and the maximum fiber tension is increased with the increase of 

yarn twist.  However it is also noted that with an increase in yarn twist, less number 

of fibers will be under tensile loading or elongated. 

  

(a) Results without fiber buckling   (b) Results with fiber buckling 

Figure 3.14 Fiber tensions under different yarn twists in Case 4. 
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shown in Figure 3.15.  In order to obtain more details of the comparison with fiber 

buckling, Figure 3.15(b) also displays the enlarged partial curves.  It is noted that in 

the case without fiber buckling (see Figure 3.15(a)), the results obtained by the FEM 

in this study is in a good agreement with the results by Hua [22], and in the case with 

fiber buckling (see Figure 3.15(b)), the fiber tensions by the FEM are slightly larger 

than the results by Hua et al. [23] and the gap between the curves of FEM results and 

Hua’s results gets widening with the increase of yarn twist. 

 

(a) Results without fiber buckling [22]  (b) Results with fiber buckling [23] 

Figure 3.15 Comparison of fiber tensions under different yarn twists with [22, 23]. 
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similar to that of yarn twist in Figure 3.14(a).  With an increase in yarn count, the 

gradient of fiber tension curve becomes steeper and the maximum fiber tension is 

constantly increased.  However when fiber buckling is considered (see Figure 

3.16(b)), though the gradient of fiber tension curves becomes steeper with the 

increase of yarn count, their maximum fiber tensions are approximately the same 

(around 1.6cN). 

 

(a) Results without fiber buckling   (b) Results with fiber buckling 

Figure 3.16 Fiber tensions at different yarn counts in Case 5 (yarn twist: 523tpm) 
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Figure 3.17 where Figure 3.17(c) and Figure 3.17(d) are the enlarged views of partial 

curves shown in Figure 3.17(b).  Generally the frictional contact does not have a 

significant influence on fiber tension distribution as compared to its influence on the 

fiber torsional distribution (see Figure 3.19 and Figure 3.21).  With the increase of 

the contact lengths with bottom roller, the contact tension results both without and 

with fiber buckling become slightly reduced.  In the case of fiber buckling, the fiber 

tensions on the side of tight contact (i.e. the left side of spinning triangle) are smaller 

than those on the other side together with a larger variation. 

 

(a) Results without fiber buckling   (b) Results with fiber buckling 

 

(c) Partial curves of Figure 3.17(b)  (d) Partial curves of Figure 3.17(b) 

Figure 3.17 Fiber tensions at different contact lengths with roller in Case 6. 

-0.5 -0.4 -0.3 -0.2 -0.1 0 0.1 0.2 0.3 0.4 0.5
-3

-2

-1

0

1

2

3

4

5

6

Fiber position

Fi
be

r t
en

si
on

 (c
N

)

 

 

h = H /4
h = H /2
h= 3 H /4

-0.5 -0.4 -0.3 -0.2 -0.1 0 0.1 0.2 0.3 0.4 0.5
-0.2

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

Fiber position

Fi
be

r t
en

si
on

 (c
N

)

 

 

h = H /4
h = H /2
h= 3 H /4

-0.5 -0.498 -0.496 -0.494 -0.492 -0.49
1.4

1.6

Fiber position

Fi
be

r t
en

si
on

 (c
N

)

 

 

h = H /4
h = H /2
h= 3 H /4

0.49 0.492 0.494 0.496 0.498 0.5
1.4

1.6

Fiber position

Fi
be

r t
en

si
on

 (c
N

)

 

 

h = H /4
h = H /2
h= 3 H /4



Chapter 3 

107 
 

3.4.3. Simulation results for fiber torsion distributions 

In this section, the effects of various influential parameters on the fiber torsion 

distribution will be evaluated.  For simplicity, fiber buckling is not considered and 

the input parameters are shown in Cases 1, 3, 4, 5 and 6 in Table 3.1.  Figure 3.18 

and Figure 3.19 illustrate fiber torsion distributions of spinning triangle under 

various influencing parameters of spinning tension, spinning tension angle, yarn 

twist, yarn count and the frictional contact of fibers with bottom roller.  Figure 3.20 

and Figure 3.21 show two examples of the contour plots of fiber torsion distribution 

at the spinning triangle to demonstrate the effect of the frictional contact of fibers 

with bottom roller.  As shown in Figure 3.18, it is apparently noted that with the 

increase of spinning tension, yarn twist and yarn count or the decrease of inclined 

spinning angle, fiber torsion is increased constantly and the gradient of curves 

becomes steeper. 

  

(a) spinning tensions in Case 1   (b) spinning tension angles in Case 3. 
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   (c) yarn twists in Case 4     (d) yarn counts in Case 5 

Figure 3.18. Effect of spinning parameters on fiber torsion distribution. 

 

(a) Comparison with non-contact    (b) Contact curves only 

Figure 3.19 Effect of the fiber contact lengths with bottom roller in Case 6. 
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distributions with roller contact shown in Figure 3.19(a).  It is noted that with the 

increase of contact length with bottom roller, the value of fiber torsion is gradually 

decreased. 

Figure 3.20 and Figure 3.21 illustrate the contour plots of fiber torsion without and 

with roller contact, providing for a more intuitionistic picture of fiber torsion 

distribution and deformation at the spinning triangle.  Figure 3.20 shows the fiber 

torsion and deformation of Case 6 without the frictional contact (i.e. h=0) and Figure 

3.21 shows the fiber torsion and deformation of Case 6 with a contact length of 

h=H/2.  It can be seen that both fiber torsion distribution and deformation become 

asymmetric because of the consideration of fiber contact with bottom roller. 

     

(a) X-Y plane       (b) Y-Z plane 

Figure 3.20 Contour plots of fiber torsion without roller contact 

(30cN spinning tension, 58tex yarn) 
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(a) X-Y plane       (b) Y-Z plane 

Figure 3.21 Contour plots of fiber torsion with H/2 roller contact. 

(30cN spinning tension, 58tex yarn) 

3.4.4. Yarn torque comparison 

In this section, yarn torque calculated by FEM model will be compared with those 

from earlier models and experiments [23, 14].  In order to compare yarn torque with 

the earlier theoretical predictions and experimental results by Hua et al. [23] and 

Bennett & Postle [13-14], wool fiber and yarn are used in this section.  The yarn 

parameters and fiber properties of 68tex wool yarn include yarn twist levels of 

200tpm, 400tpm, 600tpm, 800tpm and 1,000tpm, fiber shear modulus of E/3.2 [141], 

fiber linear density of 5.9dtex and fiber density of 1.31Mg/m3.  Other parameters, 

such as 127 fibers in yarn cross-section, spinning tension of 11.5cN and fiber elastic 

modulus E of 3.3×109N /m2 are the same as those adopted by Bennett & Postle [14]. 
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The mechanical status of the fibers in tension, torsion and bending can give rise to 

radial stress components in the twisted yarn, which in turn will affect the yarn torque.  

Because fiber torsion and fiber bending are largely based on the yarn configuration, 

the two components of yarn torque generated by fiber torsion and fiber bending are 

considered to be the same as calculated by Bennett & Postle [14] since an ideal 

helical yarn structure is adopted by all the models.  For the other component of yarn 

torque, it can be assumed [23] that the fiber tension created in the spinning triangle 

will be kept when the fibers are transferred from spinning triangle to the yarn, so the 

fiber tensions in spinning triangle by the proposed FEM model and energy model [23] 

can be used for calculating the component of yarn torque due to fiber tension 

respectively.  All the components of yarn torque obtained by Bennett and Postle 

[14], Hua et al. [23] and the current FEM model are listed in Table 3.3. 

Table 3.3 The spinning parameters and calculated components of yarn torque 

Yarn Twist 

(tpm) 

MT 

(×10-7 N m) 

MB 

(×10-7 N m) 

ME (×10-7 N m) 

by Bennett & Postle 
[14] 

by Hua et al. 
[23] 

by FEM 

200 31 2 50 57 30 

400 43 9 76 103 61 

600 46 21 99 123 93 

800 47 39 125 124 127 

1,000 48 59 154 115 162 
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As shown in Figure 3.22, considering fiber buckling, the yarn torques calculated by 

the proposed FEM model and earlier models (Hua et al. [23] and Bennett & Postle 

[13-14]) are obtained for the comparison with experimental results [14].  It is noted 

that the obtained results by different methods have the similar trend which initials 

from zero point and increases with the increase of the yarn twist.  The yarn torque 

obtained by the FEM model is generally in a better agreement with experimental 

measurements than the other two models in the range of low twist.  And in high 

level of yarn twist (e.g. over 800tpm), all the theoretical models create large 

deviations to the experimental data of yarn torque. 

 
Figure 3.22 Comparison of the total yarn torque obtained by the theoretical models 

[14, 23] with experimental results [14]. 

3.5. Dynamic analysis of spinning triangle 

Section 3.4 provides a new theoretical model of ring spinning triangle and numerical 
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angle, yarn twist, yarn count and the frictional contact of fibers with bottom roller. 

Actually, the magnitude of spinning tension used to draw out the yarn is usually 

variable, leading to a spinning instability [145].  The experimental measurements 

[20] showed that the fibers in spinning triangle are subject to dynamic loads and 

impacts.  And with the high speed photography, yarn formation in spinning triangle 

can be clearly observed to be a real complex dynamic process.  In this section, in 

order to obtain a more complete estimation of the fiber mechanical behavior in 

spinning triangle, a new theoretical model with the consideration of the dynamic 

characteristics, such as the inertia and damping of the fibers, will be developed.  

Figure 3.23 shows a geometric model of spinning triangle.  In Figure 3.23, F is 

spinning tension, H is the height of spinning triangle, θ is the angle between the 

spinning tension of yarn and the vertical axis of nip line and α is the half of spinning 

angle. 

 

Figure 3.23 A geometric model of the spinning triangle 
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3.5.1. Dynamic modelling using finite element method 

Most fibers like natural and polymeric fibers show viscoelastic behavior, which 

exhibits a combined feature of both elastic materials and viscous fluids.  The 

viscoelastic mechanical properties of materials have been examined by many 

researchers [146-151].  They have applied the classical viscoelasticity theory to 

analyze the theoretical dynamic properties based on combinations of elastic and 

viscous elements, ranging from basic discrete systems such as the Maxwell and Voigt 

models, to distributions of infinite numbers of such elements.  As illustrated in 

Figure 3.24, a Voigt model, a simple and effective type of elastoviscous behavior 

postulated by Voigt (Kelvin), is physically represented by an ideal (Hookean) spring, 

with stress proportional to strain, in parallel with an ideal (Newtonian) dashpot, with 

stress proportional to rate of strain [141].  The stress σ is given additively as: 

εηεεηεσ +=+= E
dt
dE           (3.30) 

where E is the elastic modulus of the spring, η is the viscous coefficient of the 

dashpot and ε is a component of strain and varies with time t. 

 
Figure 3.24 The Voigt model. 
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For the characteristics of viscoelastic material, the dynamic properties can be 

experimentally examined by considering two types of dynamic modulus: storage 

modulus E and loss modulus E', or E and the tangent of loss angle tan γ =E'/E.  

Considering the Voigt model is subject to a sinusoidal force with frequency f, the 

complex stiffness k* of the Voigt model is equal to the sum of two effective stiffness 

(a real part k and an imaginary contribution k' ) in parallel [152]: 

'* jkkk +=              (3.31) 

The loss-angle tangent tan γ can be also formulated as: 

k
k

E
E ''tan ==γ             (3.32) 

According to Equation (3.32), Equation (3.31) can be rewritten as: 

)tan1(* γjkk +=             (3.33) 

And the relation between structure damping ratio ζ and viscous damping ratio τ can 

be obtained by: 

fπ
τζ =               (3.34) 

Therefore, the mechanical damping of fiber c can be calculated by the elastic 
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stiffness k and the loss-angle tangent tan γ as: 

fkc πγtan⋅=             (3.35) 

Considering the influences of mass and viscous damping, the mechanical model of 

spinning triangle can be developed, as shown in Figure 3.25.  In Figure 3.25, m is 

the mass of individual fiber; my is the mass of yarn between the convergence point 

(O) and the yarn guide which is the additional mass in the spinning triangle. 

 

Figure 3.25 Mass-spring-damper system of spinning triangle. 

With the above developed fiber mechanical damping, the equation of motion for the 

dynamic system can be written as: 

][}]{[}]{[}]{[ FuKuCuM =++           (3.36) 
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triangle, { }u  is the second time derivative of the displacement {u} (i.e. the 

acceleration), [C] is the damping matrix, { }u  is the velocity, [K] is the elastic 

stiffness matrix and [F] is the force vector. 

According to Equation (3.35), the damping matrix in Equation (3.36) can be 

expressed by elastic stiffness matrix with the experimental results of storage 

modulus E and loss modulus E'. Considering the influences of mass and viscous 

damping, the mechanical model of spinning triangle can be developed.  With finite 

element meshing, finite element model of spinning triangle can be obtained.  Figure 

3.26 shows a finite element model of spinning triangle with 9 fibers, and each fiber 

is divided into 20 elements.  In Figure 3.26, FX, FY are the spinning tensions in X 

and Y directions. 

 

Figure 3.26 The finite element model of spinning triangle. 
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3.5.2. Modal analysis 

The modal analysis is conducted to analyze mode shapes and natural frequencies of 

spinning triangle.  Figure 3.27 indicates an example of its first 6 mode shapes.  It 

is noted that the first six modes include three types of mode shape: swing in 

X-direction (1st mode and 3rd mode), Y-direction (2nd mode, 4th mode and 5th mode) 

and Z-direction (6th mode).  For the relatively low natural frequency of 1st mode 

(swing in X-direction), if the frequency of impact force has the chance to be close to 

the first natural frequency of spinning triangle, the resonant response in X-direction 

may cause the damage to yarn formation, leading to a potential yarn end-breakage. 

 

Figure 3.27 Mode shapes and natural frequencies (Hz) for the first 6 modes. 

(wool yarn: yarn count of 68tex, twist of 100tpm and spinning tension of 11.5cN). 
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Two Cases are proposed to estimate the effects of two parameters: yarn twist (Case 1: 

wool yarn of 68tex with different twist levels of 100tpm, 200tpm, 300tpm and 

400tpm, at spinning tension of 11.5cN) and yarn count (Case 2: wool yarn of 25tex, 

33tex, 68tex and 145tex, with twist of 100tpm at spinning tension of 11.5cN), on 

natural frequencies and corresponding mode shapes of the structure.  Figure 3.28 

shows the effects of yarn twist and yarn count on natural frequency of first three 

modes. 

  

(a) effect of yarn twist (Case 1)  (b) effect of yarn count (Case 2) 

Figure 3.28 Effects of spinning parameters on natural frequency of first 3 modes. 
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except for a slight decrease between 25tex and 33tex, which indicates that the effects 

of yarn count on the 2nd and 3rd mode frequencies are not significant.  In addition, 

with the increase of yarn twist and yarn count, the most important frequency of 

structure (i.e. the first natural frequency) will increase. 

3.5.3. Harmonic analysis 

The harmonic analysis is employed to examine the response of spinning triangle in 

different frequencies in order to find out the relationship between the response and 

frequency.  The effect of fiber damping on the response of displacement on 

convergence point and the fiber tension on the left side of the spinning triangle will 

be evaluated by Case 3 and Case 4, which are considered without and with fiber 

damping (damping ratio ζ =10-4 [153]) in the wool yarn of 68tex and 100tpm at 

spinning tension of 11.5cN with 10° inclined angle. 

Figure 3.29 and Figure 3.30 show the simulation results of the response in harmonic 

analysis without and with consideration of fiber damping, respectively.  It is 

noticeable that in both of Figure 3.29 and Figure 3.30, the response of fiber tension 

and displacement in X-direction all have an extraordinary peak (around 370Hz) 

corresponding to the first natural frequency.  Compared with the curve similar to an 

impulse signal in Figure 3.29, the delay and attenuation of the response in Figure 
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3.30 are noticeable due to the fiber damping.  For example, the peak of X-direction 

displacement on convergence point falls from around 40mm to only around 1.4mm 

and the peak of fiber tension falls from around 43cN to around 1.7cN.  In addition, 

there is another very small peak at around 1680Hz (3rd mode) in the insert of Figure 

3.29, but it is not presented in Figure 3.30.  It indicates the effect of the fiber 

damping is significant and cannot be ignored in dynamic condition. 

 
(a) displacement of convergence point   (b) tension of the fiber on the edge 

Figure 3.29 Harmonic responses without consideration of fiber damping (Case 3) 

 

(a) displacement of convergence point   (b) tension of the fiber on the edge 

Figure 3.30 Harmonic responses with consideration of fiber damping (Case 4) 
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3.5.4. Resonant response 

According to the results of above modal and harmonic analysis, if the frequency of 

impact loads in X-direction is close to the first natural frequency, the response in 

X-direction will be in a resonant state.  Therefore, the previous Case 3 and Case 4 

are further used to evaluate the effect of fiber damping on the response of spinning 

triangle in the resonant state.   

With the negligence of fiber damping (Case 3), the responses of X-direction 

displacement and fiber tension show the obvious beats with the frequency of about 

34Hz in Figure 3.31.  Figure 3.32 (Case 4) shows that, after a very short shake 

(about 0.02s), the response of X-direction displacement and fiber tension fall into a 

stable oscillation in the range of ±1.15mm and -0.6cN~1.9cN, respectively.  The 

maximum response of X-direction displacement and fiber tension in Figure 3.31 are 

much larger than that in Figure 3.32.  It is, therefore, noted that with considering the 

fiber damping of structure, the response is faster to become stable with a much lower 

amplitude. 
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(a) displacement of convergence point   (b) tension of the fiber on the edge 

Figure 3.31 Resonant responses without consideration of fiber damping (Case 3) 

 

(a) displacement of convergence point   (b) tension of the fiber on the edge 

Figure 3.32 Resonant responses with consideration of fiber damping (Case 4) 

3.5.5. Transient analysis 

3.5.5.1. Dynamic spinning tension 

In spinning process, spinning tension used to draw out the yarn from spinning 

triangle is a dynamic force which is influenced by many factors.  For example, in 

0 0.02 0.04 0.06 0.08 0.1
-4

-3

-2

-1

0

1

2

3

4

5

Time (s)

D
is

pl
ac

em
en

t (
m

m
)

 

 

X-direction
Y-direction

0 0.02 0.04 0.06 0.08 0.1
-4

-3

-2

-1

0

1

2

3

4

5

Time (s)

Fi
be

r T
en

si
on

 (c
N

)

0 0.02 0.04 0.06 0.08 0.1
-1.5

-1

-0.5

0

0.5

1

1.5

2

Time (s)

D
is

pl
ac

em
en

t (
m

m
)

 

 

X-direction
Y-direction

0 0.02 0.04 0.06 0.08 0.1
-1

-0.5

0

0.5

1

1.5

2

2.5

Time (s)

Fi
be

r T
en

si
on

 (c
N

)



Chapter 3 

124 
 

the ring spinning process, the ascending and descending of the ring rail will 

obviously cause a low-frequency fluctuation of spinning tension.  In addition, 

rotation of spinning balloon or yarn winding is another major factor to generate a 

change of spinning tension and a periodical change of inclined angle of spinning 

tension.  Moreover, there are also other factors, such as mechanical defaults of 

spinning machine (e.g. misalignment of ring spindle to ring rail) and random impacts, 

which may lead to a variation of spinning tension. 

Figure 3.33 shows a perfect ideal force analysis of yarn formation in ring spinning 

system [154].  In Figure 3.33, Ts is the spinning tension acted on spinning triangle; 

θ is the enveloped angle of yarn guide; C is the centripetal force needed to keep the 

traveler circulating around the ring; and σ is the angle between the force of ring 

towards traveller and horizontal axis.  The spinning tension Ts of spinning triangle 

(in the absence of air drag) can be expressed by [154]: 

ηθω
φµµχφ

χµ −











+

+−
= emRCT 22

222s 2
1

cossin
      (3.37) 

where υσχ −= e ; υ is friction coefficient between yarn and traveler; µ is friction 

coefficient between ring and traveler; ϕ is the angle between winding tension and 

horizontal normals of ring; m is the mass per unit length of the yarn, R is ring radius; 

ω is rotational speed of traveler and η is friction coefficient of yarn with yarn guide. 
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Figure 3.33 Force analysis in yarn formation of ring spinning [154]. 

According to Equation (3.37), spinning tension is indeed influenced by many factors 

in the spinning process and thus presents a complex dynamic behavior.  Here, a 

complex dynamic force F, consisting of a series of periodic sinusoid loads with 

different frequencies and a random noise, will be employed to simulate the dynamic 

loading force: 

noise)2sin( +∑ +=
i

iii tbaF ϕπ          (3.38) 

where ai, bi, and φi are the amplitude, frequency and phase of the ith sinusoidic 

component of the load, respectively. 
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According to measurement results [155], the dynamic spinning tension with a mean 

value of 26cN in a range of 20cN-34cN is employed to estimate the fiber tension in 

spinning triangle: 

Normal)(random2)1200cos(1.0
)520cos(5.1)102sin(3)101.0sin(523)(

×+°++
°++°++°++=

t
ttttF

π
πππ

  (3.39) 

According to Equation (3.39), Figure 3.34 illustrates a dynamic spinning tension 

(from 0s to 0.4s), which will be used as an example in the following simulation for 

the response of fiber tension under time-varying spinning tension. 

 

Figure 3.34 Simulated dynamic spinning tension according to Equation (3.39). 

As shown in Figure 3.35, during yarn spinning, the spinning triangle is always 

subject to an inclined spinning tension with a periodical oscillation, where θ is the 

inclined angle of spinning tension.  Generally, the periodical oscillation is caused 

by yarn winding, so the oscillation frequency f can be calculated from ring rotational 

0 0.1 0.2 0.3 0.4

20

25

30

35

Time (s)

Sp
in

ni
ng

 T
en

si
on

 (c
N

)



Chapter 3 

127 
 

speed.  Thus, the components of spinning tension in X- and Y- directions can be 

obtained as 

( )
( )




××=
××=

fttFtF
fttFtF

Y

X

πθ
πθ

2sincos)()(
2sinsin)()(

         (3.40) 

where θ is the inclined angle and f is the oscillation frequency. 

 

Figure 3.35 Dynamic inclined spinning tension with a periodical oscillation. 

Assume the inclined angle θ of spinning tension is 10 degrees and the spinning speed 

is 12,000tpm (the oscillation frequency f is 200Hz).  According to Equations (3.39) 

and (3.40), the X-direction component and Y-direction component of spinning 

tension (as shown in Figure 3.34) from 0 to 0.4s can be calculated and illustrated in 

Figure 3.36.  The X-direction component of spinning tension inclined to right is 

defined as a positive value, otherwise it is negative. 
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(a) fx        (b) fy 

Figure 3.36  Simulated spinning tension on twisting point of spinning triangle 

3.5.5.2. Solution methodology 

A transient analysis is used to determine the response of spinning triangle under a 

time-varying spinning tension.  The Newmark time integration method HHT [156] 

is used for solving the implicit transient dynamic analyses in this study.  The 

Newmark method uses finite difference expansions in the time interval Δt [144]: 

{ } { } { } { }[ ] tuuuu nnnn ∆+−+= ++ 11 )1(  δδ         (3.41) 
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where λ, δ is Newmark integration parameters, and Δt = tn+1-tn. 

In the full transient analysis, the HHT time integration method has the desired 

property for the numerical damping.  The basic form of the HHT method is given 
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by [144]: 

[ ]{ } [ ]{ } [ ]{ } { }
fffm nnnn FuKuCuM αααα −+−+−+−+ =++ 1111        (3.43) 

where αm and αf are two extra integration parameters for the interpolation of 

acceleration, displacement, velocity and loads, and  
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Because of the initial strain involved in the proposed model, nonzero initial 

conditions are input by performing a pre-load step prior to the start of the transient 

itself. 

3.5.5.3. Simulation results 

Wool yarn with count of 68tex and twist of 100tpm is employed to estimate the fiber 

tension in spinning triangle.  According to the loaded spinning tension in Figure 

3.36, the static and dynamic responses of fiber tension on the left edge of spinning 

triangle are shown in Figure 3.37(a) and (b), respectively.  The curves shown in 
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Figure 3.36(a) and Figure 3.37 are changed with a similar frequency.  It may give 

one explanation to the rapid shape change of the spinning triangle in spinning 

process: the X-direction component of spinning tension takes a significant influence 

on the geometrical profile and performance of spinning triangle.  In addition, the 

magnitude range of dynamic response is much larger than that of static response, and 

there is a little delay in the dynamic result.  It is noted that the actual fiber tension 

in the spinning triangle may be much different from the static result because of the 

effect of dynamic parameters (fiber mass and damping).  Therefore, it is necessary 

to develop a dynamic model of spinning triangle for the estimation of the fiber 

mechanical behavior in the spinning triangle. 

 

(a) by static model     (b) by dynamic model 

Figure 3.37 Response of fiber tension (on left edge) to spinning tension in Figure 3.36. 
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those theoretical and experimental results obtained by Najar [20]. 

First, the static model can be considered as a special case of the dynamic model 

proposed in this study if the fiber mass and damping are ignored.  Hence, the 

simulation of our proposed model can be compared with theoretical predictions of 

Najar [20] by energy method, as shown in Figure 3.38.  A series of 25g/km wool 

yarn with various twist angle (α) of 8°, 15° and 30° at 30cN spinning tension are 

used for analyzing the effect of twist angle (or yarn twist) on fiber tension 

distribution.  It is noted that the results of our proposed model and the earlier model 

[20] are well agreed, though there is a slight difference in the case with 30° twist 

angle.  Besides, it is clear that all the fibers in spinning triangle are elongated when 

the twist angle is 8°.  With the increase of twist angle (or yarn twist), the fibers in 

the center of spinning triangle tend to be compressed and the fibers in the edge of 

spinning triangle are subject to larger tension. 

 

Figure 3.38 Comparison of fiber tensions under different twist angles with Najar[20]. 
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In order to visualize the effect of yarn twist on spinning triangle, Figure 3.39 shows 

the geometric shapes of the spinning triangles with the twist angles of 8°, 15° and 30° 

used in the above comparison, respecttively.  For different twist angles (or yarn 

twists), the shape and height of spinning triangles are quite different and the larger 

the twist angle (or the higher yarn twist), the smaller height of spinning triangle. 

 

Figure 3.39 Geometric shapes of spinning triangle with different twist angles. 

Figure 3.40 gives three examples of the spinning triangle for different shape and 

fiber tension distributions under the spinning tension with different inclined angles.  

The asymmetric spinning triangles inclined to the left (see Figure 3.40(a)) or right 

(Figure 3.40(c)) show that the fibers in one edge are compressed while the other edge 

is elongated.  Figure 3.40(b) illustrates a symmetric spinning triangle where the 

fibers in the center of spinning triangle are compressed while the fibers in the two 

edges are elongated. It shows that the inclined spinning angle takes a great influence 
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on the shape of spinning triangle, which may cause a variation for yarn quality. 

 

  (a) inclined to left (b) symmetric  (c) inclined to right 

Figure 3.40 The fiber tension distribution of spinning triangle in different shape. 

Secondly, simulation results of the proposed model will also be compared with 

measurement data of Najar [20].  According to the measurement parameters [20], 

22.3tex and 632tpm wool yarn under the average spinning tension of 11.77cN, 

17.66cN, 19.62cN and 24.52cN are used for analyzing the effect of spinning tension 

on fiber tension.  The dynamic spinning tension is assumed to load as a periodical 

oscillation force around the symmetric vertical line within inclined angle (θ) of 10°.  

And the solution of the proposed model is obtained both with and without fiber 

buckling consideration. 

Figure 3.41 shows the results of fiber tension at (a) left side and (b) right side of the 

spinning triangle under different spinning tensions as compared to the experimental 

results by Najar [20].  In Figure 3.41(a), compared with the linear upward trend 
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given by the results of the proposed model without fiber buckling, the results of the 

proposed model with fiber buckling agree more well with the measurement data.  

Similarly, in Figure 3.41(b), the results of the proposed model with fiber buckling 

and measurement data show similar upward trends, while the results of the proposed 

model without fiber buckling keep stable at a high level of about 1.55cN.  Figure 

3.41 illustrates that the results of the proposed model with fiber buckling are much 

closer to the measurement data and the agreement on right side is slightly better than 

that on the left side of spinning triangle. 

 

(a) left side      (b) right side 

Figure 3.41 Comparison of the proposed model with experimental measurements of 

Najar [20] under different spinning tensions 

3.6. Conclusions 

In this chapter, the Finite Element Method (FEM) has been applied in the theoretical 
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and address more complicated yarn formation process.  The initial strain of fibers 

and the algorithm of element birth and death were employed with a consideration of 

the inclined spinning tension and fiber torsional strains.  Numerical simulations 

were carried out to quantitatively study the relationship between the mechanical 

performance of the spinning triangle and various operational parameters.  Three 

potential factors ignored previously, i.e. the inclined angle of spinning tension, the 

fiber torsional strain and the frictional contact of fibers with the bottom roller, were 

taken into consideration in the proposed model. 

The simulation results showed that some spinning parameters, such as yarn count, 

yarn twist, spinning tension and its inclined angle, all have the important influences on 

the fiber tension distribution and fiber torsion distribution.  With the consideration of 

fiber bulking, the fiber tensions are greatly influenced by the spinning tension and its 

inclined angle, resulting an asymmetric geometry of the spinning triangle.  The effect 

of yarn count on the fiber tension distribution is obvious but it presents a less influence 

on the maximum value of fiber tension.  Besides, the effect of fiber frictional contact 

with bottom roller on fiber tension distribution is not as significant as that on fiber 

torsion distribution. 

The obtained numerical results of fiber tension in the spinning triangle by the static 
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FEM model were also compared with the theoretical and experimental results by 

earlier studies [14, 20, 22-23].  The comparative studies showed that the predictions 

by the developed finite element model were in good agreements with those by Najar 

[20] and Hua [22-23] using the energy method.  And the yarn torques obtained by 

the FEM model were generally closer to the experimental measurements as 

compared to those by Bennett and Postle [14] and Hua [23]. 

Based on the above developed static model, a new dynamic model of spinning 

triangle was further developed in this study with a consideration of the fiber mass 

and damping by using Finite Element Method.  This study originally provided 

studies on the dynamic properties of spinning triangle, such as natural modes, natural 

frequency, mode shapes, harmonic analysis, resonant responses as well as effects of 

spinning parameters.  The results of fiber tension in the spinning triangle were also 

compared with theoretical and experimental results by Najar [20].  Results showed 

that the simulation results by the proposed model agree well with the earlier 

theoretical model and qualitatively agree with experimental measurements.  Besides, 

the response of fiber tension was also investigated under a time-varying spinning 

tension.  The consideration of dynamic parameters of fiber mass and damping has a 

notable influence on the amplitude and attenuation of the response in dynamic 

processing. 
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Chapter 4 Intelligent Computer Method and System for 

Automatic Mosaic and Segmentation of Tracer Fiber 

Images in Yarn Structure Analysis 

4.1. Introduction 

In tracer fiber measurement, a series of consecutive tracer fiber images, 

simultaneously viewed from two perpendicular directions [44], are obtained and 

each of them only contains a part of tracer fiber.  It is, therefore, required to stitch 

them into a panorama with a whole complete tracer fiber and then extract yarn 

boundaries and tracer fiber for further analysis of yarn internal structure.  However, 

the mosaic and segmentation methods currently in use largely involve manual 

operation.  This is mainly because most of the existing mosaic methods or software 

are only suitable for stitching nature images or the images with distinctive features.  

For tracer fiber images concerned in this study, the general mosaic methods or 

software fail in most cases because (1) the images contain two views of yarn, and the 

yarn position and the distance between the two views of yarn are always changing 

due to yarn movement during image acquisition; and (2) the images have a highly 

repetitive pattern and are extremely similar to each other.  Meanwhile, although 

image segmentation algorithms have been developed to extract yarn body and 
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hairiness from the yarn image, the segmentation of tracer fiber images becomes 

much more complicated because of the involvement of three components of yarn 

body, background and tracer fiber.  In order to analyze the structure of a spun yarn, 

hundreds of or even thousands of yarn images have to be processed.  It is extremely 

time-consuming and becomes a bottleneck problem in the yarn structure analysis. 

Therefore, in this chapter, an intelligent computer method is proposed and developed 

for automatically stitching a series of consecutive trace fiber images into a panorama 

and identifying the yarn boundaries and tracer fiber from the panorama.  Figure 4.1 

shows the framework of the proposed computer method.  It is composed of four 

components, including image acquisition, image mosaics, image segmentation and 

three-dimensional (3D) tracer fiber construction.  In Figure 4.1, yarn images are 

firstly acquired with a microscope from yarn samples containing tracer fibers, 

followed by the creation of panorama with a complete tracer fiber using an automatic 

mosaic method, and then the yarn body and tracer fiber are extracted by using an 

automatic segmentation method.  Finally the 3D configuration of tracer fiber in the 

yarn can be reconstructed and various parameters related to fiber migration can be 

calculated. 

In order to evaluate the qualities of image mosaic and segmentation by proposed 
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method, an objective method is proposed to measure the difference of results by the 

proposed computer method and manual method.  Furthermore, a yarn image 

database is constructed and a series of experimental work is carried out for a full 

evaluation of the proposed method by using various yarn samples at different counts 

(linear density) under different acquisition conditions.  Finally, based on the 

proposed method, an integrated system is designed and developed to visualize and 

implement the whole progress of the image processing and analysis with an 

interactive and user-friendly interface. 

 

Figure 4.1 Framework of the proposed computer method for tracer fiber analysis. 

4.2. Image acquisition 

Figure 4.2 shows the measurement system developed by Guo et al. [44] employed 

for image acquisition.  The system is composed of a microscope, a light source, two 

Yarn images acquisition with microscope 
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mirrors, a metal container and a unit for yarn delivery.  Tencel yarn with about 0.4% 

black-dyed Tencel fibers (a linear density of 1.5 denier, 38 mm in length and 12.08 

μm in diameter) is immersed in the mixture of turpentine oil (refractive index: 

1.460-1.480) and 1-bromonaphthalene (refractive index: 1.657-1.659) at a proportion 

of round 1:1, which has a refractive index close to that of Tencel fiber.  In order to 

simplify the problem, the light condition and mixing ratio of solutions are adjusted to 

make the intensities of background, yarn body and tracer fiber follow the sequence 

from light to dark.  Figure 4.3 shows a series of typical consecutive tracer fiber 

images (20Ne) obtained by the measurement system and each of them only contains 

a part of tracer fiber. 

  
(a)          (b) 

Figure 4.2 Configuration of the measurement system developed by Guo et al. [44]. 

(a) Major components: (1) yarn tube holder; (2) metal container; (3) CCD camera; (4) 

lens; (5) motor and (6) delivery rollers. (b) Optical path: O is yarn center; x and y are 

coordinate axes in the plane of the yarn-cross section; dx and dy are yarn diameters in 

the x- and y- axes; P is a point of tracer fiber and P ' is its image in mirror-A. 
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(a) 1st image       (b) 2nd image 

 

(c) 3rd image       (d) 4th image 

 

(e) 5th image      (f) 6th image 

Figure 4.3. A series of consecutive 20Ne yarn images (twist multiplier of 3.3). 
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4.3. Image mosaic 

In order to stitch the images into a panorama, the neighboring images should contain 

a certain level (e.g. 20%~30%) of overlap area during acquisition.  In the following 

sections, the first two neighboring images of 20Ne yarn shown in Figure 4.3 will be 

used as an example pair of input images to describe the working principle of the 

proposed method.  As mentioned before, for tracer fiber images concerned in this 

study, the general methods or software are not capable in most cases because of the 

highly repetitive pattern of tracer fibers and the change of distance between two 

views of the tracer fiber image.  Here, we employed the existing panorama software 

(ArcSoft Panorama Maker) to stitch this example pair of tracer fiber images and the 

mosaic result is shown in Figure 4.4 (a).  Compared with the panorama by manual 

stitching in Figure 4.4 (b), Figure 4.4 (a) shows an image distortion and a false 

mosaic result.  Besides, the line scan camera also failed for image acquisition of 

tracer fiber images.  The main reason is that the delivery speed of yarn in the liquid 

is not consistent, and there is a serious distortion of signal obtained by the line scan 

camera at a fixed sampling frequency.  It shows that the mosaic of tracer fiber 

images is quite special, and so proposing a suitable automatic mosaic method is 

highly significant. 
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(a) 

 
(b) 

Figure 4.4 Panorama created by (a)ArcSoft Panorama Maker and (b) manual stitching. 

Figure 4.5 shows the working principle of the proposed computer method for an 

automatic image mosaic.  In Figure 4.5, image 1 and image 2 are the 1st and 2nd 

images in Figure 4.3 respectively; O-xyz is a coordinate system of the yarn; the upper 

yarn/tracer fiber captured from the mirror is in yz plane and named yz yarn/tracer 

fiber; the lower yarn/tracer fiber captured from the real sample is in xz plane and 

named xz yarn/tracer fiber; u and v are the coordinate axes in horizontal and vertical 

directions of the image, respectively; A1 and A2 are the overlap areas in image 1 and 

image 2 respectively; Py1 and Py2, and Px1 and Px2 are the matching points of tracer 
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fiber in image 1 and image 2 respectively; M1 and M2 are the points on the top-right 

corner of A1 and A2, respectively; B1 and B2 are two separated regions of image 1 in 

the middle. 

 

Figure 4.5  Principle of the proposed computer method for automatic image mosaic 

Figure 4.6 shows the procedure of the proposed computer method for an automatic 

image mosaic.  As shown in Figure 4.6, the proposed method for image mosaic can 

be divided into the following two main steps. 

(1) Mosaic in the horizontal direction 

Yarn images have a highly repetitive pattern and are highly similar to each other, so 

it is difficult to detect the correct matching position (i.e. M1 and M2 in Figure 4.5) in 

the horizontal direction (u axis).  Therefore, in order for an accurate image stitching, 

a decision function H(u) (see Figure 4.6) is proposed to identify the optimal 
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matching position for horizontal mosaic of a pair of images (image 1 and image 2) 

by incorporating four matching functions (H1(u), H2(u), H3(u) and H4(u)) extracted 

from tracer fiber and gradient images: 

)()(
1

uHwuH i

k

i
i∑=

=
             (4.1) 

where Hi(u) is ith normalized matching function, wi is the weight for Hi(u) and k is 

the number of matching functions ( k = 4 in this study). 

As shown in Figure 4.6, among the four matching functions, three of them (H1(u), 

H2(u) and H3(u)) are extracted from the tracer fiber and the other one (H4(u)) is 

extracted from the gradient image, which will be fully discussed in the following two 

Sections 4.3.1 and 4.3.2.  Based on the decision function H(u), the optimal stitching 

position for M1-M2 in u-axis can be identified and thus a mosaic line (u =M1) can be 

obtained. 

(2) Mosaic in the vertical direction 

The yarn image contains two views of yarn and the distance between them is always 

changing due to yarn movement during image acquisition.  So the existing methods 

and software may cause unreasonable image deformation in image mosaic.  Hence, 

as shown in Figure 4.5 and Figure 4.6, we will separate image 1 into two individual 
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regions (B1 and B2) from the middle of image and each region contains a single view 

of the yarn.  The two regions are then moved in the vertical direction (v axis) to 

stitch the matching points of the tracer fiber (Py1 with Py2 and Px1 with Px2) according 

to the continuity of the tracer fiber. 

 

Figure 4.6 Procedure of the proposed computer algorithms for image mosaics 
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4.3.1. Matching function related to the tracer fiber 

In image acquisition, the yarn is moving in the liquid with a high viscosity, so the 

fluctuation of yarn sample cannot be avoided.  As the most stable feature, tracer 

fiber will be extracted and used for building up the decision function for the image 

mosaic.  A digital yarn image with a size of M×N can be denoted by f (u, v), which 

presents the intensity of the pixel at coordinate (u, v).  Figure 4.7(a) illustrates the 

intensity profile f (i,v) of the ith column of the tracer fiber image with size of M×1.  

It is noted that it is a signal featured with two obvious narrow valleys (in ellipses) 

that contain the information of the yarn body and tracer fiber.  As the colored tracer 

fiber is normally darker than other yarn fibers and background, the minimum point 

(marked by "○") in each valley should be a pixel of the tracer fiber.  Then, the 

problem of tracer fiber detection is equivalent to identifying the minimum point in 

each valley.  However, the two minimum points in the valleys could not be 

identified by simply sorting f (i,v).  Besides, there might be some extreme points 

caused by yarn hairiness or foreign fiber, which further increases the complexity of 

problem.  For example, in Figure 4.7(a), an obvious noise point marked by "*" is a 

pixel of yarn hairs whose value is even smaller than one of the minimum points in 

the valley.  Therefore, identification of the two valleys is practically challenging.  

In order to facilitate the analysis, the intensity profile f (i,v) will be reversed and 
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normalized as an input signal f1(i,v), as shown in Figure 4.7(b): 

)),(min()),(max(
),()),(max(),(1 vifvif

vifvifvif
−

−
=          (4.2) 

 
(a) f (i,v)      (b) input signal f1(i,v) 

Figure 4.7 Intensity profile of the ith column of the tracer fiber image. 

The tracer fiber detection method developed in this study is similar to that for QRS 

complex from the electrocardiogram (ECG) signals [67, 157].  The QRS complex is 

a name for the combination of Q wave, R wave and S wave on an ECG (as shown in 

Figure 4.8), which reflects the rapid depolarization of the right and left ventricles. 

 

Figure 4.8 Schematic representation of normal ECG [158]. 
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Pan and Tompkins [67] proposed a real-time QRS complex detection algorithm (as 

shown in Figure 4.9) that includes a series of filters and methods that perform 

low-pass, high-pass, derivative, squaring, integration, adaptive threshold and search 

procedures. 

 

Figure 4.9 Block diagram of Pan-Tompkins algorithm for QRS complex detection. 

In this study, we will extend the Pan-Tompkins algorithm for detecting tracer fiber 

by developing more suitable filters.  As shown in Figure 4.7(b), the profile of input 

signal f1(i,v) is apparently different from that of the ECG signal, so the discrete 

wavelet transform (DWT) is used as low-pass filter for noise reduction and the 

Daubechies-3 wavelet is employed in this study.  Figure 4.10(a) shows the 

three-level decomposition of the signal f1(i,v) using Daubechies-3 wavelet.  In each 

level, soft threshold based on BayesShrink by minimizing the Bayesian Risk is used 

for the detail coefficients, and then the approximation coefficients at level 3 and the 

three-level thresholded detail coefficients of signal f1(i,v) are reconstructed as the 

de-noised signal f2(i,v), as shown in Figure 4.10(b).  However, signal f2(i,v) still 

contains a clear baseline drift due to the light condition. 
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  (a) analyzing f1(i,v) with Daubechies-3  (b) de-noised signal f2(i,v) 

Figure 4.10 Signal de-noising. 

 

(a) fitting curve fc (i,v)    (b) de-baseline signal f3(i,v) 

Figure 4.11 Baseline fitting. 

In order to remove the baseline, a fitting curve fc (i,v) (see Figure 4.11(a)) for the 

baseline is interpolated by several points automatically selected from the beginning, 

middle and end of the signal f2(i,v) by using the piecewise cubic Hermite 

interpolation method [68].  So, a new signal f3(i,v) without the baseline (see Figure 

4.11(b)) can be obtained by: 

),(),(),( 23 vifvifvif c−=            (4.3) 
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Then the first-order derivatives f4(i,v) (see Figure 4.12(a)) of f3(i,v) can be calculated 

between adjacent pixels: 

v
vifvif

∂
∂

=
),(),( 3

4              (4.4) 

As shown in Figure 4.12(b), it is squared point-by-point to make all points positive 

and enlarge higher frequencies: 

( )245 ),(),( vifvif =              (4.5) 

Afterwards, an integrator [67] is employed to sum the area under the squared 

waveform over a suitable interval and integrate the new interval to reduce the effect 

of noise: 

[ ]),()2,()1,(1),( 555
*

6 vifNvifNvif
N

vif
iw

+++−++−







=      (4.6) 

where Niw is the number of samples in the width of integration. 

A new waveform f6(i,v) can be then obtained by normalizing f6
*(i,v).  A threshold Tb 

is used for its segmentation: 

( ) ( )),(max),(mean5.0 66 vifvifTb ××=          (4.7) 

Finally, as shown in Figure 4.12(c), the regions can be identified by two pairs of 

boundary, which can be obtained by the first-order difference of Bp (i,v): 
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6           (4.8) 

In this example, three regions are detected: regions 1 and 2 for tracer fiber, region 3 

for yarn hairiness.  It is reasonably believed that yarn body is much thicker than the 

hairiness or foreign fiber, so two widest regions will be considered as the real regions 

of valley.  In each region, the maximum peak of the signal f1(i,v) could be detected 

as the position of the tracer fiber, as shown in Figure 4.12(d). 

 

(a) signal f4(i,v)     (b) signal f5(i,v) 

 

(c) signal f6(i,v) with regions, Niw=20 (d) regions and tracer fibers in f1(i,v) 

Figure 4.12 Processing results of tracer fiber detection. 
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The connectivity will also be used in the tracer fiber identification to reduce the 

influence of noises.  Then the proposed method can be further used for every 

column of the image and therefore the tracer fiber can be automatically identified.  

Based on the above, the tracer fibers in image 1 and the overlap area A2 of image 2 

can be detected, as shown in Figure 4.13. 

 

(a) yz tracer fibers     (b) xz tracer fibers 

Figure 4.13 Tracer fibers in image 1 and A2 of image 2. 

The yz and xz tracer fibers in A2 of image 2 are denoted as vectors Y2 and X2 of size 

L×1, respectively: 

)](;);2();1([ 2222 LyyyY = , )](;);2();1([ 2222 LxxxX =      (4.9) 

where y2(i) and x2(i) are the v-axis location (pixel) of the ith point of yz and xz tracer 

fibers in A2 of image 2, and L is the width of A2. 
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In addition, yz and xz tracer fibers in image 1 are defined as vectors Y1 and X1 of size 

N×1, respectively: 

)](;);2();1([ 1111 NyyyY = , )](;);2();1([ 1111 NxxxX =     (4.10) 

where y1(i) and x1(i) are the v-axis location (pixel) of the ith point of yz and xz tracer 

fibers in image 1, and N is the width of image 1. 

One of the statistical measures, the correlation coefficient, can be used to evaluate 

the similarity of the tracer fiber in A2 of image 2 and the tracer fiber in image 1 of the 

same length for identifying the optimal location for image stitching. Accordingly, the 

correlation coefficients Ry(u) for yz tracer fiber and Rx(u) for xz tracer fiber in images 

1 and 2 at point u can be defined as 

( ) ( )
( ) ( ))(),(,

)(,)(,)(
1122

12
12 uYuYCYYC

uYYCuYYRuR yy ==       (4.11) 

( ) ( )
( ) ( ))(),(,

)(,)(,)(
1122

12
12 uXuXCXXC

uXXCuXXRuR xx ==      (4.12) 

where Y1(u)=[y1(u); y1(u+1); … ; y1(u+L-1)], X1(u)=[x1(u); x1(u+1); … ; x1(u+L-1)], 

u=1, 2, … , N-L, N-L+1 and C is the covariance matrix. 

Then the matching function related to correlation coefficients of the tracer fiber can 
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be obtained as 

)()()( uRuRuR xy +=            (4.13) 

 

Figure 4.14 Matching function related to correlation coefficients of the tracer fiber. 

Figure 4.14 shows the matching function R(u) of the example images 1 and 2.  It is 

noted that there are four peaks of R(u) and they are the potential stitching points.  

Although the first peak is largest, the differences among them may not be strong and 

stable enough to decide which is the correct stitching point.  The matching function 

R(u) is normalized to form a component of the decision function H(u) in Equation 

(4.1): 
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=          (4.14) 

Besides the similarity of the tracer fiber, the standard deviation can be also employed 
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more matching function S(u) can be defined as 

( ) ( )2121 )()()()()( XuXYuYuSuSuS xy −+−=+= σσ      (4.15) 

where Sy(u) and Sx(u) are the variations of distance between two yz tracer fibers and 

two xz tracer fibers at point u, respectively, and σ is the standard deviation. 

In addition, another matching function T(u) related to standard deviation is also 

proposed to evaluate the absolute variation Ty(u) between two yz tracer fibers and 

Tx(u) between two xz tracer fibers: 

( ) ( ) ( ) ( )2121 )()()()()( XuXYuYuTuTuT xy σσσσ −+−=+=    (4.16) 

where | | presents the absolute value. 

 

(a) S(u)       (b) T(u) 

Figure 4.15 Matching functions related to standard deviation of the tracer fiber. 
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As S(u) and T(u) are related to the variation of tracer fibers, a lower value indicates a 

higher matching level.  If the value is equal to zero, it means that the tracer fibers 

coincide with each other at this point.  Therefore, the optimal stitching position 

should be the minimum point.  Figure 4.15 shows S(u) and T(u) for the two 

example images.  The minimum value in Figure 4.15(a) locates at around the 25th 

pixel, which is close to the maximum point in Figure 4.14.  In Figure 4.15(b), a 

lower value also presents around the position.  The matching functions S(u) and T(u) 

are then reversed and normalized to form two more components of the decision 

function H(u) in Equation (4.1): 

( )
( ) ( ))(min)(max

)()(max)(2 uSuS
uSuSuH

−
−

= , ( )
( ) ( ))(min)(max

)()(max)(3 uTuT
uTuTuH

−
−

=   (4.17) 

Hence, three matching functions (R(u), S(u) and T(u)) related to statistical measures 

of tracer fibers were extracted and normalized to be the components (H1(u), H2(u) 

and H3(u)) in decision function H(u). They can be considered as local features of the 

yarn image.  In order to identify the optimal results, one more matching function 

should be built up by global features of the yarn image to complete the decision 

function, as discussed in the following section. 
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4.3.2. Matching function related to gradient image 

In this section, correlation coefficients of two neighboring yarn images will be 

extracted to form the global features of the decision function.  However, uneven 

illumination in original images caused by light condition will negatively affect the 

results.  In order to reduce the influence of the light condition, a gradient image is 

obtained by using a Sobel edge detector [50].  Figure 4.16 shows the gradient 

images of the example images 1 and 2.  It is noted that compared with the original 

images, uneven illumination caused by light condition can be avoided and the edges 

in the image become clearer. 

 

Figure 4.16 Gradient images of the example images 1 and 2. 

As mentioned before, changes of yarn position and the distance between the yarn and 
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gradient image 2 gradient image1 

u 

v 

C1 

C2 

D1 

D2 



Chapter 4 

159 
 

Figure 4.16, the overlap area in gradient image 2 will be divided into two parts, C1 

and C2, and they will be compared with the moving windows D1 and D2 along both 

horizontal and vertical directions in gradient image 1 to identify the stitching 

position by using the two-dimensional (2D) correlation coefficients.  Figure 4.17 

illustrates the 2D correlation coefficients Gy(u,v) and Gx(u,v) of region C1-D1 and 

region C2-D2, respectively.  The coefficient CAB can be defined between matrices A 

and B as follows: 

( )( )
( )( ) ( )( )∑∑ −∑∑ −

∑∑ −−
=

22 BBAA

BBAACAB
         (4.18) 

where A and B are two example matrices, and A and B  are the means of A and B. 

 

(a) Gy for C1-D1       (b) Gx for C2-D2 

Figure 4.17 2D correlation coefficients of the gradient image. 
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Figure 4.18 Matching function G(u) from correlation coefficients of gradient image. 

To evaluate the whole image, maximums Gy(u) and Gx(u) in each column of the 

u-axis are extracted to form a matching function related to the correlation coefficient 

of the gradient image: 

)()()( uGuGuG xy +=            (4.19) 

Figure 4.18 shows matching function G(u) calculated from Figure 4.17.  It is noted 

that there are several clear peaks that are potentially considered as the stitching 

position.  Finally, the matching function G(u) is normalized to be a component of 

the decision function H(u) in Equation (4.1): 
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4.3.3. Results of the image mosaic 

Based on the above analysis and Equations (4.14), (4.17) and (4.20), the decision 
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function H(u) for identifying the optimal matching position in the u-axis can be 

obtained as: 

)()()()()()( 44332211
1

uHwuHwuHwuHwuHwuH i

k

i
i +++=∑=

=
   (4.21) 

Figure 4.19 shows the decision function H(u) and its components for the example 

images 1 and 2, holding all weights equal.  The maximum point in H(u) marked by 

" Δ " could be considered as the optimal position for image stitching in the u-axis.  

Although all components of H(u) provide useful information of the optimal stitching 

position, each of them alone sometimes may not be strong and stable enough for an 

accurate detection.  Therefore, as shown in Figure 4.19, the benefit of their 

combination lies in an enhanced and magnified feature for a stable and accurate 

image stitching. 

 

Figure 4.19 Decision function and its components. 

0 100 200 300 400 500
0

2

4

H
(u

)

0 100 200 300 400 500
0

0.5
1

H
1(u

)

0 100 200 300 400 500
0

0.5
1

H
2(u

)

0 100 200 300 400 500
0

0.5
1

H
3(u

)

0 100 200 300 400 500
0

0.5
1

H
4(u

)

 u  (pixel)



Chapter 4 

162 
 

Finally, image 1 is separated into two regions and they are moved in the v-axis 

according to the continuity of the tracer fiber to get the panoramic image, as shown 

in Figure 4.20. 

 

Figure 4.20 Panorama of images 1 and 2. 

4.4. Image segmentation 

After the panorama of yarn containing a whole tracer fiber is obtained, the yarn 

boundaries and tracer fiber can be extracted for further analysis.  As the method for 

detection of tracer fiber has been proposed in the previous Section 4.3.1, this section 

mainly focuses on the detection of yarn boundaries.  Figure 4.21(a) shows a 

histogram of the panorama in Figure 4.20. 
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(a) histogram 

 
(b) binary image 

Figure 4.21 Histogram and binary image of the panorama in Figure 4.20. 

Otsu's method, a method of minimizing the interclass variance of the black and white 

pixels, is used to select the threshold for image segmentation.  Figure 4.21(b) shows 

the binary image obtained by the Otsu's method.  It is noted that it is impossible to 

identify the yarn bodies by using a global threshold because of the partial dark 

background caused by the uneven light condition.  So the image preprocessing 

should be employed to eliminate the effect of the uneven light condition.  The main 

algorithms for boundary detection are described in Figure 4.22. 
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Steps for detection of yarn boundaries: 

  (1) Average the image using a moving window to reduce noise; 

  (2) Delete the effect of uneven distribution of light; 

  (3) Select threshold for binary image of yarn bodies; 

  (4) Detect the edge of binary image as yarn boundaries. 

Figure 4.22 The algorithms diagram for yarn boundary detection. 

Besides the yarn body and tracer fiber, the yarn image also includes background, 

hairiness and other potential noises.  In order to reduce the effect of image noise, as 

shown in Figure 4.23, a moving window with a certain width is used to average the 

intensities of pixels in the u-axis.  The panoramic image of size K×M can be 

expressed by f (u, v).  Hence, a new average image Q can be generated by q(u, v): 

∑=
=

mL

um

vuf
L

vuq
1

),(1),( ,  u=1,…, K-Lm+1      (4.22) 

where Lm is the width of the moving average window. 

 

Figure 4.23 Average the image using a moving window. 

width moving 
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Same as the baseline fitting method discussed in Section 4.3.1, the piecewise cubic 

Hermite method can also be used to identify the baseline of each column of average 

image Q.  The fitting results QF of whole image Q can be considered as the 

background of the image, as shown in Figure 4.24(a).  Figure 4.24(b) shows the 

residual image QR obtained by subtracting the background QF from image Q. 

 

(a) background QF of Q 

 

(b) residual image QR 

Figure 4.24 Image preprocessing results. 
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The histogram of the residual image QR is shown in Figure 4.25(a).  It is clearly 

suitable now to use Otsu's method for thresholding yarn segmentation.  After 

deleting the isolated small regions, the binary image of QR can be obtained, as 

shown in Figure 4.25(b).  And the yarn boundaries and tracer fibers are finally 

identified as l1(u) ~ l6(u), as shown in Figure 4.26. 

 

(a) histogram of QR 

 
(b) binary image of QR 

Figure 4.25 Threshold segmentation. 
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Figure 4.26 Panorama with identified yarn boundaries and tracer fibers. 

 

(a) boundaries     (b) coordinate system 

Figure 4.27 Segmentation signals and the coordinate system. 

Thus yarn diameters at the ith point in the x- and y- axes can be calculated by: 

)()()( 46 ililidx −= , )()()( 13 ililid y −=        (4.23) 

Figure 4.27(a) shows the identified signals and their coordinate systems in the image. 

It should be transferred to the coordinate system of yarn, as shown in Figure 4.27(b).  

Then the coordinates of the ith tracer fiber in the x- and y- axes can be obtained by: 

2
)()()()( 64

5
ilililix +

−= , )(
2

)()()( 2
31 ilililiy −

+
=      (4.24) 
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Based on Equations (4.23) and (4.24) and the results of yarn boundaries and tracer 

fibers, three-dimensional (3D) configurations of the yarn and tracer fiber can be 

reconstructed, as shown in Figure 4.28.  It visually shows a helical structure of a 

part of tracer fiber (i.e. from a panorama of a pair of yarn images) and its migration 

path in the yarn. 

 

Figure 4.28 3D configurations of a pair of yarn images. 

4.5. Quality evaluation of the image mosaic and segmentation 

4.5.1. Application on a whole series of images 

Besides the first two images, the panoramic image of the whole series of 20Ne yarn 

images in Figure 4.3 can be obtained by stitching the neighboring images using the 

proposed mosaic method, as shown in Figure 4.29.  It is noted that the tracer fiber 

and yarn body look quite continuous and smooth at each stitching position. 
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Figure 4.29. Results of image mosaic and segmentation for whole series. 

Furthermore, Figure 4.30 shows a panorama of these 20Ne consecutive yarn images 

created by an existing panorama software (ArcSoft Panorama Maker).  Compared 

with the results by the proposed computer method (as shown in Figure 4.29), besides 

of image distortion in Figure 4.4 (a), the panorama created by the existing panorama 

software shows an obviously incredible short length, which is caused by the high 

repetition and similarity of the tracer fiber images.  Therefore, because of the 

peculiarity of tracer fiber image (i.e. pattern repetition and similarity, change of 

distance between two views), the general mosaic method may fail in most cases. 

 

Figure 4.30. Panorama for whole series created by Panorama Maker. 

6th image  5th image    4th image  3rd image  2nd image  1st image 
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With the proposed segmentation, the yarn boundaries and tracer fibers (l1 to l6) can 

be then identified from the panorama, as shown in Figure 4.29.  It is visually noted 

that the detected yarn boundaries and tracer fibers coincide well with the real ones, 

especially the tracer fiber.  Based on the above, 3D configuration of the 20Ne yarn 

sample containing a whole tracer fiber can be reconstructed, as shown in Figure 4.31.  

It is noted that the yarn diameter is slightly uneven and the tracer fiber also migrates 

from the center to the surface over the length. 

 

Figure 4.31. 3D configuration of the 20Ne yarn sample containing a whole complete 

tracer fiber. 

From the above results, it is noted that the proposed method looks workable in the 

automatic image mosaic and segmentation for the 20Ne yarn sample.  In the 
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following section, a method will be further proposed to objectively evaluate the 

qualities of image mosaic and segmentation by comparing the results of the proposed 

computer method with the manual method. 

4.5.2. Evaluation of the image mosaic 

In the processing of the image mosaic, yarn images are consecutively stitched by 

neighboring pairs.  Hence the evaluation of the image mosaic should be based on 

the result of each pair.  The stitching position of the tracer fiber for each 

neighboring pair of yarn images is employed to evaluate the quality of the image 

mosaic.  As shown in Figure 4.32, the distances zi, yi and xi are used to describe the 

stitching position of the tracer fiber for the ith and (i+1)th images in the panorama. 

 

Figure 4.32. Parameters (zi, yi and xi) for the stitching point of the tracer fiber. 

In the manual method, the determination of the stitching position, yarn boundary and 

tracer fiber is mainly based on visual inspection, and the software Photoshop is 

utilized to stitch images and mark the positions according to the visual detections.  

zi 

yi 

xi 

ith image (i+1)th image 
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Suppose (zi
c, yi

c and xi
c) and (zi

m, yi
m and xi

m) are the stitching positions of the tracer 

fiber obtained by the proposed computer method and manual method, respectively.  

In order to obtain a dimensionless measure to evaluate the error of image mosaic in 

the horizontal direction, a relative error Ezi, which is defined as the absolute 

difference of zi between these two methods relative to the image width N, can be 

defined as: 

N
zzEz

m
i

c
i

i
−

=             (4.25) 

Compared with the horizontal direction, the image mosaic is more sensitive to error 

in the vertical direction.  Therefore, a small value of yarn diameter instead of a 

large value of image height will be used to formulate the relative errors in the 

vertical direction: 
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=          (4.26) 

where D is the predicted diameter of yarn obtained using the manual method. 

For the application case described in Section 4.5.1, the evaluation results of image 

mosaic are listed in Table 4.1.  In this study, the image width N is 614 pixels, and 

the yarn diameter D obtained using the manual method is 21 pixels.  It is noted that 

the result of the image mosaic using the proposed computer method is in good 
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agreement with that of the manual method.  The differences between the two 

methods in the horizontal (zi ) and vertical directions (yi, xi ) range from 1 to 13 and 

from 0 to 2 pixels, respectively.  In particular, all differences of yi are either 0 or 1 

pixel and most of the xi differences are less than 2 pixels.  In addition, the relative 

errors in the horizontal direction (Ezi ) are generally smaller than those in the vertical 

direction (Eyi and Exi), and Exi is generally larger than Eyi.  Relative errors (Ezi, Eyi 

and Exi ) of most image pairs are less than 5%, expect the third image pair that 

presents a large magnitude of 9.52% in Exi.  The means of relative errors are 

smallest in zi (1.11%), followed by yi (2.86%) and xi (4.76%).  It indicates that the 

error in the vertical direction (Eyi and Exi) is more sensitive than that in the 

horizontal direction (Ezi ).  The relative error Exi is generally larger than Eyi, and it 

is probably because the error Exi contains a cumulative error of Eyi.  As the mean of 

Ezi for the 20Ne yarn is 1.11% and the length of the tracer fiber in this study is 

around 38mm, 0.42mm (38mm×1.11%) yarn may be lost or added in the processing 

of the automatic image mosaic. 

Moreover, a combined overall error E can be defined as 

( )∑
−

++
−

=
1

1
1 n

i
iii ExEyEz

n
E           (4.27) 

where n is the number of yarn images in one series of yarn sample. 
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Based on Table 4.1, the overall error E of mosaic quality can be calculated as 8.73%.  

This shows that the error of the image mosaic is in a relatively low level. 

Table 4.1. Mosaic results of the 20Ne yarn sample (N=614pixels, D=21pixels) 

ith image pair zi
c yi

c xi
c zi

m yi
m xi

m Ezi (%) Eyi (%) Exi (%) 

1 469 136 307 470 137 307 0.16 4.76 0 

2 452 136 310 462 137 311 1.63 4.76 4.76 

3 479 143 313 484 142 315 0.81 4.76 9.52 

4 470 137 313 475 137 312 0.81 0 4.76 

5 455 136 309 442 136 310 2.12 0 4.76 

Mean 1.11 2.86 4.76 

Standard deviation 0.77 2.61 3.37 

unit of zi
c, yi

c, xi
c, zi

m, yi
m and xi

m: pixel. 

4.5.3. Evaluation of the image segmentation 

In image segmentation, the identified yarn boundaries and tracer fibers (l1 to l6) can 

be considered as six signals.  For the evaluation of segmentation quality, these six 

signals are also detected using the manual method for a comparison with the results 

of the proposed computer method.  Figure 4.33 shows the comparison of 

segmentation results for the yarn panorama in Figure 4.29, where li
m (dotted line) and 

li (solid line) are the ith signal obtained using the manual method and proposed 

computer method, respectively.  It is noted that the segmentation results for the 
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tracer fiber (l2 and l2
m, l5 and l5

m) always coincide with each other.  In image 

acquisition, as the yarn body is set as semi-transparent for capturing the tracer fiber, 

it is blurry and is not as clear as tracer fiber in yarn image.  Therefore, the identified 

yarn boundaries using these two methods present a certain level of deviation.  And 

the differences li-li
m between the computer method and manual method are shown in 

Figure 4.34 for a further comparison. 

 

Figure 4.33 Comparison of segmentation results using the proposed computer 

method and manual method for the 20Ne yarn sample (unit: pixel). 

 

Figure 4.34 Differences li-li
m (pixel) between the computer and manual method. 
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In order to quantitatively evaluate the quality of image segmentation, the statistical 

results of yarn diameter and relative difference between the proposed method and 

manual method will be extracted for further analysis.  Based on Equation (4.23), the 

yarn diameters dy and dx, dy
m and dx

m in the y- and x- axes using the two methods can 

be obtained by: 

13 lld y −= , 46 lldx −=            (4.28) 

mmm
y lld 13 −= , mmm

x lld 46 −=           (4.29) 

Relative measures Δdy and Δdx of yarn diameter in the y- and x- axes are defined as 
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In addition, the relative difference Δli is defined as a dimensionless measure: 

D
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m
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−
=∆              (4.31) 

The statistical results of yarn diameter and relative differences are calculated and 

listed in Table 4.2.  It is noted that both the mean and standard deviation of yarn 

diameter using the proposed method are slightly lower than those using the manual 

method in the x-direction, while in the y-direction this phenomenon is the opposite.  

This is probably because the threshold for the yarn boundary decided by the manual 
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method is slightly different from that by the proposed computer method and the 

threshold may not be consistent with the determination of hundreds of boundary 

positions in the manual method.  The dimensionless measures Δdy and Δdx for the 

yarn sample are similar (mean of about 7%).  It is also noted that the means of 

relative differences Δl2 and Δl5 (tracer fiber) is less than 2%, which is smaller than 

that of yarn boundaries (higher than 5%), and their standard deviations are also quite 

small.  In addition, the mean of difference Δl1 shows the largest magnitude 

(10.05%).  These indicate that tracer fiber presents a higher detection accuracy than 

yarn boundaries. 

Table 4.2. Evaluation of the yarn diameter and relative differences (D=21pixels) 

Item 
Diameter 

Item 
Differences 

Mean SD Mean SD 

dy
m (pixel) 20.70 1.89 Δl1 (%) 10.05 7.22 

dx
m (pixel) 20.85 1.87 Δl2 (%) 1.79 1.31 

dy (pixel) 21.23 2.27 Δl3 (%) 8.38 4.65 

dx (pixel) 19.97 1.68 Δl4 (%) 5.91 4.45 

Δdy (%) 6.51 7.93 Δl5 (%) 1.83 1.19 

Δdx (%) 7.38 5.98 Δl6 (%) 6.69 3.23 

SD: standard deviation. 

Based on information of image segmentation, some structural parameters can be 
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used to statistically describe the migration behavior of fibers in the yarn, including 

mean fiber position, root-mean-square (RMS) deviation, mean migration intension 

and equivalent migration frequency [46, 113, 138], which can be calculated using 

Equations (4.32)-(4.36). 

The radial position of tracer fiber at the ith position along yarn can be expressed as: 

[ ] [ ]22 )()(4)()(4)( idiyidixiY yx +=         (4.32) 

Figure 4.35 shows the radial position of the tracer fiber in the 20Ne yarn sample 

obtained by using the proposed computer method and manual method (horizontal 

scale of the image is 93 pixels/mm).  It is noted that the radial position obtained by 

the two methods looks generally similar and the difference is mainly caused by the 

slight difference of the obtained yarn diameter. 

 
Figure 4.35 Radial position of the tracer fiber in the 20Ne yarn sample. 
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With the above Y(i), the tendency of fiber to be near the yarn surface or yarn center 

can be represented by mean fiber position Y : 

∑
=

=
nk

in

iY
k

Y
1

)(1             (4.33) 

where there are kn observations of Y over the length of the yarn. 

The magnitude of deviations from the mean fiber position can be represented by 

RMS deviation DRMS: 
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The rate of radial change of fiber can be represented by mean migration intensity Im: 
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where ΔZ is the difference of distance between two neighboring observations along 

the yarn axis. 

Based on Equations (4.34) and (4.35), equivalent migration frequency fm can be 

represented by: 

RMS

m
m D
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34

=             (4.36) 
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The results of fiber migration parameter for the 20Ne yarn sample using the 

proposed method and manual method are listed in Table 4.3.  The results using the 

proposed computer method are generally in good agreement with those using the 

manual method.  In Table 4.3, the migration parameters using the proposed 

computer method are greater than those using the manual method.  This may be 

mainly caused by the slightly larger yarn diameter obtained by manual method.  As 

calculated from Table 4.2, the mean of yarn diameter (x- and y- directions) is 20.77 

pixels for the manual method, which is larger than 20.6 pixels using the computer 

method. 

Table 4.3. Comparison of migration parameters using computer and manual methods 

Migration parameters Computer method Manual method 

Mean fiber position 0.1899 0.1673 

RMS deviation  0.1677 0.1448 

Mean migration intensity (cm-1) 6.2663 5.2335 

Equivalent migration frequency (cm-1) 5.3949 5.2179 

 

4.5.4. Evaluation of efficiency 

The comparison of time taken for the proposed computer method and manual 

method is also made, as shown in Table 4.4.  In the manual method, it takes about 6 

minutes to stitch six images into a panorama and about 24 minutes to extract the 
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boundaries.  The proposed computer method is implemented by MathWorks 

MATLAB on a notebook computer with a CPU of 1.9GHz and 6GB memory.  It 

takes about 50 seconds for the image mosaic and about 20 seconds for the image 

segmentation.  For the whole process, it takes about 30 minutes and about 70 

seconds for the manual method and the proposed computer method respectively.  

The time taken for the manual method is about 25 times of that for the proposed 

method. 

Table 4.4. Comparison of time taken by the proposed computer and manual methods 

 Computer method Manual method 

Image mosaic (5 pairs of images) 49 seconds 6 minutes 

Image segmentation (a panorama) 22 seconds 24 minutes 

 

4.6. Experiments 

4.6.1. Database construction of tracer fiber images 

In this section, more yarn samples will be prepared and used for a full evaluation of 

the proposed computer method.  A series of Tencel yarns (with black tracer fibers), 

ranging from coarse count (10Ne) to fine count (60Ne), were produced by using ring 

spinning machine (Zinser 351) with different yarn twists for the database 

construction, as listed in Table 4.5.  The specifications of tracer fiber are same as 
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those mentioned in Section 4.2.  The measurement system [44], with a CCD camera 

(Samsung SCC-131BP) attaching a pair of zoom lens (0.5×, 0.7-4.5), was employed 

to acquire the tracer fiber images (see Section 4.2).  As shown in Table 4.5, for each 

yarn count, ten complete tracer fibers were acquired for producing a total of fifty 

series of tracer fiber images (i.e. 50 complete tracer fibers).   

Table 4.5. Database of yarn samples 

Yarn count 

 

(Ne) 

Yarn twist Number  

of 

samples 

Scale (pixels/mm) 

Twist Multiplier Tm 

(tpm) 

Horizontal 

Kz 

Vertical 

Kx 

10 3.2 398 10 100.0 121.7 

20 3.3 581 10 105.6 127.0 

30 3.6 776 10 157.7 189.5 

40 3.8 946 10 177.0 221.0 

60 3.6 1098 10 205.5 242.0 

 

Figure 4.36 (a)~(e) show some examples of images for different yarn counts.  In 

order for a clear observation of the yarn body and tracer fiber, the magnification of 

the microscope was enlarged with the increase of yarn count.  Therefore the 

diameter of fine yarn looks similar to that of coarse yarn in the image and the hairs 

of fine yarn become much thicker and clearer than those of coarse yarn.  The 

horizontal scale Kz (pixels/mm) and vertical scale Kx (pixels/mm) of the tracer fiber 
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image are shown in Table 4.5.  The two scales are different for different counts and 

they are significantly linearly related, as shown in Figure 4.36(f). 

 

(a) 10Ne       (b) 20Ne 

 

(c) 30Ne       (d) 40Ne 

  
(e) 60Ne     (f) Relation between two scales  

Figure 4.36 Examples of yarn images of different counts with different 

magnifications. 

Kx = 1.1864Kz + 3.275
R² = 0.9925

0
50

100
150
200
250
300

0 100 200 300V
er

tic
al

 sc
al

e 
(p

ix
el

s/
m

m
)

Horizontal scale (pixels/mm)



Chapter 4 

184 
 

In the image acquisition, the yarn is moving slowly for a continuous measurement 

and the consecutive tracer fiber images are acquired in a certain time interval which 

depends on the magnification and delivery speed of yarn.  In this experiment, an 

overlap of about 30% is obtained between two neighboring images in order for a 

higher accurate image mosaic.  Each complete tracer fiber is composed of a number 

of individual tracer fiber images.  Table 4.6 shows the number of images involved 

for a complete tracer fiber.   

Table 4.6. Number of images for each complete tracer fiber in the database 

Yarn count 
Sample No 

10Ne 20Ne 30Ne 40Ne 60Ne 

1 15 11 19 17 19 

2 15 15 15 21 27 

3 11 15 13 17 26 

4 15 15 19 19 19 

5 9 15 21 23 15 

6 13 17 23 17 25 

7 13 15 19 23 23 

8 15 17 21 19 23 

9 9 15 21 21 25 

10 11 14 13 17 17 

Mean 13 15 18 19 22 

(CV%) (19.51) (11.16) (19.21) (12.67) (18.82) 

Sub-total 126 149 184 194 219 

Total   872   
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Taking Sample No.1 of 10Ne yarn in Table 4.6 as example, there are 15 individual 

tracer fiber images involved for a whole complete image.  It can be noted that the 

number of image for a complete tracer fiber is different for different yarn counts, and 

even for the same yarn count, the number varies.  This is mainly attributed to the 

different microscope magnification, percentage of overlapping between neighboring 

images and fiber migration behavior.  The average number of images for a single 

complete tracer fiber is 13, 15, 18, 19 and 22 for different counts, respectively, 

producing a total of 872 tracer fiber images for analysis.  The more detailed 

information is listed in Appendix B. 

4.6.2. Results of the image mosaic 

According to the algorithms introduced in Section 4.3, a series of consecutive tracer 

fiber images with about 30% overlap can be automatically stitched one by one into a 

panorama containing a whole complete tracer fiber.  Some examples of the 

panoramas are shown in Figure 4.37 for different yarn counts.  The obtained 

panoramas for all 50 complete tracer fibers of the database are shown in Appendix A.  

From Figure 4.37, it can be noted that the image mosaics are visually correct. 
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(a) 10Ne yarn-sample 6 

 
(b) 20Ne yarn-sample 10 

 
(c) 30Ne yarn-sample 9 

 
(d) 40Ne yarn-sample 2 

 
(e) 60Ne yarn-sample 4 

Figure 4.37 Examples of the panoramas for different yarn counts. 

In order for a full objective evaluation, the method introduced in Section 4.5.2 will 

be employed to evaluate the mosaic quality of these panoramas and the detailed 

evaluation results are listed in Appendix B. 



Chapter 4 

187 
 

According to Equation (4.27), the overall errors of image mosaic for each yarn count 

can be written as 

( ) ExEyEzExEyEz
m

E
m

i
iii ++=∑ ++=
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1        (4.37) 

where m is the number of mosaic pairs in each yarn count, Ezi, Eyi and Exi are 

relative errors of image mosaic in z, y and x axes, as shown in Equations (4.25) and 
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The statistical results of each relative errors and overall error for the image mosaic 

are calculated, as listed in Table 4.7.  For these 50 series of tracer fiber images, 822 

pairs of image mosaic, including 116 for 10Ne yarn, 139 for 20Ne yarn, 174 for 

30Ne yarn, 184 for 40Ne yarn and 209 for 60Ne yarn, were carried out.  It can be 

seen that the magnitudes of relative errors for all yarn counts are small with Ez  of 

0.73% ~ 0.98%, Ey  of 2.71% ~ 3.87% and Ex  of 2.81% ~ 4.64%.  The overall 

error E ranges from 6.24% to 9.49%, which is less than 10%.  Both the overall and 

relative errors indicate that the error of the image mosaic for all 50 samples is at a 

relatively low level.  Moreover, it can be noted that both the relative and overall 

errors are generally increased with the increase of yarn count, indicating mosaic 

error becomes larger for finer yarns.  The relative errors ( Ey and Ex ) in the 

vertical direction are 2.71~4.64%, which is higher than that in horizontal direction 

( Ez , <1%).  And the relative error in x-direction ( Ex ) is slightly larger than that in 
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y-direction ( Ey ). 

Table 4.7. Relative errors of image mosaic for each yarn count 

Yarn count (Ne) m Ez  (%) Ey  (%) Ex  (%) E (%) 

10 116 0.73 2.71 2.81 6.24 

20 139 0.83 3.83 3.43 8.09 

30 174 0.93 3.63 4.13 8.67 

40 184 0.86 3.45 3.60 7.91 

60 209 0.98 3.87 4.64 9.49 

m is the number of mosaic pairs for each yarn count. 

The relative errors Ez, Ey and Ex of image mosaic for each sample are also plotted in 

Figure 4.38 (a) for a further analysis.  The horizontal axis is sample number (1~50) 

for different yarn counts as listed in Appendix B.  It is noted that the relative error 

Ez is quite stable at a relatively low magnitude (around 1%) while the relative errors 

Ey and Ex vary at a relatively high level (2 ~ 8%).  There is generally an increasing 

trend for Ey and Ex with the increase of yarn count (finer yarns).  Actually, most of 

the vertical differences are just a few pixels (1~4 pixels for yc-ym and 1~5 pixels for 

xc-xm), as shown in Figure 4.38 (b) and (c), respectively.  However, because the yarn 

diameter is very small (20~40 pixels), the relative vertical errors of Ey and Ex are 

enlarged.  As shown in Figure 4.6, image mosaic is implemented in horizontal 

direction, followed by the vertical direction.  Therefore, the vertical errors are 
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influenced by the precision of horizontal mosaic, or in other word, they are not 

independent parameters unless the horizontal error is zero.  In order to further 

analyze the relative horizontal error Ez, a histogram of the absolute error zc-zm (in 

horizontal direction) is generated for all 822 stitching pairs in the database, as shown 

in Figure 4.38 (d).  It is noted that it appears a skewed-right distribution, and in 

most cases, the absolute error zc-zm is less than 10 pixels.  Actually, it is really hard 

for human to distinguish the difference of even 15 pixels in the horizontal direction 

of image mosaic. 

 
(a) mean of relative errors for each sample (b) histogram of absolute error yc-ym 

 
(c) histogram of absolute error xc-xm (d) histogram of absolute error zc-zm 

Figure 4.38 Errors of image mosaic in quality evaluation. 
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4.6.3. Results of the image segmentation 

According to the algorithm introduced in Section 4.4, the 50 panoramas created in 

Section 4.6.2 can be automatically segmented. Figure 4.39 shows the segmentation 

results of the panorama examples shown in Figure 4.37, where the yarn boundaries 

and tracer fibers are labeled.  The results of image segmentation for all 50 yarn 

samples are shown in Appendix A. 

 
(a) 10Ne yarn-sample 6 

 
(b) 20Ne yarn-sample 10 

 
(c) 30Ne yarn-sample 9 

 
(d) 40Ne yarn-sample 2 
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(e) 60Ne yarn-sample 4 

Figure 4.39 Identified yarn boundaries and tracer fiber on the panoramas. 

The method introduced in Section 4.5.3 is adopted for evaluation of the digital 

segmentations, and the full evaluation results of the image segmentation are listed in 

Appendix C.  The statistical results for each yarn count are calculated and shown in 

Table 4.8.  In Table 4.8, De is an estimate of yarn diameter, which can be estimated 

by the following equation of cotton yarn [142]: 

tex
tex 037.003568.0 NNDe ==
γ

 (mm)       (4.38) 

where γ is yarn density and yarn count 
eN

N 5.590
tex = . 

D  and d  are the mean values of yarn diameter calculated from the segmentation 

results of the tracer fiber images using the manual method and the proposed 

computer method, respectively.  It can be noted that the three values of yarn 

diameter, namely De, D  and d , are very close for all five yarn counts, 

demonstrating the proposed digital method produces a good segmentation and 

measure for yarn diameter.  d∆  and l∆  are the mean relative errors of yarn 
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diameter and identified signals for each yarn count.  The mean of relative error l∆  

ranges from 3.20% to 4.22% and it appears no linear relationship with yarn count.  

And the relative error of yarn diameter d∆  (6.56~9.04%) is almost twice of l∆  in 

magnitude.  It is mainly because the error of yarn diameter is caused by the error of 

detected yarn boundaries.  Table 4.8 shows the digital segmentation of tracer fiber 

image is generally acceptable with a low level of deviation from the manual method. 

Table 4.8. Evaluation results of image segmentation for each count in the database 

Yarn count (Ne) De (mm) D (mm) d (mm) d∆ (%) l∆ (%) 

10 0.2843 0.2769 0.2728 6.56 3.57 

20 0.2010 0.2094 0.2008 7.79 4.22 

30 0.1642 0.1599 0.1515 6.64 3.20 

40 0.1422 0.1335 0.1226 9.04 4.15 

60 0.1161 0.1136 0.1095 7.82 3.73 

where, ∑=
cnc
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6
11 , Δdy and Δdx, 

Δli are formulated in Equations (4.30) and (4.31), nc is the number of sample of 

complete tracer fiber in each yarn count (nc=10). 

In order to further analyze the quality of image segmentation, the relative errors of 

identified curves (Δli, i=1~6) and yarn diameter (Δdy and Δdx) for each yarn count 

are plotted in Figure 4.40 for comparison.  The relative error for the detection of 

tracer fiber (Δl2 and Δl5) mainly varies from 1% to 3%, which is smaller than those 
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for yarn boundary (2%~8%).  That indicates the detection error of yarn boundary 

contributes more to the mean error l∆ .  In addition, the identification of upper 

boundary (Δl1 and Δl4) is generally better than that of the lower boundary (Δl3 and 

Δl6) for 10Ne and 20Ne yarns, while it is opposite for 30Ne and 40Ne yarns.  For 

60Ne yarn, there is no obvious difference.  From Figure 4.40 (a2), (b2), (c2), (d2) 

and (e2), the relative error of yarn diameter (Δdy and Δdx) is between 4% and 14%.  

In most cases of finer yarn samples (30Ne~60Ne), Δdx is larger than Δdy in value. 

 

(a1) Δl for 10Ne yarn     (a2) Δd for 10Ne yarn 

 

(b1) Δl for 20Ne yarn     (b2) Δd for 20Ne yarn 
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(c1) Δl for 30Ne yarn     (c2) Δd for 30Ne yarn 

 

(d1) Δl for 40Ne yarn     (d1) Δd for 40Ne yarn 

 

(e1) Δl for 60Ne yarn     (e2) Δd for 60Ne yarn 

Figure 4.40 Relative errors for the image segmentation. 

There are two potential factors affecting the relative errors.  One is the subjective 

factor related to the inconsistent determination of threshold in manual method for 
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different tracer fiber images.  The other one is the low image quality caused by 

improper focal distance.  The microscope lens has a different distance to the yarn 

and its image in mirror A, as shown in Figure 4.2(b).  In order to obtain a same 

intensity for yz yarn and xz yarn in the image, the best focus of the microscope 

should be exactly in the middle of the two.  However, it is impossible to set the 

focus on the exact middle, and the difference of intensity cannot be avoided.  As 

listed in Table 4.8, the relative error l∆  of 30Ne yarn is the lowest (3.2%) and this 

is probably attributed to the lower intensity difference of its yarn body.  As shown 

in Figure 4.36, 30Ne yarn image shows a slightly clearer yarn boundary than the 

other count images.  It is noted that the image quality presents a great influence on 

the accuracy of digital segmentation. 

4.6.4. 3D configuration and structural analysis 

The digital image mosaics and segmentation by the proposed method are fully 

evaluated in the previous section.  Based on the segmentation results, the 3D 

configuration of the tracer fiber in the yarn can be constructed and the yarn structural 

parameters (yarn diameter and fiber migration) can be calculated.  The detailed 

results of 3D configuration and yarn structural parameters for all 50 tracer fibers are 

listed in Appendix D and E, respectively.  Figure 4.41 shows some examples of the 
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3D configurations of panorama of different-count yarns in Figure 4.37, based on 

their segmentation results in Figure 4.39.  Their statistical results of yarn diameter 

and fiber migration behavior are also calculated and shown in Table 4.9.  From 

Figure 4.41 and Table 4.9, tracer fibers present various geometrical paths and 

migration behavior, including cylindrical helix (20Ne-s10, 40Ne-s2), conical helical 

trajectory (10Ne-s6, 30Ne-s9 and 60Ne-s4), inner distribution (30Ne-s9 and 

60Ne-s4), outer distribution (20Ne-s10), larger migration (10Ne-s6), and lower 

migration (40Ne-s2). The 3D configuration and migration parameters obtained 

provide an objective and useful measures for yarn internal structure analysis. 

             

(a) 10Ne-s6   (b) 20Ne-s10   (c) 30Ne-s9   (d) 40Ne-s2   (e) 60Ne-s4 

Figure 4.41 3D configuration of the examples shown in Figure 4.37. 
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Table 4.9. Structural parameters of the yarn samples in Figure 4.41 

Sample Yarn Yarn diameter  Fiber migration 

No 
length 

(mm) 

Mean 

(mm) 

CV 

(%) 
 MFP RMSD 

MMI 

(cm-1) 

EMF 

(cm-1) 

10Ne-s6 29.80 0.2794 11.18  0.4382 0.3004 8.7541 4.2061 

20Ne-s10 29.60 0.1890 15.74  0.5820 0.1960 13.1493 9.6849 

30Ne-s9 33.44 0.153 12.69  0.1739 0.1975 8.3535 6.1055 

40Ne-s2 30.07 0.1131 11.5  0.4373 0.1656 17.4678 15.2293 

60Ne-s4 23.86 0.1157 16.68  0.0792 0.0711 7.7399 15.7230 

MFP: mean fiber position, RMSD: RMS deviation, MMI: mean migration intensity, 

EMF: equivalent migration frequency 

In addition, the time taken for the image mosaic is longer than that mentioned in 

Section 4.5.  It is mainly because the overlap in this experiment is 30%, which is 

higher than 20% in Section 4.5 and the number of images also increases.  Under 

this situation, the time taken of image segmentation is still much shorter than the 

manual method.  The detailed time taken for the proposed method is listed in 

Appendix E.  Table 4.10 shows the average time taken for mosaic of a pair of 

images and segmentation for a panorama in Appendix E.  In Table 4.10, the mosaic 

time for each pair of image using manual method is about twice of that of computer 

method, and the segmentation time by manual method is about 50 times of that by 

computer method. 



Chapter 4 

198 
 

Table 4.10. Time taken for image mosaic and segmentation 

 

Yarn 

count 

Computer method (mean of samples)  Manual method for 20Ne yarn 

mosaic  

(a pair of images) 

segmentation 

(a panorama) 
 

mosaic 

(a pair of images) 

segmentation 

(a panorama) 

10Ne 32 seconds 18 seconds    

20Ne 32 seconds 21 seconds    

30Ne 37 seconds 28 seconds  72 seconds 24 minutes 

40Ne 33 seconds 25 seconds    

60Ne 32 seconds 29 seconds    

 

4.7. System development for image processing of tracer fiber images 

Besides the algorithms discussed in previous sections, a software system is also 

designed and developed for image analysis of tracer fiber images, using MATLAB 

Graphical User Interface (GUI).  Figure 4.42 shows the outline for the proposed 

image processing system.  It contains five modules, including Video Acquisition, 

Image Acquisition, Image Mosaic, Image Segmentation and Parameter Analysis.  In 

addition, two more modules, i.e. Mosaic of Pair Images and Tracer Fiber Detection, 

are developed to facilitate the parameter adjustment and optimization in image 

mosaic and segmentation.  Figure 4.43 shows the main interface of the developed 

digital system with five menus: video acquisition, image acquisition, image mosaic, 

image segmentation and yarn structural analysis. 
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Figure 4.42 Interface outline of the proposed system for tracer fiber images. 

Figure 4.44 shows the main steps involved in the image processing of tracer fiber 

images.  Firstly, the Video Acquisition module is connected with the hardware of 

measurement system [44] to obtain a video of a moving yarn (containing tracer 

fibers).  In the Image Acquisition module, a series of overlapped tracer fiber images 

can be extracted from the video.  Then the overlapped images will be stitched into a 

panorama in module of Image Mosaic.  Afterwards, the information of yarn 

boundaries and tracer fiber will be extracted in module of Image Segmentation.  

Finally, in the module of Parameter Analysis, the 3D configuration of the tracer fiber 

in the yarn will be constructed and visualized.  Besides, various yarn structural and 

migration parameters, including yarn diameter and fiber migration, will be also 

statistically calculated and visualized in that module. 

Tracer Fiber Detection 

Mosaic of Pair Images 

Image 
Acquisition 

Video 
Acquisition 

Image 
Segmentation 

Main interface 

Parameter 
Analysis 

Image Mosaic 
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Figure 4.44 Main steps for the image processing in the system. 

4.7.1. Video acquisition 

The module of Video Acquisition in Figure 4.43 is used to connect and open the 

interface of measurement system for video capture.  According to the hardware of 

measurement system developed by Guo et al. [44], Camera is Samsung SCC-131BP 

with 0.5× eyepiece adapter and 0.7-4.5× objective lens (total magnification is 

0.35-2.25×).  The parameters of video acquisition include frame rate (30 frames per 

(a) main interface (b) video acquisition 

(c) image acquisition (d) image mosaic 

(e) image segmentaion (f) parameter analysis 
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second), frame width (640 pixels) and frame height (480 pixels). 

4.7.2. Image acquisition 

After video acquisition, the module of Image Acquisition will be used to acquire a 

series of consecutive tracer fiber images from the video, as shown in Figure 4.45.  

The interface is mainly composed of two panels of video playing and image 

acquisition.  First, a captured video of moving yarn can be loaded into the system.  

In this study, the overlap of a pair of neighboring images is around 30% in order for 

an accurate image mosaic.  For doing this, users can watch the video and then make 

a rough estimate of frame interval for image acquisition.  With this frame interval, a 

series of consecutive tracer fiber images can be automatically extracted from the 

video.  Afterwards, the acquired images are displayed and can also be compared 

with the video. 

Besides, in the developed measurement system [44], the measurement scale of 

microscope is determined by an image containing a ruler, as shown in Figure 4.46.  

Each rectangle unit in the scale image presents the size of 1mm×1mm.  The scale 

image can be loaded into the system and then the scales in horizontal and vertical 

directions can be calculated from the scale image for further analysis of yarn 

structural parameters. 
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Figure 4.46 Scale image in image acquisition. 

In Figure 4.45, a 30Ne yarn sample, 30Ne-s10 in the experiment, is under processing.  

13 individual tracer fiber images are acquired from a video with the interval of about 

60 frames.  The horizontal and vertical scales are 157.7 and 189.5 pixels per mm, 

respectively. 

4.7.3. Image mosaic 

With a series of consecutive tracer fiber images obtained in Section 4.7.2, an 

interface is developed for image mosaic, as shown in Figure 4.47.  In this window, 

various parameters for image mosaic, including overlap area (%, percentage of 

overlap in neighboring images), search area (%, percentage of search area for 

matching the image), average space (pixels, width of average window for noise 

elimination), smooth span (pixels, span of smooth filter for detected signal of tracer 

fiber), and parameters for the tracer fiber detection (i.e. width of integration window 

(pixels) and the threshold for detection of tracer fiber region) as well as the weights 

(w1,w2, w3 and w4) assigned to each components in decision function, are considered. 
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Figure 4.48 shows the parameter setting of image mosaic.  The default parameters 

in the window are the optimized values obtained in Section 4.6.  All pairs of 

neighboring images (13 pairs in Figure 4.47) can be individually displayed for a 

clear observation.  Finally a panorama can be obtained and displayed by automatic 

stitching the consecutive tracer fiber images.  In addition, the time taken will be 

also shown in the interface.  It may take a few minutes for image mosaic, which 

depends on the number of tracer fiber images in the series. 

 

Figure 4.48 Parameter setting for image mosaic. 
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4.7.3.1. Mosaic of pair images 

In Figure 4.47, the neighbor images can be individually shown in pairs in the window.  

Since the panorama is stitched pair by pair of images, the processing details of each 

pair of image mosaic may be desirable by users for operating the process and 

adjusting the processing parameters.  Hence, a module of Mosaic of Pair Images is 

designed to show the details of mosaic of designated pair images, as shown in Figure 

4.49.  In this module, the accuracy of mosaic of each pair of images can be 

evaluated.  For each pair of image mosaic, all progressing results as discussed in 

Section 4.3, including the detected tracer fiber and gradient image for feature 

extraction, and the statistical measures extracted from tracer fiber and gradient image 

for the decision function, can be visualized and evaluated, as shown in Figure 4.50 

and Figure 4.51, respectively.  In additions, the details of tracer fiber detected in 

each column of image are also shown in the following module of Tracer Fiber 

Detection. 
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(a) gradient image 

 

(b) tracer fibers 

Figure 4.50 Processing results of gradient image and tracer fibers in the interface. 

   

(a)correlation coefficient (CC) of tracer fiber (b) standard deviation S1 of tracer fiber 

   

(c) standard deviation S2 of tracer fiber    (d) CC of gradient image in upper region 
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(e) CC of gradient image in lower region  (f) maximum in v axis for (d)&(e) 

   

(g) component H1(u)     (h) component H2(u) 

   

(i) component H3(u)     (j) component H4(u) 

 

(k) decision function H(u)= w1H1(u)+ w2H2(u)+ w3H3(u)+ w4H4(u) 

Figure 4.51 Statistical measures for image mosaic shown in the interface. 
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4.7.3.2. Tracer fiber detection 

A module of Tracer Fiber Detection is developed for the identification of tracer fiber 

at each column of image.  Firstly, a window, as shown in Figure 4.52(a), will pop 

out for choosing an image from the series of consecutive tracer fiber images.  Then 

the selected image will be displayed for selecting a point/column of interest for 

further analysis of tracer fiber, as shown in Figure 4.52(b). 

     

(a) dialog for image selection   (b) column section for tracer fiber detection 

Figure 4.52 Selection windows for tracer fiber detection. 

After the selection of point/column in Figure 4.52(b), a window is developed to show 

the processing details of signal at the selected column of image for tracer fiber 

detection, as shown in Figure 4.53. 
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In this window, all progressing results for tracer fiber detection as discussed in 

Section 4.3.1, including the original signal L1 (one column of image), reversed and 

normalized signal L2, signal after low-pass filter L3, signal after high-pass filter L4, 

signal after derivative L5, signal after squaring L6, signal after integration L7, tracer 

fiber region detected by threshold and tracer fiber detected in tracer fiber region, can 

be displayed for evaluation.  Besides, the wavelet analysis for low-pass filter and 

fitting curve for high-pass filter can also be obtained, as shown in Figure 4.54.  

Finally, the two locations of the tracer fiber on the selected column of image can be 

identified (see Figure 4.55).  Moreover, various processing parameters, such as the 

width of average window, the span of integration window and the coefficient of 

threshold for the identification of tracer fiber regions, can be adjusted if necessary, as 

shown in Figure 4.53. 

 

(a) wavelet analysis for low-pass filter  (b) fitting curve for high-pass filter 

Figure 4.54 Windows for the results of high- and low-pass filter methods. 
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Figure 4.55 Tracer fiber locations detected in image. 

4.7.4. Image segmentation 

With the panorama obtained in Section 4.7.3, the module of Image Segmentation is 

designed for identification of yarn boundaries and tracer fiber from the obtained 

panorama.  Firstly, a dialog box, as shown in Figure 4.56, will pop out for 

parameter setting in image segmentation.  Five parameters, including average space 

(pixels, the width of average window for noise elimination), smooth span (pixels, 

span of smooth filter for detected signals of yarn boundaries and tracer fiber), 

threshold for binary image of yarn (%, ratio of the threshold using Otsu's method for 

binary image), integration window (pixels, the span of integration window in tracer 

fiber detection) and threshold for tracer region (the coefficient of threshold for 

Selected column 

Detected tracer fiber locations 
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identifying tracer fiber regions in tracer fiber detection), can be adjusted if necessary.  

The default parameters are the optimized values obtained in Section 4.6. 

 

Figure 4.56 Dialog box for the panorama setting in image segmentation. 

With the setting of parameter, the identification of the yarn boundary and tracer fiber 

will take place, as shown in Figure 4.57.  After image segmentation, the processing 

results, such as the identified tracer fiber, yarn boundaries and the their curves can be 

displayed, as shown in Figure 4.57 and Figure 4.58.  In addition, larger image with 

higher resolution can be shown and saved for each segmentation results.  Besides 

the final results of segmentation, the processing results for tracer fiber detection and 

yarn boundary detection can also be evaluated.  As shown in Figure 4.59, the 

processing results for yarn boundary detection, such as background of the pnorama 

(fitting background of light), residual image (gray image obtained by subtracting the 

background from the panorama), histogram of residual image and binary image of 

the panorama, can all be displayed. 
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(a) panorama 

 

(b) panorama with identified tracer fiber 

 

(c) panorama with identified yarn boundary 

 

(d) panorama with identified tracer fiber and yarn boundary 

 

(e) identified curves of tracer fiber and yarn boundary 

Figure 4.58 Results of image segmentation shown in the interface. 
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(a) background of image    (b) histogram of residual image  

 

(c) residual image 

 

(d) binary image 

Figure 4.59 Precessing results of yarn boundary detection shown in the interface. 

4.7.5. Parameter analysis 

The yarn structural parameters, related to yarn diameter and fiber migration behavior, 

can be finally calculated from the segmentation results and displayed in the interface 

of Parameter Analysis module, as shown in Figure 4.60. 
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In this window, raw data of segmentation results, such as tracer fiber position (x, y, z), 

the yarn diameter in xz- and yz- plane (Dx and Dy) and radial position (r/R), are all 

listed at each sampling point (pixel).  Based on the data, the three-dimensional (3D) 

yarn and tracer fiber can be re-constructed and shown in the window.  In addition, 

the statistical results of yarn structural parameters, such as the yarn diameter (mean 

and CV) and the fiber migration measures (mean fiber position, RMS deviation, 

mean migration intension and equivalent migration frequency), are summarized in a 

table.  Moreover, some graphical results of yarn structure are also shown for a 

better evaluation, as discussed as follows. 

(1) Radial position 

As expressed by Equation (4.32), the fiber radial position can be calculated and 

displayed along the length of yarn axis.  Besides, its frequency-amplitude curve can 

also be obtained by using Fast Fourier Transform (FFT) for reference.  Figure 4.61 

shows the radial position and frequency-amplitude curve of an example yarn 

(30Ne-s10) in which tracer fiber presents a complex path inside the yarn body.  The 

tracer fiber fluctuates around the middle layer of yarn, showing a certain level of 

migration inside the yarn. 
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Figure 4.61 Fiber radial position and frequency-amplitude curve. 

(2) Tracer fiber positions in xz and yz direction and their frequency analysis. 

The results of tracer fiber position in xz and yz coordinates and their frequency 

results (FFT) can be calculated and shown in the Figure 4.62.  Fiber positions in x-z 

and y-z planes look similar, which is obviously different to the radial position in 

Figure 4.61.  As shown in the frequency-magnitude curves of x-z and y-z planes, 

they present a similar frequency distribution pattern with the largest peak at 

0.6545cycles/mm, which corresponds to the level of yarn twist.  The obtained twist 

(654.5tpm) is close to the nominal twist (776tpm) and the difference is probably 

caused by fiber migrations inside the yarn. 
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(a) x-z plane 

 
(b) y-z plane 

Figure 4.62 2D fiber paths and their frequency-amplitude curve. 

(3) Zonal distributions of individual fiber 

Morton [159] proposed an analysis method of zonal distribution for individual fiber 
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to measure the irregularity of fiber migration by combining the effects of both 

frequency and amplitude.  Figure 4.63(b) shows that the yarn is divided into five 

concentric zones with equal increments of radius.  Figure 4.63(a) shows the 

projection of fiber trajectory in the x-y plane.  It is noted that the movement of 

tracer fiber in this yarn sample is mainly between the second and forth zone. 

 

Figure 4.63 Zonal distribution of individual fiber 

(4) Fiber spatial orientation angle 

The orientation angle θ, which is the spatial angle between the yarn axis and the fiber 

segment, is defined as [44]: 
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Figure 4.64(a) shows the fiber orientation angle of yarn sample.  Figure 4.64(b) 

shows the relation of fiber orientation angle with radial position.  For this yarn 

sample, the orientation angles are positive and they range from 0 and 25 degrees 

with a mean value of about 10 degrees. 

 

Figure 4.64 Fiber spatial orientation and the relation with radial position. 

(5) Yarn diameter 

Besides the previous migration results, the distribution of yarn diameter D (mean of 

Dx and Dy) along yarn axis and its histogram can be generated, as shown in Figure 

4.65.  The diameter of this sample ranges from 0.15mm to 0.2mm and concentrates 

between 0.15mm and 0.18mm, corresponding to the mean (0.1697mm) and CV of 

yarn diameter (5.1984%) shown in Figure 4.60. 

(a) 

(b) 
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Figure 4.65 Yarn diameter and its histogram 

Besides, as shown in Figure 4.66, menus are also designed on the top of interface to 

facilitate users' operation of the system, including (1) Main interface, (2) Images for 

module of Image Acquisition, (3) Panorama for module of Image Mosaic, (4) 

Segmentation for module of Image Segmentation and (5) Parameters for module of 

Parameter Analysis.  In addition, various tools (see Figure 4.66) are also designed 

below the menu to zoom in, zoom out, pan and rotate the graph, as well as read data 

from the graph. 

 

Figure 4.66 Manu and tools 

Tools 
Menu 
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4.8. Conclusions 

This chapter presents an intelligent computer method and system for automatically 

stitching a series of consecutive images into a panoramic image and extracting yarn 

boundaries and tracer fiber for yarn structure and fiber migration studies.  In the 

proposed computer method, a moving-window algorithm is proposed to reduce the 

noise in particular for eliminating the effect of yarn hairs.  In image mosaic, various 

matching functions related to the tracer fiber and gradient image are extracted and 

combined into a decision function to identify the optimal stitching position in the 

horizontal direction.  In tracer fiber detection, the 2D image is converted into a 

series of one-dimensional (1D) signal and the Pan-Tompkins algorithm is extended 

to detect the position points of the tracer fiber on these 1D signals.  The image is 

then divided into two separate parts for stitching in the vertical direction to obtain the 

panorama by the continuity of the tracer fiber.  In image segmentation, besides the 

proposed method for identification of tracer fiber, yarn boundaries are also extracted 

from binary image of the panorama.  In this part, in order to eliminate the effect of 

the uneven light condition, the piecewise cubic Hermite interpolation method is 

employed to fit the background of image.  Based on the results of yarn boundaries 

and tracer fibers detected from the panorama, 3D configurations of the yarn and 

tracer fiber can be reconstructed and various yarn structural parameters can be 
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further analyzed. 

Moreover, an objective method is then proposed to evaluate the qualities of the 

image mosaic and segmentation of the proposed method.  In this method, the 

qualities of the image mosaic and segmentation for a series of yarn images are 

evaluated by comparing the results with those obtained using the manual method.  

Furthermore, fifty series of tracer fiber images (total 872 images) at five different 

yarn counts (10Ne, 20ne, 30Ne, 40Ne and 60Ne) are prepared and used for a full 

evaluation of the proposed algorithms for the automatic image mosaic and image 

segmentation.  The evaluation results show that the proposed computer method is 

generally in good agreement with the manual method.  The mosaic and 

segmentation errors for all the fifty series of tracer fiber images are at a relatively 

low level.  More specifically, the relative mosaic error in horizontal direction is 

smaller than that in vertical direction, and most vertical mosaic differences between 

the proposed method and manual method are just a few pixels.  The relative 

segmentation error of detected tracer fiber (1%~3%) is smaller than that for yarn 

boundary (2%~8%).  In addition, the comparison of time taken between the two 

methods demonstrates the high efficiency of the proposed computer method in the 

image mosaic and segmentation. 
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Finally, based on the proposed image processing method of image mosaic and 

segmentation, an intelligent image processing system has been developed to 

implement and control the whole process of tracer fiber measurement and analysis, 

including five modules of video acquisition, image acquisition, image mosaic, image 

segmentation and parameter analysis of yarn structure.  In each corresponding 

module, important processing results can be visualized and the key parameters for 

image processing can be adjusted.  The final results of yarn diameter and fiber 

migration behavior can be statistically analyzed and evaluated.  The intelligent 

system developed in this study can be used for various textile researches, such as 

analysis of yarn structural characteristics developed by an innovative spinning 

method, investigation of effect of spinning parameters on yarn structures, and 

exploration of mechanism for the yarn structure-property relationship. 
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Chapter 5 Intelligent Method and System for Yarn Surface 

Grading based on Digital Blackboard Images 

5.1. Introduction 

According to ASTM D2255, with the consideration of yarn unevenness, fuzziness, 

neppiness and visible foreign matter, human visual inspection is adopted for the 

evaluation of yarn surface appearance, which is, however, subjective, time 

consuming and sometimes inconsistent.  As revealed in the chapter of literature 

review, although some methods have been developed for objective evaluation of yarn 

surface quality, most of them are based on the mechanism similar to the Uster Tester 

and depart from the originality of the visual grading method carried out on black 

boards (ASTM D2255), namely the comparison among adjacent yarn segments and 

the identification of other important yarn appearance features, such as yarn color 

variation, foreign matters and hairiness, being ignored. 

Therefore, in this chapter, a computerized evaluation method and system will be 

developed for the objective and intelligent evaluation of yarn surface appearance 

based on multi-scale attention model.  The proposed method will fully imitate 

human visual behavior in the inspection and visual appraisal of yarn segments on a 
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blackboard.  In the developed method, digital yarn images will be acquired from 

yarn board samples by scanning.  Then yarn board image will be segmented into 

yarn body and yarn hairs by Fourier transform for extracting the features of yarn 

regularity and fuzziness.  Moreover, the conspicuity and saliency map of yarn board 

image will be generated by a proposed multi-scale attention model.  Finally, the 

yarn surface characteristic features extracted from yarn conspicuity, regularity and 

hairiness are incorporated as an input for a Probabilistic Neural Network (PNN) to 

classify and grade yarn surface qualities.  Finally, based on the proposed method, an 

integrated system is designed and developed to visualize and control the whole 

progress of the image processing and yarn classification. 

5.2. Methodology 

Figure 5.1 shows the proposed computer method for yarn surface grading.  It 

mainly consists of four modules, including image acquisition, image processing, 

feature extraction and yarn classification.  In Figure 5.1, digital yarn image is 

acquired from the prepared yarn board sample by digital scanning.  Then three 

digital and computational methods, including Fourier transform (FFT), attention 

model and multi-scale model, are used for image processing and feature extraction.  

More specifically, Fourier analysis is employed for extracting yarn body and hairs, 
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and the multi-scale attention models are used to detect saliency objects at different 

observation distances.  All digital features will be finally extracted and used as 

input to Probabilistic Neural Network (PNN) for yarn surface classification. 

 

Figure 5.1 Proposed computer method for yarn grading. 

5.2.1. Fourier analysis and filtering 

Two-dimensional Fourier transform can be employed to transform images between 

spatial domain and frequency domain.  Assuming an image has a size of N×N, the 

two-dimensional discrete Fourier transform (2-D DFT) can be expressed by 
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where I(r,c) is the projection of image, u and v are the frequency domain variables, 

and F(u,v) is the corresponding transform coefficients. 

In the frequency domain of FFT, high frequency corresponds to the rapidly changing 

brightness of an image, whereas low frequency information is related to the slowly 

Digital image 
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changing brightness.  And the zero frequency (DC term) represents the average 

brightness of the image.  Figure 5.2 shows an example of Fourier transform of two 

different periodic structures.  In Figure 5.2, (a) and (b) show two objects with 

vertical and horizontal periodic patterns, and their corresponding amplitude 

spectrums of Fourier transform are shown in Figure 5.2(c) and (d), respectively.  It 

can be noted that the two periodic patterns are well differentiated and recognized in 

the frequency domain of FFT by the horizontally and vertically distributed main 

frequency components in Figure 5.2(c) and (d), respectively. 

 

Figure 5.2 Fourier transform of vertical and horizontal periodic structures [160]. 

Top is the original object and bottom is corresponding Fourier transform (amplitude). 

(b) 

(d) 

(a) 

(c) 
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Figure 5.3 (a) shows a part of a yarn board image with a regular periodic pattern.  It 

is similar to the object structure shown in Figure 5.2 (b), but presents a lot of the 

protruding yarn hairs.  The amplitude of Fourier transform in the frequency domain 

is shown in Figure 5.3 (b).  As expected, it shows a similar distribution pattern with 

Figure 5.2 (d).  Therefore, FFT can reflect, to some extend, the periodic distribution 

pattern of yarn segments on the blackboard, and thus is potentially useful for analysis 

of yarn board image in this study. 

   

(a) a part of yarn board image   (b) amplitude of Fourier transform of (a) 

Figure 5.3 Amplitude of yarn board image in frequency domain. 

As shown in Figure 5.3 (b), the main frequency components are distributed in the 

vertical direction.  The maximum amplitude of Fourier transform in each row can 

be extracted to generate a one-dimensional distribution of frequency components.  

Figure 5.4 shows two examples of one-dimensional distribution of frequency domain 

for 60Ne yarn board images with two different grades (B+ and D+). 
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(a) B+ grade yarn     (b) D+ grade yarn 

Figure 5.4 Maximum amplitude of yarn board image in frequency domain. 

In Figure 5.4, the highest peak h0 presents the mean brightness of the image and the 

second largest peak h1 indicates the frequency of yarn wraps.  Although their 

amplitudes are different (about 3×108 for B+, about 1×108 for D+), the frequencies 

of h1 for these two images are similar (2028 for B+ grade yarn image and 2027 for 

D+ grade yarn image).  With the frequency of h1, we can calculate: 

B+ yarn: 
( )

3500
50017512028

heightimage
resolutionimage)( 01 ×−

=
×− hh

= 39.6  wraps per inch 

D+ yarn: 
( )

3500
50017512027

heightimage
resolutionimage)( 01 ×−

=
×− hh

= 39.4  wraps per inch 

where zero frequency h0 is 1751 (pixel), image resolution is 500 (dpi) and image 

height is 3500 (pixel) in this study. 

h1=2028 

h0=1751 

h2=2305 
h3=2582 

h0=1751 

h1=2027 
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Wrapping frequency of the two yarn samples shown in Figure 5.4 is 40 wraps per 

inch, so h1 matches well with the real wrapping frequency of yarn.  In Figure 5.4 (a), 

h2 and h3 of the B+ yarn image are the second and third harmonic of wrapping 

frequency h1, respectively.  However, for the low-quality yarn in Figure 5.4 (b), 

there is no obvious harmonic of h1. 

As shown in Figure 5.3 (a), yarn board image mainly contains three elements of yarn 

body, yarn hairs and blackboard.  Yarn body possesses a low-frequency distribution 

while yarn hairs present high-frequency components in the FFT spectrum.  In order 

to separate the yarn body from hairs, a Butterworth low- pass filter (BLPF) will be 

employed in this study, which can be defined: 

( )
( )[ ] nDvuD

vuH 2
0,1

1,
+

=            (5.2) 

where D(u, v) is the distance of a point (u, v) from the origin in frequency domain, 

D0 is a distance of the point of cut-off frequency from origin, and n is the order of a 

Butterworth low-pass filter (BLPF). 

Moreover, the Fourier transform of an image can be inversed back to the spatial 

domain by Equation (5.3) for further processing of yarn image segmentation. 
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Based on the above processing of Fourier transform, low-pass filtering and inverse 

Fourier transform, the yarn board image can be separated into images of yarn body 

and hairiness, and then the statistical features can be extracted from yarn diameter 

and hairs for further analysis.  The extraction strategy is shown in Figure 5.5.  

Seven features will be extracted from yarn body image and one feature is extracted 

from yarn hairiness image.  The meanings of these features are listed in Table 5.1. 

 

Figure 5.5 Proposed strategy for feature extractions of yarn diameter and hairs. 
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f6 

Yarn diameter 

f2 f3 f4 f1 f5 f7 

Inverse Fast Fourier Transform (IFFT) 

f8 

Yarn hairs 

Fast Fourier Transform (FFT) 

Butterworth low- pass filter (BLPF) 

Yarn body image Yarn hairiness image 



Chapter 5 

237 
 

Table 5.1 Features and their meanings 

Feature Meaning 

f1: Mean of yarn diameter 

f2: CV of yarn diameter 

f3: Percentage of yarn diameter larger than 150% of mean (thick places) 

f4: Percentage of yarn diameter smaller than 50% of mean (thin places) 

f5: Percentage of yarn diameter larger than 300% of mean (neps) 

f6: Skewness of yarn diameter 

f7: Kurtosis of yarn diameter 

f8: Entropy of yarn hairiness image 

 

5.2.2. Multi-scale information 

It is a common knowledge that the view of an object appears to be different when 

observed at different observation distances.  The details of the object will become 

clearer when observed at a closer distance.  Figure 5.6 shows the relation between 

the size of retinal image and the observation location.  In Figure 5.6, H is an object, 

l1 and l2 are its retinal images at different observation distances d1 and d2, and f is the 

distance from the nodal point to the retina in a typical human eye, which is assumed 

to be a constant. According to trigonometry, the size of retinal image can be 

determined by: 
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So, the relationship of retinal images l1 and l2 of the object H observed at d1 and d2 

can be obtained as 

1
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d
d

l
l
=                (5.5) 

 
Figure 5.6. Retinal image of an object at different observation locations. 

In order to imitate human visual behavior, we will use different resolutions (in DPI) 

of digital image to represent the retinal image observed at different distances.  For 

constant neuron in the retina, a larger retinal image will indicate a clearer object or a 

higher image resolution.  Assuming the size of retinal image l is proportional to the 

image resolution p, we can have: 

2
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p
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l
l
=                (5.6) 

Combining Equations (5.5) and (5.6), the relationship between the observation 
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distance and image resolution should be: 

1

2

2

1

p
p

d
d

=                (5.7) 

Hence, the distance of observation is in inverse proportion to the image resolution.  

In other words, a shorter observation distance is corresponding to a higher resolution 

of the image, and vice versa.  Figure 5.7 (a) shows a view of yarn board image with 

high resolution, corresponding to a close observation distance.  The details of yarn, 

such as yarn body, yarn hairs and foreign fiber, can be clearly observed.  Figure 5.7 

(b) shows the whole board image in a low resolution, corresponding to a relatively 

far observation distance.  Though the details of yarn are not clear, several regions 

apparently attract our attention, which may consist of neps and thick places of yarn.  

Therefore, in yarn surface grading, both low-resolution and high-resolution 

information are valuable for yarn classification.  In this study, a two-scale model 

(i.e. low-resolution, high-resolution) will be proposed in order for a complete and 

accurate yarn classification.  Likewise, the concept and model can be also applied 

to more number of scales (e.g. three- or four- scale) by adopting different 

observation distances or image resolutions.  Therefore, it will be generally defined 

as multi-scale model in this study. 
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(a) high resolution     (b) low resolution 

Figure 5.7 Yarn board image with different resolutions. 

In this study, the yarn board will be observed at two different distances: Scale 1 at 

the observation distance of 1m, and Scale 2 at the least distance of human distinct 

vision, 0.25m.  Figure 5.8 shows the relation of visual distance and resolution. In 

Figure 5.8, h is the object with two pitch/points at its ends, d is viewing distance and 

α is visual angle of human eye.  According to Figure 5.8, the relation between 

observation distance d and image resolution P can be formulated as [161]: 

2tan2
11

α××
==

dh
P             (5.8) 

 

Figure 5.8 Visual distance and resolution. 
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Generally, the minimum distinct angle of the human eye is about 1' (minute of arc, or 

1/60 of a degree) [161], and the least distance of distinct vision for normal eye is 

0.25m [162].  Accordingly, the resolution p1 for the minimum angle (1') in Scale 2 

can be calculated as: 







 ×××

=

60
1

2
1tan25.02

1
1p = 13751 dot per meter = 349 dot per inch (DPI) (5.9) 

For the observation distance of 1m, the resolution p2 of minimum angle (1') in Scale 

1 can be calculated as: 







 ×××

=

60
1

2
1tan12

1
2p = 3438 dot per meter = 87 dot per inch (DPI)  (5.10) 

Table 5.2 shows the relationship of observation distance and image resolution.  

According to Equations (5.9) and (5.10), the calculated resolutions of two scales are 

87dpi for 1m (Scale 1) and 349dpi for 0.25m (Scale 2) respectively.  In this study, 

the approximative resolutions of 100dpi for 1m (Scale 1) and 300dpi for 0.25m 

(Scale 2), are, therefore, used to analyze yarn image on the black board. 
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Table 5.2 The observation distance and image resolution. 

Scale Observation distance Image resolution (dpi) 

 (m) calculated value adopted value in this study 

Scale 1 1 87 100 

Scale 2 0.25 349 300 

 

Figure 5.9 shows the proposed strategy of feature extraction based on multi-scale 

information.  Two attention models: SR model and AIM model will be used to 

analyze the yarn board image in Scale 1 and Scale 2, respectively.  Eight features 

will be extracted from saliency value and saliency region for yarn classification.  

The meanings of the eight features are listed in Table 5.3. 

 

Figure 5.9 Proposed strategy for feature extractions from saliency value and region. 

Yarn board image 
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Table 5.3 Features and their meanings 

Feature Meaning 

f9: Mean of saliency value in scale 1 

f10: Standard deviation of saliency value in scale 1 

f11: Third-order moment of saliency value in scale 1 

f12: Interquartile range (IQR) of saliency value in scale 1 

f13: 50th percentile of saliency value in scale 1 

f14: 95th percentile of saliency value in scale 1 

f15: Mean of relative CV of diameter in saliency regions of scale 1 (SR) 

f16: Mean of relative CV of diameter in saliency regions of scale 2 (AIM) 

 

5.2.3. Extended spectral residual (SR) approach 

In order to obtain large regions of yarn fault, the yarn image I(x) is blurred to form 

an input image Ib (x) by using a circular averaging filter hb (x). 

( ) ( ) ( )xhxIxI bb ×=             (5.11) 

Then, the log spectrum Lb(f) of the blur image Ib (x) can be written as 

( ) ( )[ ]( )( )xIFRfL bb log=           (5.12) 

where F denotes the Fourier transform and R(F[Ib(x)]) is the amplitude of Ib(x). 

In the SR method [125] mentioned in Section 2.3.2.1, the log spectrum L(f) (in 
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Equation (2.21)) of each image I(x) is smoothed and used as a benchmark for the 

measurement of image conspicuity or saliency.  However, for yarn evaluation 

considered in this study, this kind of individual benchmarks is not appropriate 

because yarn of different qualities cannot be differentiated as the smoothed log 

spectrum is different for each image.  Therefore, a general or standardized log 

spectrum or benchmark is needed in order for a comparison among the yarns with 

different qualities.  Supposing Ii (x) is the ith image of the same yarn count with 

different qualities (A, B+, B, C+, C, D+, D and D-), the average log spectrum of 

these images can be calculated as 

( ) ( )( ) ( )[ ]( )( )∑=∑=
==

N

i
i

N

i
i xIFR

N
fA

N
fA

11
log1log1

      (5.13) 

where Ai ( f ) is the amplitude of the ith image Ii (x) in the database with N images. 

Then the average log spectrum A( f ) can be smoothed and defined as the generalized 

log spectrum A'( f ): 

( ) ( ) ( )fAfhfA n ×=′            (5.14) 

where hn(f) is an average filter with a n × n matrix. 

Based on the benchmark A'(f), the spectral residual Rs(f) of image can be obtained by 
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( ) ( ) ( )fAfLfR bs ′−=            (5.15) 

Correspondingly, the image residual RI(x) can be formulated by transforming 

spectral residual back to spatial domain: 

( ) ( ) ( )[ ]( )( )[ ]21 exp xIFfRFxR bsI ℑ+= −         (5.16) 

where F-1 denotes the inverse Fourier transform and ( )[ ]( )xIF bℑ  is phase spectrum 

of image Ib(x). 

Further, the image residual indicates the conspicuity of the image.  Since the quality 

of A-grade yarn is the best and the qualities for the others are progressively lower, 

yarn samples with more conspicuity (larger difference) will be assigned to a lower 

grade. 

Finally, the saliency map S(x) can be obtained by applying a series of Gaussian filter 

g(x) to image residual RI(x): 

( ) ( ) ( )xRxgxS I×=             (5.17) 

5.2.4. Attention based on information maximization (AIM model) 

As for AIM model [130] mentioned in Section 2.3.2.1, the structure of AIM model 
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exhibits considerable agreement with the organization of human visual system [130].  

With consideration of the definition of context, AIM can compute the saliency on the 

entire color image.  It is suitable to be used in large-scale and high-resolution image 

for detecting the detailed information of yarn board image, and especially, it is 

sensitive to color visible fiber.  Hence, in this study, AIM method will be employed 

to generate saliency map of detailed yarn information in Scale 2 (observed at 0.25m, 

image resolution of 300dpi) for multi-scale detection. 

5.2.5. Probabilistic Neural Networks (PNNs) 

Probabilistic neural network (PNN), as a kind of radial basis function networks 

(RBF), was originally proposed by Specht [163-164].  For the characteristics of 

simplicity and efficiency, PNN is particularly suitable for multiple-class 

classification problems [165].  Figure 5.10 shows the architecture of probabilistic 

neural network [166].  On receiving a pattern x from the input layer, the neuron xij 

of the pattern layer computes its output: 

( )
( )

( ) ( )










 −−
−= 22

exp
2

1
2 σσπ

φ ij
T

ij
dij

xxxx
x d        (5.18) 

where d denotes the dimension of the pattern vector x, σ is the smoothing parameter, 

and xij is the neuron vector. 
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Figure 5.10 Architecture of probabilistic neural network (PNN) [166]. 

In this study, the PNN provided in MathWorks MATLAB software is employed to 

classify the yarn surface appearance.  The following syntax is used to design a 

probabilistic neural network in MATLAB: 

net = newpnn (P, T, spread )           (5.19) 

where P is R×Q matrix of Q input vectors, T is S×Q matrix of Q target class vectors 

and spread is the spread of radial basis functions (the first-layer biases are all set to 

0.8326/spread, resulting in radial basis functions that cross 0.5 at weighted inputs of 

+/– spread.). 

The architecture of probabilistic neural network in Matlab is shown in Figure 5.11.  

It consists of three layers of an input layer, a hidden layer (Radial basis layer) and an 
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output layer (Competitive layer).  When an input is presented, the first layer 

computes distances from the input vector to the training input vectors, and then 

produces a vector whose elements indicate how close the input is to a training input. 

The second layer sums these contributions for each class of inputs to produce a 

vector of probabilities. Finally, a compete transfer function on the output of the 

second layer picks the maximum of these probabilities, and then produces 1 for that 

class and 0 for the other classes. [167] 

 
Figure 5.11 Architecture of probabilistic neural network (PNN) in Matlab. [167] 

where R is number of element in input vector, Q is number of input/target pairs (number of 

neurons in Radial basis layer), IW1,1 is input weights of first layer, ||dist|| is the Euclidean 

distance weight function, b is bias vector, LW1,2 is the second-layer weights, 
2

1
1

na −= e , C is 

competitive transfer function for calculating a layer's output from its net input, and K is 

number of classes in input data (number of neurons in Competitive layer). 

5.3. Implementation 

In this section, the methodology and working principle of the proposed method will 
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be described.  The yarn diameter, yarn hairiness, spectral residual map and 

multi-scale saliency regions will be formulated from the original yarn board image.  

Then the statistical features of all the yarn samples will be extracted and used as 

input of PNN to classify the grades of yarn surface appearance. 

5.3.1. Segmentation of yarn body and hairs 

5.3.1.1. Image processing 

Yarn evenness or regularity is an important measure for yarn quality, which can be 

defined as the variation in weight or the variation in thickness per unit length of the 

yarn [168].  It is one of the most important features for yarn surface grading.  

Therefore, in this study, yarn body will be identified and extracted from the yarn 

board image for formulating statistical measures of yarn evenness.  Besides, yarn 

hairiness image will also be obtained by removing the yarn body from the original 

image for formulating statistical measures of fuzziness.  The main steps for the 

segmentation of yarn board image are described in Figure 5.12. 

 
Figure 5.12 Steps for the segmentation of yarn board image. 
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Figure 5.13(a) shows an example of 60Ne yarn board image with a size of 7×7 

inches (49 inch2).  In order to demonstrate the working principle of the proposed 

processing method, a small part of Figure 5.13(a) is extracted and employed for yarn 

segmentation, as shown in Figure 5.13(b).  It can be noted that the image contains a 

number of parallel yarn bodies, black background and randomly distributed yarn 

hairs.  In order to extract yarn body, the hairs has to be completely removed.  It is 

a challenging task because the hairs are not only large in number but also present a 

random distribution.  For doing this, as shown in Figure 5.12, the original color 

image of yarn board needs to be converted to gray image for further processing. 

 

(a) a 60Ne yarn board image   (b) a magnified local view of Figure 5.13(a)  

Figure 5.13 Example of yarn board image. 

The Fast Fourier transform (FFT) will be used to remove the majority of yarn hairs 

by transforming the gray image to the frequency domain.  Figure 5.14(a) shows the 
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log spectrum image of Figure 5.13(b).  It appears to be a 3D distribution with low 

frequency components composed of yarn bodies and background and high frequency 

related to yarn hairiness.  Therefore, yarn hairiness can be removed by a low pass 

filter.  In this study, Butterworth low pass filter (at D0=0.7, n=5) is employed to 

delete the effect of high-frequency terms and the resultant log spectrum is shown in 

Figure 5.14(b).  After that, the resultant log spectrum is transformed back to the 

spatial domain for constructing a de-noised image of Figure 5.13(b), as shown in 

Figure 5.15 (a).  Compared to the original image, the brightness of the image after 

FFT analysis is decreased, and the image is blurry and contains less hairiness.  In 

order to extract yarn body, the de-noised image should be further converted to a 

binary image.  Figure 5.15 (b) shows a histogram of Figure 5.15 (a), which shows a 

global threshold is suitable to convert the de-noised image to a binary image.   

 

(a) Log spectrum of image   (b) Log spectrum with low-pass filter  

Figure 5.14 Yarn board image in frequency domain by FFT. 
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(a) image after low-pass filter     (b) histogram of (a)    

Figure 5.15 De-noised image using FFT and BLPF. 

In this study, the Otsu's method is used for this purpose and the resultant binary 

image is shown in Figure 5.16.  As shown in Figure 5.16, though majority hairs of 

original image are eliminated, there are still many individual yarn hairs which cannot 

be removed by FFT-IFFT processing.   

 

Figure 5.16 Binary image. 
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In order to completely remove the remaining hairs and other noises, a connected 

components labeling algorithm is employed.  All the connected components of 

white pixels in the binary image are labeled and the size of each connected 

component is computed [96].  Since the size of the yarn body is much larger than 

those of the noises, the connected components with the larger size than width of 

image are treated as the yarn body, and the other connected components are 

eliminated.  The final binary image of yarn body can be obtained, as shown in 

Figure 5.17 (a).  Besides, the hairiness could be obtained by deleting the yarn body 

from the original image, as shown in Figure 5.17 (b). 

 
(a) Yarn diameter     (b) Yarn hairiness 

Figure 5.17 Separated yarn board image 

Based on Figure 5.17 (a), yarn boundaries can be easily identified, as shown in 

Figure 5.18(a).  Accordingly, diameter of all yarn bodies can be calculated and its 
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histogram is shown in Figure 5.18(b).  It can be noted that the diameter of the yarn 

samples ranges from 1 pixel to 12 pixels.  The yarn diameter is mostly concentrated 

between 2 and 5 pixels (99.9654% of all), with a mean diameter of about 3 pixels. 

 
(a) yarn boundaries     (b) histogram of yarn diameter  

Figure 5.18 Histogram of yarn diameter. 

5.3.1.2. Feature extraction 

In yarn surface grading, there are six series of photographic standard used for 

evaluating different yarn counts and each yarn count sample should be evaluated 

with respect to its own photograph standard.  Therefore, yarn count is considered as 

an important feature for yarn grading in the proposed computer method.  Based on 

the results in Section 5.3.1.1, the mean value of yarn diameters will be extracted as a 

feature f1 of yarn count for evaluation: 
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where di is ith diameter, d  is the mean value of di, and L is the total length of yarn 

(in pixel). 

In addition, the following four dimensionless statistical measures of yarn diameter 

will be formulated to present the irregularity of yarn evenness. 

(1) The coefficient of variation (CV), f2, is formulated to measure the variability of 

yarn diameter: 
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(2) Thick place is a kind of yarn fault having 50% more than the mean diameter of 

yarn.  Therefore, the third feature f3 is calculated as a measure of thick places in 

percentage relative to yarn length: 

L
Tf k=3               (5.22) 

where Tk is the number of thick places (in pixel). 

(3) Thin place is also a yarn fault having 50% less than the mean diameter of yarn.  

Thus the fourth feature f4 is calculated as a measure of thin places in percentage 

relative to yarn length: 
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L
Tf n=4               (5.23) 

where Tn is number of thin places (in pixel). 

(4) Neps is another yarn fault having 200% more than mean diameter of yarn.  The 

fifth feature f5 is calculated as a measure of neps in percentage relative to yarn 

length: 

L
T

f p=5               (5.24) 

where Tp is number of neps (in pixel). 

Besides the above statistical measures, two more statistical measures, skewness and 

kurtosis, will be employed to describe the distribution patterns of yarn diameter.  

The skewness of yarn diameter is used to measure the asymmetry of yarn diameters 

around its mean value.  When yarn diameter is spread out to the left of mean, the 

skewness is negative, otherwise it is positive [169].  For a symmetric distribution, 

like normal distribution, the skewness is zero.  The skewness of the distribution of 

yarn diameters forms the sixth feature f6 and it can be defined as 
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Kurtosis is a measure for the degree of peakedness/flatness of a distribution or how 

outlier-prone the distribution is.  The kurtosis of the normal distribution is 3.  

Distributions that are more (or less) outlier-prone than the normal distribution have 

kurtosis greater (or less) than 3. [170]  The kurtosis of the distribution of yarn 

diameter forms the seventh feature f7 and it can be defined as 
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Besides the yarn diameter, information obtained from yarn hairiness will also be 

used for digital grading of yarn surface appearance.  Particularly, the entropy of 

yarn hairiness extracted from the gray-scale image of hairiness (e.g. Figure 5.17 (b)) 

will be formulated as a statistical measure for the randomness of hairiness [171]: 

( )∑ ×−=
−

=

1

0
28 log

M

k
kk ppf            (5.27) 

where M is the number of gray levels of image (256 in this study) and pk is the 

probability associated with gray level k. 

So far, eight features f1 to f8 related to yarn diameter and hairiness are extracted from 

two yarn images (Figure 5.17), as shown in Table 5.1.  Feature f1 is the mean of 

yarn diameter, which is considered as a global feature for yarn count.  Features f2 to 
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f5 present the irregularity of yarn diameter, including CV of yarn diameter (f2), thick 

place (f3), thin place (f4) and neps (f5).  Features f6 and f7 are statistical measures of 

the distribution pattern of yarn diameters: skewness (f6) and kurtosis (f7).  And 

features f8 is a measure of the texture of hairiness image.  Figure 5.19 shows the bar 

charts of the statistical results (mean and standard deviation) of these features for a 

series of 60Ne yarn samples constructed in Section 5.3.4.  For the 60Ne yarn 

samples, the mean of diameter f1, CV of diameter f2 and entropy of hairiness f8 

appear to be good features for differentiating various grades of yarn.  Their values 

are generally decreased with the increase of yarn surface quality, or in other words, 

the better the yarn quality, the lower the value.  While the measures for thick places, 

thin places, neps, skewness and kurtosis ( f3 ~ f7) do not present a linear tendency for 

different yarn grades.  The features will be further analyzed in the following 

experimental section for yarn classification. 

 

(a) f1: mean of diameter    (b) f2: CV of diameter 
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(c) f3: percentage of thick places  (d) f4: percentage of thin places 

 

(e) f5: percentage of neps    (f) f6: skewness of diameter 

 

(g) f7: kurtosis of diameter    (h) f8: entropy of hairiness 

Figure 5.19 Bar charts of features extracted from diameter and hairs (60Ne). 
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5.3.2. Image residual of extended SR model 

5.3.2.1. Image processing 

Based on Section 5.2.3, the extended SR method is applied to the yarn board image 

at Scale 1 (100dpi which is equivalent to an observation distance of 1m) for image 

analysis.  For a particular yarn image, the smoothed average shape of the log 

spectrum of all yarn samples A'(f) instead of its own smoothed log spectrum will be 

considered as a general shape of log spectrum for image processing.  Figure 5.20 (a) 

shows the average log spectrum of all 60Ne yarn images in the database (see Section 

5.3.4) and it is then smoothed by a circular averaging filter with a square matrix of 

side 7 pixels, as shown in Figure 5.20 (b).  The smoothed shape of the average log 

spectrum will be used as a benchmark of 60Ne yarns. 

 

(a) average shape     (b) smoothed shape A'(f) 

Figure 5.20 General shape of log spectrum of all 60Ne yarn samples. 
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Here, a B+ grade image sample of 60Ne yarn shown in Figure 5.21 (a) is employed 

to illustrate the results of the proposed method.  For the region-based yarn fault, the 

blurred image of Figure 5.21 (a) is obtained by using a circular averaging filter with 

a square matrix of side 5 pixels, as shown in Figure 5.21 (b).  Based on Equations 

(5.12)~(5.16), the log spectrum Lb(f), spectral residual Rs(f) and image residual RI(x) 

of the B+ yarn image can be obtained, as shown in Figure 5.22 (a) ~ (c).  The image 

residual indicates the conspicuity of the image relative to the same benchmark.  As 

shown in Figure 5.22(c), the larger value of image residual presents higher 

conspicuity.  In order to compare the level of conspicuity, the residual image is 

sorted as a 1D signal, as shown in Figure 5.22 (d), for further feature extraction. 

  

(a) 100dpi image I(x)     (b) blurred image Ib(x) 

Figure 5.21 A 60Ne yarn sample with B+ grade 
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(a) log spectrum Lb(f)     (b) spectral residual Rs(f) 

 
(c) image residual RI(x)     (d) sort curve C of (c) 

Figure 5.22 Image processing by SR method for the B+ grade 60Ne yarn. 

In order to formulate feasible features for yarn grading, the ordered curves of image 

residual of all 60Ne yarn samples in the database are generated, as shown in Figure 

5.23(a).  Figure 5.23(b) shows a local magnified view of Figure 5.23(a), 

corresponding to 50th percentile ~ 95th percentile of the data.  It can be noted that 

the curves of different grades of yarn present different tracks and thus can be well 

differentiated by appropriate measures. 
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(a) whole curves for all 60Ne images 

 
(b) 50th to 95th percentile of the curves 

Figure 5.23 Ordered curve of spectral residual of all 60Ne images. 

5.3.2.2. Feature extraction 

Based on the tendency of the curves in Figure 5.23, the following six statistical 

features can be extracted from the ordered curve C of image residual to present the 

characteristics of the yarn board images for further classification: 

(1) f9 is the mean value of C: 
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(2) f10 is standard deviation of C: 
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(3) f11 is third-order moment of C: 
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(4) f12 is inter-quartile range of C. 

(5) f13 is the 50th percentile of C. 

(6) f14 is the 95th percentile of C. 

Figure 5.24 shows bar charts of the proposed six measures for 60Ne yarn samples in 

Figure 5.23.  It can be noted that all the measures or features f9 to f14 present a 

declined trend with the increase of yarn quality.  Therefore, they are potential good 

features for yarn classification. 

 
(a) f9: mean     (b) f10: standard deviation   
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(c) f11: third-order moment     (d) f12: IQR    

 

(e) f13: 50th percentile     (f) f14: 95th percentile   

Figure 5.24 Bar charts of the features extracted from image residual of 60Ne yarns. 

5.3.3. Image conspicuity from multi-scale attention models 

In this section, the yarn board image will be analyzed using multi-scale attention 

models, and the features from different scales will be extracted from the relevant 

saliency map by using attention model. 

5.3.3.1. Image processing 

According to the multi-scale analysis proposed in Section 5.2.2, in this study, yarn 
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board image with a resolution of 100dpi and 300dpi will be used to simulate the 

visual inspection at different observation distances of 1m and 0.25m, respectively.  

Therefore, two saliency maps at different scales will be generated by the extended 

SR method at Scale 1 (100dpi or at1m) and AIM method at Scale 2 (300dpi or at 

0.25m). 

In scale 1, SR method works on the blurred gray image with a relatively low 

resolution, so the global defects, especially the neps and thick places, can be well 

identified, but the details of yarn (e.g. yarn hairiness) and foreign matter may be 

neglected.  Therefore, the AIM method is employed for analysis in Scale 2, with 

high-resolution color image.  Beside the thick places and neps, the fuzziness of 

hairiness and foreign matters can be detected.  Saliency map in Scale 1 can detect 

large regions of defect while in Scale 2, saliency map can detect the detailed 

information of yarn faults.  In the following analysis, the B+ grade yarn shown in 

Figure 5.13(a), will be employed to demonstrate the working principle of multi-scale 

attention model.  According to Equation (5.17), the SR saliency map S(x) in scale 1 

can be obtained by applying a Gaussian filter g(x) to image residual RI(x).  Then, 

with its image residual map in Figure 5.22 (c), the SR saliency map of the B+ grade 

yarn in Scale 1 can be obtained, as shown in Figure 5.25. 
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Figure 5.25 Original SR saliency map. 

According to the algorithms proposed in Section 2.3.2.1, AIM method can work on 

high-resolution image.  However, because of the huge amount of computation 

involved, it needs more memory and time for processing.  So the size of image 

should be considered.  In this study, the yarn board images are obtained from yarn 

samples with a size of 7 by 7 inches at the resolution of 300dpi.  In order to make 

the method workable and efficient, the whole image is divided into 4 pieces of 

images and each piece of image should be processed individually.  This kind of 

treatment is consistent with human visual inspection behavior on yarn board at a 

closer observation distance.  If the examiner inspects yarn board closely, it is 

impossible to view all the contents of whole board simultaneouly.  Actually, the 

examiner will inspect the details of yarn board section by section.  Figure 5.26 

shows the four pieces of AIM saliency map for the B+ grade yarn sample. 
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Figure 5.26 Original AIM saliency map divided into 4 pieces. 

In Figure 5.25 and Figure 5.26, the regions with a high saliency value should be the 

zones of yarn fault.  In this study, 95th percentile of the saliency value is chosen as 

the threshold to decide the target saliency regions.  Then, the maximum saliency 

values in each target saliency regions are sorted and the top 20 regions are extracted 

for further analysis.  Figure 5.27 shows an example saliency map containing the top 

20 saliency regions.  Besides, four representative saliency regions (A1, B1, C1 and 

D1) are also enlarged in Figure 5.27 for a better view of distribution of salient objects.  

It is noted that the larger saliency value means higher conspicuity of detected objects.  

Furthermore, yarn image and extracted yarn body are also shown in Figure 5.27 

corresponding to these salient regions.  It is apparently that all salient regions 

contain certain yarn faults.  More specifically, region B1 contains thick places while 
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the other three regions involve different levels of neps. 

 
Figure 5.27 Saliency map by SR method in Scale 1 (resolution of 100dpi). 

(i) saliency value image, (ii) yarn image, (iii) yarn body image. 

Similarly, in AIM method, the threshold (95th percentile) will also be used for each 

piece of saliency map to obtain the target saliency regions and the top 5 regions in 

each piece will be selected (total 20 saliency regions for a whole image), as shown in 
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Figure 5.28.  In Figure 5.28, four typical salient regions (A2, B2, C2 and D2) are also 

enlarged for a better view together with their original yarn images and the yarn 

bodies.  It can be noted that regions A2 and B2 include neps and thick place 

respectively while fuzziness is recognized in region C2 and a foreign matter is 

detected in region D2. 

 
Figure 5.28 Saliency map by AIM model in Scale 2 (resolution of 300dpi). 

(i) saliency value image, (ii) yarn image, (iii) yarn body image. 
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From Figure 5.27 and Figure 5.28, attention models (SR and AIM) at two different 

scales are feasible and capable in detecting various yarn faults by considering and 

comparing all adjacent yarn elements in the color yarn board image. It is not only 

coincided with human visual inspection of yarn grading, but also superior to other 

methods where only a simple component (e.g. yarn diameter) is considered. 

5.3.3.2. Feature extraction 

For the SR saliency map in Figure 5.27 and the AIM saliency map in Figure 5.28, the 

standard deviation of yarn diameters in each salient region (total 20 regions) is 

calculated.  It is supposed to present a higher value for lower quality of yarn surface.  

Therefore, the following features will be extracted from yarn diameter in the salient 

region at Scale 1 and Scale 2 respectively, for yarn classification: 
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where t = 20, S1i and S2i are the standard deviation of yarn diameters in ith saliency 

region in Scale 1 and Scale 2, respectively, and d  is the mean of yarn diameter in 

the whole board image. 
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Actually, the features f15 and f16 are the mean values of CV of the yarn diameters in 

the top 20 saliency regions.  Figure 5.29 shows bar charts of the features extracted 

from the top 20 saliency regions of multi-scales for the 60Ne yarn samples (total 26 

samples) in the database.  It can be noted that the values of features f15 and f16 

present a declined trend with the increase of yarn quality.  Therefore, they are 

potential good features for yarn classification. 

 

(a) f15 (SR in Scale 1)    (b) f16 (AIM in Scale 2) 

Figure 5.29 Features of 60Ne yarns extracted from the top 20 regions in multi-scale. 

5.3.4. Database construction of yarn board images 

In order for a full evaluation of the proposed method, in this study, a series of spun 

yarns with eight different counts (7Ne, 10Ne, 16Ne, 20Ne, 30Ne, 40Ne, 60Ne and 

80Ne), and different qualities of surface appearance were produced by using 

different spinning methods and parameters, as listed in Table 5.5.  Figure 5.30 
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shows the system for image acquisition of the yarn black board, which consists of a 

yarn board winder, a scanner, a computer and image acquisition software.  The yarn 

sample is wound on a black board by the yarn board winder, and then a digital yarn 

board image can be obtained by the scanner. 

    

Figure 5.30 System for image acquisition. 

The yarn samples were prepared and wound on the black board according to ASTM 

D2255 [51].  Table 5.4 shows the relevant requirements for preparation of yarn 

samples.  Once the yarn samples were prepared, three experienced yarn graders 

were invited to give a visual evaluation on each sample according to the 

photographic standards of ASTM D2255, and assign a grade for each yarn.  The 

grading results from the three experts were averaged as a benchmark for evaluation 

of the proposed computer method. 
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Table 5.4 Requirements for preparations of specimens 

Series Range of yarn 
counts (Ne) 

Wraps per inch 
(tolerance: ±10%) 

Spun yarn appearance standard 
(board with photos) 

Series 1-79  1 to 12 20 ADJD225501 

Series 2-79 12 to 24 22 ADJD225502 

Series 3-79 24 to 36 26 ADJD225503 

Series 4-79 36 to 50 32 ADJD225504 

Series 5-79 50 to 75 38 ADJD225505 

Series 6-79 75 to 135 48 ADJD225506 

 

The size of standard image is 9.5×5.5 inches (52.25 inch2).  In order to keep a 

similar quantity of yarn information, the size of digital yarn image is fixed as 7×7 

inches (49 inch2).  In this study, the digital color yarn images are acquired by using 

CanoScan 8800F scanner with a resolution of 500dpi and a size of 7×7 inches.  

Table 5.5 shows the details of yarn image database obtained from different yarn 

counts and surface qualities.  In Table 5.5, yarn counts range from 7Ne to 80Ne, 

covering most spun yarn counts of textiles.  Eight levels of yarn grades (A, B+, B, 

C+, C, D+, D and D-) are considered in the construction of database.  However, 

samples of two extremely poor grades (D and D-) are not presented in the table 

because of the difficulties in preparation of such samples.  There are total 296 yarn 

samples in the database with more samples obtained from coarse yarn count and 

better surface quality.  Figure 5.31 shows four example images of 60Ne yarn with 
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different grades in the database. 

Table 5.5 Database of yarn images for grading system 

Yarn 

count 

(Ne) 

  Yarn grade (index) Total Frequency 

D- D D+ C C+ B B+ A  

(60) (70) (80) (90) (100) (110) (120) (130)  

7 0 0 8 8 4 4 14 8 46 16% 

10 0 0 0 4 6 6 12 16 44 15% 

16 0 0 0 6 12 4 12 4 38 13% 

20 0 0 0 4 2 8 8 16 38 13% 

30 0 0 20 0 0 0 16 8 44 15% 

40 0 0 0 4 8 0 4 8 24 8% 

60 0 0 4 0 8 4 10 0 26 9% 

80 0 0 0 8 8 8 12 0 36 12% 

Total 0 0 32 34 48 34 88 60 296  

Frequency 0% 0% 11% 11% 16% 11% 30% 20%   

 

  

(a) grade B+       (b) grade B 
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(c) grade C+      (d) grade D+ 

Figure 5.31 A series of 60Ne yarn board images with different grades. 

5.3.5. Yarn classification results 

5.3.5.1. Performance assessment method 

K-fold cross validation is a common method to measure the performance in machine 

learning.  For each of K experiments, K-1 folds are used for training and the 

remaining one is for testing.  All the samples in the dataset are eventually used for 

both training and testing.  Leave-one-out cross validation (LOOCV) is the 

degenerate case of K-fold cross validation, where K is chosen as the total number of 

samples.  This evaluation method provides an accurate estimation of the model with 

less biased.  Thus, it has been widely used in classification problems and gives a 

good estimation of the prediction accuracy.  In this study, LOOCV was used to 
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estimate the performance of the PNN classifier.  More specifically, LOOCV is used 

to iteratively train and validate the classifier with different training and testing samples.  

In each round, a single sample is used as validation data and the remaining samples are 

used as training data.  This will repeat K rounds in this study until all the samples 

have been used once as validation data. 

F-measure is a statistical measure to evaluate the performance of a classifier for 

multi-class classification.  It consists of precision and recall.  Precision is the 

probability that a retrieved document is relevant and recall is the probability that a 

relevant document is retrieved in a search.  Table 5.6 gives a confusion matrix for a 

multiclass problem, where L is the number of classes, nij is the number of sample 

which predicts class Ci to class Cj.  For the ith class Ci, its precision Pi, recall Ri and 

F1-measure are defined as [172] 

∑
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And the F1-measure of all L classes could be calculated as [172] 
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Table 5.6 Confusion matrix for multi-classification problem. 

  

 j   i 

Actual class 

 C1 C2 • • • CL 

Pr
ed

ic
te

d 
cl

as
s 

C1 n11 n12 • • • n1L 

C2 n21 n22 • • • n2L 

• • • • • • • 

• • • • • • • 

• • • • • • • 

CL nL1 nL2 • • • nLL 

 

In addition, the test performance of classifiers can be also determined by the overall 

classification accuracy, which is calculated by the number of correct decisions 

divided by the total number of samples [173]: 

∑∑
∑=

i j
ij

ii

n
nAccuracy             (5.35) 

In this study, two types of classification will be evaluated, namely eight-grade and 

five-grade.  In ASTM D2255, five-grade yarn classification is recognized for yarn 

grading of commercial shipment, while for quality control and research purpose, 

yarn classification can be refined into eight grades.  So, in this study, both kinds of 

classification system will be adopted for performance evaluation of the proposed 

method.  In eight-grade classification, eight yarn grades will be considered in yarn 
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grading, including A, B+, B, C+, C, D+, D and D-.  In five-grade classification 

(Section 5.3.5.3), five yarn grades will be involved, including A, B, C, D and D-. 

5.3.5.2. Eight-grade classification 

The algorithms proposed in Section 5.3.1~Section 5.3.3, are implemented on all 296 

yarn board images in the database constructed in Section 5.3.4.  For each yarn 

board image, 16 statistical features are extracted to present the characteristics of yarn 

surface appearance of the sample.  Detailed information about the extracted features 

and yarn grade (index) for all these 296 yarn samples is listed in Appendix F.  With 

these 16 features extracted from yarn board image, probabilistic neural network 

(PNN) is trained and used for yarn eight-grade classification on all 296 yarn samples 

of the database by using LOOCV.  The spread of radial basis function is the sole 

adjustable parameter for construction of PNN. If the spread is near zero, the network 

acts as a nearest neighbor classifier. As spread becomes larger, the designed network 

takes into account several nearby design vectors [167].  Figure 5.32 shows the 

spread-accuracy curve for spread selection in the eight-grade yarn classification.  It 

can be noted that the accuracy has a sharp increase for small values of spread from 0 

to 0.02. Afterwards, the accuracy has a very small increase from 91.22% to 92.23%.  

When the spread is between 0.056 and 0.074, the accuracy tends to keep stable at 
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92.23%.  So the spread is set at 0.06 in the experiment. 

 

Figure 5.32 Spread-accuracy curve for spread selection (296 samples, 8 grades). 

With the spread of 0.06, the resultant confusion matrix for eight-grade yarn 

classification (16 features, 296 samples) is shown in Table 5.7 for demonstrating the 

classification performance of the proposed method.  Each row of the table indicates 

the numbers of each grade in a predicted class while each column shows the numbers 

of each grade in an actual class.  Therefore, this matrix summarizes both correct 

and incorrect classifications.  The diagonal elements are counts of correct 

predictions and off-diagonal elements present the counts of incorrect predictions.  

From Table 5.7, it can be noted that 273 samples out of the total 296 samples are 

correctly classified, presenting a high classification accuracy of 92.23%. Particularly, 

among the 23 misclassified samples, 17 samples were classified to their neighboring 

grades.  For example, a yarn of B+ grade was misclassified to B grade.  Only 6 
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yarn samples (2% of total samples) were incorrectly classified to non-neighboring 

grades (e.g. a C-grade yarn sample was misclassified to B grade). 

Table 5.7 Confusion matrix for classification performance (spread = 0.06). 

Confusion 

matrix 

Actual grade Total 

D+ C C+ B B+ A 

Pr
ed

ic
te

d 
gr

ad
e 

D+ 32 0 1 0 0 0 33 

C 0 29 0 0 0 0 29 

C+ 0 3 41 1 0 0 45 

B 0 1 3 33 1 0 38 

B+ 0 1 3 0 83 5 92 

A 0 0 0 0 4 55 59 

 Total 32 34 48 34 88 60 296 

Precision (Pi) 1.0000 0.8529 0.8542 0.9706 0.9432 0.9167  

Recall (Ri) 0.9697 1.0000 0.9111 0.8684 0.9022 0.9322  

F1-measure 0.9846 0.9206 0.8817 0.9167 0.9222 0.9244 0.9269 

Accuracy       0.9223 

 

Besides the accuracy value (i.e. 92.23%) in Table 5.7, precision, recall and 

F1-measure are also calculated to evaluate the classification performance for each 

class.  The precision of grade D+ is 1, indicating all D-grade yarn samples are 

correctly classified.  For grades B, B+ and A, their precisions are all greater than 

0.9, showing that the majority of their samples are correctly classified with only a 
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small percentage of samples misclassified.  The worst cases are C and C+ grades 

with their precision values of 0.8529 and 0.8542 respectively.  The F1-measures for 

all yarn grades are generally larger than 0.9 except for C+ grade.  The overall 

F1-measure is 0.9269, which again indicates a good classification results of the 

proposed computer method. 

In order to evaluate the importance of individual extracted features, each single 

feature is considered as a single input of PNN to exam the accuracy of classification, 

and the results are listed in Table 5.8.  It can be noted that the accuracy of mean 

diameter (f1) is the highest (52.37%), followed by the CV of yarn diameter (f2), mean 

of relative CV of diameter in saliency region in scale 1 (f15), 50 percentile of SR 

saliency value (f13) and mean of SR saliency value (f9) with the accuracy of 49.66%, 

44.26%, 43.92% and 42.91%, respectively.  As discussed in Section 5.3.1 to 

Section 5.3.3, f1 to f8 are features extracted from yarn body and hairiness, f9 to f14 are 

features extracted from saliency values, and f15 to f16 are related to multi-scale 

saliency regions.  Therefore, from Table 5.8, each category of features (i.e. f1 - f8 , f9 

- f14 , f15 - f16) makes a good contribution to the yarn grade classification. 
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Table 5.8 Importance of individual feature 

Feature source  Single input feature fi Accuracy Rank 

 Diameter f1 0.5237 1 

  f2 0.4966 2 

  f3 0.3953 12 

Yarn body  f4 0.3480 15 

and hairiness  f5 0.3784 13 

  f6 0.4189 6 

  f7 0.2973 16 

 Hairs f8 0.4054 9 

  f9 0.4291 5 

  f10 0.3987 10 

Multi-scale Residual f11 0.3514 14 

model and  f12 0.3987 11 

saliency  f13 0.4392 4 

  f14 0.4189 7 

 Conspicuity f15 0.4426 3 

  f16 0.4122 8 

 

In this study, two types of PNN neural network, i.e. global PNN and individual PNN 

for each yarn count, are developed for yarn classification.  Table 5.9 shows the 

classification results for global and individual PNN neural networks.  In global 

network, all of the samples of each category are combined together for training and 
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testing.  The result shows that 92.23% testing samples can be correctly classified, 

which accords with the accuracy value obtained from confusion matrix in Table 5.7.  

Afterwards, eight PNN neural networks are also individually built up for their own 

classifications.  For each individual network, only the yarn images in the 

corresponding category are used for training and testing.  It can be noted that 

different individual networks have different performance.  The 20Ne and 60Ne 

individual networks perform better than the global PNN, with the classification 

accuracy of 94.74% and 96.15%, respectively.  The classification accuracy of 7Ne, 

16Ne and 30Ne individual networks is all higher than 90%.  However, the 10Ne, 

40Ne and 80Ne individual networks present a worse performance with a low 

accuracy of around 80%. 

Table 5.9 Classification results for eight-grade network (accuracy) 

 Individual networks Global network 

Yarn count 7Ne 91.30% 92.23% 

 10Ne 79.55%  

 16Ne 92.11%  

 20Ne 94.74%  

 30Ne 90.91%  

 40Ne 83.33%  

 60Ne 96.15%  

 80Ne 83.33%  
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5.3.5.3. Five-grade classification 

Besides the above refined eight-grade classification, the proposed method is also 

evaluated for five-grade classification which is commonly used in textile industry.  

The five-grade classification only involves grades A, B, C, D and D-.  For this 

purpose, 296 yarn samples in the database (Table 5.5) will be re-organized.  

Samples of grade B+ and grade B will be grouped together as grade B samples.  

Similarly, C+ and C are combined as C, D+ and D are combined as grade D.  The 

distribution of 5-grade yarn samples is listed in Table 5.10. 

Table 5.10 Database of yarn images for five-grade system 

Yarn count 

(Ne) 

 Yarn grade (index) Total Frequency 

D- 

(60) 

D 

(70-80) 

C 

(90-100) 

B 

(110-120) 

A 

(130) 

 

7 0 8 12 18 8 46 16% 

10 0 0 10 18 16 44 15% 

16 0 0 18 16 4 38 13% 

20 0 0 6 16 16 38 13% 

30 0 20 0 16 8 44 15% 

40 0 0 12 4 8 24 8% 

60 0 4 8 14 0 26 9% 

80 0 0 16 20 0 36 12% 

Total 0 32 82 122 60 296  

Frequency 0% 11% 28% 41% 20%   
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The classification results for five-grade of yarn samples are shown in Table 5.11.  

Similar to eight-grade classification, a global PNN network and eight individual 

PNN networks are constructed for classification of general and count-based yarn 

grades.  Compared with the eight-grade classification results in Table 5.9, the 

five-grade presents a higher classification accuracy in terms of global network and 

the individual networks of 7Ne, 16Ne and 40Ne.  For the other individual networks, 

the accuracies are same as those of eight-grade classification.  The accuracy of 

global network of five-grade is 93.58% which is slightly higher than that for 

eight-grade individual networks.  The accuracies of the individual network for 7Ne, 

16Ne and 40Ne are higher than those of eight-grade by 4.35%, 5.26% and 8.34%, 

respectively. 

Table 5.11 Classification results for five-grade network (accuracy) 

Individual network Global network 

Yarn count 

7Ne 95.65% 93.58% 

10Ne 79.55%  

16Ne 97.37%  

20Ne 94.74%  

30Ne 90.91%  

40Ne 91.67%  

 60Ne 96.15%  

 80Ne 83.33%  
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5.4. Development of yarn grading system 

In this section, an intelligent system will be designed and developed for yarn surface 

grading using MATLAB Graphical User Interface (GUI).  The system covers all 

aspects of yarn surface evaluation, including image acquisition, image processing, 

feature extraction and yarn classification.  As shown in Figure 5.33, the whole 

system consists of sample preparation, image acquisition and grading system.  First, 

a yarn sample will be wound onto the black board and then it is scanned by a scanner 

to obtain a digital image, and finally, the yarn image will be input to a grading 

system for image processing and yarn classification. 

 

Figure 5.33 Outline for yarn grading system. 

5.4.1. Main interface 

The digital yarn grading system starts with a main interface as shown in Figure 5.34.  

The system is designed to integrate four modules of Image Acquisition, Image 

Loading, Image Processing and Yarn Classification.  Figure 5.35 shows the flow 

chart of system, which will be further discussed in the following sections. 

Yarn board winder 

Grading system 

Yarn Scanner 

Sample preparation Image acquisition 

Grade 
input output 

Computer Yarn image 
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Figure 5.34 Main interface of the digital yarn grading system. 

 

Figure 5.35 Flow chart of the digital yarn grading system. 
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5.4.2. Image acquisition and image loading 

Yarn images have to be prepared for digital evaluation and classification.  In image 

acquisition, new yarn board samples will be scanned in the size of 7×7 inches with a 

the resolution of 500dpi by a digital scanner, as shown in Figure 5.36.  For existing 

yarn board images of the same size and resolution, they can also be directly loaded 

into the system for further processing, as shown in Figure 5.37 and Figure 5.35. 

 
Figure 5.36 Digital image acquisition 

 
Figure 5.37 Image loading. 
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5.4.3. Image processing 

With the input digital image, the computer method proposed in Section 5.2 will be 

implemented for image processing and used for extraction of the statistical features 

for yarn classification.  Two modules (online or offline processing) are designed 

and developed in image processing.  Offline is used for the case where the image 

processing of the sample has been done before and the results of image processing 

can be reloaded for further processing, while online module is used for the case 

where the sample has never been processed, as shown in the flow chart of Figure 

5.35.  

Figure 5.38 shows the interfaces for image processing and feature extraction.  The 

parameters for image processing and feature extraction are also included in the 

interface.  The optimal values used in Section 5.3 are set as default ones for image 

processing and they can be also adjusted here if necessary.  The sixteen features 

extracted from yarn image are also listed in the interface together with their values.  

Besides the parameters setting and the extracted features, image processing results 

related to yarn body image, image residual map and multi-scale information can also 

be generated in the interface, as shown in Figure 5.38 (a), (b) and (c), respectively. 
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(a) Yarn body image related results 

 

(b) Residual map related results 
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(c) Multi-scale information related results 

Figure 5.38 Interface for image processing and feature extraction. 

Table 5.12 lists the visualized images and maps involved in the image processing.  

There are total 24 images/maps which can be visualized in the interface, with 8 for 

yarn body image, 7 for image residual map and 9 for multi-scale information.  

Moreover, other detailed data such as sorted yarn diameter (in pixel) for each point, 

sorted values for image residual, and the means and standard deviations of yarn 

diameters in the top 20 saliency regions obtained by SR method and AIM method, 

are also listed in the interface, as shown in Figure 5.38. 
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Table 5.12 Visualized maps for selected button. 

Button Visualized maps 

Yarn Body Image Original yarn board image 

Gray image 

DC term deleted image 

FFT image 

Histogram of FFT image 

Binary image of yarn body 

Histogram of yarn diameter 

Yarn hairiness image 

Spectral Residual Map Original yarn board image 

Standard of log spectrum image 

Input image at 100dpi 

Blurred image 

Log spectrum of blurred image 

Spectral residual 

Image residual 

Multi-scale Information Original yarn board image 

Input image at 100dpi (Scale 1) 

SR saliency map 

SR Saliency map with top regions 

SR Saliency region with original image 

Input image at 300dpi (Scale 2) 

AIM saliency map 

AIM Saliency map with top 20 regions 

AIM Saliency region with original image 
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5.4.4. Yarn classification 

Figure 5.39 shows the interface of yarn classification.  The sixteen features 

extracted from the previous step and their normalized values are shown as the input 

to probabilistic neural network (PNN).  Two PNNs, i.e. global and individual neural 

networks, can be used to classify yarn qualities.  The global neural network is 

constructed for general yarn grading.  In this network, all of the samples of each 

category are combined together for training and testing.  The individual neural 

network is built for each category of different yarn counts.  For the individual one, 

only the yarn images in the corresponding category are used for training and testing.  

Besides, two types of yarn grading, i.e. five-grade classification (A, B, C, D, D-) and 

eight-grade classification (A, B+, B, C+, C, D+, D, D-), can be selected and applied 

for surface quality evaluation of the samples.  In this study, the default spread is set 

as 0.06 for PNN in the system, which can also be adjusted in the interface for 

classification.  With the implementation of PNN, the final yarn grade and grade 

index can be obtained and displayed, as shown in Figure 5.39.  Other information 

like yarn length, diameter and evenness are also displayed for reference in the panel. 

 



Chapter 5 

295 
 

 

Figure 5.39 Interface of yarn classification. 

The diameter D of cotton yarn can be estimated by the following equation [142]: 

tex
tex

1 037.003568.0 NND ==
γ

 (mm)       (5.36) 

where γ is yarn density and yarn count 
eN

N 5.590
tex = . 

As the yarn image is acquired with the resolution of 500dpi, the corresponding yarn 

diameter in pixel in the image can be calculated as: 

4.25
500

12 ×= DD   (pixel)          (5.37) 

Therefore, the diameter of these eight series of yarn involved in this study can be 

calculated and predicted by Equations (5.36) and (5.37), and the results are listed in 
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Table 5.13.  Besides, the yarn diameters in the image were also obtaind by the 

proposed method in pixel and the relevant mean data D3 were also shown in Table 

5.13 for comparison.  It can be noted that the predicted diameter D2 and measured 

data D3 by the proposed method have a good agreement and their differences are all 

within 1 pixel. 

Table 5.13 Relation of yarn count and yarn diameter (cotton). 

Yarn count Predicted diameter Measured  mean Difference 

(Ne) D1 (mm) D2 (pixel) diameter D3 (pixel) D3-D2 (pixel) 

7 0.37 7.23 7.81 0.58 

10 0.31 6.05 6.78 0.73 

16 0.24 4.78 5.61 0.83 

20 0.22 4.28 5.14 0.86 

30 0.18 3.49 4.07 0.58 

40 0.15 3.03 3.78 0.75 

60 0.13 2.47 3.29 0.82 

80 0.11 2.14 3.07 0.93 

 

5.5. Conclusions 

In this chapter, intelligent digital evaluation method and system have been developed 

for the objective and automatic evaluation of yarn surface appearance with computer 

vision and artificial intelligence.  It consists four modules of image acquisition, 
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image processing, feature extraction and yarn classification.  In image processing, a 

multi-scale attention model is proposed to imitate the visual inspection of human on 

the yarn board image from different observation distances. 

Following the standard of ASTM D2255, various features from influential factors of 

yarn unevenness, fuzziness, neppiness and visible foreign matter are all considered 

for yarn surface grading.  For doing this, the Spectral Residual method [125] is 

employed and extended to establish a general benchmark for the comparison among 

different grades of yarn.  Besides, Fourier transform is used for accurate 

segmentation of yarn body and hairs and multi-scale attention models are proposed 

and developed for obtaining image conspicuity.  Total 16 features (8 from yarn 

diameter and hairiness, and 8 from the image conspicuity) are extracted accordingly 

to present the yarn surface characteristics and then used to classify and grade yarn 

surface qualities using Probabilistic Neural Network (PNN).  Moreover, two types 

of PNN classifier, i.e. global and individual PNN networks, and two types of yarn 

grading, i.e. five-grade and eight-grade classifications, are designed and used for 

various yarn classifications. 

In order to evaluate the performance of the proposed method, a database of yarn 

board images is constructed.  The database contains 296 samples with various 
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surface qualities and yarn counts (7~80Ne).  With the proposed method and 16 

extracted digital features, the classification accuracy of global five-grade classifier 

for the database is 93.58%, which is slightly higher than that of eight-grade classifier 

(92.23%).  Both of them achieve good grading performance.  Compared with the 

global classifier, the performance of individual classifiers varies with yarn counts: 

good results for 7Ne, 16Ne, 20Ne, 30Ne, 40Ne and 60Ne and fair results for 10Ne 

and 80Ne.  Moreover, the importance of individual feature for yarn grading is 

analyzed by considering each feature as a single input of PNN.  And the 

classification results of individual feature show that each category of features 

obtained from yarn body, hairiness, saliency value and multi-scale saliency regions, 

makes a good contribution to the yarn grade classification. 

Finally, an intelligent system is also designed and developed for yarn surface grading.  

This system integrates the whole progress of yarn analysis and shows all important 

characteristic results with an interactive and user-friendly interface.  This 

computerized technology and system is potential for commercialization and 

application in textile testing laboratories and spinning mills for yarn surface quality 

control and assurance.
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Chapter 6 Conclusions and Suggestions for Future 

Research 

6.1. Conclusions 

The work described in this thesis has been concerned with theoretical modelling and 

numerical analysis of yarn formation in spinning triangle, automatic and efficient 

image analysis of yarn internal structure, and intelligent and objective evaluation of 

yarn surface appearance on black board.  The conclusions of this thesis are given as 

follows. 

6.1.1. Theoretical modeling and numerical simulation of spinning 

triangle for yarn formation analysis 

In yarn fabrication, fibers are eventually twisted into the yarn at the spinning triangle.  

The mechanical performance of fibers in spinning triangle influences the yarn 

structure and physical performance.  Previous studies were mainly based on force 

method and energy method.  Due to the limitations of these methods, some 

important parameters, such as the inclined angle of spinning tension, the fiber 

contact of bottom roller, yarn torque and the torsional distribution, cannot be 

considered.  Therefore, in this study, a FEM model has been developed for 
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theoretical modeling and numerical analysis of spinning triangle.  Firstly, a static 

FEM model of spinning triangle was developed with consideration of inclined 

spinning tension, fiber contact with bottom roller, yarn torque and fiber buckling.  

In this model, initial strains of fibers are formulated and applied by considering the 

effect of initial deformation of fibers based on the equation of mass conservation.  

Besides, the algorithm of element birth and death is employed to address the 

phenomenon of fiber buckling.   

A series of numerical simulation were carried out to analyze the fiber tension 

distribution and torsional distribution under the effects of various spinning 

parameters, such as yarn count, yarn twist, spinning tension, inclined angle of 

spinning tension and the contact length of fiber with bottom roller.  Simulation 

results were also compared with previous theoretical analysis of Najar [20] (without 

fiber bucking) and Hua et al [22, 23] (with and without fiber buckling), and the 

experimental measurements of Bennett & Postle [14] (yarn torque).  The 

comparison results showed that the proposed static model of spinning triangle is well 

agreed with the previous results by the energy methods and in a better agreement 

with the experimental data than the other models for yarn torque. 

As most textile fibers show viscoelastic behavior and the fibers in the spinning 
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triangle are subject to dynamic loads and impacts, based on the above static FEM 

model, a dynamic FEM model has been further developed with consideration of fiber 

mass and damping for a more complete and accurate estimation of the fiber 

mechanical behavior in spinning triangle.  The dynamic properties of spinning 

triangle, such as natural modes, natural frequency, mode shapes, harmonic analysis, 

resonant responses, have been studied.  The response of fiber tension was also 

numerically studied under a time-varying spinning tension.  The results showed that 

the consideration of dynamic parameters of fiber mass and damping has a notable 

influence on the amplitude and attenuation of fiber response in the dynamic process. 

6.1.2. Automatic and efficient processing of tracer fiber images for yarn 

structure analysis 

In tracer fiber technology for analysis of yarn internal structure, tracer fiber images 

are consecutively captured from two views of a moving yarn (containing tracer fiber) 

in the liquid.  In the past, image mosaic and segmentation involved in tracer fiber 

image analysis were mainly based on manual operation due to two challenging 

technical problems: fluctuation of two views of the yarn and high pattern similarity 

of tracer fiber images.  Therefore, this study has developed an integrated image 

processing method for automatic image mosaic and segmentation for yarn structure 
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analysis.  In this method, several special statistical measures are extracted from 

tracer fibers and gradient yarn image, and then combined as a decision function, so 

as to search the optimal position for image mosaic. An extended Pan-Tompkins 

algorithm is also developed for tracer fiber detection in image mosaic and 

segmentation.  Moreover, a baseline fitting method is employed to fit the 

background of image for eliminating the effect of uneven light condition. 

A series of yarn samples with tracer fiber involved were prepared and produced at 

different yarn counts and twists, and then were acquired under a microscope for 

evaluation of the proposed method.  Besides, an objective evaluation method is 

proposed for measuring the precision of image mosaic and segmentation of the 

proposed method with respect to the conditional manual method.  In the experiment, 

total 50 series of tracer fiber images (total 872 images) were acquired from five 

different-count yarns.  The experimental results showed that the proposed method 

works well for mosaic and segmentation of different yarn counts and is generally in 

good agreement with the manual method.  Moreover, the efficiency of the proposed 

computer method is much higher than that of manual method for both image mosaic 

and segmentation.  The results also showed that the relative mosaic error in 

horizontal direction is smaller than that in the vertical direction, and most vertical 

mosaic differences between the proposed method and manual method are just a few 
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pixels.  The relative segmentation error of detected tracer fiber (1%~3%) is smaller 

than that for yarn boundary (2%~8%). 

Based on the above developed computer algorithms, an intelligent system for 

automatic image analysis of yarn internal structure is also designed and developed 

for implementing and visualizing the whole image processing of tracer fiber images 

with an interactive and user-friendly interface.  The system consists of five modules, 

including video acquisition, image acquisition, image mosaic, image segmentation 

and parameter analysis.  In each module, the processing parameters can be adjusted 

(the empirical values obtained from the experiment of this study are set as default 

values), and the corresponding results of each step can be visually inspected in the 

interface.  Users can control the whole process by simple operation and obtain final 

yarn structural parameters and charts for yarn structural analysis.  The developed 

method and system can be used for different academic and research purposes, such 

as the analysis of yarn structural characteristics for an innovative spinning method 

and the study of effect of spinning parameters on fiber arrangement inside the yarn. 

6.1.3. Intelligent and objective evaluation of yarn board images for yarn 

surface appearance analysis 

ASTM D2255 presents a widely accepted standard method for the evaluation of yarn 
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surface appearance in textiles.  In this method, yarn is subjectively evaluated and 

graded by visual inspection of experienced experts.  Although some digital methods 

have been developed for yarn grading, none of them can fully imitate human visual 

behaviors in the inspection of yarn segments on a blackboard.  In this study, the 

concept of multi-scale and attention models are proposed and employed for 

analyzing yarn images scanned from the yarn blackboard.  A multi-scale attention 

model has been developed, which can fully imitate human observation at different 

observation distances for both a whole and a detailed analyses of yarn information.  

In Scale 1 at 1m observation distance, a spectral residual model is applied and 

extended to detect the conspicuity contents of the whole yarn image at 100dpi based 

on a general log spectrum obtained from all grades of yarn.  In Scale 2 at a closer 

observation distance (0.25m), the AIM attention model is used to generate the 

saliency map at 300dpi for the detailed yarn information, especially for the detection 

of color foreign matter.  In addition, with the periodic pattern of yarn board image, 

an integrated computer method composed of Fourier transform, Butterworth filtering 

and inverse Fourier transform is used to separate yarn body and hairs for further 

analysis. 

Moreover, a database of yarn board images was constructed for evaluating the 

performance of the proposed method.  These images were sampled from eight yarn 
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counts and different grades of yarn surface appearance, producing a total of 296 yarn 

board images. 

Sixteen digital features are then extracted from yarn body image, yarn hairiness 

image and the multi-scale saliency maps, covering all factors (fuzziness, neppiness, 

unevenness and visible foreign matter) for yarn surface appearance evaluation.  The 

digital features extracted from the database were used for training and testing of 

Probalilistic Neural Network (PNN) for yarn classification.  Two kinds of PNNs, 

namely global and individual PNN, are designed and used for different yarn 

classification based on all yarn counts and individual yarn count, respectively.  

Moreover, PNNs can be used for two kinds of classification, i.e. eight-grade (A, B+, 

B, C+, C, D+, D and below D) and five-grade (A, B, C, D and below D).  The 

former is a refined system and thus can be used for quality control and research 

purpose while the latter one accords well with the normal practice in textile industry.  

The accuracy of global PNN for five-grade classification is 93.58%, which is slightly 

higher than that for eight-grade classification (92.23%).  Both of them achieve good 

classification performance in yarn surface grading.  For the individual PNNs, 

similar to the global PNN, the performance of five-grade classification is generally 

better than that of eight-grade classification.  Most of individual PNNs have 

accuracies over 90%, demonstrating a good performance in yarn classification.  
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Individual PNNs also present a comparable classification capacity with the global 

PNN, with higher accuracy on certain counts (e.g. 20Ne, 60Ne) and lower accuracy 

on the others. 

Moreover, the importance analysis of individual feature for yarn grading was carried 

out and the results showed that each category of features, obtained from yarn body, 

hairiness, saliency value and multi-scale saliency regions, makes a good contribution 

to the yarn grade classification. 

Based on the above developed algorithms, an intelligent digital evaluation system is 

also designed and developed for the computerized measurement and evaluation of 

yarn surface quality.  The system consists of hardware for sample preparation and 

image acquisition, and software for image analysis and yarn grading.  The hardware 

includes a yarn board winder, a scanner and a computer while the software integrates 

all the digital algorithms developed in this study.  The system covers and integrates 

all aspects of yarn surface evaluation, including image acquisition, image processing, 

feature extraction and yarn classification.  In the evaluation system, various 

operational parameters and processing results can be visualized and adjusted in the 

interface of each module.  The system also provides two types of PNN (i.e. global 

and individual) and two types of classification (i.e. eight-grade and five-grade) for 



Chapter 6 

307 
 

digital yarn classification.  Besides yarn grading, the statistical measures of yarn, 

such as the mean value and CV of yarn diameter, and yarn image processing results, 

such as the yarn body image, hairiness image, saliency maps and yarn saliency 

regions, can all be displayed and inspected for a more detailed analysis of yarn 

image.  This computerized system is tailor-made for yarn board grading and thus 

potential for application in textile testing laboratories and spinning mills for yarn 

surface quality control and assurance. 

6.2. Limitations of the study and suggestions for future research 

The achievements of this study have been summarized as above.  The potential 

challenges and limitations arising from this study will be described in this section 

together with the recommendations for further work 

6.2.1. Instant measurement of fiber dynamic behavior inside the spinning 

triangle 

In this study, a dynamic model of spinning triangle was developed by using finite 

element method with consideration of the dynamic characteristics of fiber for the 

analysis of its geometric and mechanical performance.  The experimental work for 

spinning triangle, such as the measurements of dynamic spinning tension, fiber 
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tension forces and geometrical profile of spinning triangle, should be carried out in 

the future for the refinement of the developed FEM dynamic model of spinning 

triangle.  However, it is extremely difficult to accurately measure the dynamic 

parameters of fibers inside the spinning triangle, particularly for individual fiber 

tension and torque.  Therefore, an extensive and systematic work has to be carried 

out for developing a dedicated digital measurement and analysis system to enable the 

experimental validation of the theoretical analysis, the examination of dynamic 

performances and the quantification of the dynamic behavior of individual fibers in 

spinning triangle by incorporating high-tech sensing technology, high-resolution and 

high-speed photography and advanced image processing methods. 

In this study, a simplified model is built up for the fiber frictional contact with 

bottom roller.  It is assumed that the contact area of fiber with bottom roller is flat 

and the lengths for contact fibers are same.  Actually, the fiber will contact the 

bottom roller along the arc surface of bottom roller and the contact height for 

individual fiber may be different.  In the future, more complex conditions of contact 

case should be considered for a more realistic simulation. 

In addition, fiber migration and inter-fiber forces are ignored in the developed FEM 

models and numerical simulations.  This is because consideration of the two factors 
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will bring substantial technical challenges and computational complexities in the 

theoretical modeling.  Actually, fiber migration occurs in the spinning triangle and 

its formation is determined by the fiber performance in spinning triangle. And such 

migration will affect yarn properties such as yarn strength and yarn torque.  As 

fiber migration and inter-fiber forces are real matters in yarn formation at spinning 

triangle, it is suggested to formulate the two factors in the spinning triangle models 

in future so as for obtaining a more realistic and meaningful result. 

6.2.2. Algorithm and measurement optimizations for yarn structural 

analysis 

In this study, 50 series of tracer fiber images were produced from five yarn counts 

(10~60Ne), and used for evaluation of the proposed algorithms of mosaic and 

segmentation.  For the 60Ne yarn, its tracer fiber and yarn hairs are thicker and less 

in number than the other coarse yarn images because of a larger magnification of 

microscope adopted in image acquisition.  Although the thicker and less yarn hairs 

form a good feature for matching function of gradient image, they bring big noises 

for tracer fiber detection in the proposed algorithms.  Under this situation, the 

matching function from gradient image will be more important.  Therefore, for fine 

yarns (e.g. 60Ne or higher), the weights in decision function should be adjusted with 
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a higher weight assigned to the component of gradient image.  Future work is thus 

recommended for systematic analysis and optimization of such decision function 

weights with respect to various operational parameters, such as yarn count, twist and 

even light conditions. 

In the tracer fiber image used in this study, the intensities of background, yarn body 

and tracer fiber follow the sequence from light to dark.  Besides this three-level 

gray image, an image with whiter yarn body and the blacker background and tracer 

fiber can also be obtained by adjusting the light conditions.  Under this situation, 

the contrast between yarn body and background, and yarn body and tracer fiber, 

becomes larger, which will be helpful for achieving higher precision in the 

identification of yarn boundaries and tracer fiber.  However, the tracer fiber, which 

is closer to the edge of the yarn, is easily mixed with the background in the image.  

For solving this problem, color tracer fiber is suggested to be used in the tracer fiber 

measurement because it can be easily detected from color image for further 

processing. 

In addition, because the tracer fiber just takes a very small percentage in the yarn, in 

the video acquisition, most images do not contain tracer fibers, or in other words, 

tracer fibers will occasionally appear, and sometimes even two or more tracer fibers 
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appear simultaneously in one image (which are invalid tracer fibers).  Therefore, 

developing a method to automatically detect the status of tracer fiber (i.e. 

non-present, single, multiple), is important and meaningful work for the image 

acquisition.  It will not only release the operator from the long-time observation but 

also increase the efficiency of image acquisition.  Moreover, the tracer fiber is the 

most important feature in the proposed algorithm, so the fiber ends are not included 

in this study. In the future, if the state of tracer fiber can be detected, the fiber end 

should also be included and analyzed. 

6.2.3. Development of global yarn database and high-resolution image for 

precise yarn surface classification 

Firstly, in this study, 296 yarn samples were acquired from eight different yarn 

counts for yarn grading.  Although we spent a lot of time to produce and prepare 

different quality yarns, the samples still cannot cover all the grades.  Extremely 

poor-quality yarns (D and D-) are hard to be obtained mainly due to the limitation of 

material sources.  Besides, the number of samples for each grade and each yarn 

count is not equal to each other.  The imbalanced multi-class distribution of 

samples may pose a drawback for the proposed method.  It is, therefore, suggested 

to produce a global yarn sample database so as to cover all the yarn grades and 
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balance the sample distribution for the multi-class classification in future. 

Secondly, in the analysis of yarn diameter, the resolution of yarn board image is 

500dpi.  Even with this resolution, the mean diameter of fine yarn, such as 60Ne 

and 80Ne yarn, is only 2~3 pixels.  Although the diameter obtained by the proposed 

method is very close to the theoretical value, a small noise or processing error may 

lead to a large relative error.  The image resolution is currently limited by the 

computational efficiency.  With the rapid development of computer and 

computational sciences, it is believed that adoption of higher resolutions in yarn 

board image will be feasible in the future for a more precise analysis of yarn surface 

appearance. 

6.2.4. Integration of spinning triangle, yarn internal structure and 

surface appearance for a better analysis of yarn quality 

The fiber behavior in spinning triangle, yarn internal structure and surface 

appearance of yarn are three important aspects for the analysis of yarn properties.  

Fiber migration occurs in the spinning triangle during yarn formation, so the fiber 

behavior in spinning triangle determines the fiber arrangement inside the yarn body.  

The theoretical model of spinning triangle should be further extended to provide 

some indications for fiber migration.  The fiber migration and surface appearance 
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are two important yarn structural factors.  They have a close relationship and affect 

with each other, which should be integrated and simultaneously analyzed for a better 

analysis of yarn structure and quality in the future. 
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Appendices 

Appendix A: Results of the image mosaic and segmentation 

 

(1) 10Ne yarn-sample 1 (10Ne-s1) 

 

(2) 10Ne yarn-sample 2 (10Ne-s2) 

 

(3) 10Ne yarn-sample 3 (10Ne-s3) 

 

(4) 10Ne yarn-sample 4 (10Ne-s4) 

 

(5) 10Ne yarn-sample 5 (10Ne-s5) 
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(6) 10Ne yarn-sample 6 (10Ne-s6) 

 

(7) 10Ne yarn-sample 7 (10Ne-s7) 

 

(8) 10Ne yarn-sample 8 (10Ne-s8) 

 

(9) 10Ne yarn-sample 9 (10Ne-s9) 

 

(10) 10Ne yarn-sample 10 (10Ne-s10) 

 

(11) 20Ne yarn-sample 1 (20Ne-s1) 
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(12) 20Ne yarn-sample 2 (20Ne-s2) 

 

(13) 20Ne yarn-sample 3 (20Ne-s3) 

 

(14) 20Ne yarn-sample 4 (20Ne-s4) 

 

(15) 20Ne yarn-sample 5 (20Ne-s5) 

 

(16) 20Ne yarn-sample 6 (20Ne-s6) 

 

(17) 20Ne yarn-sample 7 (20Ne-s7) 
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(18) 20Ne yarn-sample 8 (20Ne-s8) 

 

(19) 20Ne yarn-sample 9 (20Ne-s9) 

 

(20) 20Ne yarn-sample 10 (20Ne-s10) 

 

(21) 30Ne yarn-sample 1 (30Ne-s1) 

 

(22) 30Ne yarn-sample 2 (30Ne-s2) 

 

(23) 30Ne yarn-sample 3 (30Ne-s3) 
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(24) 30Ne yarn-sample 4 (30Ne-s4) 

 

(25) 30Ne yarn-sample 5 (30Ne-s5) 

 

(26) 30Ne yarn-sample 6 (30Ne-s6) 

 

(27) 30Ne yarn-sample 7 (30Ne-s7) 

 

(28) 30Ne yarn-sample 8 (30Ne-s8) 

 

(29) 30Ne yarn-sample 9 (30Ne-s9) 
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(30) 30Ne yarn-sample 10 (30Ne-s10) 

 

(31) 40Ne yarn-sample 1 (40Ne-s1) 

 

(32) 40Ne yarn-sample 2 (40Ne-s2) 

 

(33) 40Ne yarn-sample 3 (40Ne-s3) 

 

(34) 40Ne yarn-sample 4 (40Ne-s4) 

 

(35) 40Ne yarn-sample 5 (40Ne-s5) 
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(36) 40Ne yarn-sample 6 (40Ne-s6) 

 

(37) 40Ne yarn-sample 7 (40Ne-s7) 

 

(38) 40Ne yarn-sample 8 (40Ne-s8) 

 

(39) 40Ne yarn-sample 9 (40Ne-s9) 

 

(40) 40Ne yarn-sample 10 (40Ne-s10) 

 

(41) 60Ne yarn-sample 1 (60Ne-s1) 
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(42) 60Ne yarn-sample 2 (60Ne-s2) 

 

(43) 60Ne yarn-sample 3 (60Ne-s3) 

 

(44) 60Ne yarn-sample 4 (60Ne-s4) 

 

(45) 60Ne yarn-sample 5 (60Ne-s5) 

 

(46) 60Ne yarn-sample 6 (60Ne-s6) 

 

(47) 60Ne yarn-sample 7 (60Ne-s7) 
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(48) 60Ne yarn-sample 8 (60Ne-s8) 

 

(49) 60Ne yarn-sample 9 (60Ne-s9) 

 

(50) 60Ne yarn-sample 10 (60Ne-s10)  
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Appendix B: Evaluation results of the image mosaic 

Yarn 

count 

Sample 

No 

Number 
of  

images 

zc-zm 

(pixels) 

yc-ym 

(pixels) 

xc-xm 

(pixels) 

Ezi (%) Eyi (%) Exi (%) 

M SD M SD M SD 

10Ne 

s1 15 0~9 0~2 0~4 0.59 0.48 1.79 2.02 3.79 3.91 

s2 15 1~8 0~1 0~2 0.57 0.31 1.28 1.33 1.28 1.67 

s3 11 1~7 0~2 0~3 0.77 0.39 2.11 2.08 3.16 2.72 

s4 15 1~7 0~2 0~2 0.76 0.29 2.73 2.15 2.10 2.14 

s5 9 1~6 1~1 0~1 0.69 0.26 2.94 0.00 1.84 1.52 

s6 13 1~9 0~2 0~3 0.83 0.48 3.10 2.57 3.33 2.39 

s7 13 0~9 0~3 0~2 0.71 0.53 4.29 3.28 2.53 1.75 

s8 15 0~7 0~3 0~2 0.74 0.31 4.05 3.50 3.57 2.76 

s9 9 2~9 0~2 0~3 1.14 0.37 3.13 2.89 3.91 3.23 

s10 11 1~8 0~2 0~2 0.62 0.45 1.82 2.56 2.73 2.65 

20Ne 

s1 11 0~7 0~2 0~3 0.73 0.39 4.44 2.34 4.07 3.68 

s2 15 2~7 0~3 0~3 0.77 0.27 2.71 3.36 3.20 3.44 

s3 15 2~9 0~2 0~2 0.88 0.32 3.87 4.16 3.87 3.04 

s4 15 3~9 0~3 0~2 0.93 0.26 2.71 3.08 2.46 2.11 

s5 15 2~10 0~2 0~1 1.01 0.42 2.30 2.26 2.04 1.83 

s6 17 1~7 0~2 0~3 0.68 0.25 3.94 3.16 4.40 3.09 

s7 15 1~10 0~3 0~2 0.91 0.46 3.57 2.80 3.06 2.75 

s8 17 1~8 0~2 0~2 0.77 0.31 3.66 2.94 2.37 2.43 

s9 15 0~9 0~2 0~1 0.71 0.38 3.02 2.69 2.75 1.80 

s10 14 2~8 1~4 0~3 0.88 0.32 8.58 4.20 6.51 3.29 

30Ne 

s1 19 1~13 0~3 0~4 0.82 0.50 3.47 2.81 4.34 3.06 

s2 15 1~11 0~3 0~3 0.95 0.56 3.57 3.43 4.59 3.55 

s3 13 3~7 1~3 0~5 0.91 0.24 5.11 2.56 4.30 5.02 

s4 19 1~10 0~4 0~3 1.02 0.46 3.33 3.62 4.07 3.34 
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s5 21 1~11 0~4 0~5 0.90 0.43 3.89 4.07 4.44 4.59 

s6 23 2~14 0~1 0~3 1.01 0.55 2.35 1.47 3.08 2.72 

s7 19 2~10 0~7 0~4 1.08 0.31 6.13 5.36 5.75 3.74 

s8 21 0~13 0~2 0~3 0.93 0.59 2.88 2.30 3.64 2.88 

s9 21 0~15 0~4 0~3 0.92 0.59 3.06 3.05 3.55 3.12 

s10 13 1~10 0~4 0~3 0.68 0.53 2.94 3.55 3.92 2.61 

40Ne 

s1 17 1~9 0~3 0~4 0.77 0.41 3.70 3.83 5.79 4.05 

s2 21 2~12 0~5 0~4 1.06 0.42 6.43 5.26 4.11 3.89 

s3 17 1~13 0~1 0~2 0.96 0.53 1.56 1.61 2.73 2.52 

s4 19 0~9 0~4 0~6 0.81 0.45 5.20 3.16 4.30 4.82 

s5 23 1~11 0~3 0~3 0.89 0.48 1.99 2.98 3.98 2.58 

s6 17 0~14 0~3 0~3 0.90 0.55 3.41 3.11 3.03 2.71 

s7 23 0~13 0~3 0~2 0.87 0.49 2.92 2.84 2.44 2.03 

s8 19 0~11 0~2 0~2 0.78 0.57 3.07 1.63 3.26 2.50 

s9 21 0~8 0~2 0~2 0.72 0.38 3.39 2.21 2.42 2.31 

s10 17 2~8 0~3 0~5 0.82 0.35 2.71 3.04 4.38 4.34 

60Ne 

s1 19 1~14 0~5 0~11 0.90 0.54 5.74 4.09 6.30 9.14 

s2 27 1~15 0~3 0~4 1.19 0.61 3.02 2.98 3.71 2.94 

s3 26 1~13 0~4 0~4 1.11 0.54 4.13 3.78 5.29 3.83 

s4 19 0~15 0~2 0~3 1.04 0.68 3.07 2.62 3.83 3.53 

s5 15 0~8 0~7 0~4 0.79 0.41 7.14 8.29 7.14 5.29 

s6 25 0~13 0~2 0~3 0.93 0.54 2.38 2.72 2.83 3.33 

s7 23 0~10 0~3 0~4 0.96 0.47 3.08 2.54 4.06 4.02 

s8 23 0~16 0~4 0~4 1.16 0.79 3.08 3.54 4.87 3.90 

s9 25 0~8 0~3 0~3 0.66 0.41 3.83 3.23 4.50 3.19 

s10 17 1~12 0~3 0~5 0.92 0.51 5.21 3.21 5.42 5.00 

Note: The absolute error is presented by the range of difference (zc-zm, yc-ym and 

xc-xm) and the relative error is presented by the mean (M) and standard deviation (SD) 

of Ezi, Eyi and Exi.  
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Appendix C: Evaluation results of the image segmentation 

Yarn 

count 

Sample 

No 

D 

(pixels) 

d 

(pixels) 

Δdy 

(%) 

Δdx 

(%) 

Δl1 

(%) 

Δl2 

(%) 

Δl3 

(%) 

Δl4 

(%) 

Δl5 

(%) 

Δl6 

(%) 

10Ne 

s1 32 31 6.35 6.86 4.51 1.45 5.93 4.67 1.17 4.23 

s2 38 39 7.25 7.78 4.30 1.16 4.69 3.74 0.91 5.53 

s3 37 36 5.35 6.54 3.52 1.39 4.30 4.10 0.95 5.17 

s4 33 33 8.07 5.75 4.87 1.50 6.84 3.32 1.06 4.57 

s5 33 34 6.95 6.64 4.09 1.37 6.36 4.58 0.97 5.13 

s6 35 34 6.44 4.75 4.13 1.81 5.12 4.42 1.26 4.31 

s7 33 32 5.99 5.73 4.70 1.86 4.59 3.81 1.38 4.56 

s8 31 30 6.54 6.70 3.20 2.04 6.00 3.38 1.08 6.42 

s9 32 30 7.62 4.71 4.48 1.91 5.37 3.92 1.34 4.40 

s10 33 33 8.21 6.97 3.49 1.18 7.09 4.26 0.99 5.12 

20Ne 

s1 27 24 8.42 9.60 4.66 1.94 7.79 5.18 1.41 6.10 

s2 28 27 8.42 7.92 2.83 2.05 7.82 4.39 1.33 5.25 

s3 23 22 7.48 6.37 4.29 2.15 9.30 4.64 1.81 6.53 

s4 29 27 5.74 7.09 3.39 1.73 6.21 3.71 1.77 5.25 

s5 27 27 9.09 8.86 3.87 2.14 9.72 5.39 1.89 6.63 

s6 27 26 7.77 9.68 5.08 2.05 3.57 6.11 2.07 4.33 

s7 27 26 7.68 7.41 5.42 1.62 3.59 6.46 1.18 3.63 

s8 28 27 6.36 8.49 3.74 1.33 5.76 5.37 1.04 5.08 

s9 25 25 7.92 5.54 4.47 1.92 6.56 4.32 1.60 5.01 

s10 25 24 8.04 7.83 6.11 2.08 9.35 4.15 1.37 7.82 

30Ne 

s1 32 30 5.31 5.57 3.85 1.88 2.53 3.31 1.44 3.03 

s2 28 26 5.67 7.84 4.14 1.86 2.72 3.38 1.94 5.43 

s3 30 29 5.56 9.00 4.75 1.75 2.62 6.14 1.86 3.91 

s4 29 28 5.40 6.69 3.71 1.58 3.81 4.29 1.59 3.18 
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s5 27 26 7.87 6.31 5.27 1.59 4.30 3.80 1.50 3.28 

s6 30 29 4.55 7.74 3.76 1.87 2.74 4.80 1.68 3.93 

s7 29 27 7.08 10.63 5.76 3.20 3.14 6.34 1.86 5.19 

s8 33 31 5.20 8.11 3.59 1.48 2.67 3.38 1.63 5.67 

s9 31 29 7.09 6.05 5.19 1.78 2.98 3.70 1.65 3.68 

s10 34 32 5.15 6.06 4.00 1.50 2.25 2.76 1.52 3.94 

40Ne 

s1 27 24 9.88 8.69 9.10 1.77 3.38 6.25 2.15 4.49 

s2 27 25 9.14 12.28 7.34 2.24 3.60 6.14 1.84 6.67 

s3 31 29 7.47 9.51 6.43 2.35 2.98 5.79 1.74 4.53 

s4 31 28 8.02 10.97 6.12 2.04 4.14 5.62 1.78 5.94 

s5 32 29 10.08 8.34 8.53 1.58 3.62 5.11 1.82 4.38 

s6 32 30 7.85 8.32 6.82 1.79 3.43 4.55 1.78 5.10 

s7 27 25 8.40 10.23 6.47 1.95 4.42 6.70 1.70 4.83 

s8 29 27 7.12 8.97 6.59 1.64 2.90 5.96 1.38 4.60 

s9 30 27 7.94 13.36 6.23 1.45 3.30 7.79 1.40 6.25 

s10 29 27 6.75 7.44 5.13 1.53 3.87 4.93 1.23 3.78 

60Ne 

s1 29 28 6.78 6.20 3.41 2.34 4.55 4.28 2.01 3.38 

s2 28 27 6.39 7.10 4.30 1.84 4.05 3.81 1.72 5.09 

s3 31 30 7.22 9.09 4.79 2.11 4.59 5.21 1.25 5.34 

s4 29 28 7.70 6.94 4.58 1.60 4.17 3.76 1.18 4.61 

s5 22 22 7.82 10.09 5.45 2.97 4.60 5.67 3.16 6.78 

s6 28 26 8.68 9.68 5.19 1.76 4.81 5.59 1.94 5.49 

s7 27 26 6.94 8.13 4.38 1.98 3.70 4.20 1.81 4.92 

s8 28 28 6.94 6.59 4.04 2.58 4.72 3.81 1.64 4.21 

s9 24 23 9.49 9.22 5.37 1.86 4.96 5.67 1.59 5.12 

s10 29 27 8.00 7.37 4.74 1.54 3.99 3.77 1.52 4.56 

 

Note: D and d are the mean of dx
m & dy

m and dx & dy, respectively.  Δdy, Δdx, and Δli 

(i=1,2,3,4,5,6) are the relative measures calculated by Equations (4.30) and (4.31).  
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Appendix D: 3D configurations of tracer fiber in yarn 

                 
 (1) 10Ne-s1   (2) 10Ne-s2    (3) 10Ne-s3     (4) 10Ne-s4   (5) 10Ne-s5 

                 

 (6) 10Ne-s6   (7) 10Ne-s7    (8) 10Ne-s8     (9) 10Ne-s9   (10) 10Ne-s10 
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 (11) 20Ne-s1   (12) 20Ne-s2    (13) 20Ne-s3    (14) 20Ne-s4   (15) 20Ne-s5 

                   

(16) 20Ne-s6   (17) 20Ne-s7   (18) 20Ne-s8    (19) 20Ne-s9   (20) 20Ne-s10 
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 (21) 30Ne-s1   (22) 30Ne-s2    (23) 30Ne-s3    (24) 30Ne-s4   (25) 30Ne-s5 

                    

 (26) 30Ne-s6   (27) 30Ne-s7   (28) 30Ne-s8    (29) 30Ne-s9   (30) 30Ne-s10 
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 (31) 40Ne-s1   (32) 40Ne-s2    (33) 40Ne-s3    (34) 40Ne-s4   (35) 40Ne-s5 

                    

 (36) 40Ne-s6   (37) 40Ne-s7   (38) 40Ne-s8    (39) 40Ne-s9   (40) 40Ne-s10 
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(41) 60Ne-s1   (42) 60Ne-s2    (43) 60Ne-s3    (44) 60Ne-s4   (45) 60Ne-s5 

                    

 (46) 60Ne-s6   (47) 60Ne-s7   (48) 60Ne-s8    (49) 60Ne-s9   (50) 60Ne-s10  
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Appendix E: Time taken and the migration parameters 

Yarn 

count 

Sample 

No 

Yarn 
length 
(mm) 

Time taken Yarn diameter Fiber migration 

tm 

(s) 

ts 

(s) 

Mean 

(mm) 

CV 

(%) 
MFP RMSD 

MMI 

(cm-1) 

EMF 

(cm-1) 

10Ne 

s1 32.43 456 21 0.2547 11.04 0.2186 0.2161 6.4972 4.3398 

s2 33.08 443 22 0.3205 14.06 0.1434 0.1091 3.8525 5.0982 

s3 25.90 323 16 0.2958 17.83 0.4116 0.2016 7.2918 5.2202 

s4 32.97 458 22 0.2712 12.16 0.3466 0.2573 6.3676 3.5725 

s5 21.91 266 13 0.2794 12.82 0.3479 0.1619 6.0476 5.3922 

s6 29.80 395 19 0.2794 11.18 0.4382 0.3004 8.7541 4.2061 

s7 29.94 387 19 0.2629 11.77 0.3770 0.2050 7.0936 4.9938 

s8 32.18 367 21 0.2465 11.07 0.2901 0.1915 6.7380 5.0776 

s9 22.43 254 14 0.2465 9.41 0.4381 0.1931 7.0467 5.2666 

s10 25.77 320 16 0.2712 13.77 0.1685 0.1078 5.0736 6.7953 

20Ne 

s1 23.78 324 15 0.1890 11.33 0.3129 0.1919 8.0763 6.0737 

s2 30.62 456 21 0.2126 11.91 0.4875 0.2255 10.1837 6.5185 

s3 31.54 447 22 0.1732 9.74 0.3151 0.2056 7.8944 5.5408 

s4 31.47 450 21 0.2126 12.16 0.1478 0.1721 5.4504 4.5713 

s5 32.09 453 22 0.2126 15.44 0.2562 0.2393 6.3560 3.8334 

s6 34.97 518 19 0.2047 12.65 0.2511 0.1671 6.5379 5.6460 

s7 31.75 443 18 0.2047 11.16 0.1831 0.1958 5.5239 4.0721 

s8 35.27 442 26 0.2126 10.77 0.2024 0.1367 5.4921 5.7974 

s9 31.81 453 22 0.1969 13.23 0.1945 0.1836 7.0616 5.5509 

s10 29.60 454 20 0.1890 15.74 0.5820 0.1960 13.1493 9.6849 

30Ne 

s1 30.94 568 31 0.1583 9.25 0.4160 0.2554 13.2630 7.4951 

s2 24.99 441 26 0.1372 9.73 0.2905 0.1694 13.5883 11.5810 

s3 21.70 382 24 0.1530 12.08 0.4525 0.1976 13.5950 9.9296 

s4 30.62 712 37 0.1478 10.26 0.1993 0.1538 8.7746 8.2329 
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s5 33.49 774 39 0.1372 10.53 0.2215 0.1847 9.0807 7.0970 

s6 35.73 865 25 0.1530 16.71 0.2066 0.1732 8.9705 7.4756 

s7 30.51 693 23 0.1425 12.26 0.4225 0.2374 18.0555 10.9782 

s8 33.47 764 27 0.1636 13.95 0.1840 0.1529 6.1124 5.7682 

s9 33.44 767 27 0.1530 12.69 0.1739 0.1975 8.3535 6.1055 

s10 21.58 463 19 0.1689 7.71 0.2664 0.1535 7.1858 6.7574 

40Ne 

s1 24.83 500 22 0.1086 13.06 0.3303 0.1608 14.1187 12.6696 

s2 30.07 646 25 0.1131 11.50 0.4373 0.1656 17.4678 15.2293 

s3 24.56 503 22 0.1312 14.67 0.2196 0.1799 12.3727 9.9242 

s4 27.46 568 23 0.1267 13.14 0.3371 0.1734 13.8943 11.5628 

s5 33.19 695 29 0.1312 16.72 0.1734 0.1209 11.1366 13.2990 

s6 24.80 506 24 0.1357 15.15 0.3423 0.2343 17.5678 10.8205 

s7 33.02 716 30 0.1131 15.33 0.1739 0.1475 14.9102 14.5918 

s8 27.55 684 26 0.1222 12.36 0.2336 0.1467 15.1398 14.8973 

s9 29.95 839 27 0.1222 13.50 0.2550 0.1658 14.2879 12.4356 

s10 24.54 419 24 0.1222 14.85 0.2803 0.2281 18.2206 11.5283 

60Ne 

s1 23.70 571 29 0.1157 10.53 0.4323 0.1694 19.6632 16.7519 

s2 32.98 841 31 0.1116 13.40 0.1396 0.1317 11.3832 12.4794 

s3 32.11 815 28 0.1240 13.66 0.2027 0.1824 14.8064 11.7180 

s4 23.86 576 23 0.1157 16.68 0.0792 0.0711 7.7399 15.7230 

s5 19.37 448 20 0.0909 16.91 0.3042 0.1692 20.5649 17.5402 

s6 30.46 768 42 0.1074 15.56 0.1081 0.1108 10.9187 14.2191 

s7 27.94 730 25 0.1074 12.97 0.1620 0.1398 12.4062 12.8104 

s8 28.50 705 33 0.1157 17.40 0.2042 0.1480 17.7844 17.3450 

s9 30.37 761 27 0.0950 13.87 0.1657 0.1329 13.1688 14.3010 

s10 21.03 516 27 0.1116 11.59 0.2010 0.1438 13.1527 13.2030 

tm and ts: time taken for image mosaic and segmentation, MFP: mean fiber position, 
RMSD: RMS deviation, MMI: mean migration intensity, EMF: equivalent migration 
frequency.  
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Appendix F: Features of yarn board image 

(1) Features extracted from yarn diameter and hairs: f1~f8 

Sample No Index f1 f2 f3 f4 f5 f6 f7 f8 

7Ne_S1 80 7.8382 0.2040 0.0246 0.0001 0.0000 0.8774 4.7594 5.7112 

7Ne_S2 80 7.7764 0.2008 0.0207 0.0001 0.0000 0.8716 4.9620 5.7271 

7Ne_S3 80 7.8591 0.2170 0.0302 0.0002 0.0000 0.8435 4.6441 5.6309 

7Ne_S4 80 7.8830 0.2112 0.0288 0.0001 0.0000 0.7967 4.3914 5.6022 

7Ne_S5 80 7.2240 0.1834 0.0190 0.0003 0.0000 0.9783 5.7430 6.0365 

7Ne_S6 80 7.1832 0.1769 0.0161 0.0001 0.0000 0.9919 5.7345 6.0310 

7Ne_S7 80 7.1828 0.1804 0.0170 0.0002 0.0000 1.0433 6.2599 6.0417 

7Ne_S8 80 7.1397 0.1795 0.0155 0.0019 0.0000 0.8607 5.6623 6.0495 

7Ne_S9 90 7.7367 0.1901 0.0155 0.0003 0.0000 0.8242 4.8495 5.9258 

7Ne_S10 90 7.8128 0.1901 0.0181 0.0003 0.0000 0.8464 4.9248 5.8902 

7Ne_S11 90 7.5792 0.1839 0.0110 0.0003 0.0000 0.8351 5.1857 5.9565 

7Ne_S12 90 7.6083 0.1817 0.0113 0.0002 0.0000 0.7834 4.6689 5.9379 

7Ne_S13 90 7.4659 0.1641 0.0056 0.0001 0.0000 0.7890 4.8324 5.9723 

7Ne_S14 90 7.4422 0.1620 0.0050 0.0001 0.0000 0.8197 5.2328 5.9787 

7Ne_S15 90 7.4027 0.1543 0.0039 0.0002 0.0000 0.7788 5.2245 5.9907 

7Ne_S16 90 7.4655 0.1547 0.0042 0.0002 0.0000 0.7558 4.9637 5.9629 

7Ne_S17 100 7.5166 0.1562 0.0043 0.0002 0.0000 0.7081 4.6151 5.9632 

7Ne_S18 100 7.5334 0.1539 0.0040 0.0001 0.0000 0.6977 4.5914 5.9509 

7Ne_S19 100 7.4473 0.1623 0.0052 0.0001 0.0000 0.7780 5.0032 5.9851 

7Ne_S20 100 7.4242 0.1614 0.0048 0.0002 0.0000 0.7435 4.8604 5.9994 

7Ne_S21 110 7.9805 0.1675 0.0096 0.0001 0.0000 0.4867 3.5440 5.3821 

7Ne_S22 110 7.9694 0.1678 0.0099 0.0000 0.0000 0.4964 3.5022 5.3464 

7Ne_S23 110 7.9051 0.1708 0.0099 0.0004 0.0000 0.5033 3.6569 5.4575 

7Ne_S24 110 7.9843 0.1635 0.0083 0.0000 0.0000 0.4575 3.4794 5.3857 

7Ne_S25 120 8.0076 0.1702 0.0024 0.0003 0.0000 0.4487 3.7002 5.4755 

7Ne_S26 120 8.0599 0.1692 0.0027 0.0009 0.0000 0.3645 3.5226 5.4718 

7Ne_S27 120 8.1274 0.1738 0.0036 0.0004 0.0000 0.3553 3.2746 5.3369 

7Ne_S28 120 8.1042 0.1767 0.0037 0.0006 0.0000 0.4080 3.3804 5.3709 

7Ne_S29 120 8.3254 0.1303 0.0004 0.0000 0.0000 0.2394 3.2190 5.7067 

7Ne_S30 120 8.3121 0.1320 0.0004 0.0001 0.0000 0.2217 3.2025 5.7112 

7Ne_S31 120 8.3803 0.1218 0.0005 0.0001 0.0000 0.2943 3.5617 5.7100 

7Ne_S32 120 8.4245 0.1193 0.0002 0.0000 0.0000 0.2336 3.1889 5.6898 
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Sample No Index f1 f2 f3 f4 f5 f6 f7 f8 

7Ne_S33 120 7.6749 0.1304 0.0006 0.0000 0.0000 0.3236 3.3203 5.6730 

7Ne_S34 120 7.6886 0.1306 0.0006 0.0000 0.0000 0.2977 3.2879 5.6173 

7Ne_S35 120 7.6401 0.1338 0.0005 0.0004 0.0000 0.2020 3.4040 5.6367 

7Ne_S36 120 7.6697 0.1327 0.0006 0.0001 0.0000 0.2905 3.3568 5.5968 

7Ne_S37 120 7.6361 0.1228 0.0012 0.0000 0.0000 0.3845 3.9293 5.5820 

7Ne_S38 120 7.6034 0.1213 0.0003 0.0000 0.0000 0.3093 4.0304 5.6464 

7Ne_S39 130 8.3714 0.1269 0.0006 0.0000 0.0000 0.2541 3.4442 5.7368 

7Ne_S40 130 8.3565 0.1249 0.0006 0.0000 0.0000 0.3125 3.5379 5.7306 

7Ne_S41 130 8.5127 0.1328 0.0007 0.0001 0.0000 0.1847 3.1647 5.7115 

7Ne_S42 130 8.5221 0.1290 0.0009 0.0000 0.0000 0.2523 3.4502 5.6905 

7Ne_S43 130 7.7848 0.1232 0.0004 0.0000 0.0000 0.2428 3.2585 5.6879 

7Ne_S44 130 7.8878 0.1212 0.0004 0.0000 0.0000 0.2431 3.1609 5.6405 

7Ne_S45 130 7.8790 0.1238 0.0005 0.0000 0.0000 0.2428 3.1822 5.6621 

7Ne_S46 130 7.8717 0.1243 0.0005 0.0000 0.0000 0.2336 3.2235 5.6412 

10Ne_S47 90 7.3396 0.2021 0.0117 0.0001 0.0000 0.8926 4.9605 5.5316 

10Ne_S48 90 7.3345 0.2076 0.0139 0.0001 0.0000 0.9537 5.2330 5.5540 

10Ne_S49 90 7.3228 0.2125 0.0336 0.0001 0.0000 0.8871 4.7686 5.4539 

10Ne_S50 90 7.2725 0.2186 0.0347 0.0002 0.0000 0.8997 4.8625 5.5220 

10Ne_S51 100 6.3742 0.1808 0.0145 0.0002 0.0000 1.1076 6.4271 6.1385 

10Ne_S52 100 6.3414 0.1849 0.0149 0.0002 0.0000 1.1233 6.3913 6.1627 

10Ne_S53 100 6.4350 0.1785 0.0140 0.0002 0.0000 1.0821 6.7912 6.1136 

10Ne_S54 100 6.4403 0.1813 0.0146 0.0010 0.0000 1.0199 6.5577 6.1125 

10Ne_S55 100 6.4456 0.1807 0.0153 0.0005 0.0000 0.9713 5.7860 6.0783 

10Ne_S56 100 6.3905 0.1817 0.0146 0.0003 0.0000 1.1192 6.6591 6.1161 

10Ne_S57 110 6.2446 0.1599 0.0068 0.0001 0.0000 1.0496 6.7331 6.1448 

10Ne_S58 110 6.1454 0.1643 0.0064 0.0001 0.0000 1.1179 7.4736 6.2110 

10Ne_S59 110 6.2650 0.1582 0.0065 0.0001 0.0000 1.0301 6.7390 6.0728 

10Ne_S60 110 6.2600 0.1573 0.0066 0.0001 0.0000 1.0444 6.8994 6.0703 

10Ne_S61 110 6.3745 0.1617 0.0085 0.0001 0.0000 0.9226 5.7531 6.0963 

10Ne_S62 110 6.3116 0.1660 0.0083 0.0005 0.0000 0.9343 6.0288 6.1591 

10Ne_S63 120 7.0823 0.1823 0.0082 0.0000 0.0000 0.4115 3.3798 5.4116 

10Ne_S64 120 7.0697 0.1799 0.0076 0.0000 0.0000 0.4382 3.3165 5.3600 

10Ne_S65 120 7.1631 0.1885 0.0117 0.0001 0.0000 0.3945 3.2901 5.2646 

10Ne_S66 120 7.1396 0.1854 0.0100 0.0000 0.0000 0.4108 3.2228 5.1893 

10Ne_S67 120 6.9474 0.1336 0.0014 0.0000 0.0000 0.4321 4.1344 5.6456 

10Ne_S68 120 7.0000 0.1323 0.0010 0.0004 0.0000 0.2676 3.8082 5.6205 
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Sample No Index f1 f2 f3 f4 f5 f6 f7 f8 

10Ne_S69 120 6.7817 0.1378 0.0005 0.0000 0.0000 0.2994 3.5211 5.6096 

10Ne_S70 120 6.7823 0.1371 0.0005 0.0000 0.0000 0.2922 3.4025 5.5930 

10Ne_S71 120 6.8607 0.1458 0.0008 0.0001 0.0000 0.3370 3.2846 5.6715 

10Ne_S72 120 6.9131 0.1443 0.0010 0.0000 0.0000 0.3171 3.2626 5.6180 

10Ne_S73 120 6.8481 0.1437 0.0012 0.0001 0.0000 0.3734 3.4799 5.6503 

10Ne_S74 120 6.8609 0.1400 0.0011 0.0000 0.0000 0.3475 3.4531 5.6270 

10Ne_S75 130 6.7838 0.1266 0.0006 0.0000 0.0000 0.3583 3.7257 6.0329 

10Ne_S76 130 6.7740 0.1296 0.0008 0.0000 0.0000 0.4577 4.6172 6.0701 

10Ne_S77 130 6.9779 0.1350 0.0013 0.0000 0.0000 0.3927 3.7576 6.0323 

10Ne_S78 130 6.9803 0.1363 0.0016 0.0000 0.0000 0.4493 4.1335 6.0434 

10Ne_S79 130 6.9530 0.1363 0.0019 0.0000 0.0000 0.5247 4.3656 6.0242 

10Ne_S80 130 6.8657 0.1394 0.0010 0.0000 0.0000 0.4000 3.7035 6.0757 

10Ne_S81 130 6.7786 0.1682 0.0028 0.0000 0.0000 0.4630 3.5168 5.3610 

10Ne_S82 130 6.7853 0.1713 0.0036 0.0000 0.0000 0.5049 3.5805 5.4596 

10Ne_S83 130 6.7951 0.1719 0.0042 0.0001 0.0000 0.5380 3.6513 5.3086 

10Ne_S84 130 6.8120 0.1715 0.0040 0.0000 0.0000 0.5414 3.8170 5.3510 

10Ne_S85 130 6.7816 0.1769 0.0046 0.0000 0.0000 0.5361 3.7054 5.2574 

10Ne_S86 130 6.8035 0.1760 0.0043 0.0000 0.0000 0.5517 4.2400 5.2857 

10Ne_S87 130 6.8921 0.1298 0.0007 0.0003 0.0000 0.3174 3.7378 5.6338 

10Ne_S88 130 6.8329 0.1292 0.0007 0.0001 0.0000 0.4303 4.2201 5.7270 

10Ne_S89 130 6.8846 0.1356 0.0005 0.0003 0.0000 0.2702 3.4996 5.6690 

10Ne_S90 130 6.9068 0.1355 0.0006 0.0000 0.0000 0.3249 3.3391 5.6323 

16Ne_S91 90 5.4864 0.2253 0.0222 0.0001 0.0000 1.6749 10.1918 6.0622 

16Ne_S92 90 5.4618 0.2138 0.0170 0.0001 0.0000 1.2505 7.2091 6.1125 

16Ne_S93 90 6.6860 0.2054 0.0107 0.0002 0.0000 0.8053 4.5665 5.2307 

16Ne_S94 90 6.6868 0.2083 0.0121 0.0002 0.0000 0.8554 4.6760 5.2872 

16Ne_S95 90 6.8246 0.2204 0.0174 0.0004 0.0000 0.8478 4.9015 5.1980 

16Ne_S96 90 6.8355 0.2189 0.0185 0.0004 0.0000 0.7558 4.0965 5.2888 

16Ne_S97 100 5.2638 0.1930 0.0250 0.0001 0.0001 1.6817 11.0849 6.1568 

16Ne_S98 100 5.2222 0.1960 0.0236 0.0000 0.0002 1.9805 14.4067 6.2028 

16Ne_S99 100 5.3333 0.1903 0.0276 0.0001 0.0001 1.3975 9.1959 6.1742 

16Ne_S100 100 5.3002 0.1909 0.0248 0.0000 0.0001 1.5079 10.6072 6.2458 

16Ne_S101 100 5.0766 0.1899 0.0172 0.0000 0.0000 1.3388 8.8119 6.2293 

16Ne_S102 100 5.0468 0.1942 0.0189 0.0000 0.0000 1.3664 8.2710 6.2430 

16Ne_S103 100 5.1708 0.1914 0.0214 0.0000 0.0000 1.2611 7.7671 6.2570 

16Ne_S104 100 5.1557 0.1894 0.0199 0.0000 0.0000 1.2555 7.7667 6.2539 
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Sample No Index f1 f2 f3 f4 f5 f6 f7 f8 

16Ne_S105 100 5.8103 0.1871 0.0174 0.0000 0.0000 0.9235 5.4981 6.1430 

16Ne_S106 100 5.8150 0.1897 0.0186 0.0000 0.0000 1.0088 5.9421 6.1255 

16Ne_S107 100 5.9055 0.1840 0.0200 0.0000 0.0000 1.0384 6.4181 6.1826 

16Ne_S108 100 5.8686 0.1827 0.0185 0.0000 0.0000 1.0508 6.3250 6.1775 

16Ne_S109 110 5.5119 0.1877 0.0080 0.0000 0.0000 0.8618 5.6572 5.3166 

16Ne_S110 110 5.5453 0.1838 0.0076 0.0000 0.0000 0.8670 7.0557 5.2837 

16Ne_S111 110 5.4999 0.1828 0.0071 0.0003 0.0000 0.7460 5.0091 5.3090 

16Ne_S112 110 5.5405 0.1778 0.0063 0.0000 0.0000 0.7553 5.1721 5.2976 

16Ne_S113 120 5.0415 0.1506 0.0051 0.0000 0.0000 0.8812 6.9722 5.9550 

16Ne_S114 120 5.0646 0.1483 0.0045 0.0000 0.0000 0.8310 7.0352 5.9380 

16Ne_S115 120 5.0835 0.1498 0.0057 0.0000 0.0000 0.8809 6.7588 6.0611 

16Ne_S116 120 5.0752 0.1509 0.0056 0.0000 0.0000 0.8215 5.9568 6.0636 

16Ne_S117 120 5.8256 0.1593 0.0058 0.0000 0.0000 0.4709 3.7409 5.5760 

16Ne_S118 120 5.8205 0.1568 0.0054 0.0000 0.0000 0.5055 4.0442 5.5356 

16Ne_S119 120 5.8396 0.1601 0.0060 0.0000 0.0000 0.4652 3.7365 5.4951 

16Ne_S120 120 5.7937 0.1638 0.0054 0.0004 0.0000 0.4258 3.8420 5.6205 

16Ne_S121 120 5.8207 0.1604 0.0053 0.0000 0.0000 0.4224 3.6451 5.6626 

16Ne_S122 120 5.8596 0.1580 0.0052 0.0000 0.0000 0.3860 3.5299 5.6041 

16Ne_S123 120 5.8226 0.1649 0.0064 0.0000 0.0000 0.4501 3.7863 5.6067 

16Ne_S124 120 5.8727 0.1605 0.0062 0.0000 0.0000 0.4575 3.7844 5.5204 

16Ne_S125 130 5.2006 0.1489 0.0039 0.0000 0.0000 0.3703 3.5431 5.4098 

16Ne_S126 130 5.2722 0.1493 0.0054 0.0000 0.0000 0.4263 3.7190 5.3202 

16Ne_S127 130 5.2907 0.1476 0.0053 0.0000 0.0000 0.3792 3.5399 5.2419 

16Ne_S128 130 5.3420 0.1489 0.0009 0.0000 0.0000 0.4144 3.7351 5.1950 

20Ne_S129 90 5.9823 0.2124 0.0365 0.0000 0.0000 0.9073 5.0677 5.2931 

20Ne_S130 90 6.0465 0.2215 0.0152 0.0026 0.0001 0.9810 6.0284 5.3613 

20Ne_S131 90 6.0471 0.2308 0.0178 0.0045 0.0000 0.8832 4.8046 5.2537 

20Ne_S132 90 6.0179 0.2258 0.0167 0.0040 0.0001 0.9302 5.2157 5.2226 

20Ne_S133 100 5.0864 0.2186 0.0272 0.0001 0.0000 1.2726 7.4527 6.0001 

20Ne_S134 100 5.0598 0.2279 0.0310 0.0001 0.0001 1.4400 8.4233 6.0928 

20Ne_S135 110 4.9478 0.1645 0.0069 0.0000 0.0000 0.9928 6.8483 5.9761 

20Ne_S136 110 4.9585 0.1656 0.0068 0.0000 0.0000 1.0665 7.8131 5.9553 

20Ne_S137 110 4.9219 0.1684 0.0071 0.0000 0.0001 1.1243 8.7399 6.0374 

20Ne_S138 110 4.9233 0.1676 0.0071 0.0000 0.0000 1.1622 8.4696 6.0245 

20Ne_S139 110 5.2722 0.1976 0.0269 0.0000 0.0000 0.8968 5.2543 5.1245 

20Ne_S140 110 5.3048 0.1948 0.0283 0.0000 0.0000 0.9168 5.4176 4.9402 
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Sample No Index f1 f2 f3 f4 f5 f6 f7 f8 

20Ne_S141 110 5.2677 0.2022 0.0289 0.0000 0.0000 0.9512 5.7929 5.0902 

20Ne_S142 110 5.2683 0.2015 0.0288 0.0000 0.0000 0.9768 5.8902 4.9635 

20Ne_S143 120 5.0420 0.1856 0.0136 0.0000 0.0000 0.9794 6.2462 6.1660 

20Ne_S144 120 5.1017 0.1854 0.0158 0.0000 0.0000 1.0141 6.2404 6.1169 

20Ne_S145 120 5.1282 0.1921 0.0201 0.0000 0.0000 1.0886 6.3280 6.0872 

20Ne_S146 120 5.0837 0.1920 0.0180 0.0000 0.0000 1.1420 7.0072 6.1386 

20Ne_S147 120 4.9943 0.1651 0.0050 0.0000 0.0000 0.6292 4.6870 5.8582 

20Ne_S148 120 4.9673 0.1654 0.0049 0.0000 0.0000 0.6857 4.9936 5.9748 

20Ne_S149 120 5.1073 0.1617 0.0057 0.0000 0.0000 0.5982 4.4387 5.8229 

20Ne_S150 120 5.0525 0.1651 0.0056 0.0000 0.0000 0.5875 4.3577 5.9224 

20Ne_S151 130 5.0496 0.1453 0.0015 0.0000 0.0000 0.3783 4.1961 6.0501 

20Ne_S152 130 5.0288 0.1494 0.0019 0.0000 0.0000 0.4050 4.1587 6.1120 

20Ne_S153 130 5.1706 0.1457 0.0023 0.0000 0.0000 0.3902 4.0847 5.9581 

20Ne_S154 130 5.2216 0.1431 0.0024 0.0000 0.0000 0.3177 3.5098 5.9226 

20Ne_S155 130 4.9876 0.1411 0.0016 0.0000 0.0000 0.5324 5.2923 6.0035 

20Ne_S156 130 5.0050 0.1391 0.0015 0.0000 0.0000 0.4994 5.1329 5.9920 

20Ne_S157 130 4.8917 0.1394 0.0010 0.0000 0.0000 0.4009 4.1310 6.0688 

20Ne_S158 130 4.9350 0.1378 0.0013 0.0000 0.0000 0.4438 4.7337 6.0148 

20Ne_S159 130 5.3930 0.1487 0.0011 0.0000 0.0000 0.4914 4.3277 5.9057 

20Ne_S160 130 5.3808 0.1494 0.0010 0.0000 0.0000 0.5595 5.4974 5.9751 

20Ne_S161 130 5.2842 0.1483 0.0052 0.0000 0.0000 0.4505 4.1545 5.9774 

20Ne_S162 130 5.2663 0.1481 0.0045 0.0000 0.0000 0.4397 4.1864 5.9815 

20Ne_S163 130 4.5498 0.1397 0.0025 0.0000 0.0000 0.4576 4.4653 5.7246 

20Ne_S164 130 4.5849 0.1378 0.0028 0.0000 0.0000 0.4924 4.7111 5.6653 

20Ne_S165 130 4.5775 0.1398 0.0031 0.0000 0.0000 0.6683 6.6613 5.8632 

20Ne_S166 130 4.5396 0.1408 0.0031 0.0000 0.0000 0.6663 6.3348 5.8767 

30Ne_S167 80 4.0658 0.1899 0.0066 0.0020 0.0002 1.7189 18.0792 5.5597 

30Ne_S168 80 4.1180 0.1894 0.0078 0.0016 0.0002 1.5216 13.6182 5.5463 

30Ne_S169 80 4.0913 0.1874 0.0076 0.0009 0.0002 1.5578 13.6059 5.6102 

30Ne_S170 80 4.1071 0.1782 0.0054 0.0006 0.0001 1.2557 11.2656 5.5412 

30Ne_S171 80 4.1056 0.2115 0.0137 0.0015 0.0002 1.6339 11.9394 5.7279 

30Ne_S172 80 4.1125 0.2054 0.0120 0.0015 0.0001 1.5212 11.5536 5.6641 

30Ne_S173 80 4.1575 0.2136 0.0152 0.0020 0.0002 1.6717 12.3447 5.7390 

30Ne_S174 80 4.1754 0.2121 0.0157 0.0017 0.0002 1.5151 10.6282 5.6785 

30Ne_S175 80 4.1749 0.2391 0.0234 0.0042 0.0004 1.7403 11.8703 5.7809 

30Ne_S176 80 4.1992 0.2330 0.0228 0.0032 0.0002 1.4363 8.6385 5.7058 
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Sample No Index f1 f2 f3 f4 f5 f6 f7 f8 

30Ne_S177 80 4.1642 0.2490 0.0264 0.0058 0.0005 1.8913 13.2158 5.7637 

30Ne_S178 80 4.1622 0.2462 0.0252 0.0054 0.0004 1.7830 11.4250 5.7502 

30Ne_S179 80 4.1370 0.2241 0.0177 0.0025 0.0002 1.6381 11.3145 5.7305 

30Ne_S180 80 4.1733 0.2252 0.0199 0.0025 0.0001 1.4808 9.0663 5.7099 

30Ne_S181 80 4.1591 0.2153 0.0159 0.0020 0.0001 1.3873 9.0801 5.7083 

30Ne_S182 80 4.1879 0.2165 0.0174 0.0019 0.0002 1.4579 9.9551 5.6995 

30Ne_S183 80 4.2838 0.2529 0.0342 0.0054 0.0002 1.4872 8.2634 5.9987 

30Ne_S184 80 4.2365 0.2459 0.0299 0.0041 0.0002 1.5166 8.5863 6.0280 

30Ne_S185 80 4.3364 0.2474 0.0357 0.0039 0.0001 1.3980 7.7933 6.0119 

30Ne_S186 80 4.3602 0.2519 0.0394 0.0034 0.0001 1.4952 8.3050 6.0177 

30Ne_S187 120 3.9422 0.1633 0.0094 0.0000 0.0000 0.5872 6.1048 5.8768 

30Ne_S188 120 3.9705 0.1621 0.0107 0.0000 0.0000 0.6049 6.2936 5.8189 

30Ne_S189 120 3.8838 0.1682 0.0096 0.0000 0.0000 0.6074 5.5644 5.8020 

30Ne_S190 120 3.9431 0.1647 0.0105 0.0000 0.0000 0.6264 6.3533 5.7330 

30Ne_S191 120 3.8946 0.1674 0.0088 0.0000 0.0000 0.5183 5.6873 5.9301 

30Ne_S192 120 3.8685 0.1685 0.0080 0.0000 0.0000 0.5440 5.5204 5.9799 

30Ne_S193 120 3.9554 0.1712 0.0140 0.0000 0.0000 0.4780 4.4907 5.9967 

30Ne_S194 120 3.9834 0.1686 0.0140 0.0000 0.0000 0.5448 5.2179 5.9560 

30Ne_S195 120 3.9708 0.1641 0.0113 0.0000 0.0000 0.5114 5.1639 5.8320 

30Ne_S196 120 3.9312 0.1677 0.0105 0.0000 0.0000 0.6686 6.8590 5.9559 

30Ne_S197 120 3.9507 0.1703 0.0133 0.0000 0.0000 0.7138 6.5636 5.8681 

30Ne_S198 120 3.9870 0.1660 0.0135 0.0000 0.0000 0.5841 5.4635 5.8236 

30Ne_S199 120 4.0079 0.1653 0.0013 0.0007 0.0000 0.4375 4.4841 5.8403 

30Ne_S200 120 3.9719 0.1679 0.0120 0.0000 0.0000 0.6179 6.2822 5.9202 

30Ne_S201 120 4.0366 0.1657 0.0017 0.0008 0.0000 0.6510 6.9066 5.8462 

30Ne_S202 120 4.0439 0.1657 0.0018 0.0005 0.0000 0.6432 6.9334 5.8291 

30Ne_S203 130 4.0525 0.1544 0.0007 0.0002 0.0000 0.4149 5.6260 5.8968 

30Ne_S204 130 3.9817 0.1555 0.0057 0.0000 0.0000 0.4830 7.3492 6.0265 

30Ne_S205 130 4.2667 0.1491 0.0014 0.0000 0.0000 0.4470 4.6107 5.9480 

30Ne_S206 130 4.2816 0.1491 0.0013 0.0000 0.0000 0.4473 4.6845 5.8980 

30Ne_S207 130 3.9366 0.1631 0.0098 0.0000 0.0000 0.5946 6.1881 6.0775 

30Ne_S208 130 3.8902 0.1647 0.0083 0.0000 0.0000 0.5306 5.4205 6.1334 

30Ne_S209 130 3.8831 0.1635 0.0071 0.0000 0.0000 0.5237 5.9305 6.0625 

30Ne_S210 130 3.9343 0.1620 0.0082 0.0000 0.0000 0.5445 6.3209 6.0020 

40Ne_S211 90 3.9311 0.2237 0.0403 0.0000 0.0002 1.5493 9.9223 5.9010 

40Ne_S212 90 3.8986 0.2362 0.0416 0.0000 0.0005 1.9413 13.3301 5.9850 
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Sample No Index f1 f2 f3 f4 f5 f6 f7 f8 

40Ne_S213 90 4.0118 0.2238 0.0134 0.0049 0.0001 1.6466 11.9060 5.9568 

40Ne_S214 90 4.0511 0.2261 0.0154 0.0042 0.0001 1.6209 10.4764 5.9175 

40Ne_S215 100 3.6723 0.1835 0.0091 0.0000 0.0000 0.9613 7.1979 5.8671 

40Ne_S216 100 3.6468 0.1914 0.0096 0.0000 0.0003 1.6697 17.6966 5.9445 

40Ne_S217 100 3.6683 0.1895 0.0101 0.0000 0.0000 1.1512 8.8304 5.9434 

40Ne_S218 100 3.7013 0.1871 0.0102 0.0000 0.0001 1.1485 9.6181 5.9289 

40Ne_S219 100 3.8545 0.1771 0.0113 0.0000 0.0000 0.5796 5.0868 5.8419 

40Ne_S220 100 3.8475 0.1830 0.0124 0.0000 0.0001 1.0484 11.4245 5.9360 

40Ne_S221 100 3.7813 0.1779 0.0085 0.0000 0.0000 0.4551 4.0214 5.9381 

40Ne_S222 100 3.8220 0.1800 0.0098 0.0000 0.0000 0.6287 5.9019 5.8792 

40Ne_S223 120 3.7759 0.1824 0.0103 0.0000 0.0000 0.8415 7.5721 5.9895 

40Ne_S224 120 3.7350 0.1849 0.0096 0.0000 0.0000 0.7827 6.5040 6.0751 

40Ne_S225 120 3.7770 0.1770 0.0089 0.0000 0.0000 0.6769 5.7643 5.9945 

40Ne_S226 120 3.8178 0.1767 0.0098 0.0000 0.0000 0.7240 6.4235 5.9782 

40Ne_S227 130 3.7792 0.1587 0.0036 0.0000 0.0000 0.2945 3.9555 5.8261 

40Ne_S228 130 3.7944 0.1569 0.0029 0.0000 0.0000 0.2308 3.7137 5.8181 

40Ne_S229 130 3.8971 0.1568 0.0051 0.0000 0.0000 0.2474 3.7108 5.8592 

40Ne_S230 130 3.9089 0.1548 0.0047 0.0000 0.0000 0.2530 4.0576 5.8491 

40Ne_S231 130 3.5145 0.1656 0.0017 0.0000 0.0000 0.6731 5.9075 5.4585 

40Ne_S232 130 3.5048 0.1677 0.0018 0.0001 0.0001 0.7740 7.6473 5.6079 

40Ne_S233 130 3.5925 0.1647 0.0021 0.0000 0.0000 0.5806 6.0026 5.5620 

40Ne_S234 130 3.6232 0.1614 0.0018 0.0000 0.0000 0.4186 4.5364 5.4926 

60Ne_S235 80 3.4032 0.2428 0.0175 0.0002 0.0001 1.3860 8.7344 5.8805 

60Ne_S236 80 3.4162 0.2433 0.0179 0.0002 0.0002 1.4933 9.5080 5.8669 

60Ne_S237 80 3.3924 0.2460 0.0174 0.0004 0.0001 1.3821 8.8004 5.8815 

60Ne_S238 80 3.4053 0.2454 0.0182 0.0002 0.0001 1.3394 8.1520 5.8610 

60Ne_S239 100 3.3103 0.1695 0.0109 0.0000 0.0000 0.5867 4.9471 5.7479 

60Ne_S240 100 3.3485 0.1666 0.0008 0.0000 0.0000 0.5296 3.9194 5.6887 

60Ne_S241 100 3.3640 0.1689 0.0010 0.0000 0.0000 0.5684 4.5121 5.7250 

60Ne_S242 100 3.3856 0.1690 0.0010 0.0000 0.0000 0.5896 4.7297 5.7152 

60Ne_S243 100 3.3766 0.1906 0.0022 0.0001 0.0000 0.4984 4.6847 5.7050 

60Ne_S244 100 3.3356 0.1920 0.0022 0.0001 0.0000 0.5293 4.6124 5.7362 

60Ne_S245 100 3.3381 0.1961 0.0027 0.0002 0.0000 0.5212 4.4590 5.7540 

60Ne_S246 100 3.3800 0.1947 0.0031 0.0001 0.0000 0.5763 4.8928 5.7446 

60Ne_S247 110 3.2646 0.1614 0.0047 0.0000 0.0000 0.5458 4.4839 5.5888 

60Ne_S248 110 3.3130 0.1598 0.0058 0.0000 0.0000 0.5087 3.5807 5.5278 
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Sample No Index f1 f2 f3 f4 f5 f6 f7 f8 

60Ne_S249 110 3.2301 0.1614 0.0037 0.0000 0.0000 0.5713 4.9535 5.6094 

60Ne_S250 110 3.2774 0.1607 0.0047 0.0000 0.0000 0.6888 5.7576 5.5511 

60Ne_S251 120 3.1923 0.1663 0.0041 0.0000 0.0000 0.4283 4.2632 5.4769 

60Ne_S252 120 3.1435 0.1662 0.0030 0.0000 0.0000 0.3671 4.2917 5.5815 

60Ne_S253 120 3.1837 0.1648 0.0038 0.0000 0.0000 0.4246 4.2718 5.5266 

60Ne_S254 120 3.1630 0.1675 0.0033 0.0001 0.0000 0.5363 6.4864 5.5850 

60Ne_S255 120 3.1784 0.1656 0.0035 0.0000 0.0000 0.4778 5.1133 5.5036 

60Ne_S256 120 3.1409 0.1684 0.0034 0.0000 0.0000 0.3559 4.2635 5.5849 

60Ne_S257 120 3.1905 0.1553 0.0016 0.0000 0.0000 0.5108 4.0386 5.3808 

60Ne_S258 120 3.2351 0.1560 0.0029 0.0000 0.0000 0.5848 4.0076 5.3185 

60Ne_S259 120 3.2163 0.1552 0.0024 0.0000 0.0000 0.6170 4.6656 5.4012 

60Ne_S260 120 3.2473 0.1566 0.0025 0.0000 0.0000 0.5536 4.1830 5.3493 

80Ne_S261 90 2.9822 0.2118 0.0085 0.0024 0.0001 0.4583 6.2683 5.6819 

80Ne_S262 90 3.0241 0.2088 0.0104 0.0012 0.0000 0.4743 5.5167 5.6135 

80Ne_S263 90 3.0874 0.2080 0.0138 0.0006 0.0000 0.5147 5.2845 5.7665 

80Ne_S264 90 3.0227 0.2054 0.0091 0.0016 0.0000 0.4643 5.8002 5.6215 

80Ne_S265 90 2.9207 0.1856 0.0025 0.0006 0.0000 0.2164 5.8171 5.2492 

80Ne_S266 90 3.0420 0.1797 0.0054 0.0001 0.0000 0.5720 7.2335 5.3567 

80Ne_S267 90 2.8962 0.1861 0.0025 0.0008 0.0001 0.2229 6.4483 5.3007 

80Ne_S268 90 3.0875 0.1749 0.0056 0.0000 0.0000 0.5965 7.0996 5.3038 

80Ne_S269 100 3.0965 0.1627 0.0022 0.0000 0.0000 0.5558 7.0548 5.2892 

80Ne_S270 100 3.1092 0.1636 0.0022 0.0000 0.0000 0.5247 6.4422 5.2503 

80Ne_S271 100 3.0989 0.1596 0.0019 0.0000 0.0000 0.5490 6.6545 5.3623 

80Ne_S272 100 3.1448 0.1590 0.0021 0.0000 0.0000 0.4969 4.9814 5.2953 

80Ne_S273 100 3.1009 0.1772 0.0049 0.0000 0.0000 0.5621 6.6660 5.6552 

80Ne_S274 100 3.1581 0.1732 0.0057 0.0000 0.0000 0.6144 6.8303 5.5555 

80Ne_S275 100 3.1928 0.1743 0.0070 0.0000 0.0000 0.6520 6.6609 5.6313 

80Ne_S276 100 3.2438 0.1714 0.0094 0.0000 0.0000 0.6244 5.0912 5.5954 

80Ne_S277 110 3.0336 0.1668 0.0027 0.0000 0.0000 0.3695 6.0489 5.6312 

80Ne_S278 110 3.0411 0.1676 0.0024 0.0002 0.0000 0.4719 7.5293 5.6210 

80Ne_S279 110 3.0280 0.1679 0.0029 0.0000 0.0000 0.4785 7.5391 5.6294 

80Ne_S280 110 3.0988 0.1643 0.0035 0.0000 0.0000 0.5424 6.2138 5.5882 

80Ne_S281 110 3.1691 0.1704 0.0051 0.0000 0.0000 0.5256 5.3827 5.5337 

80Ne_S282 110 3.1274 0.1718 0.0044 0.0000 0.0000 0.5499 6.1763 5.6303 

80Ne_S283 110 3.1985 0.1673 0.0054 0.0000 0.0000 0.6157 5.9945 5.5928 

80Ne_S284 110 3.2255 0.1685 0.0058 0.0000 0.0000 0.5948 5.8488 5.5274 
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Sample No Index f1 f2 f3 f4 f5 f6 f7 f8 

80Ne_S285 120 3.0443 0.1726 0.0035 0.0001 0.0000 0.3651 5.8295 5.3339 

80Ne_S286 120 3.0180 0.1780 0.0044 0.0000 0.0000 0.3736 5.8344 5.4631 

80Ne_S287 120 3.0937 0.1699 0.0038 0.0000 0.0000 0.4368 5.5872 5.4056 

80Ne_S288 120 3.1312 0.1709 0.0046 0.0000 0.0000 0.3922 4.6926 5.3888 

80Ne_S289 120 3.0151 0.1735 0.0037 0.0000 0.0000 0.2977 5.4525 5.3576 

80Ne_S290 120 3.0253 0.1770 0.0046 0.0000 0.0000 0.3451 5.1951 5.4264 

80Ne_S291 120 3.0247 0.1733 0.0034 0.0000 0.0000 0.2744 5.1741 5.3718 

80Ne_S292 120 3.0114 0.1782 0.0041 0.0001 0.0000 0.4198 7.0188 5.4594 

80Ne_S293 120 3.0001 0.1638 0.0009 0.0000 0.0000 0.0829 4.6975 5.5079 

80Ne_S294 120 3.0277 0.1616 0.0010 0.0001 0.0000 0.1562 4.7401 5.4552 

80Ne_S295 120 3.0112 0.1654 0.0012 0.0003 0.0000 0.1371 5.1098 5.4305 

80Ne_S296 120 3.0167 0.1626 0.0014 0.0000 0.0000 0.1554 4.7973 5.4918 

 

(2) Features extracted from multi-scale attention model: f9~f16 

Sample No Index f9 f10 f11 f12 f13 f14 f15 f16 

7Ne_S1 80 0.7849 1.0449 3.3615 0.9819 0.4037 2.8217 0.3045 0.2313 

7Ne_S2 80 0.7680 1.0314 3.4609 0.9527 0.3949 2.7744 0.2993 0.2224 

7Ne_S3 80 0.7726 1.0970 4.7150 0.9487 0.3679 2.8723 0.3202 0.2854 

7Ne_S4 80 0.7557 1.0645 3.7963 0.9244 0.3596 2.8204 0.2824 0.2459 

7Ne_S5 80 0.8808 1.0527 2.8806 1.1028 0.5278 2.9365 0.2803 0.1917 

7Ne_S6 80 0.8561 1.0394 3.4496 1.0680 0.5089 2.8632 0.2671 0.1995 

7Ne_S7 80 0.8545 1.0476 3.3127 1.0634 0.5045 2.8691 0.3245 0.2309 

7Ne_S8 80 0.8512 1.0399 3.1030 1.0653 0.4981 2.8688 0.2811 0.1963 

7Ne_S9 90 0.9352 1.0920 3.3441 1.1690 0.5809 3.0442 0.2936 0.2237 

7Ne_S10 90 0.9200 1.0759 3.3043 1.1458 0.5750 2.9836 0.2998 0.2200 

7Ne_S11 90 0.9412 1.0889 3.3088 1.1667 0.5945 3.0273 0.2665 0.2195 

7Ne_S12 90 0.9285 1.0549 2.7351 1.1547 0.5924 2.9830 0.2465 0.1803 

7Ne_S13 90 0.8374 0.9759 2.4011 1.0430 0.5194 2.7314 0.2504 0.1828 

7Ne_S14 90 0.8333 0.9776 2.3659 1.0381 0.5134 2.7271 0.2584 0.2082 

7Ne_S15 90 0.8256 0.9739 2.5844 1.0200 0.5122 2.6944 0.2459 0.2020 

7Ne_S16 90 0.8223 0.9622 2.3390 1.0182 0.5127 2.6753 0.2494 0.1948 

7Ne_S17 100 0.8298 0.9578 2.1007 1.0322 0.5194 2.6983 0.2157 0.1688 

7Ne_S18 100 0.8132 0.9402 2.1218 1.0131 0.5097 2.6408 0.2457 0.1721 

7Ne_S19 100 0.8628 0.9724 2.0684 1.0719 0.5505 2.7678 0.2180 0.1908 

7Ne_S20 100 0.8731 0.9981 2.8039 1.0855 0.5570 2.8054 0.2247 0.1769 

7Ne_S21 110 0.5884 0.7771 1.5499 0.7218 0.3153 2.0842 0.2003 0.1778 
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Sample No Index f9 f10 f11 f12 f13 f14 f15 f16 

7Ne_S22 110 0.5710 0.7610 1.5361 0.6983 0.3067 2.0125 0.2067 0.1939 

7Ne_S23 110 0.6022 0.7808 1.3976 0.7378 0.3291 2.1153 0.2279 0.2007 

7Ne_S24 110 0.5795 0.7582 1.5084 0.7101 0.3180 2.0270 0.2012 0.1862 

7Ne_S25 120 0.6147 0.7947 1.6931 0.7534 0.3437 2.1155 0.2308 0.1949 

7Ne_S26 120 0.6405 0.8331 2.0097 0.7865 0.3536 2.2302 0.2121 0.1967 

7Ne_S27 120 0.5914 0.7797 1.5434 0.7225 0.3213 2.0735 0.1989 0.2017 

7Ne_S28 120 0.6197 0.8529 3.1888 0.7551 0.3267 2.2068 0.2084 0.2059 

7Ne_S29 120 0.7472 0.8139 1.1562 0.9312 0.4912 2.3558 0.1442 0.1526 

7Ne_S30 120 0.7565 0.8260 1.2285 0.9427 0.4978 2.3868 0.1380 0.1409 

7Ne_S31 120 0.7584 0.8122 1.2029 0.9377 0.5116 2.3492 0.1626 0.1565 

7Ne_S32 120 0.7506 0.7989 1.0283 0.9249 0.5076 2.3226 0.1350 0.1312 

7Ne_S33 120 0.5721 0.6764 0.8528 0.6992 0.3507 1.8883 0.1344 0.1429 

7Ne_S34 120 0.5506 0.6589 0.8082 0.6704 0.3338 1.8316 0.1308 0.1389 

7Ne_S35 120 0.5586 0.6644 0.7686 0.6844 0.3386 1.8579 0.1388 0.1389 

7Ne_S36 120 0.5470 0.6548 0.7278 0.6713 0.3298 1.8196 0.1220 0.1503 

7Ne_S37 120 0.5588 0.6881 0.9548 0.6806 0.3290 1.8777 0.1308 0.1174 

7Ne_S38 120 0.5700 0.7016 1.1649 0.6933 0.3395 1.9098 0.1341 0.1312 

7Ne_S39 130 0.7899 0.8058 1.0345 0.9578 0.5582 2.3629 0.1465 0.1452 

7Ne_S40 130 0.7781 0.7940 1.0318 0.9439 0.5518 2.3128 0.1541 0.1456 

7Ne_S41 130 0.8363 0.8296 1.0327 1.0152 0.6052 2.4572 0.1411 0.1448 

7Ne_S42 130 0.8381 0.8336 1.1433 1.0072 0.6093 2.4470 0.1546 0.1569 

7Ne_S43 130 0.5946 0.6942 0.8309 0.7231 0.3689 1.9506 0.1237 0.1308 

7Ne_S44 130 0.5963 0.7089 0.9729 0.7197 0.3664 1.9677 0.1364 0.1412 

7Ne_S45 130 0.6037 0.7084 1.0572 0.7262 0.3800 1.9556 0.1335 0.1361 

7Ne_S46 130 0.5920 0.6894 0.8967 0.7184 0.3724 1.9182 0.1362 0.1336 

10Ne_S47 90 0.6893 1.0164 4.0439 0.8307 0.3135 2.6167 0.2936 0.2483 

10Ne_S48 90 0.7363 1.1186 5.6139 0.8770 0.3256 2.8172 0.3482 0.2711 

10Ne_S49 90 0.6762 1.0386 4.5923 0.7983 0.2966 2.5916 0.3332 0.2528 

10Ne_S50 90 0.7134 1.0875 5.5554 0.8502 0.3172 2.7270 0.3633 0.3153 

10Ne_S51 100 0.8032 1.0696 3.7684 0.9989 0.4213 2.8572 0.3183 0.2084 

10Ne_S52 100 0.8277 1.0815 3.8429 1.0308 0.4458 2.9058 0.3371 0.2231 

10Ne_S53 100 0.8107 1.0957 4.6672 1.0061 0.4214 2.8836 0.2979 0.2418 

10Ne_S54 100 0.8011 1.0950 4.9168 0.9881 0.4168 2.8397 0.3599 0.2685 

10Ne_S55 100 0.7714 1.0480 3.7495 0.9484 0.3960 2.7787 0.2620 0.2250 

10Ne_S56 100 0.7989 1.0911 4.8599 0.9874 0.4125 2.8613 0.3584 0.2473 

10Ne_S57 110 0.7381 0.9745 3.0976 0.9149 0.3981 2.5837 0.2858 0.2348 
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Sample No Index f9 f10 f11 f12 f13 f14 f15 f16 

10Ne_S58 110 0.7796 1.0127 3.4203 0.9675 0.4319 2.6950 0.3146 0.2605 

10Ne_S59 110 0.6891 0.9339 3.0164 0.8492 0.3634 2.4333 0.3081 0.2374 

10Ne_S60 110 0.6953 0.9614 3.7106 0.8551 0.3623 2.4601 0.2951 0.2362 

10Ne_S61 110 0.7292 0.9451 2.4446 0.9084 0.3942 2.5694 0.2566 0.2208 

10Ne_S62 110 0.7807 1.0063 3.2922 0.9754 0.4314 2.7048 0.2601 0.2433 

10Ne_S63 120 0.5742 0.7803 1.7217 0.7031 0.2964 2.0697 0.2381 0.2047 

10Ne_S64 120 0.5677 0.7747 1.5901 0.6896 0.2933 2.0483 0.2001 0.1960 

10Ne_S65 120 0.5409 0.7681 1.8441 0.6541 0.2667 1.9886 0.2313 0.2073 

10Ne_S66 120 0.5218 0.7332 1.4518 0.6326 0.2578 1.9188 0.2140 0.2106 

10Ne_S67 120 0.5709 0.7322 1.0924 0.7014 0.3144 2.0044 0.1665 0.1596 

10Ne_S68 120 0.5817 0.7535 1.2520 0.7103 0.3171 2.0456 0.1377 0.1486 

10Ne_S69 120 0.5336 0.7101 1.1893 0.6504 0.2847 1.8933 0.1644 0.1563 

10Ne_S70 120 0.5363 0.7224 1.3308 0.6520 0.2841 1.9062 0.1616 0.1515 

10Ne_S71 120 0.5574 0.7042 0.9402 0.6880 0.3114 1.9384 0.1534 0.1547 

10Ne_S72 120 0.5377 0.6826 0.9031 0.6581 0.3022 1.8647 0.1490 0.1574 

10Ne_S73 120 0.5356 0.6857 0.9313 0.6537 0.2977 1.8668 0.1446 0.1439 

10Ne_S74 120 0.5332 0.6714 0.8550 0.6497 0.3030 1.8388 0.1655 0.1400 

10Ne_S75 130 0.7306 0.8385 1.4516 0.9126 0.4591 2.3650 0.1747 0.1509 

10Ne_S76 130 0.7730 0.8775 1.7961 0.9631 0.4948 2.4732 0.1813 0.1663 

10Ne_S77 130 0.7783 0.8761 1.5218 0.9759 0.4946 2.5081 0.1712 0.1516 

10Ne_S78 130 0.8126 0.8965 1.5560 1.0163 0.5309 2.5719 0.1837 0.1577 

10Ne_S79 130 0.7652 0.8795 1.6786 0.9583 0.4801 2.4810 0.2080 0.1791 

10Ne_S80 130 0.7966 0.8886 1.5734 0.9968 0.5138 2.5429 0.1536 0.1600 

10Ne_S81 130 0.4913 0.6910 1.2681 0.5944 0.2461 1.7960 0.2086 0.1884 

10Ne_S82 130 0.5234 0.7355 1.3203 0.6338 0.2566 1.9306 0.2254 0.1991 

10Ne_S83 130 0.5144 0.7477 1.6333 0.6146 0.2461 1.9108 0.1998 0.2080 

10Ne_S84 130 0.5147 0.7616 3.0140 0.6206 0.2489 1.9003 0.2099 0.2127 

10Ne_S85 130 0.4879 0.7179 1.9095 0.5859 0.2344 1.8104 0.2239 0.2087 

10Ne_S86 130 0.5006 0.7190 1.4503 0.6073 0.2407 1.8589 0.2584 0.2162 

10Ne_S87 130 0.5266 0.6813 1.1197 0.6340 0.2975 1.8150 0.1668 0.1525 

10Ne_S88 130 0.5616 0.7323 1.3941 0.6795 0.3126 1.9483 0.1798 0.1767 

10Ne_S89 130 0.5556 0.7230 1.5482 0.6758 0.3083 1.9321 0.1521 0.1512 

10Ne_S90 130 0.5485 0.7031 1.0644 0.6668 0.3079 1.8982 0.1529 0.1457 

16Ne_S91 90 0.7051 1.0477 5.3936 0.8498 0.3332 2.6148 0.4419 0.3210 

16Ne_S92 90 0.7455 1.0931 5.4241 0.9029 0.3552 2.7449 0.3638 0.2876 

16Ne_S93 90 0.6137 0.9512 3.8880 0.7205 0.2747 2.3279 0.3304 0.2760 
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Sample No Index f9 f10 f11 f12 f13 f14 f15 f16 

16Ne_S94 90 0.6412 0.9920 4.3154 0.7550 0.2831 2.4491 0.3471 0.3057 

16Ne_S95 90 0.6279 0.9929 5.0302 0.7337 0.2752 2.4065 0.3914 0.3171 

16Ne_S96 90 0.6753 1.0428 4.8792 0.7945 0.2930 2.6056 0.3166 0.3056 

16Ne_S97 100 0.7176 1.0996 7.0412 0.8582 0.3403 2.6322 0.4519 0.3491 

16Ne_S98 100 0.7539 1.1551 7.9344 0.8999 0.3563 2.7649 0.4808 0.3172 

16Ne_S99 100 0.7496 1.0921 5.9425 0.9123 0.3622 2.7476 0.4225 0.3005 

16Ne_S100 100 0.8049 1.1397 6.0706 0.9872 0.3990 2.9281 0.4218 0.3119 

16Ne_S101 100 0.7622 1.1017 5.2444 0.9299 0.3571 2.8537 0.3427 0.3045 

16Ne_S102 100 0.7747 1.1166 4.8455 0.9417 0.3612 2.9075 0.4030 0.2642 

16Ne_S103 100 0.7984 1.1109 4.3862 0.9850 0.3867 2.9490 0.3691 0.2817 

16Ne_S104 100 0.7818 1.1010 4.8142 0.9584 0.3789 2.8939 0.3538 0.2912 

16Ne_S105 100 0.8209 1.0817 3.6778 1.0255 0.4298 2.9337 0.2854 0.2524 

16Ne_S106 100 0.8101 1.0972 4.3869 1.0000 0.4206 2.8927 0.3344 0.2527 

16Ne_S107 100 0.8793 1.1673 5.4191 1.0893 0.4698 3.1101 0.3070 0.2628 

16Ne_S108 100 0.8554 1.1291 4.4702 1.0613 0.4528 3.0460 0.3171 0.2835 

16Ne_S109 110 0.4597 0.7567 2.8883 0.5359 0.1975 1.7578 0.3512 0.2884 

16Ne_S110 110 0.4430 0.7134 2.5156 0.5189 0.1919 1.7081 0.2963 0.2627 

16Ne_S111 110 0.4697 0.7505 2.2728 0.5480 0.2028 1.8119 0.2793 0.2428 

16Ne_S112 110 0.4591 0.7495 3.1621 0.5356 0.2013 1.7472 0.3010 0.2597 

16Ne_S113 120 0.5253 0.7518 1.7515 0.6400 0.2568 1.9218 0.2877 0.2434 

16Ne_S114 120 0.5085 0.7246 1.6933 0.6189 0.2519 1.8594 0.2787 0.2264 

16Ne_S115 120 0.5743 0.8023 1.8030 0.7028 0.2843 2.0987 0.2841 0.2221 

16Ne_S116 120 0.5897 0.8256 1.9345 0.7201 0.2896 2.1643 0.2410 0.1963 

16Ne_S117 120 0.5189 0.7155 1.1884 0.6284 0.2629 1.8882 0.1775 0.1760 

16Ne_S118 120 0.5152 0.7278 1.4552 0.6160 0.2573 1.8856 0.2069 0.1762 

16Ne_S119 120 0.4980 0.6885 1.1016 0.5989 0.2539 1.8098 0.2149 0.1864 

16Ne_S120 120 0.5385 0.7384 1.3715 0.6545 0.2733 1.9643 0.2006 0.1782 

16Ne_S121 120 0.5259 0.7117 1.1396 0.6402 0.2723 1.9021 0.1962 0.1746 

16Ne_S122 120 0.5213 0.7063 1.1211 0.6312 0.2709 1.8802 0.1917 0.1794 

16Ne_S123 120 0.5299 0.7324 1.3312 0.6431 0.2689 1.9271 0.2077 0.1876 

16Ne_S124 120 0.5000 0.6858 1.0726 0.6051 0.2551 1.8143 0.1993 0.1789 

16Ne_S125 130 0.3854 0.5414 0.5173 0.4617 0.1903 1.4254 0.1602 0.1604 

16Ne_S126 130 0.3836 0.5521 0.6787 0.4565 0.1881 1.4136 0.1923 0.1752 

16Ne_S127 130 0.3760 0.5420 0.5837 0.4463 0.1831 1.3873 0.1535 0.1646 

16Ne_S128 130 0.3793 0.5495 0.7611 0.4488 0.1858 1.3993 0.1920 0.1868 

20Ne_S129 90 0.5563 0.9007 3.5608 0.6432 0.2336 2.1643 0.3384 0.3091 
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Sample No Index f9 f10 f11 f12 f13 f14 f15 f16 

20Ne_S130 90 0.6051 1.0224 8.8614 0.7016 0.2475 2.3606 0.3632 0.3169 

20Ne_S131 90 0.5722 0.9347 3.8756 0.6615 0.2310 2.2571 0.3804 0.3022 

20Ne_S132 90 0.5794 0.9773 5.5173 0.6618 0.2337 2.2689 0.3760 0.3251 

20Ne_S133 100 0.6382 1.0054 5.4975 0.7553 0.2797 2.4274 0.4104 0.3396 

20Ne_S134 100 0.6915 1.0822 6.0242 0.8195 0.3020 2.6336 0.4119 0.3140 

20Ne_S135 110 0.5494 0.8031 2.1282 0.6655 0.2593 2.0465 0.3010 0.2763 

20Ne_S136 110 0.5464 0.8294 3.2156 0.6531 0.2547 2.0253 0.3373 0.2551 

20Ne_S137 110 0.5767 0.8514 2.7622 0.6950 0.2718 2.1369 0.3420 0.2757 

20Ne_S138 110 0.5714 0.8585 3.1795 0.6843 0.2689 2.1194 0.3429 0.2668 

20Ne_S139 110 0.4658 0.7989 2.8003 0.5287 0.1776 1.8648 0.3256 0.2680 

20Ne_S140 110 0.4338 0.7683 2.8684 0.4836 0.1621 1.7459 0.3717 0.3086 

20Ne_S141 110 0.4628 0.8307 3.8347 0.5162 0.1721 1.8576 0.3954 0.3353 

20Ne_S142 110 0.4431 0.8325 5.3756 0.4871 0.1638 1.7704 0.3834 0.3427 

20Ne_S143 120 0.7124 1.0053 3.3752 0.8717 0.3400 2.6545 0.3263 0.2569 

20Ne_S144 120 0.6805 0.9615 3.0668 0.8342 0.3241 2.5407 0.3197 0.2527 

20Ne_S145 120 0.6983 0.9922 3.0878 0.8549 0.3257 2.6329 0.3205 0.2401 

20Ne_S146 120 0.7319 1.0523 4.1774 0.8924 0.3406 2.7518 0.3193 0.2464 

20Ne_S147 120 0.5799 0.8424 2.1122 0.7064 0.2646 2.1991 0.2558 0.2309 

20Ne_S148 120 0.6286 0.8925 2.2889 0.7725 0.2903 2.3754 0.2782 0.2202 

20Ne_S149 120 0.5664 0.8130 1.8776 0.6926 0.2624 2.1402 0.2315 0.2251 

20Ne_S150 120 0.6011 0.8597 2.1228 0.7373 0.2790 2.2804 0.2274 0.2138 

20Ne_S151 130 0.6103 0.8128 1.7959 0.7635 0.3177 2.1887 0.1886 0.1952 

20Ne_S152 130 0.6348 0.8327 1.6367 0.7948 0.3306 2.2827 0.2098 0.1759 

20Ne_S153 130 0.5784 0.7808 1.9778 0.7198 0.2995 2.0835 0.2290 0.2035 

20Ne_S154 130 0.5676 0.7493 1.1679 0.7058 0.2944 2.0494 0.1970 0.1745 

20Ne_S155 130 0.5443 0.7337 1.4296 0.6745 0.2809 1.9626 0.2487 0.2201 

20Ne_S156 130 0.5399 0.7308 1.5319 0.6674 0.2799 1.9372 0.2071 0.1905 

20Ne_S157 130 0.5636 0.7559 1.6314 0.7027 0.2930 2.0142 0.1798 0.1577 

20Ne_S158 130 0.5403 0.7251 1.2539 0.6692 0.2802 1.9430 0.2163 0.1992 

20Ne_S159 130 0.5986 0.7982 1.7695 0.7453 0.3134 2.1367 0.2306 0.2098 

20Ne_S160 130 0.6220 0.8295 1.9224 0.7743 0.3263 2.2121 0.2175 0.2152 

20Ne_S161 130 0.6103 0.8137 1.8572 0.7611 0.3193 2.1756 0.2102 0.2006 

20Ne_S162 130 0.6069 0.7956 1.4492 0.7562 0.3206 2.1678 0.2042 0.2000 

20Ne_S163 130 0.4235 0.6054 0.8173 0.5164 0.2003 1.5808 0.2193 0.1973 

20Ne_S164 130 0.4184 0.5963 0.7210 0.5102 0.1977 1.5642 0.2212 0.1857 

20Ne_S165 130 0.4604 0.6579 1.2270 0.5630 0.2229 1.7008 0.2692 0.2261 
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Sample No Index f9 f10 f11 f12 f13 f14 f15 f16 

20Ne_S166 130 0.4717 0.6727 1.2682 0.5777 0.2291 1.7360 0.2225 0.2263 

30Ne_S167 80 0.5247 0.8942 4.7461 0.5903 0.2312 1.9682 0.5019 0.4070 

30Ne_S168 80 0.5270 0.8493 3.0788 0.6001 0.2375 1.9754 0.4504 0.3470 

30Ne_S169 80 0.5232 0.8200 2.7963 0.6016 0.2455 1.9346 0.4191 0.3269 

30Ne_S170 80 0.4988 0.7834 2.5810 0.5751 0.2379 1.8227 0.4181 0.3057 

30Ne_S171 80 0.6329 1.0485 8.5291 0.7267 0.2679 2.4400 0.5176 0.3760 

30Ne_S172 80 0.5896 0.9458 4.0096 0.6795 0.2544 2.2559 0.4796 0.3258 

30Ne_S173 80 0.6641 1.0992 7.4098 0.7595 0.2799 2.5643 0.5121 0.4339 

30Ne_S174 80 0.6365 1.0376 5.4579 0.7319 0.2694 2.4524 0.5185 0.3786 

30Ne_S175 80 0.7263 1.2269 9.9908 0.8251 0.2898 2.8636 0.5904 0.4403 

30Ne_S176 80 0.6779 1.1242 6.3272 0.7729 0.2696 2.6821 0.4848 0.3712 

30Ne_S177 80 0.7214 1.2191 8.3429 0.8100 0.2773 2.8960 0.5462 0.4675 

30Ne_S178 80 0.7153 1.2141 8.6643 0.8055 0.2757 2.8492 0.5390 0.4617 

30Ne_S179 80 0.6656 1.1095 7.1816 0.7591 0.2685 2.6125 0.5361 0.4176 

30Ne_S180 80 0.6696 1.0987 5.8305 0.7664 0.2713 2.6381 0.4516 0.3654 

30Ne_S181 80 0.6584 1.0927 8.6140 0.7559 0.2707 2.5802 0.4633 0.3483 

30Ne_S182 80 0.6538 1.0626 5.8554 0.7521 0.2735 2.5425 0.4937 0.4069 

30Ne_S183 80 0.7925 1.1525 6.4139 0.9573 0.3826 2.9196 0.4960 0.3630 

30Ne_S184 80 0.7940 1.1277 5.4564 0.9681 0.3939 2.8810 0.5102 0.3614 

30Ne_S185 80 0.7947 1.1254 5.3800 0.9644 0.3986 2.8744 0.4652 0.3697 

30Ne_S186 80 0.8204 1.1715 6.0698 0.9896 0.4056 3.0045 0.5048 0.3729 

30Ne_S187 120 0.5966 0.8019 1.7170 0.7305 0.3127 2.1369 0.2901 0.2608 

30Ne_S188 120 0.5805 0.7881 1.7404 0.7046 0.3045 2.0770 0.2671 0.2537 

30Ne_S189 120 0.5720 0.7784 1.5030 0.6990 0.2918 2.0820 0.2773 0.2545 

30Ne_S190 120 0.5483 0.7620 1.6555 0.6616 0.2804 1.9856 0.3015 0.2839 

30Ne_S191 120 0.5834 0.7578 1.4598 0.7291 0.3162 2.0513 0.2536 0.2408 

30Ne_S192 120 0.6154 0.7974 1.7384 0.7711 0.3347 2.1599 0.2909 0.2395 

30Ne_S193 120 0.6338 0.7954 1.3401 0.7984 0.3521 2.2073 0.2273 0.2167 

30Ne_S194 120 0.6177 0.7824 1.6547 0.7747 0.3454 2.1361 0.2727 0.2535 

30Ne_S195 120 0.5873 0.7944 1.7290 0.7208 0.3019 2.1279 0.2452 0.2312 

30Ne_S196 120 0.6468 0.8763 2.2251 0.7967 0.3330 2.3320 0.2971 0.2649 

30Ne_S197 120 0.6372 0.8940 2.8722 0.7820 0.3153 2.3282 0.3026 0.2772 

30Ne_S198 120 0.6075 0.8331 1.8679 0.7465 0.3050 2.2185 0.2772 0.2394 

30Ne_S199 120 0.5654 0.7169 1.1578 0.7032 0.3175 1.9592 0.2484 0.2117 

30Ne_S200 120 0.5959 0.7595 1.4235 0.7406 0.3337 2.0645 0.2927 0.2507 

30Ne_S201 120 0.5709 0.7310 1.5644 0.7063 0.3238 1.9656 0.3384 0.2683 
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Sample No Index f9 f10 f11 f12 f13 f14 f15 f16 

30Ne_S202 120 0.5619 0.7300 1.7411 0.6901 0.3190 1.9225 0.3017 0.2798 

30Ne_S203 130 0.5740 0.7170 1.2028 0.7135 0.3280 1.9623 0.2539 0.2282 

30Ne_S204 130 0.6277 0.7821 1.5823 0.7794 0.3632 2.1300 0.3032 0.2714 

30Ne_S205 130 0.6443 0.7712 1.2157 0.7904 0.3874 2.1493 0.2315 0.1853 

30Ne_S206 130 0.6113 0.7329 1.1432 0.7483 0.3690 2.0389 0.2184 0.1914 

30Ne_S207 130 0.6814 0.8636 1.7414 0.8569 0.3730 2.3940 0.3108 0.2399 

30Ne_S208 130 0.7035 0.8870 1.8077 0.8882 0.3852 2.4688 0.2683 0.2158 

30Ne_S209 130 0.6743 0.8696 1.9697 0.8496 0.3630 2.3808 0.3058 0.2281 

30Ne_S210 130 0.6372 0.8144 1.6111 0.8042 0.3458 2.2380 0.2749 0.2187 

40Ne_S211 90 0.6728 1.0619 7.5914 0.7931 0.3040 2.5282 0.4303 0.3553 

40Ne_S212 90 0.7350 1.1866 9.2686 0.8597 0.3255 2.7470 0.5893 0.4365 

40Ne_S213 90 0.7088 1.0802 6.6365 0.8468 0.3365 2.5907 0.4990 0.3972 

40Ne_S214 90 0.6995 1.1114 8.7376 0.8240 0.3252 2.5744 0.5218 0.4225 

40Ne_S215 100 0.6059 0.9087 2.5476 0.7196 0.2662 2.3463 0.3271 0.2611 

40Ne_S216 100 0.6538 1.0222 5.4656 0.7761 0.2818 2.5100 0.4601 0.3544 

40Ne_S217 100 0.6538 0.9900 3.6394 0.7774 0.2847 2.5321 0.3745 0.2841 

40Ne_S218 100 0.6476 0.9838 4.4416 0.7747 0.2855 2.4850 0.3904 0.3127 

40Ne_S219 100 0.5693 0.7469 1.2752 0.7123 0.3015 2.0338 0.2944 0.2799 

40Ne_S220 100 0.6191 0.8252 2.1008 0.7764 0.3263 2.1972 0.3691 0.2548 

40Ne_S221 100 0.6019 0.7845 1.4279 0.7578 0.3143 2.1634 0.2488 0.2239 

40Ne_S222 100 0.5817 0.7888 2.1532 0.7292 0.3015 2.0861 0.3516 0.2552 

40Ne_S223 120 0.6318 0.8700 2.4947 0.7850 0.3140 2.3098 0.3332 0.2839 

40Ne_S224 120 0.6816 0.9141 2.3868 0.8571 0.3451 2.4731 0.3203 0.3019 

40Ne_S225 120 0.6330 0.8510 2.2809 0.7913 0.3263 2.2853 0.3189 0.2683 

40Ne_S226 120 0.6200 0.8368 1.9641 0.7714 0.3186 2.2389 0.3216 0.2828 

40Ne_S227 130 0.5673 0.7714 1.4303 0.6957 0.2854 2.0771 0.2124 0.1995 

40Ne_S228 130 0.5577 0.7510 1.2551 0.6870 0.2834 2.0344 0.2045 0.1866 

40Ne_S229 130 0.5901 0.7705 1.2249 0.7309 0.3108 2.1142 0.1853 0.1832 

40Ne_S230 130 0.5935 0.7873 1.8167 0.7377 0.3104 2.1252 0.2025 0.1996 

40Ne_S231 130 0.4228 0.6184 0.9601 0.5168 0.1946 1.5937 0.3320 0.2640 

40Ne_S232 130 0.4662 0.6822 1.4578 0.5720 0.2159 1.7545 0.3680 0.3088 

40Ne_S233 130 0.4459 0.6489 1.4308 0.5457 0.2133 1.6563 0.2686 0.2570 

40Ne_S234 130 0.4281 0.6058 0.8535 0.5259 0.2072 1.5839 0.2307 0.2196 

60Ne_S235 80 1.0971 1.6151 18.2244 1.3172 0.5364 3.9661 0.4894 0.3586 

60Ne_S236 80 1.0842 1.6410 25.4211 1.3020 0.5273 3.9161 0.5021 0.4059 

60Ne_S237 80 1.0967 1.6299 20.9421 1.3175 0.5354 3.9682 0.4912 0.3891 
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Sample No Index f9 f10 f11 f12 f13 f14 f15 f16 

60Ne_S238 80 1.0646 1.5968 18.6025 1.2765 0.5097 3.8847 0.4595 0.3962 

60Ne_S239 100 0.8238 1.0475 4.8356 1.0210 0.4772 2.7787 0.3042 0.2714 

60Ne_S240 100 0.7860 0.9864 3.1988 0.9676 0.4562 2.6564 0.2669 0.2491 

60Ne_S241 100 0.8140 1.0256 6.0451 1.0025 0.4838 2.7123 0.2983 0.2528 

60Ne_S242 100 0.8203 1.0352 4.7064 1.0051 0.4857 2.7287 0.3150 0.2782 

60Ne_S243 100 0.8237 1.0543 3.6959 1.0261 0.4582 2.8611 0.3130 0.2571 

60Ne_S244 100 0.8472 1.0940 4.5554 1.0628 0.4648 2.9498 0.3340 0.2837 

60Ne_S245 100 0.8727 1.1111 4.0822 1.1013 0.4777 3.0561 0.3271 0.2384 

60Ne_S246 100 0.8663 1.1269 5.4956 1.0840 0.4768 3.0148 0.3332 0.2975 

60Ne_S247 110 0.6753 0.8401 2.7735 0.8244 0.4034 2.2539 0.2592 0.2510 

60Ne_S248 110 0.6493 0.8063 2.2362 0.7855 0.3918 2.1508 0.2552 0.2333 

60Ne_S249 110 0.6715 0.8483 3.2035 0.8216 0.3975 2.2385 0.2773 0.2600 

60Ne_S250 110 0.6476 0.8522 4.5975 0.7803 0.3863 2.1481 0.3307 0.2691 

60Ne_S251 120 0.5891 0.7464 1.5531 0.7221 0.3371 2.0209 0.2455 0.2427 

60Ne_S252 120 0.6268 0.7851 1.5166 0.7792 0.3548 2.1691 0.2377 0.2338 

60Ne_S253 120 0.6087 0.7545 1.3492 0.7549 0.3510 2.0819 0.2284 0.2303 

60Ne_S254 120 0.6374 0.8633 5.8796 0.7907 0.3568 2.1993 0.2718 0.2562 

60Ne_S255 120 0.5931 0.7509 1.5919 0.7281 0.3377 2.0389 0.2405 0.2398 

60Ne_S256 120 0.6367 0.8073 1.6393 0.7918 0.3553 2.2193 0.2412 0.2250 

60Ne_S257 120 0.5641 0.6851 1.0968 0.6829 0.3384 1.8833 0.2195 0.2133 

60Ne_S258 120 0.5448 0.6767 1.3671 0.6475 0.3310 1.7923 0.2467 0.2258 

60Ne_S259 120 0.5725 0.7205 1.7997 0.6860 0.3438 1.8952 0.2516 0.2175 

60Ne_S260 120 0.5538 0.6894 2.1247 0.6563 0.3390 1.8190 0.2472 0.2279 

80Ne_S261 90 0.7955 0.9755 4.8599 0.9491 0.4917 2.5952 0.3632 0.2989 

80Ne_S262 90 0.7678 0.9180 2.5005 0.9159 0.4764 2.5008 0.3452 0.3063 

80Ne_S263 90 1.0344 1.3468 7.8471 1.2965 0.5570 3.6440 0.3209 0.2957 

80Ne_S264 90 0.7829 0.9349 3.0442 0.9302 0.4902 2.5489 0.3707 0.3152 

80Ne_S265 90 0.5991 0.7479 2.9029 0.6728 0.3800 1.8957 0.3306 0.3001 

80Ne_S266 90 0.7424 1.1031 7.4127 0.8739 0.3741 2.6735 0.3706 0.3125 

80Ne_S267 90 0.5919 0.7371 2.2270 0.6604 0.3742 1.8846 0.3493 0.3120 

80Ne_S268 90 0.6888 0.9827 5.5684 0.8056 0.3662 2.4353 0.3333 0.3006 

80Ne_S269 100 0.7062 0.9027 4.2508 0.8341 0.4274 2.3278 0.3060 0.2615 

80Ne_S270 100 0.7010 0.8888 3.5581 0.8283 0.4213 2.3172 0.2969 0.2641 

80Ne_S271 100 0.7269 0.9067 3.7044 0.8537 0.4476 2.3703 0.2977 0.2693 

80Ne_S272 100 0.6965 0.8329 2.3566 0.8130 0.4367 2.2596 0.2663 0.2290 

80Ne_S273 100 0.9421 1.2307 9.2613 1.1556 0.5406 3.1798 0.3561 0.3035 
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Sample No Index f9 f10 f11 f12 f13 f14 f15 f16 

80Ne_S274 100 0.8754 1.1290 6.4844 1.0631 0.5039 2.9708 0.2803 0.2664 

80Ne_S275 100 0.9776 1.2307 7.3340 1.1876 0.5812 3.2512 0.3456 0.2890 

80Ne_S276 100 0.9431 1.1821 6.2444 1.1388 0.5635 3.1320 0.3014 0.2607 

80Ne_S277 110 0.8461 1.0691 3.9891 1.0530 0.4789 2.9167 0.2607 0.2598 

80Ne_S278 110 0.8415 1.0818 5.6890 1.0374 0.4829 2.8663 0.3291 0.2786 

80Ne_S279 110 0.8616 1.1251 6.6892 1.0709 0.4829 2.9729 0.3185 0.2802 

80Ne_S280 110 0.8358 1.0629 4.1998 1.0274 0.4754 2.8730 0.2725 0.2430 

80Ne_S281 110 0.8374 1.0492 5.4421 1.0022 0.5053 2.7678 0.3318 0.2645 

80Ne_S282 110 0.9136 1.1539 6.9024 1.1169 0.5405 3.0474 0.3346 0.2834 

80Ne_S283 110 0.9220 1.1443 9.1096 1.1140 0.5679 2.9998 0.2940 0.2641 

80Ne_S284 110 0.8730 1.0847 7.4333 1.0418 0.5404 2.8350 0.3107 0.2698 

80Ne_S285 120 0.7444 1.0111 4.1807 0.9078 0.3905 2.6587 0.2632 0.2500 

80Ne_S286 120 0.8016 1.1020 5.1044 0.9754 0.4132 2.8839 0.2927 0.2610 

80Ne_S287 120 0.7970 1.0511 4.5418 0.9603 0.4379 2.7871 0.2776 0.2303 

80Ne_S288 120 0.7797 1.0250 4.2709 0.9302 0.4310 2.7251 0.2360 0.2139 

80Ne_S289 120 0.7319 0.9799 2.9004 0.8918 0.3841 2.6150 0.2531 0.2367 

80Ne_S290 120 0.7630 1.0274 3.3171 0.9316 0.3971 2.7532 0.2524 0.2345 

80Ne_S291 120 0.7312 0.9669 2.6589 0.8950 0.3878 2.6144 0.2282 0.2252 

80Ne_S292 120 0.7729 1.0971 11.1570 0.9351 0.4024 2.7746 0.2770 0.2487 

80Ne_S293 120 0.7286 0.8802 1.7578 0.8856 0.4334 2.4519 0.2155 0.2057 

80Ne_S294 120 0.7090 0.8594 1.6884 0.8586 0.4206 2.3855 0.1982 0.1943 

80Ne_S295 120 0.7110 0.8798 2.0450 0.8680 0.4131 2.4300 0.2239 0.2147 

80Ne_S296 120 0.7428 0.9203 2.0718 0.9080 0.4273 2.5543 0.2023 0.1965 
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